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Chapter 1

Introduction

ARTICLE physics aims at a deep understanding of the microscopic structure

of matter. It searches for the fundamental building blocks of the world — the
elementary particles. Particle physics also investigates the forces between these
particles. Today’s knowledge is summarised in the so called standard model. In
this description matter consists of quarks and leptons, which interact via three
fundamental forces. In nature exists gravity as a fourth force which is up to now
not included in the standard model.
Nowadays large particle accelerators are used to bring particles to high energies
and collide them. The Large Hadron Collider (LHC) is a circular collider being
built at CERN! near Geneva/Switzerland. Tt is designed to accelerate protons
to energies of up to 7TeV with a luminosity of 103* cm?/s. Therefore it enables
the exploration of rare and high-energetic processes which are not accessible up
to now.
In order to observe the collisions between the protons several experiments are
being built, one of them is ATLAS?. The ATLAS experiment’s detector has an
onion-like design which is typical for colliding beam experiments. It can be divided
roughly into three parts: the innermost part is the Inner Detector which measures
the tracks of charged particles emerging from the interaction point. Around the
tracking system the calorimeter is situated. Its purpose is to determine the par-
ticles” energies. The outermost system is the muon spectrometer which measures
tracks of muons. ATLAS is equipped with two magnet systems whose fields bend
the particles’ tracks and enable thereby measurements of the momentum of the
particles. A toroidal magnet system surrounds the whole ATLAS detector. Addi-
tionally, the Inner Detector is built within a solenoidal magnet.
The University of Dortmund takes part in the development and construction of
the Pixel Detector which is the innermost component of the Inner Detector. This
sub-detector is the closest one to the interaction point and gives tracking infor-
mation at three spatial points for traversing particles in the pseudo-rapidity range

! Conseil Européen pour la Recherche Nucléaire
2A Toroidal LHC Apparatus
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In| < 2.5. The investigated particle physics demands a good spatial resolution and
a high granularity due to the high track density. The pixel detector’s sensors are
fabricated from silicon and have pixels of the size 50 pm x 400 pm.

Pixel sensors require a two-dimensional connection technique to the read-out elec-
tronics. This is realised by small solder balls—so-called bump-bonds—between
each pixel cell and the corresponding electronic read-out channel. The small size
of the pixels and their high density are a demanding challenge which is far ahead
from the industrial standard for this technique.

The proximity to the interaction point leads to a heavy radiation load of up to
101% 1- MeV-ngq/ cm? within ten years of operation. If an extension of LHC to-
wards higher luminosities (Super-LHC) is realised the fluences will increase even
by a factor 10. In order to cope with these requirements for radiation hardness a
radiation hard design of the pixel sensor and oxygenated silicon material are being
used.

Will ATLAS be successful in answering the open questions of particle physics?
This question has to be answered during the development of this large experiment.
The general design of the ATLAS detector has been proven to be suitable for
particle physics research by Monte Carlo studies [AT99].

But it has to be proven that the individual components of this complex experiment
can fulfill the demands set upon them as well. The scope of this work is to test
some aspects of the appropriateness of the pixel module design. It is restricted
to two topics: a very specialised part of this work is spent on the design of test
structures which can be used to check the quality of bump-bond connection tech-
nique between the sensor and the FE electronics. The quality of these connection
is crucial for the long-term operability of the modules which cannot be replaced
due to the difficult access conditions to the pixel detector.

The second and much larger part of this work investigates the charge collection
properties of silicon sensors. The questions which have to be answered for the
sensor can be summarised in the question for the collected charge during the
years of data taking. The charge collection efficiency of the sensors is affected by
the harsh radiation field in which the detector has to work.

The answer to this problem is found by laboratory measurements of basic detector
parameters with irradiated samples. Knowledge about the fluence dependence of
these parameters is of general interest for all fields which work with silicon detec-
tors in strong radiation fields. The prediction of the charge collection efficiency
for the ATLAS pixel sensors is done by using these measurement results as input
for simulation studies.

The measurements necessary to obtain the required parameters are done on proton-
and neutron-irradiated pad-detectors. Several measurement techniques are applied
for these measurements: samples are characterised before and after irradiation by
measurements of the current-voltage and capacitance-voltage characteristics. But
the central focus of this work lies on measurements with the transient current tech-
nique (TCT). This method delivers time-resolved measurements of signal-currents



of detectors. The detector signals are caused by drifting charges which have been
injected by laser illumination. Due to the short duration of these pulses (5-20 ns)
the technique is quite ambitious in point of accurate measurement of fast signals
with rise times below 1ns. From the TCT-measurements it is possible to derive
informations on trapping times and electric field configuration.

After having done the measurements their results are used for simulations. In
a first step the behaviour of irradiated pad-detectors with respect to pulse-shape
and charge collection efficiency is simulated and compared to the measurements in
order to verify the applied simulation techniques. In a second step the properties
of pixelated detectors are simulated in order to obtain predictions for the later
operation of the ATLAS Pixel Detectors.

This work aims on the derivations of these predictions since they are crucial for the
design and the operation of the detector. On the one hand comparisons between
the predictions from simulation and the real detector behaviour which will be done
during the operation will serve as a check for arising problems. On the other hand
the simulation will have to be developed further in order to take into account the
actual history of operation and new results from the research on radiation hard
detectors.

This thesis is split into six parts. Part I introduces into the application of silicon
sensors in particle physics experiments of the LHC generation. The physics under
investigation in the ATLAS experiment will be shortly summarised in chapter 2
together with a coarse overview of the ATLAS detector and a more detailed one
of the pixel detector and its operation environment. Finally, the requirements for
this sub-detector and the consequences for this work will be summarised. Chap-
ter 3 covers basic knowledge of semiconductor physics and applies it to explain
the functionality of semiconductor detectors. It also treats the energy deposition
mechanisms of different particles traversing matter. This chapter is completed
by a description of the signal formation process in silicon-detectors. The conse-
quences of radiation damage to silicon detectors are explained in chapter 4. The
changes of the crystal structure which are caused by non-ionising energy loss are
explained on a microscopic level and their consequences for macroscopic detector
parameters are described.

With part IT the report on development, measurements and simulations done for
this thesis begins. Chapter 5 treats the development of test structures designed
for tests concerning connections between pixel sensors and read-out electronics.
Part IIT is dedicated to the characterisation of pad-detectors. Chapter 6 contains
the description of experimental and analysis techniques used for this work. It also
describes the design of the pad-detectors used for this work and the facilities in
which they were irradiated. Further items are the measurement and analysis tech-
niques for capacitance-voltage and current-voltage characteristics. The chapter is
finished by the description of the transient current technique (TCT). The results
of CV- and TCT-measurements are given in chapters 7 and 8, respectively. These
chapters also include the analysis of the data and some first conclusions.
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It is followed by part IV on simulation studies. This part starts with chapter
9 describing the simulation tools developed for this work. Chapter 10 shows the
application of the simulation tools for pad-detectors. By comparing simulation and
measurement the reliability of the simulation software is tested and its systematic
error is estimated. In the next chapter the simulation tools are used to predict
the properties of pixel detectors operated in the ATLAS environment.

In part V the measurement and simulation results are summarised and the con-
clusions are drawn and discussed.

Part VI contains additional material: app. A contains compilations of physical
constants, material properties of silicon and a list of abbreviations. App. B con-
tains additional material on the determination of the depletion voltage. The last
app. C features additional data from TCT measurements.



Part 1

Silicon Detectors in High
Energy Physics Experiments






Chapter 2

The ATLAS Pixel Detector

2.1 LHC Physics

2.1.1 The Standard Model of Particle Physics

Today’s knowledge of the fundamental particles and their interactions is sum-
marised in the standard model of particle physics [Pe91][P0o97]. According to this
model all matter is built from fermions, i.e. particles with spin % These fermions
can be divided into quarks and leptons. Both kinds of particles exist in three
generations as it can be seen in Table 2.1.

The particles of the first generation form the stable matter. Most of the second
and third generations’ particles are heavy and instable. Henceforth they decay
into particles of the first generation. Ounly the neutrinos from the second and
third generation do not decay but are subject to so-called neutrino-oscillations.
This effect includes also the electron neutrino from the first generation.

The existence of a fourth generation of particles can be ruled out up to very
high limits on the mass by measurements of the decay width of the Z° boson.
The particle listing in Table 2.1 is completed by anti-particles having the same
properties but opposite electric charge.

Quarks can be divided into light and heavy quarks according to their mass. The
first group consists of the u and d having masses of ~ 300 MeV/c? and the s
having a mass of ~ 450 MeV /2. The remaining quarks have much higher masses:
1.0 — 1.6 GeV /c? for the ¢, 4.1 — 4.5GeV /c? for the b and 168 — 192 GeV /c? for
the heaviest one, the t'.

'The quark masses given here are constituent masses.

H 1st generation ‘ 2nd generation ‘ 3rd generation H el. charge

quarks up (u) charm (c) top (¢) +2/3
down (d) strange (s) bottom (b) -1/3
leptons || e-neutrino (1) | p-neutrino (v,) | 7-neutrino (v;) 0
electron (e) muon () tau (7) -1

Table 2.1: Fermionic building blocks of matter.
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Interaction H couples to | exchange particle ‘ Mass [GeV /c?]
strong colour 8 gluons (g) 0
electromagnetic || el. charge photon (vy) 0
weak weak charge w*, 20 ~ 10°
gravitational mass graviton G 0

Table 2.2: Interactions and their exchange bosons. ¢, v, W* and Z° have spin 1, the
graviton G has spin 2.

These particles interact by three different forces with each other: quarks and lep-
tons are both subject to electromagnetic and weak interaction, quarks interact
additionally by strong interactions. Within the standard model interactions be-
tween particles are described by the exchange of bosons which are particles with
even numbered spin (see Table 2.2). A further force is gravitation. However, since
its coupling to the elementary particles is very weak compared to the three other
forces it can be neglected in particle physics. The gravitation is not described
within the standard model.

The interactions couple to specific properties of the fundamental fermions:

Gravitation The Gravitation couples with the mass of the particles and has
infinite range. The corresponding boson is the graviton which has not been
observed up to now.

Electromagnetic Force The electromagnetic force is transmitted by the photon
which couples to the electric charge of particles. Except for the neutral
neutrinos all particles in Table 2.1 are subject this force. It is described by
quantum electrodynamics (QED).

Weak Force The weak force acts on all fermions of the standard model. It is
carried by the charged W+ and W~ and the neutral Z°. These particles have
a rather large mass contrary to the exchange particle of the electromagnetic
force. This mass limits the range of the weak interaction.

Electromagnetic and weak force have been described in a unified way by
Glashow, Weinberg and Salam in the electroweak theory. According to this
description they originate from the same phenomenon.

Strong Force The strong force couples to the colour charge of quarks while lep-
tons do not interact strongly. The strong force is transmitted by gluons
which carry colour charge, too. Thus these bosons can also couple to other
gluouns.

A characteristic property of the strong force is the confinement: the force
between two strongly bound quarks grows with their distance. If the field
between them contains enough energy it is used to produce new particles.
Thus quarks do not exist as free particles but only in bound states of at least
two quarks.



2.2 The Large Hadron Collider

Compound particles which are subject to the strong force are called hadrons.
The strong force is described by quantum chromodynamics.

2.1.2 Beyond the Standard Model

Although the formulation of the standard model was a great success of particle
physics there are many open questions, e.g. the standard model does not include
gravitation and does not explain the masses of its particles. Also a unified de-
scription of the electroweak and strong forces in a Grand Unified Theory (GUT)
is desirable.

Further points of present and future research in particle physics are [AT99]:

Search for the Higgs Theoretically the masses of particles can be explained by
symmetry-breaking of the so-called Higgs field. The corresponding particle
would be the Higgs-boson which has not been observed up to now.

Supersymmetry A further research topic is the test of different supersymmetric
models which introduce for each up to now known particle a supersymmetric
partner. These models deliver unified theories.

CP-violation A new generation of experiments with high event rates enable
investigations of the CP-violation in B-mesons.

Precision measurements Such experiments can also deliver precise measure-
ments of the top quark mass and the W bosouns.

New Particles Increased collision energy and statistics enable the search for
new particles which are unknown up to now due to their high mass or low
production probability. Examples are a further quark and lepton generation,
new gauge bosons and compound states consisting of several quarks.

Heavy Ions The research in the field of heavy ion physics will also benefit from
future experiments: ATLAS will allow further investigations of the equation
of state of nuclear matter. Further interesting points are quark-gluon plasma
(deconfinement) and jet-quenching.

All of these research topics will be addressed by the ATLAS experiment which is
described in the following sections.

2.2 The Large Hadron Collider

The Large Hadron Collider (LHC) is a new collider which is being built at CERN
near the Swiss town Geneva [Go02]. It will accelerate protons to an energy of
7TeV. Unlike other colliders like LEP? or Tevatron it brings particles with the
same sign of electric charge to collision. Therefore, it consists of two storage rings
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ALIGNMENT TARGET
MAIN QUADRIPOLE BUS-BARS
HEAT EXCHANGER PIPE
SUPERINSULATION
SUPERCONDUCTING COILS
BEAM PIPE
""" ] VACUUM VESSEL
,,,,,,,,,,,,, BEAM SCREEN

AUXILIARY BUS-BARS

SHRINKING CYLINDER / HE I-VESSEL

THERMAL SHIELD (55 to 75K)

NON-MAGNETIC COLLARS

IRON YOKE (COLD MASS, 1.9K)

DIPOLE BUS-BARS

SUPPORT POST

Fig. 2.1: Cross-section of the Large Hadron Collider showing its two separate storage
rings in a common housing.

built close to each other as shown in the drawing in Fig. 2.1. Alternatively, the
acceleration of heavy ions will be possible: for heavy ion physics LHC will provide
lead beams with an energy of 2.76 TeV per nucleon. Collisions between particles
from the two beams will occur at four points. The collision rate will be 40 MHz
and the intended design luminosity is 103* cm?s~! for pp-collisions.

Four experiments will be built at the collision points, the two multi-purpose exper-
iments CMS? and ATLAS?, the heavy-ion experiment ALICE® and an experiment
dedicated to b-physics named LHCb. It is intended to operate the experiments
for ten years and to take data on 100 days per year. An overview over the LHC
and its experimental areas can be seen in Fig. 2.2.

2.3 The ATLAS Experiment

2.3.1 Overview

The ATLAS experiment is designed as multi-purpose experiment to cover all fields
of interest in future particle physics research. It is built by a collaboration con-
sisting of 1800 scientists from 150 institutes.

“Large Electron Positron Collider
3Compact Muon Solenoid

1A Toroidal LHC ApparatuS

A Large Ion Collider Experiment
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Fig. 2.2: Layout of the LHC tunnel and its experimental areas.

Fig. 2.3 shows an overview of the experiment. Like most other collider experi-
ments it is built in an onion-like fashion consisting of several layers (subdetectors)
enclosing each other. Each of the subdetectors is dedicated to a specific purpose.
The innermost system is the Inner Detector. Its task is the space-resolved mea-
surement of charged particles emerging from the collisions at the interaction point.
In order to measure the momentum of particles the Inner Detector has a solenoidal
magnet system which bends the particle tracks. The energies of the particles are
measured by the calorimeters which enclose the Inner Detector. The outermost
subdetector system is a large muon spectrometer which measures the momentum
of muons that penetrate all subdetectors. It is equipped with a toroidal mag-
net system. The following sections give some more details about the subdetector
systems.

2.3.2 Muon Spectrometer

The momentum of muons which have penetrated all other detector parts are mea-
sured by the muon spectrometer. Fig. 2.4 shows the layout of the muon spec-
trometer. Its working principle is based on the deflection of charged particles in
magnetic fields. These fields are provided by large superconducting air-core toroid
magnets. The muon spectrometer covers the pseudorapidity range || < 2.7.
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Fig. 2.3: Overall layout of the ATLAS Detector [AT99].
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e

Monitored drift tube
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Fig. 2.4: Three-dimensional view of the muon spectrometer instrumentation indicating
the areas covered by the four different chamber technologies. [AT99).

It consists of a barrel part having three layers and end-caps having also three
layers of detectors. Precision measurements of the coordinates are done by mon-
itored drift tubes (MDTs) and cathode strip chambers (CSCs). The choice of
MDTs or CSC depends on the demands from rate and background condition of
the installation position.

MDTs and CSCs are completed by a trigger system counsisting of resistive plate
chambers (RPCs) and thin gap chambers (TGCs). These trigger chambers serve
three purposes: they provide the bunch crossing information with a sufficient
time resolution, the trigger system uses their signals and they measure the second
coordinate in a direction being perpendicular to that measured by the precision
chambers.

2.3.3 Calorimeters

Energies of particles are determined by the ATLAS calorimetry system which is
split into an electromagnetic calorimeter, a hadronic barrel calorimeter, hadronic
end-cap calorimeters and forward calorimeters, see Fig. 2.5.
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EM Accordion
Calorimeters

Hadronic Tile
Calorimeters

Forward LAr
Calorimeters

Hadronic LAr End Cap
Calorimeters

Fig. 2.5: Three-dimensional cutaway view of the ATLAS calorimeters [AT99].

The electromagnetic calorimeter is a lead/liquid-argon detector. Its barrel part
is contained in a barrel cryostat which surrounds the Inner Detector and houses
also the solenoid magnet. This magnet supplies a 2T strong magnetic field for the
Inner Detector. The electromagnetic calorimeter has a thickness of > 24 radiation
lengths in the barrel part and > 26 radiation lengths in the end-caps.

The hadronic calorimeter is used for the energy measurement of hadronic showers
which are not contained in the electromagnetic calorimeter. The hadronic barrel
calorimeter consists of three cylindrical parts and is based on a sampling technique
with plastic scintillator plates (tiles) embedded in an iron absorber. In the high-
irradiation region towards high rapidities the liquid-argon (LAr) technique is used
because of its superior radiation hardness for all calorimeters. The thickness of
the hadronic calorimeter corresponds to 11 interaction lengths at n = 0.

2.3.4 Inner Detector

The particles which have been measured by the calorimeters have to be tracked
back to the interaction point. The bending of the particles’ tracks has to be
measured as well in order to determine the momenta. This demand is fulfilled by
the Inner Detector which is the subdetector being closest to the interaction point
(IP) [AT9T].
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Due to the high number of collisions per bunch crossing (see Fig. 2.6), high mul-
tiplicities in the events and the detector’s close proximity to the IP, a high gran-
ularity and fast readout are necessary. Especially B-physics, b-quark tagging and
other tasks require highly precise tracking and a good secondary vertex detection.
A further consequence of the close
proximity to the interaction point is
an extremely high radiation load. The
innermost parts are designed to be
still operable for fluences equivalent
to 1-10% 1-MeV-n/cm? and ionisation
doses of 500 kGy.

A further requirement is to use as few
material as possible for the detector 0.04
in order to reduce nuclear interactions
and multiple scattering within the de-
tector material since otherwise the per- ~ 0.02
formance of the whole ATLAS detector
would suffer.

o
o
s3]

Relative frequency
o
o
(2]

o
04\\\‘\\\‘\\\‘\\\‘\\

Fig. 2.7 shows a schematic drawing of 20 40
the Inne.r Detector. The Inner Detec- Fig. 2.6: Number of i?llt%rp;)cetgc?rfslrgg;aggggﬁ
tor consists of three subsystems: clos- crossing at full luminosity [AT97].

est to the interaction point the pixel

detector is situated. Due to its rele-

vance for this work it will be described

separately in sec. 2.4. The pixel detector is enclosed by the Semiconductor Tracker
(SCT) and the Transition Radiation Tracker (TRT). Fig. 2.8 shows the hits in the
tracking system (projected on the 7-¢-plane) from a simulated H — ptp~ete™

Barrel SCT

Pixel Detectors

Fig. 2.7: View of the Inner Detector. It consists from inside to outside of the Pixel
Detector, the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT).
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event and underlying background events. This picture demonstrates the high
number of tracks that have to be separated.

The SCT is designed to provide four precision measurements per track in the
intermediate radial range. It is built from silicon strip detectors having a total
area of 61 m? with 6.2 millions readout channels. The spatial resolution is 16 um
in r-¢-plane and 580 pm in z-direction. The detector can distinguish tracks which
are separated by more than 200 ym.

The mechanical structure of the SCT has four complete barrels mounted at radii
of 30.0c¢m, 37.3 cm, 44.7 cm and 52.0 cm. Additionally, it has nine wheels with up
to three rings of modules in each direction.
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Fig. 2.8: Projection of tracks from a simulated H — puTpu~ete™ event (my = 130 GeV)
on the r-¢-plane in the barrel part of the Inner Detector [AT97].
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The Transition Radiation Tracker (TRT) is built from straw detectors consisting
of 4mm thick aluminium tubes with a sense wire. With the help of a radiator
between the straws it can distinguish electrons from other charged particles by
detecting transition radiation photons: due to the transition radiation the signal
from fast electrons is significantly higher than that from other particles leading to
a good background rejection.

2.4 Pixel Detector

2.4.1 Physics Requirements

The ATLAS Pixel Detector is designed to provide robust pattern recognition to-
gether with excellent vertexing capacities [AT97]. It measures a minimum of three
space points for tracks in the pseudorapidity-range of || < 2.5.

The physics requirements demand a b-tagging efficiency of 50% with a rejection
factor of about 100 against light-quark jets. This is necessary for the detection
of Higgs and SUSY signals at low and high luminosity runs of LHC. Additionally
studies of the decays of B-hadrons are of great interest. These studies include the
search for CP-violation, mixing angles, rare B-decays and B-hadron spectroscopy.
Therefore, the detection of leptons and hadrons with low transverse momentum
in combination with a good vertex resolution is of great importance. Detection of
secondary vertices and the impact parameter resolution depend on the pixel point
resolutions and on the material thickness traversed by the particles.

The development work of the pixel detector is aimed at point resolutions of
or¢ = 12 pm and o, = 60 pm assuming a binary read-out scheme.

2.4.2 Overall Layout

For this innermost part of the ATLAS tracking system silicon detectors have been
chosen due to their short read-out time. R&D work which has been performed over
the last years by the RD2-collaboration [RD2], the ATLAS Pixel Collaboration
and the RD48-collaboration [RD48], has also proven that the radiation hardness
of this material is simply the best even for the harsh radiation environment of
the ATLAS Pixel Detector. Pixelisation of the sensors provides the necessary
granularity to work in the high track-density environment with sufficient position
resolution and occupancy.

The ATLAS Pixel Detector will consist of 1744 modules. A module has an active
size of 16.4 mm by 60.8 mm and provides 47 232 pixels. Most of the pixels have a
size of 50 x 400 pm?.

The modules are arranged in three barrel layers and three discs on each side (see
Fig. 2.9). They form a 1.4 m long and 0.5 m thick cylinder. The three barrel layers
have radial positions of 5.05 cm, 8.85cm and 12.25 cm. They are built from 22, 38
and 52 staves, respectively. The staves are rotated by 20° in azimuth. Each stave
is composed of 13 modules. The disks are positioned at z = 49.5cm, 58.0 cm and
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Fig. 2.9: Perspective view of ATLAS Pixel Detector consisting of three barrel layers and
six discs mounted in a supporting frame.

65.0 cn. They are made from 8 sectors having 6 modules each, which are identical
to those of the barrel.

2.4.3 Radiation Environment

Due to its position close to the interaction point the ATLAS pixel detector has
to operate in a harsh radiation environment. Simulations with a model detector
were used to predict the radiation field [AT98]. DTUJET code [Bo94] was used
to generate minimum bias particles and the transport of particles through the
detector material was simulated with the FLUKA transport code [Fa94]. Table
2.3 contains the radiation loads for the barrel layers of the ATLAS pixel detector
as given in [AT98].  The radiation load of the discs is comparable to that of
Layer 2. However, the distances to the beam axis as given in Table 2.3 are not
up-to-date since the layout of the detector has been changed in the meantime. But

element T z annual fluence | total fluence
‘ [cm] ‘ [cm] [10'3 cm—2] [10* cm—2]
B-layer (5yrs) | 4.3 0 34.8 10.44
Layer 1 10.1 0 8.3 6.64
Layer 2 13.2 0 5.0 4.0

Table 2.3: Maximum annual fluences at a luminosity of 1034 cm=2s~! and total fluences
over 10 years (B-layer 5 years) for the pixel detector. The numbers are given for the old
positions, see text for details.
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these values will be used later in chapter 11 to obtain numbers for the radiation
load at the actual positions. The charged fractions of the particle flux are 85% for
the B-layer and 70% for Layer 1 (at the old positions).

2.4.4 Module Design

The modules consist of the rectangular sensor tile, 16 front-end (FE) electronic
chips and the Module Control Chip (MCC). The FE chips are flip-chipped to the
n-side of the sensor. The sensor’s p-side is covered by a flex-hybrid carrying the
module control chip (MCC) and further electronic parts. Supply with several
voltages (for sensor biasing and electronics powering) and connection with the
data acquisition system (DAQ) is made via the so-called pig-tail. Fig. 2.10 shows
a drawing and a photograph of a pixel module.

pigtail wire bonds

Fig. 2.10: Layout and photograph of pixel module [Do04].

FE chips have 2880 read-out cells each of them containing an amplifier and an
analog-to-digital converter. The amount of charge is described by the time over
threshold (TOT) being the time the amplifier output stays above a certain (se-
lectable) threshold. Furthermore, each FE pixel contains a small memory and
functionality to change settings like thresholds. The data from the pixel cells are
piped to the end-of-column logic at the edge of the chip.

The FE chips are connected via bump-bonds to the pixel sensor so that each of
the pixels is connected to one read-out cell, see Fig. 2.11. By this connection the
n-side of the pixel-sensor is grounded and read-out. The high-voltage is brought
to the p-side of the sensor by a contact from the flex-hybrid.

The module control chip controls and reads out the FE chips. It processes the
data and sends them over the pig-tail to the DAQ.
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front end
electronics

sensor

particle track

Fig. 2.11: Schematic drawing of the connection technique between pixel cell and corre-
sponding front-end electronic by bump-bonding.

2.4.5 Sensor Design

The sensors are produced on n-type substrate silicon wafers. The first production
step is the growth of an silicon oxide layer on both sides. On the n-side this oxide
is opened by etching for the n-implantations. After the implantation the wafer is
covered by a nitride layer and an aluminium layer. The whole wafer is protected
by a passivation layer which is only opened for electric contacts.

The sensor is segmented in 47232 pixel cells which are arranged in rows and
columns (columns numbered along long side of pixels). One FE chip reads out
the pixel cells of 18 columns and 164 rows. A normal pixel cell has a size of
50 pm x 400 ym. Since connections between sensor and electronic cannot be made
between the edges of two neighbouring FE chips the pixels of the two outermost
columuns in every FE region are long pizels i.e. they have dimensions of 50 pm x
600 pm. The same problems exists for the other side of a FE region. Therefore,
the uppermost 4 rows of a FE region consist of ganged pizels: their pixels are
connected by metal-lines with other pixels from lower rows and read-out by the
same FE chip cell. The resulting ambiguity of the track position must be resolved
later in the event analysis. By this method the 47232 pixels of a sensor tile are
connected to 46 080 read-out channels of a module.

For the ATLAS Pixel Detector a sensor design with nt (highly n-doped) pixels on
n-substrate has been chosen. The other side of the wafer is highly p-doped (see
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Fig. 2.12: Section from sensor with pixel cell array. Dark shaded areas are the n-
implantations. The four small dark circles are openings in the nitride which enable the
electric connection between n-implantation and metal layer. The uppermost circle in a
pixel is bump-pad which used for electric contact to the FE electronics. At the lower edge
one can see the bias grid which runs through every second column of pixels. Every pixel
is surrounded by an opening of the nitride layer in order to moderate the p-spray dose.

chapter 3 for explanation of working principle of semiconductor detectors). Before
the sensor has been irradiated above type-inversion (see chapter 4) the depletion
zone grows from the p-side towards the n-side. Due to its low depletion voltage
before irradiation the volume of the sensor can be fully depleted and thus it has its
maximum sensitivity for particles. After type-inversion the depletion zone starts
to grow from the n-side. Therefore, the pixelated side of the sensor is always at
the depletion zone even if not the whole sensor is depleted which will be the case
after irradiation with high fluences.

Fig. 2.12 shows the layout of an array of pixel cells (n-side of wafer). Each pixel
has an nT-implantation having a size of 30 um - 380 yum. The implantation is
covered by a metal strip. Openings in the oxide provide electrical contact between
implantation and metal. The uppermost “circle” on a pixel cell as shown in Fig.
2.12 is an passivation opening. It serves as bump-bond pad. The bump-bonds are
built-up on it and provide the electrical connection to the pixel n-side.

In order to suppress cross-talk between pixels they have to be electrically isolated
against each other. This is done with the so-called p-spray technique where a low
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dose p-implantation is done over the complete wafer-surface without a mask. In the
n-implantation the p-spray is overcompensated by the much higher concentration
of n-dopants. In order to avoid field maxima at the rims of the n-implantations the
p-spray has been moderated by openings in the nitride layer. Moderating leads to
lower p-spray concentrations at the rims of the n-implantations. These openings
can be seen in Fig. 2.12 as the atoll-like structure around and between the pixels.
Normally pixels are electrically connected via their bump-pad. An additional
possibility is the bias-grid which can be seen in Fig. 2.13. It provides contact to
all pixels via punch-through contacts. The bias-grid can be used to contact all
pixels during quality assurance measurements before module production. During
the operation it ensures that pixels with failing bump-bond connections are not
floating but have a potential that is only a few volts lower (the punch-through
voltage) than that of the neighbouring pixels. This ensures a better homogenity
of the electric field even in the case of missing bump-bonds. A more detailed
description of the sensor design can be found in [AT98] and [Hii01].

“':\\ g

R : ;
SR SRR

Fig. 2.13: Magnification from Fig. 2.12 showing the structure of the bias grid and the
punch-through contact.



Chapter 3

Silicon Semiconductor
Detectors

N this chapter the basic properties of semiconductor detectors made from silicon

will be introduced. After describing the mechanisms of energy deposition by
ionising particles it will be explained how this deposited energy is detected in a
semiconductor device and transformed to a measurable signal. Within this chapter
only the properties of non-irradiated devices will be discussed. The effects of
irradiation to detectors will be covered in chapter 4. Values for constants and
material properties can be found in Tables A.1 and A.2 in app. A (p. 231).

3.1 Ionising Energy Deposition in Silicon

3.1.1 Charge Deposition

lonising radiation being absorbed by a silicon crystal leads to free charge-carriers.
As it will be described later these free charge-carriers can be used to form a mea-
surable signal. The creation of free charge-carriers by ionisation and excitation is
a reversible process which does not damage the crystal. Non-ionising energy loss
(NIEL) that leads to permanent damage will be treated in chapter 4. The mecha-
nisms for energy deposition depend on the kind of impinging particles. Therefore,
also the distribution of deposited energy along the path of the particle depends on
the kind of particle. In the following section the charge depositions mechanisms
for several kinds of particles will be introduced.

3.1.2 Photons

This section focuses mainly on photons with wavelengths in the visible and infrared
region as can be obtained from a laser: these relatively low energetic photons are
absorbed due to the photo effect. More energetic photons which deposit energy
also by compton scattering and pair-production are not considered here.
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Fig. 3.1: Absorption coefficient vs. photon energy and absorption length vs. wavelength.
The data (+) are taken from [Da55] (7' = 300 K). The wavelengths of the lasers used for
this work are marked with o (interpolations of the data).

Because of the complete absorption of photons by photo effect and a constant
absorption probability per length the beam intensity I(x) drops exponentially:

I(z) = Iye . (3.1)

Iy is the original intensity of the beam given as energy per area, z is the tra-
versed material thickness and p the absorption coefficient. This coefficient de-
pends strongly on the wavelength of the laser light. Data on this dependence are
displayed in Fig. 3.1. Table 3.1 gives the absorption lengths for some typical laser
wavelengths which have been considered in the preparation phase of this work.
The exponential attenuation of the laser beam leads to a charge deposition profile
which is exponential as well. The energy deposited up to a depth x in the device
is given by

E(z)=A- /Io ey = 4. 20 (1—e#) (3.2)
b
0

where A is the illuminated surface area.
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A [nm] | Epnot [eV] | 1/p [pm]

672 1.85 3.7
908 1.37 39.1
1057 1.17 270

Table 3.1: Wavelengths and photon energies ot of the lasers used for this work. The
absorption lengths 1/ are taken from the data in Fig. 3.1.

3.1.3 «-Particles

a-particles traversing matter lose their kinetic energy by ionisation and excitation.
Their differential energy loss along their path is described by the Bethe-Bloch
formula for heavy particles [Gr93]:

—% = 47rNngm002z2§% [m (LEC?% 2) -8 - g] (3.3)
The constants used are:
z — charge of particle in units of elementary charge
Z,A — atomic number and mass of the absorber
my — electron mass
re — classical electron radius
Ny — Avogadro’s number
I — ionisation constant, property of the absorbing material,
I ~162% eV
0 — parameter for description of density effect

a-particles are stopped in silicon after a relatively short track due to their high
charge z = 2. As an example a-particles from a ?*! Am-source are considered: this
isotope emits particles with kinetic energies of 5.486 MeV and 5.443 MeV [KN95].
The mean penetration depth (i.e. the depth after which the particles are stopped)
of these particles in silicon is (28.06 & 0.31) gm. This number is obtained from
simulations done with the SRIM software!. The centre of gravity of the deposited
charge is at (16.3£8.0) um. The distributions of deposited energy and penetration
depth are shown in Fig. 3.2.

3.1.4 MIPs/B-Particles

Particles whose energy is in the region of the minimum of differential energy loss
as described by the Bethe-Bloch formula are called minimum ionising particles

!SRIM is a Monte Carlo simulation which can calculate the energy deposition of ions in matter.
A description can be found in [Zi85].



26 Silicon Semiconductor Detectors

_IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|III_ _IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII_
3501~ ] ]
i X ] _
i X . 500 ]
L X i
L X ] 7
300 < ] i
L X X i
i X ] 400 —
250 L — 7
£ I X ]¢ 1
3,200~ 1 = 300 —
c I ] = ]
s I 1 2 .
S 1 E |
§ 150~ 4 2 ]
] 200 -
L X ] 4
100~ . ]
C ] 100 -
50 — ]
L x ] i
o o
0 5 10 15 20 25 40 26 265 27 275 28 285 29 295 30

Depth [um] Depth [um]

Fig. 3.2: Distribution of deposited energy (left, clearly seeable Bragg peak) and pene-
tration depth (right) for a-particles with an energy of 5.486 MeV in silicon. The results
are obtained from SRIM simulations of 5000 single particles.

(mips). They lose only little energy per length and thus they deposit their energy—
different from laser and a-particles—uniformly along the track. During operation
the ATLAS pixel detector has to detect mips. The differential energy loss in silicon
is [Lu99]

dE

| =38MeV/cm. (3.4)

min

The Bethe-Bloch formula describes only the mean energy loss AE per length.
The fluctuation around AFE is described by the Landau distribution. It is rela-
tively complicated to fit this function to measured data because it is given by the
Laplace transform of the function s®. A simpler approach is given by the Moyal
approximation to the Landau distribution [Gr93, Bo98|:

L\ = # . exp <—% (A + e)‘)> (3.5)

with
AE — AFEy,;

AAE) = :

(3.6)
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A is the normalised deviation of the deposited energy AFE from the most probable
energy loss AEy,,. The normalisation factor ¢ is proportional to the thickness d
of the absorber and has the dimension of an energy:

£ = ZWNorgmeczzj%%pd = kpd . (3.7)
The most probable energy loss AEy,,, is different from the mean energy loss AF be-
cause the Landau distribution is asymmetric. It has a long tail towards high energy
losses which is caused by single high energy transfers to electrons (d-electrons).
In order to make laboratory measurements with particles penetrating the whole
detector radiation from an °’Sr source can be used to inject charges. This isotope
makes a (-decay in °Y. The maximum energy of the emitted electron is 0.5 MeV.
90Y converts into the stable *°Zr by a further 8-decay with a maximum energy of
2.3 MeV. The half-lifes of the two subsequent decays are 28.64 a and 64.1 h [KN95].
The source used for this work was several years old, so it can be considered as
being in the radioactive balance. Therefore, the emitted radiation originates to
equal parts from both decays.

3.2 pn-Junction

3.2.1 Intrinsic Semiconductors

In intrinsic semiconductors the number of impurities is small compared to the
number of thermally generated (free) electrons and holes. The electric properties
of semiconductors can be explained by the band theory [Lu99]: in this model
the energetically possible electron states lie either in the valence band or in the
energetically higher conduction band (see Fig. 3.3). The highest energy of the
valence band is denoted by FEy -, the lower edge of the conduction band is F¢. The
range between these two bands is called band gap. Its width Eq = Ec — Ey is
1.12eV for silicon. The band gap is a zone which is energetically forbidden for
electrons. At low temperatures all states of the valence band are occupied while

Fig. 3.3: Energy band structure of semiconductors. On the left hand side intrinsic
semiconductor, in the middle extrinsic semiconductor of n-type with donators and on the
right hand side p-type with acceptors.
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the conduction band is empty. In this condition the conductivity of the crystal
is zero. At elevated temperatures the conduction band becomes partly occupied
by electrons from the valence band. After going up to the conduction band the
electrons leave behind an unoccupied state in the valence band (a so-called hole)
which can be considered as a positive charge-carrier. Both types of charge-carriers
contribute now to the conductivity of the semiconductor which is increasing with
temperature.

The occupation probability of an electronic state with energy E at temperature
T is described by the Fermi-Dirac statistics:

1

F(E) = PR
1+exp ( kTF>

(3.8)

The Fermi energy Ey is the energy with the occupation probability %, k is Boltz-
mann’s constant. For E'r being not too close to the edges of conduction or valence
band the expression in eq. (3.8) can be approximated by

E—Ep
F.(E) ~ e T and (3.9)
Ep—E

Fy(E) = 1-F(E)m~e i1 . (3.10)

for electrons (index e) and holes (index h), respectively. Typically, this approxi-
mation is valid as Er normally is situated close to the middle of the band gap.
The deunsity of states for electrons with kinetic energy FEii, is

2Mef
h2

3
2 1

N (Exin)dFExin = 4w ( > E. dEy, . (3.11)
For the mass of the charge-carriers the effective masses meg have to be used (m,
for electrons, my, for holes). The kinetic energy is measured from the band edges,
i.e. for electrons from the lower edge of the conduction band upwards and for holes
from the upper edge of the valence band downwards.

The density n, of free electrons is given by the integral over the product of density
of states N and occupation probability F, for electrons:

3
2 kT \ 2 Eq—FE Eq—E
e = (7WZ’§ ) e~ FT T = Nge™ —FT . (3.12)
The integration interval is the conduction band. For holes the integration yields
correspondingly
3
2 kT \ 2 Ep—-E Ep—FE
np =2 (%) e~ FT = Nye T, (3.13)

N¢c and Ny are the effective densities of states in the conduction and valence
band, respectively. The product

E~n—FE E

ne-mp = NcNye & = NgNye # (3.14)
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is independent of the Fermi energy Ep. It depends only on the magnitude of the
band gap E¢. The Fermi level for intrinsic semiconductors F; can be derived from
the condition that the number of holes equals the number of electrons: n, = nj =
n;. Thus it is

En—FE E
n; = /NoNye ~5T~ = \/NoNye %t (3.15)

for the intrinsic charge-carrier density n;. Furthermore, the Fermi level of the
intrinsic semiconductor is given by
_Ec+Ey n 3ET . my,

In .
2 4 Me

E; (3.16)
E is close to the middle of the band gap, the deviation results from the difference
in the effective masses of electrons and holes. The intrinsic level F; defined by this
is also important for extrinsic semiconductors which are treated in the following
course of the discussion. With the introduction of the intrinsic charge-carrier
density n; egs. (3.12) and (3.13) can be rewritten as

Ep—FE; E,~Ep .
Ne =MN;€ kT and np =mn;e” T respectively. (3.17)

3.2.2 Extrinsic Semiconductors

Extrinsic semiconductors can be obtained by adding small amounts of impurities
during fabrication of the semiconductor device. This can either happen during
crystal growth for the whole crystal or later when processing of the surface is done
by implantation of impurity atoms. The process of intended addition of impurities
is called doping. As an element of the IVth main group silicon has four electrons in
its outer shell. In a crystal it forms covalent bonds with four neighbours leading a
tetraedric crystal structure (diamond lattice). Dopant atoms have either one elec-
tron more (donors, elements of the Vth main group) or one electron less (acceptors,
IITrd main group) in their outer shell. Those impurities act as dopants as they are
still integrated into the crystal structure like Si atoms with four covalent bonds
to their neighbours. Therefore, the donors lose their additional electron which
can move freely in the crystal. Analogously, the acceptors gather an electron to
form four covalent bonds. By these processes the dopant atoms remain as fixed
space-charges in the crystal. Donors contribute positively, acceptors contribute
negatively to the space-charge deunsity. The doping with donors is called n-doping
while introduction of acceptors is called p-doping.

n-doping introduces additional states with energy level Ep into the band gap close
to the conduction band edge (see Fig. 3.3). Even at low temperatures electrons
from these states can be excited and get into the conduction band. Phosphorus
(Ec — Ep =0.045eV) and arsenic (E¢ — Ep = 0.054eV) can be used as donors.
Correspondingly, acceptors counstitute energy levels E4 close to the valence band
edge. They can take electrons out of the valence band leading to creation of free
holes. p-doping can be done e.g. by introduction of boron (E4 — Ey = 0.045eV).
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These additional levels correspond to a shift of the Fermi level. In the case of n-
doping Er moves towards the conduction band while p-doping lowers Er towards
the valence band.

The value of Er in n-doped material can be derived up to high doping concentra-
tions from eq. (3.12) by setting the electron concentration in the conduction band
equal to the donor concentration. Thus

N¢

Ec—Erp =kT In—. (3.18)
Np
Analogously, the according expression for p-doping can be derived from eq. (3.13):
N
Ep— By = kT In—~ . (3.19)
Na

Electrons in an n-type semiconductor are called majority charge-carriers. The
still — but much smaller in number — existing holes are named minority charge-
carriers. In the case of a p-type semiconductor holes and electrons are named
analogously.

3.2.3 Charge-Carrier Transport

Movable charge-carriers in a semiconductor can be considered as free particles
whose kinetic energy is %kT . Their mean velocity is in the order of 107 cm/s. They
interact with imperfections of the lattice which are caused by lattice vibrations,
crystal defects and impurities. The mean free path is about 1075 cm and the
mean free time is 7; & 10~'s. This thermal movement causes on average no
displacement.

In an electric field the charge-carriers start to drift. The drift velocities vg, . and
var,n Of electrons and holes depend on the field strength and the effective masses
me and mp:

. € Tf = -
e = 0 LF = —u.E, (3.20)
e
. ey T = _
Vdr,h, = 0 fE:,uhE (321)
mp,

In these equations the mobilities p. and py are introduced. Charge-carriers can
also be transported by diffusion. Diffusion is caused by an inhomogeneous distri-
bution of charge. Therefore, it is proportional to the gradient of charge-carrier

density:
F, = —-D.,-Vn,, (3.22)
ﬁh = —Dh-ﬁnh. (323)

F, and F), are the fluxes of electrons and holes. The magnitude of diffusion is
governed by the diffusion constants D, and Dj. The current densities of charge-
carriers are the combination of drift and diffusion, therefore

=

Jo = eoueneﬁ—i—eoDeﬁne and (3.24)
J_]'l = egyhnhE_"—l—eoDhﬁnh. (325)
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Mobilities and diffusion constants are related to each other by the Einstein equa-
tions:

kT kT
D,=—p. and Dp=—puyp. (3.26)
€p €0

3.2.4 pn-Junction

A pn-junction consists of the direct connection of a p-type with an n-type semi-
conductor (see Fig. 3.4). Connecting them leads to diffusion of charge-carriers due
to different concentrations of charge-carriers in the two regions. Electrons move
from the n-side to the p-side and recombine there with holes. Analogously, holes
move into the opposite direction. Due to recombination free charge-carriers vanish
and leave behind the charged dopant atoms as fixed space charges. The region
without free charge-carriers is called space charge region (SCR).

n-type —type n—type —type
. o BB, ,,, . v M
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Fig. 3.4: Band structure of a pn-junction. Left side shows the two semiconductors before
contacting them, right side after connecting.

The space charges cause an electric field which makes charge-carriers drift in the
opposite direction of the diffusion. The space charge region grows until an equi-
librium between drift and diffusion is reached. This effect limits the depth of the
space charge region.

A pn-junction is described in the band theory by a bending of the bands: the
energy levels in the p-zone are raised by egVy; where Vi is the so-called built-
in voltage. 'This voltage is not caused by an externally applied voltage. The
magnitude of the band bending can be determined considering the condition that
the Fermi levels have to line up.

The built-in voltage V4, is derived from the difference of the intrinsic levels in the
neutral n- and p-zones. The concentrations of the majority charge-carriers in the
n-type semiconductor n., and the majority concentration in the p-type region
N, Tesult from (3.17):

7EF_E{L p n
ne,n:ND:ni e kT 9 BB
przy 0= Na-Np=ne (3.27)

npp=Na=n;e ¥T
with Np being the donor concentration in the n-type region and N4 being the

acceptor concentration in the p-type region. For the desired built-in voltage Vi,
follows
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1 ET = NaN
Vii=—(E —E') = —1In AzD

€p €0 ’I"LZ-

(3.28)

In order to calculate the depth of the space charge region an abrupt change from
n- to p-type at the junction is considered. As the electric field has to vanish at
the borders of the space charge region the total charge within the SCR has to be
Zero:

Npdy = Nad,. (3.29)

d, and d, are the depths of the space charge region in the n-region and the p-
region, respectively. The electric field strength at the junction can be calculated
with Gauss’ law as integral over the charge density p:

/E di=— | pav. (3.30)
660

A coordinate system is introduced for the following calculations as indicated in
Fig. 3.5: the z-axis runs perpendicular through the plane of the pn-junction. The
junction is at = 0, positive  run towards the n-zone.

The volume V which is used for integration is a cuboid with cross-section A. A is
parallel to the plane of the junction and the depth of the volume is z. One of the
two sides being perpendicular to the z-direction is in the space-charge region. The
opposite side is far enough away, so the field vanishes at that point. For reasons of
symmetry all field lines are perpendicular to the plane of the pn-junction. With
dV = A-dx and p=¢yNp

x

1
E(x)-A=— | egNpAdz (3.31)
EEN
0
Y, Z 4
+ +
p n n
"X
x=0

Fig. 3.5: The coordinate system which is used for calculations.
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follows from eq. (3.30). Therefore, solving the integral in eq. (3.31) for the interval

0 < z < d,, yields the field strength at the pn-junction (z = 0) as
1 1
Enax = —eoNpd, = _GONAdp . (332)
EEN EEN

The field strength drops from this maximum to zero at the border of space-charge
region. So the voltage drops in the n- and p-region are

Enoaxdn 1 eoNpd%: 1 egNadpd,

Vi = = = d 3.33

" 2 €€o 2 €€o 2 an ( )
Emaxdp 1 6OJVAd% 1 eoNdedn

Vo = = = 3.34

P 2 €€0 2 €€0 2 ( )

If the voltage across the pn-junction V;, + V), is set equal to the built-in voltage
Vii one obtains for the depth of the space charge region d = d,, + d,,

2ee0(N4 + Np)
d= Vbi 3.35
\/ eONAND bi ( )
and for the maximum field strength at the pn-junction
1 2eg NaNp
Epax = —eoNpdy, = | ————Vpi . 3.36
max £€g €0iVNDan ceo Na+ Np bi ( )

For Si-detector the case of strong asymmetric doping is important. In many de-
tectors a highly doped p-layer (“p™”) is put on an only lowly doped n-type bulk.
In this case (N4 > Np) the depth and the maximum field strength can be ap-

proximated by

2¢eeq

d Vbi and (3.37)

eoNp

)
B ~ | —2NpWy . (3.38)
EEN

3.2.5 pn-Junction with Externally Applied Voltage

A device with an externally applied voltage across the pn-junction is no longer in
thermal equilibrium. Thus the equations derived up to this point are now valid
only in an approximative way.

With an externally applied voltage Viias > 0 (forward bias) the voltage across
the pn-junction drops to Vi — Vpias- Consequently the depth of the space charge
region shrinks to

2 N N
d = \/550( AT D)(Vbi_vbias) (3.39)

eoNaND

2¢ee
i — Vbias) - A
V0 (1~ Vi) (3.40
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Eq. (3.40) holds for the case of a strongly asymmetric p*-on-n doping. Contrarily,
the application of a negative bias voltage (reverse bias) leads to a growth of the
space charge region. By such a measure the space charge region — also called
depletion zone — can be extended over the whole thickness of the device. The
minimum bias voltage which is necessary to achieve this is called depletion voltage
Viep- For an asymmetric doped pt-on-n diode with thickness d the depletion
voltage is

60NDd_2
eeg 2

Vaep = (3.41)
The depletion voltage is normally much higher than the built-in voltage, so that
the latter can be neglected. Therefore, the thickness of the depletion zone is
proportional to the square root of the applied bias voltage as can be derived from
eq. (3.39).

For later applications it is important to know the field strength E(x) in a fully
depleted detector. E(x) consists of two components:

E(z) = Ep(z) + Ey(z) . (3.42)

Ep(z) is the field which is caused by the space charges. It can be calculated with
Gauss’ law. For integration the same volume as above is used:

/ Ep(z)-di = L pdV (3.43)

ov 660‘/
(Ep(0) — Ep(z)]- A — %eONDAx (3.44)
Ep(x) = Ep(0) = —eoNpz. (3.45)

EEN
Ep(0) is the maximum of the field strength at the pn-junction which has already
been calculated in eq. (3.32). From this it follows

Ep(z) = %BOND(dn - ). (3.46)

Together with eq. (3.41) this expression can be rewritten for fully depleted pn-
junctions of thickness d as

2Vde x
Bp(z) = =92 (1-2) . 3.47
p(z) = =9 (1-2 (3.47)
The previous equation describes the field due to the space charges. If Vi ex-
ceeds Vyep, an additional component Fy(z) = Fy = const. must be added. This
contribution must be constant because no further charges are introduced into the
detector volume. In order to derive Ej it is assumed that the p-side (z = 0) has
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the potential ¢ = 0. The n-side is set to the potential p(z = d) = Vias. For the
electric potential follows:

x x
o(z) = / B(z!) d’ = / Bp(@) + Bo(z) da’ (3.48)

0 0
[ oV, /

— / gep (1 — %) + E() dz’ (3.49)
0

_ 2V4ep x?

= 7 <(II 5 +Eyx. (3.50)

Taking into account the boundary conditions it follows

ple=d) = Vaep + Eyd = Visas (3.51)
= Fy, = w (3.52)
Therefore, the total electric field strength in a fully depleted detector is:
E(z) = Ey+ Ep(z) with (3.53)
Ey = M and
po - M(1-3).

Analogously, one can derive E(x) for a partially depleted detector which is depleted
to a thickness d,, < d. d, can be written as (cf. 3.41)

Vbias
dp=d- | [ ——. 3.54
" Vdep ( )

for Viias < Vaep- From eq. (3.46) follows for the field in a partially depleted
detector

2V,
E(z) = % (1 - di> (3.55)
2Vdep Vbias z
_ _x 3.56
d ( Vatep d) (3:56)

for 0 <z < d,. For d, < z < d the field strength is zero.

3.2.6 Capacitance-Voltage-Characteristic

The capacitance-voltage characteristic (CV-characteristic) is important for the
characterisation and quality control of detectors. Its theoretical derivation given
here is again valid only for an asymmetric pn-junction. d denotes the depth of
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the depletion zone and the neutral n-zone has zero potential. In order to derive
the CV-characteristic a displacement of the border of the depletion zone from « to
z+dz is considered. By this displacement the surface charge density is reduced by

eoNp dz. The electric field strength changes by % and the external voltage

by w%. Executing the integration from z = 0 to z = d it follows
d
Q) = —/ eoNp(z)dxr and (3.57)
0
d
N,
by = / «No@) 4 (3.58)
0 €€

The potential difference 1, is the difference between externally applied voltage
Vbias and built-in voltage Vi; (eq. (3.28)). The measured capacitance of the diode
is

0Q, 0Q,/0d

C = = ith 3.59
v~ ovjed (3:59)
0
% — _eyNp(d) and (3.60)
oV —0¢p  OVhi _ eNp(d) n KI' 1 9Np(d) (3.61)
od N od od N EEN €o ND(d) od '
This yields for the inverse capacitance
1 d 1 A%S d kT 1 ON d
L A4 D~ = . (3.62)

C  eep eoNp(d) od %_aegN]% od €gg

The second term can be neglected for reverse bias. Thus the depletion depth d is

EEN
d=—. .
o (3.63)

As it will be described later in chapter 4 irradiation introduces additional defects
making the relation between d and capacitance more complicated. But neverthe-
less, the capacitance is still roughly proportional to the inverse thickness of the
space-charge region.

3.3 Particle Detection

3.3.1 Creation of Free Charge-Carriers

Ionising energy loss (see sec. 3.1) leads to creation of electron-hole-pairs in the
detector. Due to the small band gap (Fg ~ 1.12eV) a large quantity of free
carriers is produced. The mean energy necessary to create one pair is =~ 3.6 eV for
silicon [Lu99]. For instance, a mip that traverses 250 pm of silicon creates ~ 26 400
pairs (cf. eq. (3.4)).

The injected charge-carrier pairs have to be separated by an electric field because
otherwise they would recombine rather quickly. In the electric field the electrons
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and holes drift towards their respective target electrodes. It is an important fact
that only the depleted zone of the detector is sensitive for particle detection.
The rest of the material—except for a small zone at the border of the depletion
from where carriers can diffuse into the depletion zone—is insensitive to particles
because holes and electrons recombine quickly if they are not separated by an
electric field. In order to achieve a good charge collection efficiency and thereby
strong signal it is important to deplete the detector as much as possible.

In the following discussion always an asymmetric pn-junction is considered. A
pt-doped layer is fabricated on top of an n-bulk. On the opposite side the surface
is nT-doped in order to get a good ohmic contact to the bulk. Both highly doped
sides of the device are contacted by metal electrodes.

3.3.2 Mobility and Charge Collection Time

The mobilities p and p; have already been defined in egs. (3.20) and (3.21)
on p. 30. A closer examination of the mobilities reveals a strong dependence on
the field strength and the temperature. Thus the mobilities are considered as
functions of this quantities in the following discussion.

The charge collection time %, is the time which a charge-carrier needs to drift from
its starting point x( to its target electrode:

T, ) T, )
te = / o) T / W(E@)E@) ™ (3.64)

var(x) = p(E(x))E(x) is the drift velocity which depends implicitly on the spatial
variable z.

3.3.3 Signal Formation

The free charge-carriers start to drift towards their respective target electrodes
after the passage of a particle. The signal currents at the electrodes rise as soon
as a charge-carrier is moving in the detector. This effect can be explained in a
simple way by the induction of charges on the electrodes and the concept of mirror
charges. A more elaborate description is the Ramo theorem [Ra39]. This theorem
states that the induced charge d(@ is proportional to the drifting charge ¢:

dQ = q Er(7) - #4:(7) dt . (3.65)

Ep is the so-called Ramo field, which describes the electrostatic coupling of the
drifting charge to the electrode. In order to derive eq. (3.65) a point-charge with
charge ¢ is considered in the presence of a number of grounded conductors. For
one of these conductors, say C, the induced current is desired. The point-charge
is thought to be surrounded by a tiny equipotential sphere S. @ is the electro-
static potential in the region between the conductors. It must satisfy the Laplace
equation:

AD =0 (3.66)



38 Silicon Semiconductor Detectors

As the conductors are grounded @ is zero at their positions, ®, shall be the
potential of the tiny sphere around the charge. Then Gauss’s law states

- 1
—/vq> di= —q. (3.67)
EEN
S

Now another configuration is considered: The charge is removed, conductor C is
raised to unit potential (®|c, = 1) and all other conductors are still grounded.
The potential for this configuration is @', again fulfilling A®’ = 0 in the space
between the conductors, including the position where the electron was situated
before. The new potential of this point is ®f.

Now a volume R is considered which is bounded by the conductors and the tiny
sphere S§. Green’s theorem states for the potentials in R

/ (P'AD — BAD) dV = — / (2V0 - oVe') - da. (3.68)
R oR

The left-hand side of this equation is zero (A® = 0 and A®’ = 0). The right-hand
side can be divided into three contributions:

1. Integral over the surfaces of the conductors except C}: This contribution is
zero because both potentials are zero at these points (grounded conductors).

2. Integral over C: This reduces to

- / Vo - di (3.69)
oCy

for ' =1 and ® =0.
3. Integral over S: this yields

—<1>;1/6<I>-da+<1>q/6<1>’-da. (3.70)
a5 oS

The second integral in eq. (3.70) is zero because it is the negative enclosed charge
(Gauss’ law). But this charge is zero because the electron has been removed for
the second configuration. Finally, we obtain

0 = —/6@-615—@;/6@-615 (3.71)
oC, oS

1 1
= a Qc, + % Q(I); . (3.72)
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(¢, is the charge on C;. This can be solved to

Qc, = —q@ (3.73)
. dQC1 dq):] = dr

) = - = —qg(ve . = 74
i(?) dt T Ve g (3.74)

where 7 is the position of the charge. With vy, = dr’/dt and 6@; = —ER follows
eq. (3.65).

The previous calculations can be summarised as follows: in order to compute the
induced currents it is necessary to calculate the Ramo potential @;, which shall
from now on be denoted by ®r. It is obtained by considering all electrodes set
to zero potential except for the electrode on which the induced current is to be
calculated. This electrode is set to unit potential. The problem can now be solved
analogously to an electrostatic problem with boundary conditions. The Ramo
potential has to fulfill the conditions:

Adr =0  between the electrodes, (3.75)
drp =1 on the electrode where the signal is measured and (3.76)
®r =0  on all other electrodes. (3.77)

The Ramo field is obtained from ®y by
Eg =-Vy. (3.78)

In the case of a planar diode with thickness d (which is considered as being infinite
in the y and z direction, thus edge effects can be neglected) the solution is simply

Dp = —3 = Ep= ée} . (3.79)

Considering more difficult configurations of the electrodes the problem can be
solved numerically (see chapter 9).
For the understanding of the later described measurements it is important that
the magnitude of the induced current is proportional to the amount of drifting
charge and its velocity. In the case of constant charge ¢ (or if the time dependent
charge ¢(t) is known) the drift velocity can be derived from measurements of the
signal current. This is especially easy in the case of a planar diode because there
the Ramo field is constant.

3.3.4 Charge Trapping

A part of the drifting charge can be trapped by crystal defects acting as trapping
centres. As a consequence they stop to move and do not contribute to the signal
as long as they are trapped. They maybe reemitted from the trapping centre after
a while but if this detrapping takes too long compared to the integration time of
the read-out electronics they are lost for the signal. The mechanism of trapping
itself and the dependence on acquired fluence will be covered more thoroughly in
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sec. 4.2.3 (p. 54). In the current section only the consequences for the measured
signals will be discussed.

The probability that a moving charge is trapped is proportional to the covered
distance dl. Therefore the number N of charge-carriers drops according to

1

dN = —-N
Aeﬁ

dl . (3.80)

The inverse factor of proportionality Aeg is the effective trapping length. If the
thermal velocity vy, is large compared to the drift velocity v, the covered distance
depends almost exclusively on the thermal velocity and the time:

Vgh > Udr = dl = Vth dt . (381)

In order to check this assumption the thermal velocities have to be compared
to the drift velocities for different temperatures and electric field strengths. The
kinetic energy due to the thermal motion of electrons and holes is [Sz85]

1 3
5 Me n V5, = 5 BT (3.82)

The values for m, j, can be found in Table A.2. Using the approximation eq. (3.81)
eq. (3.80) can be rewritten as

1 A
AN = —N—dt mit 7oq = L (3.83)

Teff Uth
i.e. the amount of trapped charge per unit time is independent from the drift
velocity.
3.3.5 Signal Current

Solving the differential equation (3.83) yields the charge ¢(¢) which remains from
the initially injected charge ¢ after the time ¢:

q(t) = gNoe /™t = gg e /e (3.84)

The expression for the signal current in a planar diode is obtained by using this
equation together with egs. (3.79) and (3.65):

y — @ — q_O _t/Teff
Z(t) - dt - d € Udr(t)
= dg(t)e Yo (3.85)

with i(¢) being the signal current without charge trapping. For a detector with
a different configuration of electrodes this expression becomes more complicated
due to a more complex Ramo potential.
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3.3.6 Close-to-Surface Charge Injection

An important application of the mechanism of signal formation as described by
the Ramo theorem is the close-to-surface charge injection. If a laser is used that
penetrates only a few micro-meter into the silicon, one type of charge-carriers is
injected close to its target electrode while the other type has to drift through the
whole detector. By using a short-time laser pulse a cloud of charge-carriers is
drifting through the detector (see Fig. 3.6).

bias voltage

p-side illumination

® electrons for electron drift dominated signal

o holes

Oi ) i. el. Field

Lo+

! n-side illumination
+ for hole drift dominated signal

Fig. 3.6: Close-to-surface injection of charge-carriers. One charge-carrier type is pro-
duced close to its target electrode while the other type has to drift through the whole
detector. Figure is taken from [Rj03].

The signal current is proportional to the amount of drifting charge and drift ve-
locity as described by eq. (3.85). As one charge-carrier type is produced close
to its target electrode and therefore has a short drift distance it contributes only
negligibly to the signal. In practice the signal is too short to be measured by
the electronics and the total signal is dominated by the charge-carriers drifting
through the detector. This effect can be utilised to measure the properties of elec-
trons and holes separately: p-side illumination results in an electron dominated
signal, illumination of the n-side gives hole dominated signals. Fig. 6.11 (p. 91)
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shows the different signal currents as measured after p- and n-side illumination.
Having a constant amount of drifting charge a mapping of drift velocity vs. time
is obtained. With a known dependence of velocity on electric field this could be
converted into a field map. Vice versa, with a known field configuration it would
be possible to measure the drift velocities of the charge-carriers.



Chapter 4

Radiation Damage

HIS chapter discusses the consequences of non-ionising energy loss by parti-

cles in silicon detectors. In the first section a short introduction to the micro-
scopic damage mechanisms is given. The second section treats more detailed the
fluence dependence and annealing for several macroscopic detector parameters.

4.1 Microscopic Damages

4.1.1 Bulk Damage

Particles that pass through the silicon crystal transfer energy to it by different
mechanisms. As already described in sec. 3.1, a part of the energy is transferred by
ionisation and excitation after interactions with the atomic shells. These reversible
processes are used to detect particles and cause no permanent damage. Alongside
these effects, energy can also be deposited by non-ionising interactions with the
lattice atoms. In these processes three mechanisms are important: silicon atoms
can be removed from their lattice position after having been hit by a particle.
This brings an interstitial atom and a vacancy in the lattice into existence (see
Fig. 4.1). Interactions between radiation and the nuclei of the lattice atoms can
lead to nuclear transmutations. If the first hit atom has received enough kinetic
energy it can cause further crystal defects until it is stopped. This often leads to
defect clusters. Fig. 4.1 shows some further possible point defects. Defect clusters
are a large number of such point defects close together, so they act different from
isolated point defects.

It requires a transferred energy of at least 15eV to remove a silicon atom from
its lattice position. The minimum energy depends on the direction of the recoil
with respect to the lattice. With a transferred energy of 25 eV the probability is %
that the atom is removed from the lattice [Lu99]. Such an atom is called primary
knock-on atom (PKA).

The probability to produce a PKA depends on the kind and the energy of the
impinging particle. Electrically neutral particles like neutrons scatter elastically
on the nucleus via strong interactions. Charged particles like protons and pions
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Fig. 4.1: Schematic picture of point defects in a silicon crystal using a two-dimensional
representation. In reality the lattice has a three-dimensional tetrahedric structure [Wu92].
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can additionally interact electromagnetically. Values for the necessary minimum
energy of different particles can be found in Table 4.1.

The effects of different kinds of irradiation with the same fluence vary strongly.
Therefore, it is useful to normalise the damage effects to a “standard irradiation”.
This is possible because only the interaction with the first hit atom depends on the
kind of the impinging radiation. All further damages are caused by the PKA. Since
energy that is deposited by ionisation causes no enduring damages the non-ionising
energy loss (NIEL) is the decisive variable. This so-called NIEL-hypothesis is valid
as long as the defects counsist of point-defects and defect-clusters. For instance,
electron irradiation cannot described by this hypothesis since electrons cause no
defect-clusters.

The NIEL of different particles is normalised to that of neutrons with a kinetic
energy of 1 MeV. In the following the equivalent fluence is given in neq/ cm?:

1 neq/cm? = 1 neutron with 1 MeV kinetic energy per cm?. (4.1)

For an irradiation causing a fluence ®;; (e.g. of protons with a certain energy)
the corresponding equivalent fluence @, is obtained by multiplying ®;,. with the
so-called hardness factor:

Doy = £ - Py - (4.2)

The hardness factors x are specific for every particle and depend also on their
kinetic energy. They are obtained by measuring the additional leakage current
of the device due to the irradiation with ®;, (see end of this section and sec.
4.2.2) with ®;,, and comparing it to the leakage current of a diode that has been
irradiated with 1-MeV-neutrons.

At room temperature the primary defects—Si-interstitials and vacancies—are mo-
bile. Hence the damaged crystal can anneal, that means the atoms return to their
lattice positions as well as combine with other defects to new defect types. This

Radiation electrons protons neutrons Sit
. Coulomb Coulomb nuclear Coulomb
Interaction . and nuclear . .
scattering . scattering scattering
scattering
Tmax[eV] 155 133 700 133900 1000 000
Twm[eV] 46 210 50000 265
Emin[eV]
point defect 260 000 190 190 25
defect cluster 4 600 000 15000 15000 2000

Table 4.1: Properties of different radiations. Ti,ax is the maximum recoil energy which
can be transferred, Ty, is the mean transferred recoil energy for particles with a kinetic
energy of 1 MeV. Ey, is the minimum particle energy to create a point defect or defect
cluster. The table is taken from [Lu99).
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can happen with a defect that is originating from crystal growth, e.g. with a doping
atom. For instance, a vacancy can build an E-centre together with a phosphorus
atom. Another example is the A-centre, which consists of an oxygen atom on an
interstitial position together with a vacancy. The beforehand electrically neutral
oxygen atom becomes an acceptor that can trap electrons. The primary defect
can also interact with another defect produced by irradiation. An example is the
divacancy which consists of two neighbouring vacancies.

The electrical properties of all these possible defects are complex and effect macro-
scopic parameters which are crucial for detector operation:

e Donors and acceptors can be induced or made inactive by irradiation. These
effects alter the effective doping concentration of the crystal leading to a
change of the depletion voltage Vye, according to eq. (3.41).

e Defects can act as generation and recombination centres, i.e. they can emit
and catch electrons and holes. Alternating emission of electrons and holes
in the space charge region leads to increased reverse-bias current (leakage
current).

e Irradiation can produce trapping centres. They trap drifting electrons and
holes in the space charge region. If the trapped charge-carriers are released
(detrapped) after times longer than the integration time of the read-out elec-
tronics they are lost for the signal.

e Defects can act as deep levels, which are donor- or acceptor-like states deep
in the band-gap. These states can be occupied by holes or electrons and
by this change their charge-state. Their occupation probability depends on
the densities of free electrons and holes from the leakage current which are
not homogeneous throughout the crystal. Therefore, also the contribution
from occupied deep level states to the space-charge varies throughout the
substrate. This leads to a distortion of the field configuration which is no
longer a linearly increasing one.

4.1.2 Surface Damage

Although in the bulk only the non-ionising energy loss causes damages, the sur-
face properties of the crystal can as well be changed permanently by ionisation.
The surface of the silicon crystal is characterised by the abrupt termination of the
periodic lattice structure. Thus in the surface region Si atoms have no covalent
bonds to neighbouring ones. These so-called dangling bonds make these atoms
chemically and electrically highly active. In order to overcome this problem the
surface of the wafer is passivated by a silicon oxide film which is thermally grown.
This prevents also impurities from diffusing into the highly pure silicon bulk. How-
ever, the Si/SiO9 interface hosts electronic states whose number and properties
are altered by ionising irradiation. Further explaination of the surface properties
can be found in [Wi01].
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These interface states lead to an increased reverse bias current after irradiation
which adds to the leakage current which is caused by defects in the bulk. However,
the magnitude of this surface current depends on the structure of the surface and
thus it can be controlled by the chosen sensor design. Since it is proportional to the
ratio of unimplanted area to complete sensor area it is negligible compared to the
bulk leakage current for pad-detectors as they are used in this work. Furthermore,
it also has been shown that in the ATLAS pixel sensor with the radiation hard
design this effect will not endanger the detector operation [Wii01].

4.2 Radiation Effects on Macroscopic Properties

4.2.1 Depletion Voltage
Effective Doping Concentration

Irradiation leads to removal of donors and introduction of acceptors. For a more
useful description of the doping concentration the effective doping concentration
Negr is used instead of Np and Ny4:

Neg = Np — Ny . (4.3)
Eq. (3.41) is rewritten to
60|Neff| d2
Vider = —. 4.4
dep €0 2 ( )

The following discussion covers only detectors having a bulk made from n-doped
silicon. In such material the donor removal and acceptor introduction lead after
a certain fluence—which is determined by the initial doping concentration—to a
space charge sign inversion (SCSI), i.e. the bulk is converted from n-type to p-type
and Neg changes its sign.

SCSI also leads to a changed field configuration in irradiated detectors. Since
after conversion the bulk is p-type, the space charge region grows from the n-side
towards the p-side of the detector. Therefore, the field maximum is now on the
n-side and eq. (3.53) has to be modified to:

E(z) = Ey+ Ep(z) with (4.5)
By, = w and
2V, T
Ep(z) = $-3.

Eq. (3.56) has to be modified accordingly. The change ANgg of Neg from the
original doping concentration Neg  is given by

ANeﬂ(q)eqat(Ta)) = Neff,o - Neff(q)eqat(Ta)) . (4'6)

This equation considers alongside the fluence dependence the dependence on time
to describe annealing effects as well. The annealing leads to a change of detector
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properties even after the irradiation has finished since some of the defects are
mobile. The expression ¢ = ¢(7,) takes into regard the fact that the speed of
annealing depends on the annealing temperature 7, since the mobility of defects
grows with temperature.

Annealing Effects

According to the Hamburg model [RD48b] the change of Neg can be split into
three components:

A]Veff(q)eqat(Ta)) = Na((I)eqat(Ta)) + Nc(q)EQ) + NY((I)eqvt(Ta)) : (4-7)

This split up considers the different behaviour with time of the individual contri-
butions to ANeg:

e N, anneals on a short time-scale and decreases with time. Therefore, it
is called short-term annealing or beneficial annealing. The latter name is
chosen because short-term annealing increases Neg. This leads to a lower
depletion voltage and consequently better detector properties for converted
material where Nyg is negative.

e N, is a stable damage which depends only on the acquired fluence and does
not change with time.

e Ny describes the anti-annealing or reverse-annealing since this effects coun-
teracts the beneficial annealing on a long time-scale and leads to an increase
of the depletion voltage after long annealing times in converted material.
Considering the relevant long time-scales it is also called long-term anneal-
ing.

The RD48 collaboration [RD48] performed studies on these effects. They revealed
a dependence of the radiation damage on the oxygen concentration [O;] in the
detector material: silicon with a higher [O;] (so-called DOFZ material') has a
more advantageous characteristic of the depletion voltage. The oxygenation of
the bulk material is done by heating the wafers after oxide growth to 1150°C for
24 h. Thereby oxygen atoms diffuse from the oxide layer on the surface into the
crystal.

The introduction rate of stable acceptors g. (see below) after proton irradiation is
in DOFZ material a factor 3.5 lower than for not oxygenated (standard) material.
A further improvement when using DOFZ is the saturation of the reverse anneal-
ing amplitude towards high fluences. Therefore, the depletion voltage after long
annealing times is lower in oxygenated silicon compared to non-oxygenated mate-
rial. A dependence on the initial specific resistance is due to the complete donor
removal not oberservable. Neutron irradiation of DOFZ material leads to the

! Diffusion Oxygenated Float Zone, “float zone” denotes the production process of the wafer.
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same introduction rate for stable acceptors as in standard silicon and the reverse
annealing shows also no dependence on the oxygen concentration [RD48b].

Thus the effect of the oxygenation is different wether the particles are charged or
neutral. This can be explained by the following consideration: neutrons interact
via the strong force with the lattice atoms. The strong force can transfer large
energies to the PKAs. Protons interact additionally to the strong force by the
electromagnetic force. The electromagnetic force leads to smaller energy trans-
fers and therefore proton-irradiated material has a larger fraction of point-defects
compared to neutron-irradiated silicon. Point-defects can be inactivated by the
oxygen while in defect-clusters the defect-concentration is too high to be compen-
sated. Since the depletion voltage is sensitive on the point-defect concentration a
difference for proton- and neutron-irradiation is visible.

The following paragraphs give more detailed descriptions of the components of
AN

Short Term Annealing

Beneficial annealing increases Neg. This leads for detectors before type conversion
—which have a positive Neg—to an increase of the depletion voltage while the
depletion voltage of type converted detectors with a negative Neg is decreased.
On a microscopic scale this is usually explained by an annealing of acceptors.

N, is mathematically described by a sum of exponentials of the form e~t/7e.i
but after some time N, is dominated by the contribution with the largest time
constant. Contributions with shorter time constants can be neglected for the
problems treated in this work. Therefore, N, can be written as

N, = go Peqe /™ (4.8)

The introduction rate g, does not depend on the used detector material and its
mean value for DOFZ material is [RD48b]?

go=14-10"2cmt. (4.9)
The temperature dependence of 7, is parameterised by [Mo99]

1 Fu

= =k =ko - _ . 4.10

p a 0a " €XP ( kBTa> ( )

2Although g, is physically independent from the oxygen concentration the experimentally
determined numbers depend on the sample because all parameters of AN.g are won by a fit to
the annealing curve (depletion voltage vs. annealing time). Since other parameters—especially
the reverse annealing behaviour—depend on the oxygen concentration one obtains also a slight
dependence of g, on [O;].

3For the parameterisation of AN.g results of two works were combined: As a source for
data on DOFZ material [RD48b] is used. However, these studies did not include an inquiry
of the temperature dependence of annealing times. Data for the temperature dependence are
taken from [M099] and were measured with standard material. Comparable studies with DOFZ
material have not been made up to now but differences to standard material are not expected.
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The values for the activation energy E,, and the frequency factor ko, are

Eu = (1.09£0.03)eV und (4.11)
koo = 24753-108s71. (4.12)

Stable Damage

The stable damage has two components: A donor removal that depends exponen-
tially on the fluence with an amplitude N,y and on the other side an acceptor
introduction which is proportional to the fluence with a factor g.:

Ne = Ngo (1 — exp(—c Peq)) + ge Peq - (4.13)

Only a specific fraction Nyo/Neg of the initially existing donors is removed by
irradiation. The amplitude Ny of the donor removal depends for neutron irra-
diation on the effective doping concentration Neg o and the oxygen concentration

[04]:
Neon = Negro - 0.8 - exp (—[0;]/ (4.3 - 107 cm™?)) . (4.14)

Proton irradiation removes the donors completely:

Neop = Negro - (4.15)

The different behaviour under irradiation with protons and neutrons suggests the
existence of two different kinds of donors: in a model using such a consideration
protons can remove both types while neutron can remove only one type of donors.
This consideration will be important in the later described model which is used
for simulation studies (chapters 9 and 11). The remaining parameters in eq. (4.13)
have the values

¢ = 0.109/Nego (4.16)

B 2.0-1072cm ! for neutrons (4.17)
S 5.3-10"3cm™! for protons :
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Reverse Annealing

Reverse annealing leads to a further decrease of Neg after long annealing times.
It can be parameterised by*

Ny = Nyo - (1 — exp(—t/7y)) . (4.18)

For standard silicon Ny is proportional to the fluence and has a constant intro-
duction rate g, which depends only on the kind of radiation. However, in DOFZ
silicon its behaviour depends on the irradiation particle type: under neutron irra-
diation the introduction rate is still a constant number:

Nyos = Gym - Peq  with gy, = 4.80-10"cm ™. (4.19)

For proton irradiation a saturation can be observed [Mo99]:

Nyop = Gyp- do (1 —exp(—Peqp/P0)) with (4.20)
Gyp = 7.40 - 1072 cm ! and (4.21)
b0 = 2.1+ 10" ngy/ cm?. (4.22)

The temperature dependence of the annealing time constant is decribed analo-
gously to that of the beneficial annealing [M099]:

1
— = ky = koyexp (—kiyji’ ) with (4.23)
Ty “
koy = 7.4-10" sec™! and (4.24)
E,, = 1.325¢eV . (4.25)

All values for the parameters in DOFZ silicon are given in Table 4.2. This table
contains also the numbers for standard silicon as a comparison.

Consequences for Detector Operation

During operation of the ATLAS experiment the applied bias voltage of the sensors
shall always be above the depletion voltage (“overdepleted operation”). The bias
voltage is to be set 50 V above the depletion voltage but never less than 150 V.

4In some of the literature also a parameterisation of the form

[1 1 +1t/7'y}

is given [M099, RD48b]. This ansatz describes a 2nd order process. However, a 2nd order process
can be ruled out by investigations of the dependence of the annealing time constants on the fluence
[Mo099]. Nevertheless, the data of depletion voltage after long annealing times (¢ >~ 50 h at 60°C)
are betterly described by a 2nd order process. The exponential parameterisation which is used
here and corresponds to a 1st order process deviates from the description with a 2nd order process
only marginally for short annealing times but is much more practical for simulations (cf. chapter
9).
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DOFZ silicon standard silicon
neutrons protons neutrons protons

Ja 14-10%cm ' [ 1.4-102cm ! || 1.8-10%2cm ' | 1.8-10 2 cm ™!
74(20°C) 70h 70h 55h 55h

e 20-102?cm™" [ 53-10%em™" | 1.5-102cm™! [ 1.9- 1072 cm~!
Neo/Neg 0 0.45 1.0 0.70 0.70

9y 48-10%cm ™! [ 23-10%cm ™! [ 52-10%cm ™! [ 6.6-10 % cm !
7,(20°C) 800d 950d 480d 480d

Table 4.2: Damage parameter for DOFZ and standard silicon. The data are taken from
[RD48b].

Technical limitations of the cabling and power supplies restrict the maximum
applicable bias voltage to 600 V. In order to operate also highly irradiated sensors
effectively the annealing behaviour of them has to be considered. The depletion
voltage can be kept low by influencing the annealing by an elaborate temperature
control:

e Interim warm-ups will have a positive effect since they accelerate the benefi-
cial annealing and lower thereby the depletion voltage. Such warm-ups will
already happen during necessary interruptions of the detector operation for
maintenance.

e Reverse annealing deteriorates the sensors’ properties. This can be limited
by avoiding to extend the length of warm-up periods beyond the minimum
in the annealing curve and keep the detector always as cold as possible.

e The main contribution to radiation damage comes from the constant part of
ANeg. This contribution cannot be influenced by temperature control but
solely by choosing DOFZ silicon as sensor material.

In chapter 11 the effects of different temperature profiles on the evolution of the
depletion voltage will by inquired with the help of simulations.

4.2.2 Leakage Current
Fluence Dependence

Radiation induced defects act as generation and recombination centres and in-
crease the reverse-bias leakage current by alternating emission of electrons and
holes. Previous inquiries of this aspect of radiation damage showed no depen-
dence on the chosen detector material, DOFZ and standard material show the
same behaviour.

The leakage current [e, of a device is proportional to the acquired equivalent
fluence @y and the depleted volume V':

Deak = - @eq - V. (4.26)
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Annealing Effects

The annealing behaviour is independent from the used detector material. «(t) can
be parameterised in the following way [Mo99]:

a(t) = a - exp (-%) + a0 — B - In(t/to) . (4.27)

to is set to 1 min. The factor «; for the rapidly annealing part which is parame-
terised by an exponential function has the value

oy = (1.23+0.06) - 107" A/cm . (4.28)

The dependence on the temperature is described by

1 E;
— =kor - — 4.29
TI o exp( kBTa> (4.29)

with the parameter values

ko = 12793.10%s7! and (4.30)
Er = (1.11£0.05)eV . (4.31)

At room temperature 77 is & 10d. The parameters of the logarithmic part in eq.
(4.27) have the values

B = (3.07+0.18)-10""® A/cm and (4.32)

1
a = —(89+13)-107'"A/cm+ (4.64+0.4) - 107 AK/cm - 7 (4.33)
a
«q exhibits a temperature dependence which is in this form only valid for a con-
stant annealing temperature T,. This is obstructive for simulations with varying
T, as it will be in the later operation. With the help of some assumptions [M099]
the time axis may be scaled according to

o= 2 (£ )]

The time at annealing temperature 7y, is scaled to the time at a reference temper-
ature Trer. Eq. (4.27) is changed to

at) = ay - exp (-%) +af - B-1n(O(Tw)t/to) . (4.35)

As value for af it has to be taken the value which is measured at T}f and not the
value calculated with eq. (4.33). The latter results from a fit to data measured at
several temperatures. In this work the data measured at an annealing temperature
of 21°C in [Mo099] are used as reference point since this temperature comes closest
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to the operation temperature of ATLAS. The data set used for calculations of
leakage currents are:

af = 123-107'7A/cm (4.36)
of = 7.07-107 A/cm (4.37)
B = 3.29-10 "®*A/cm (4.38)
E; = 1.30eV (4.39)
The values given here are only valid for the range
1-107"A/em < a<6-1071TA/cm. (4.40)

Consequences for Detector Operation

Since the leakage current shows a simpler annealing behaviour—no reverse an-
nealing as in the case of Nyg—the consequences for detector operation are much
simpler: warm-up periods lead always to an improvement of the detector proper-
ties.

The most important impact of leakage current characteristics on detector oper-
ation conditions results from the strong temperature dependence of the current.
The current at a temperature 7' is obtained from a reference measurement at a
temperature Tyor as

et (£ (B A) e

Therefore, it is very important to keep the sensor cooled during operation. The
leakage current is strongly suppressed and thus also the noise is reduced. As a rule
of thumb, the leakage current is cut in half for every temperature drop of 8°C.

4.2.3 Charge Collection Deficiency

Charge trapping is caused by radiation induced defects which catch drifting charges
and stop their movement. With the approximation (3.81) the trapping probability
can be written as

1
— =Y Ni(1-P)ojvm, (4.42)
Teff i
where N; is the concentration of the trapping centre ¢, P; its occupation probability
and o; the carrier capture cross-section. In first order the fluence dependence of
N, can be written as

N; =g; q)eq fz(t) (4'43)

with g; as introduction rate, the equivalent fluence ®¢q and f;(t) describing the
annealing with time. This description neglects second order effects like reactions
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between defects which are neglectable for the investigated fluence range. With
this model 1/7.¢ can be parameterised as
1
J—, fY . ®9q . (4'44)
Teff
The factor of proportionality v between fluence and trapping probability is of the
form

v = Zgi fi(t) (1 = By) o vgn - (4.45)

In a general description P; and o; should be regarded as temperature dependent,
the latter also as velocity dependent.

4.2.4 Field Distortion by Deep Level States

In highly irradiated sensors the occurence of a double peak configuration of the
electric field is observed [Er95][Me99]. This configuration leads to two field maxima
at the contacts with a minimum in between which is in contrast to the theoretical
expectation derived previously from a homogeneous doping concentration. Thus
it hints to an inhomogeneous space charge distribution which also changes its sign
from one side of the sensor to the other. Ref. [Er02] proposes a model to explain
this field configuration. For application within this work this model is modified
by replacing some of the approximations made in [Er02] by the exact expressions.
The following paragraphs describe the model as it is used in this work. In all
equations the equilibrium state is considered.

Since the current generation rate G is the same throughout the detector, also the
leakage current density is independent from x:

jleak =G-d. (4.46)
However, the electron and hole components of jjeac depend linearly on z,

Je = Ga, (4.47)

jn = G(d-1x). (4.48)

These dependences can be derived from the continuity equations and boundary
conditions:

Vie = G (4.49)
je = 0at p-side (x =0) (4.50)
Vin = G (4.51)
jn = 0at n-side (z =d). (4.52)

Plots of total current density and its electron and hole components are shown in
Fig. 4.2(b) for a detector having been irradiated with ®eq = 2.04 - 10 ney/ cm?.
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Fig. 4.2: Application of deep level model to a pad-detector irradiated with ®¢q = 2.04 -
10" neq/ cm?. From the electric field (a) and the leakage current density (b) follows the
concentration of free charge-carriers (c). Deep levels are charged according to (d) and (e).
More details can be found in the text.
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The resulting densities of free carriers are

Je()

mel) = e (B(E)) (453
jn(z)
np(z) o van(BE@) (4.54)

which are inhomogeneous due to the dependence of the drift velocities on elec-
tric field strength. Fig. 4.2(c) shows n.j(x) plotted vs. substrate depth z. The
displayed numbers were calculated with the electric field shown in Fig. 4.2(a).
(This field is the result a calculation based on this model, more technical details
of the calculation can be found in chapter 9.) These free carriers can be trapped
in deep level states, changing their charge state. The occupation probability of
these states depends on the density of free carriers. Thus it is also inhomogeneous
and leads to accumulation of more negative charge towards the n-side and more
positive charge at the p-side. This can lead to a change of the space charge sign
and results for that case in a double-peak field configuration.

In order to derive a numerical model for calculations the excess carrier generation
rates U, and U}, are considered. U, are the differences between generation rates
G, and recombination rates Ry p:

U. = Ge—Re, (4.55)
Uy, = Gn—Ry. (4.56)

At the moment only one type of deep level defects is considered. The generation
rate for electrons is proportional to the density of trapped electrons n; and the
emission rate e,:

Ge =nye, . (4.57)

G, is proportional to the density of unoccupied traps N; — n; with N, being the
total density of traps:

Gh = (Nt — nt) ER - (4.58)

The emission rates are given by

Ec—-—F
€e = UtheOeNCexp (—%) and (4.59)

B, — Ev>

7 (4.60)

€n = vm,hop Ny exp (—
N¢ and Ny are the effective densities of states in the conduction and valence
band as given by eqgs. (3.12) and (3.13), respectively. Ec — E; and E; — Ey are
the activation energies for carrier transitions between the deep level with energy
F; and the conduction and valence band.
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The recombination rates depend on Ny, ng, ne(z) and the capture rates ¢, by

R, = (Ny—ny)cene(xz) and (4.61)
Ry, = mngepnp(z). (4.62)

The capture rates are the products of thermal velocities vy, ¢, and the capture
cross-sections o p:

Ce = Uthe Oe¢, (4'63)
Ch = Uthh*Oh - (4.64)

Under the condition that the excess carrier generation rates for holes and electrons
must be equal in thermal equilibrium (U, = Up,) for the filling factor F' (see Fig.
4.2(d)) follows
ny
F = 4.65
N (4.65)
Ce Me + Vin o Ny exp(—(Ey — Ey) /kT)

= . 4.66
ch iy + Vine0eNe exp(—(Ec — Ey) [ET) (4.66)

Usually a trap is called “occupied” if it is in the more negative state. Therefore
occupied deep donors are electrically neutral and positive if unoccupied. Anal-
ogously, deep acceptors are negative in the occupied state and neutral in the
unoccupied case. So the charged fractions of acceptors and donors are (see Fig.
4.2(e))

F

F~ = TIF for acceptors and (4.67)
1

Ft = iTF for donors. (4.68)

In case of the existence of several types of deep level defects this calculation has
to be done for all types. The space charge density is calculated as the sum over
all contributions:

Netr(z) = Ngw + Y _ F;"(z)Npp,i — > F (2)Npa,i - (4.69)
i i

Npp,; and Npa ; are the densities for deep donors and deep acceptors, respectively.
Ny, is the contribution of shallow levels (including the sign of the space charge,
i.e. Ngy < 0 for p-type material) which are completely ionised in the depletion
zone.

In the later analysis the model is simplified to have only one deep donor and one
deep acceptor. In that case the effective doping concentration is given by

Neff(x) = Nsh + F+((I;)NDD - F_(x)NDA . (4'70)

A compilation of properties of known deep levels can be found in [Er02]. The
electric field can be derived from Neg(x) by using Gauss’s law.
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The difficulty of the derivation of the electric field by using this model is that the
electric field distribution is already needed to calculate the drift velocities which are
needed for determination of the carrier densities and the charged fractions which
are in turn used to calculate FE(z). Therefore, an iterative procedure is useful
where the drift velocities are calculated with an ansatz for F(z) and the resulting
E(z) is used as input for a further iteration. (The electric field in Fig. 4.2(a) has
been calculated by this method.)
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Part 11

Development of Pixel Modules






Chapter 5

Bump Bond Testing

HE reliability of the bump bond connections is a crucial point for a good qual-

ity and long-life performance of the modules for the ATLAS pixel detector.
Therefore, their quality has to be checked already during the development of the
modules. In order to enable simple tests and reduce costs so-called dummy mod-
ules have been designed. The concept and design of these dummies is introduced
in this chapter.

5.1 Principle of Daisy-Chains

Several types of dummy modules have been designed during the development
phase of ATLAS pixel modules. Alongside e.g. simple mechanical dummies which
had none electrical functionality also more elaborate types were developed which
can be used for tests of special aspects of module functionality. In the following
so-called daisy-chain modules are introduced which are used to check the quality
of the bump-bonding process.

These dummy modules for bump bond tests connect whole series of bump bonds to
daisy-chains. Fig. 5.1 shows the concept of two types of daisy-chains as designed
by [Da00][Kr00d]. The uppermost drawing in that figure shows the conventional
design. The current flows alternately over conducting lines on the sensor dummy
(light grey, top) and the FE replacement (dark grey, bottom). A missing bump
breaks the chain what can easily be measured with a multimeter set to ohmic
mode. The drawback of this design is that one cannot distinguish between the
loss of one or of several bonds. Therefore, it is not sensible to make long chains
but the implementation of a lot of short chains is more appropriate.

The second drawing from top in Fig. 5.1 shows the improved design, so-called
resistive daisy-chains. In this design all bump-pads on the sensor dummy are
connected by resistors Rp. After flip-chipping of the dummy module every second
resistor is short-circuited by a metal-line on the FE dummy. A missing bump will
increase the total resistance of the chain by Rp, two neighbouring merged bumps
will reduce the total resistance by Rp (if it is at a sensitive position, see Fig. 5.1).
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Fig. 5.1: The two top drawings show the designs of conventional and resistive daisy-
chains with intact bump-bonds. The two lower drawings show the effects of missing and
merged bumps in the resistive daisy-chain design.

The resistors are made by metal lines on the wafer surface. These metal lines
have to be as long and as narrow as possible in order to achieve a resistance being
as high as possible. Fig. 5.2 shows an array of several resistors in the form of
meander-like lines. One resistor is build by a metal line with a width of 5pum
and a length of 2800 um. For typical values for the thickness of the metal layer
(aluminium) on wafers one expects a resistance of 22 Q (£50%).

5.2 Arrangement of Chains in Dummy Module

The dummy modules consist of a replacement for the sensor tile with the same
dimensions as the real sensor tiles and 16 FE dummys. Therefore, a tile has
16 identical regions which correspond to one FE dummy. A FE dummy has 48
bond-pads where it can be connected by probes. So one restriction for the design
of the daisy-chains is that all chains within a FE region must be connectable
by a maximum of 48 pads. On the other hand it is desirable to have as many
independent chains as possible in order to achieve a good granularity. Fig. 5.3
shows the arrangement of the chains in one FE region. Special care was taken in
order to achieve that the rims and edges have only short chains since these regions
are especially critical during the flip-chip process. With short chains at the rims
it is easier to pin-down problems.
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Fig. 5.2: Realisation of the resistors on the sensor dummy.

5.3 Daisy-Chain Dummy Sensor

5.3.1 Dummy Sensor

The layout of the dummy sensor having the conventional daisy-chain design is
shown in Fig. 5.4. This figure shows pairs of connected neighbouring bumb-pads
and some long connection lines which correspond to the light grey lines in Fig.
5.3. The shown area is one of the sixteen FE regions on a sensor tile.

Fig. 5.5 shows the same region of a dummy sensor but this time it has resistors
between the bump-pads. Since the resistors’ length has to be maximised almost
all of the surface is covered by metal lines.

On one dummy tile 2 FE regions were made with resistive chains and 14 FE regions
with the conventional daisy-chain design, see Fig. 5.6. This figure additionally
shows the layout of so-called small tiles which could be used to make test with
smaller dummy modules.
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Fig. 5.4: Layout of dummy sensor with conventional daisy-chains.
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Fig. 5.6: Left: dummy sensor tile having 14 FE regions with conventional daisy-chains
and 2 with resistive daisy-chains (marked with “R”). Centre and right: smaller sensor
replacements (SmallMod7 and SmallMod3) for test with smaller dummy modules. (Draw-
ings are not to scale.)

5.3.2 Dummy Sensor Test Structure

For the later test with dummy modules it is helpful to know the resistance of the
resistors and the connection lines. Therefore, also a test structure was produced
on the dummy sensor wafer as well. Fig. 5.7 shows its layout. The test structure
has the same dimensions and bond-pad positions as a normal FE chip. This
allows measurements on probe stations that are also used for FE probing. The
test structure contains connection lines (the wide lines on the left-hand side in the
drawing) and arrays of daisy-chain resistors. Connection lines were introduced in
a way that rows of 1, 4, 9, 50 and 100 resistors can be measured.

5.3.3 Production Wafer

The dummy tiles were fabricated on wafers having the same size and thickness
as production wafers of real sensors. These wafers have three dummy tiles in
the centre (see wafer-map in Fig. 5.8) at the same positions as real tiles on the
production wafers. Therefore, bump-deposition, dicing and flip-chipping can be
done in the same fashion as with real modules. The space left-over was used
to produce several small dummy tiles in the size of 3 or 7 FE regions (denoted
by SmallMod3 and SmallMod7 in the wafer map) and further dummies in the
size of single chips (SC_Sensor and SC_SensorR in wafer map for conventional
and resistive daisy-chains). ResTest denotes the dummy sensor test structures.
Additionally, the wafer layout contains some alignment marks.
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5.4 Daisy-Chain Dummy FE

5.4.1 Dummy FE Chip

The dummy FE chip is shown in Fig. 5.9. It contains bond-pads at the lower edge
for wire-bonding and alongside the connections of neighbouring bump-bond-pads
it carries also a lot of connection lines. These connection lines are considerably
wider than the connection lines between bump-bond-pads or the resistor lines in
order to reduce their resistance.

5.4.2 Dummy FE Test Structure

A further test structure layout has been provided for the dummy FE wafer. For
this wafer no complete wafer mask has been prepared for the vendor but only
a small reticle containing two dummy FEs and a small test structure has been
designed. During production this reticle is stepped over all of the wafer. Therefore,
the test structure could not be implemented only in a small number like on the
dummy sensor wafer but was included in every instance of a reticle. Thus it had
to be as small as possible in order not to wast place on the wafer. Fig. 5.10 shows
the layout of the test structure where only a few long lines are implemented so
that the measurement of the resistance of the metal layer is possible.

5.5 Measurements on Dummy Modules

Daisy-chain dummy modules with the design described in the previous sections
have been produced during the development phase of pixel modules. These dum-
mies can be used for several tests during the development and production, e.g.

Estimation of failure rate: Bare modules which consist of dummy sensor and
dummy FE chip are produced in the same way as real modules. They are
used to estimate the bumb-bond failure rate to be anticipated in the later
series production of modules. The segmentation of the FE regions into sev-
eral daisy-chains with its higher granularity towards the rims allows to check
if problems occur in certain areas with a higher probability. This knowledge
can be used to improve and qualifiy the production process beforehand.

Thermal cycling: In this reliability test daisy-chain modules are exposed to
thermal cycling, i.e. they are repeatedly warmed up and cooled down over
a temperature range that is larger than the expected one during ATLAS
operation. This thermal cycling exhibits the bump bonds to stress due to
shear forces between FE chips and sensor (see Fig. 5.11) and may lead to
the breaking of bump-bonds.

Module reworking: In order to increase the yield in the series production it
may become useful to replace single defective FE chips which have already
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Fig. 5.10: Layout of test structures for resistors on dummy FE wafer.
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Fig. 5.11: Shear forces due to CTE mismatch of stave and sensor: Different coefficients
of thermal expansions of the stave material and the sensor silicon lead to shear forces
which act upon the bump-bonds. Figure is taken from [Ko002].

been flip-chipped to a sensor. Daisy-chain modules can be used to test the
feasibility of module reworking.

Bump-bond resistance: For a proper functionality of read-out electronics the
resistance of the bump-bonds must be within a certain range. The daisy-
chains allow the measurement of this resistance. For these measurements
it is important to know the contribution from the connection lines to the
total resistance of a daisy-chain. The resistances of the connection line can
be determined with the help of the teststructures which contain lines of all
used widths.

Results from measurements on daisy-chain modules can be found in [Ko02].



Part 111

Characterisation of Silicon Pad
Detectors






Chapter 6

Experimental Techniques

HAPTER 6 covers the experimental techniques which were used for the mea-

surements within this work. The chapter starts with a section on the design
of the pad-detectors. The second section introduces the facilities at CERN and
Josef-Stefan-Institute which were used to irradiate the samples. Sec. 6.3 describes
the mounting of the samples for measurements and the temperature control sys-
tem of the measurement set-ups. The following section introduces the methods
which were used to characterise the samples prior to the signal measurements.
This chapter is completed by a section describing the transient current technique
and the methods used for data analysis.

6.1 Design of Pad-Detectors

All samples used for this work are planar diodes with a size of 6 mm x 6 mm and
have been produced by CiS [CiS]. The diodes were taken from seven different
wafers which can be grouped in four sets (see Table 6.1): two wafers were taken
from the preproduction for the ATLAS pixel detector. One wafer belonged to a
common project (SRD) between CiS and a group from the University of Hamburg

Wafer Set Wafer Number | Thickness | pm]
ATLAS 011_03 254
4457_04 264
SRD, protons 491401 297
SCT 519407 293
519501 297
5195_15 300
5195.16 291
SRD, neutrons 491401 297

Table 6.1: List of wafers from which the samples have been taken.
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[HH]. The largest set are four wafers from the production of strip detectors for the
ATLAS Inner Detector. Diodes from all of these wafers were proton-irradiated;
neutron-irradiation was done only with samples from SRD wafers.

All wafers have an (111) crystal orientation and were oxygen enriched (24h at
1200°C). The thicknesses vary between 254 ym and 300 pm.

Fig. 6.1 shows as an example the layout of the devices as they are produced on
the ATLAS preproduction wafers. The p-side (Fig. 6.1(a)) has a circular opening
(diameter 2 mm) in its metal layer. The square metal-layer above the active volume
is bmm X 5 mm large and surrounded by a guard-ring. The n-side is completely
covered by metal except for a square opening with dimensions of 1.7 mm X 1.7 mm.
However, the samples from the SRD wafer have a grid metallisation of the n-side
and the p-side has instead of one single guard-ring a multi-guard-ring structure
(see Fig. 6.1(c), the displayed structure is in reality ~ 1.0 mm x 1.0 mm).

SCT samples have completely metallised n-sides. Therefore, they did not allow
n-side illumination with laser light.

NEEEEEEE

(a) p-side (b) n-side (c) multi guard-ring

Fig. 6.1: Design of pad-detectors. (a) and (b) show the two sides of a pad-detector, size
6mm x 6mm. (c) shows a magnified view of the multi-guard-ring structure, the shown
region has in reality a size of 1 mm x 1 mm.

6.2 Irradiation Facilities and Sample Irradiation

6.2.1 Proton Synchrotron at CERN

Proton-irradiations have been done at the Proton Synchrotron (PS) at CERN
[CPS] [G199]. This accelerator provides protons with an energy of 24 GeV coming
in bunches with a beam spot diameter of about 2cm in the irradiation zone,
allowing homogeneous irradiation of samples with dimensions of 0.7 cm x 0.7 cm.
Particle fluxes of (2-9)-10° p/(cm?s) can be achieved. During irradiation samples
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were hold by card boards without biasing.

Dosimetry was done by measuring the activation of aluminium foils, which were
irradiated together with the samples [G102]. Aluminium is transformed by the
nuclear reactions

Al+p — HNa+3p+n and (6.1)
WAl+p — ®EBNa+3p+3n (6.2)

to sodium isotopes. ?{Na emitts after a S~ -decay photons with an energy of
1369keV. 2?Na sends out s with an energy of 1275keVafter a S-decay. The
half-lifes of the S-decays are 15h and 2.6 a, respectively.

The y-activity of the Al sample was measured with an Nal or Ge spectrometer
and corrected for irradiation time and the time after irradiation. This corrected
activity is proportional to the particle fluence and can be converted with the help
of the known nuclear cross-sections of the activation reactions. The accuracy of
the dosimetry ranges from 7% to 10%.

The hardness factor used for calculating the equivalent fluences from the proton
fluences is 0.62 [RD48c].

6.2.2 TRIGA Reactor at Ljubljana

The neutron irradiation facility of the Jozef Stefan Institute in Ljubljana (Slowe-
nia) is a TRIGA Mark II type nuclear reactor for experimental purposes. It can
be operated with powers ranging from few W to 250kW. It provides a neutron
spectrum with a significant portion of fast neutrons (about 1/3 of total flux above
0.1 MeV, [Ki98]). The fluxes of fast neutrons range from (10 -2) - 10'? n/ cm?s.
The samples are kept in irradiation capsules and inserted in the irradition channel
F19. They were not biased during irradiation. Dosimetry is done by measuring the
leakage current of dosimetry diodes being irradiated together with the samples.
A series of simulations [Z098] and measurements [Ki98] of the radiation field in
the reactor core has been done to validate the dosimetry. The uncertainty of the
measured fluence is estimated to be 10% [Kb01][Mi03].

6.2.3 Sample Irradiation

The irradiation of the samples was performed by collaborators at the two above
described facilities. Altogether 24 samples have been irradiated. Table 6.2 gives
an overview of the samples and the acquired fluences and particles. The fluence
range starts with values already covered by other studies [BrOO][Kb01], but also
covers the fluence region expected for the ATLAS Pixel Detector.

For several fluences exist two samples to allow systematic studies of the experi-
mental uncertainty at the same fluence. These sets (K;/Kg, Li/La, O1/02, M/P,
N/Q) were mounted in the same fixation during irradiation and afterwards al-
ways kept under the same temperature conditions in order to keep them always
comparable.
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Short Origin Thickness Particles Eq. Fluence Error
Name | (structure ID) [ pm] Peq [10M neq/ cm?] | [%)]
0 4914_01_d21 297 unirradiated 0 —
A 4457_04_d19 264 protons 3.22 10
B 4457_04_d18 264 7 8.9 10
C 011.03_d18 254 7 5.0 10
D 011.03_d19 254 7 1.06 10
E 4914_01_d07 297 7 4.46 7
F 4914.01_d10 297 7 6.51 7
G 4914.01.d15 297 7 8.06 7
P 4914_01_d26 297 7 0.924 8.0
Q 4914.01.d27 297 7 2.04 7.0
K, 5194_07_d02 293 7 .223 8.4
Ks 5195_15_d01 300 7 .223 8.4
L 5194_07_d03 293 7 .024 9.0
Lo 5195_15_d03 300 7 .524 9.0
M 5195.01_d01 297 7 924 8.0
N 5195_01_d02 297 7 2.04 7.0
(Of 5195.01_d03 297 7 4.24 7.9
(02 5195_16_d01 291 7 4.24 7.9
R 4914.01_.d35 297 neutrons 1.0 10
S 4914_01_d36 297 7 6.0 10
T 4914 01_d34 297 7 4.0 10
\Y 4914_01_d30 297 7 2.0 10

Table 6.2: Overview of all samples which were used within this work. The proton fluences
are given with an accuracy of 7-10%, the neutron fluences with 10%. “Protons” means
24 GeV protons at CERN PS, “neutrons” are reactor neutrons at the Ljubljana reactor.

6.3 Diode Mount and Temperature Control

For the TCT- and charge collection measurement which are described in the fol-
lowing sections the samples were mounted on a custom designed board. The board
fixes the diodes mechanically and provides electric connections to the electrodes.
After several tests with different board designs a design was chosen where the
board consists of an about 1.2mm thick gold-plated copper plate (see Fig. 6.2).
The diodes lie with their n-side down on the copper plate and are pressed onto the
board with a small metal tongue on the p-side. This metal tongue provides the
electrical connection to the p-side and fixes the diode by applying a small force.
The metal tongue is insulated electrically from the copper plate. A BNC coaxial
cable is attached to the board. The outer conductor is connected to the copper
plate (electric ground) and the inner conductor to the metal tongue. Therefore, a
negative bias voltage has to be applied.
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metal tongue

mounting with plastic screw/nut ot gold—plated copper board

cable to bias box Pt 100

[ -

BNC

aluminium frame

Fig. 6.2: Schematic drawing of the diode attachment board. Drawing taken from [Rj03].

This design enables an easy connection of diodes and showed the best behaviour
in the point of signal integrity what is crucial for the TCT-measurements.

For CV- and IV-measurements a slightly different design has been chosen: diodes
are again fixed with a metal tongue but this time on a PCB board which has two
Lemo cables per electrode, i.e. two cables are connected to the board (ground) and
two to the metal tongue. The double connections are needed for CV-measurements.

The board with the diode is mounted in a closed aluminium box (see Fig. 6.3)
which provides electrical shielding and is flooded with gaseous nitrogen in order
to keep the sample in a dry atmosphere when the set-up is cooled down. The
cover of the box has an opening for light injection. The box is coated with foamed
plastic for thermal insulation.

In order to control the temperature the aluminium box is attached to a peltier
element. The temperature is measured with a Pt100 thermal resistor whose re-
sistance is measured with a digital multi-meter and read out with a computer.
The computer uses a custom written LABView software to read the temperature
and control the power supply unit of the peltier element. The warm side of the
peltier element is cooled with water taken from an ice-water-mixture. With this

Fig. 6.3: Photograph of the aluminium box which was used to fix the board with diodes
during measurements. In the upper left corner one sees the N»-inlet. The gas flows over a
cooling element. Pipes for cooling water are situated on the right side. The copper board
with the metal tongue on top can be seen in the centre. The boxed is closed with a cover
during measurements. See text for further informations.
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set-up the temperature can be controlled in the range from -20°C to 20°C with
an accuracy of £0.3 K (rms).

A drawing of the whole mechanical and cooling set-up can be seen in Fig. 6.4.

water/ice mixture
— =
PC
Keithley 487
?H' "20 metal tongue
outer

|| inner 0

Keithley 2000 Multimeter

@HIQ | aluminium frame
HLod |

gold-plated board

Peltier element

water codling ‘ ‘

¥
Saun
o—!

TSX 3510P
Programmable DC PSU

Fig. 6.4: Drawing of the mechanical and cooling set-up. The picture is taken from [Rj03].

6.4 Diode Characterisation

All diodes which were to be used in these studies were pre-characterised before
any signal measurement. This was done by measurements of the capacitance-
voltage (CV) and current-voltage (IV) characteristics. These measurements were
also performed later during the charge-collection studies of irradiated diodes.

6.4.1 Current-Voltage Measurements

IV-measurements were done before irradiation in order to exclude defective devices
from further use. Defective devices are those with a low break-down voltage (below
200 V) and therfore they cannot be biased with voltages as high as necessary.

The circuit used for these measurements is shown in Fig. 6.5. The diode is biased
from the voltage source of a Keithley K487 pico-ammeter. The current is measured
in the ground loop with the built-in pico-ammeter of the same device. A custom
written LabVIEW software controls the set-up.
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Fig. 6.5: Circuit for measurements of the IV-characteristics of diodes. The drawing is
taken from [Rj03].

6.4.2 Capacitance-Voltage Measurements

The measurement of the CV-characteristics is an important tool to determine the
depletion voltage of diodes. Fig. 6.6 shows the measurement set-up. According to
eq. (3.63) the capacitance C of the diode is inverse proportional to the thickness d
of the depletion zone. That means that the capacitance is increasing with falling
bias voltage and stays constant after reaching depletion. Since the depth d of
the depletion depth is proportional to 1/v/Vpias the graph has straight lines below
and above Ve, when plotting 1/C? vs. Vijas or C vs. 1/4/Viias (see Fig. 6.7). A
straight line is fitted to each of the two branches in the plots and the depletion
voltage is obtained from the intersection point of the two fitted lines.

Technically the capacitance of the device is derived from the measurement of
the complex impedance. A sinusoidal varying AC voltage (amplitude 50 mV) is
applied to the device under test (DUT) and the amplitude and phase shift of the
resulting current is measured.

To derive the capacitance from the complex impedance the LCR-meter provides
two models for the DUT: In the C; Rs model the DUT is modelled by a capacitance
Cs and a serial resistor Rs. The alternative model C, R, uses a capacitance C,
with a parallel resistor ;. Unfortunately, none of them gives an exact equivalent
circuit diagram for a partially depleted diode. Such a diode can be viewed as a
serial circuit of the undepleted and depleted part of the bulk (see Fig. 6.8). Each
of these two parts is considered as capacitance with a parallel resistor. In order
to take into account the surface currents which are caused by humidity and dirt
a further parallel resistor Rgy,¢ is introduced.
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Fig. 6.6: Circuit for measurements of the CV-characteristics of diodes. The drawing is
taken from [Rj03].

n+

Due to the low conductivity of the depletion zone its complex resistivity is dom-
inated by C4. R4 takes into account the leakage current which becomes stronger
with irradiation. The undepleted zone has a high conductivity. Therefore, (at
low measurement frequencies!) the contribution from C, can be neglected and the
partially depleted pad-detector would be described best by a serial circuit of R,
and Cy. However, at voltages close to Vgep the undepleted zone has only little
resistivity and the device can be described as a single capacitor. Therefore, both
models should yield the same result for large depletion depths. In highly irradiated
samples the parallel model gives the better results for large depletion depths since
there Rg—which considers the DC leakage current—becomes significant. A further
advantage of the parallel model is that it also takes into account surface currents
by Rguf- A more detailed discussion of this problem can be found in [2098].
Therefore, the parallel model is chosen for the analysis of CV-measurements.

For high measurement frequencies f,, the impedance of Cy is Z., = 1/(27 f,) which becomes
dominant if it drops below R,.
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6.5 Transient Current Technique

6.5.1 Principle of TCT-Measurement

The transient current technique (TCT) measures the signal current from the detec-
tor vs. time (not the charge as it is usually done in spectroscopic measurements).
As the measured current is caused by the drifting charge carriers—as described
in section 3.3—the measurement of the signal shapes at different bias voltages
reveals information about trapping times, drift velocities and field configuration.
Since the charge collection times in pad-detectors with thicknesses of about 250-
300 pm are in the regime of 3-40 ns the measurement set-up has to satisfy high
requirements with respect to bandwidth and signal integrity. Especially the ca-
bling and the board for the decoupling circuit were delicate aspects in designing
the measurement set-up.

6.5.2 Charge Injection

In order to measure the signal current from a detector free signal charges have
to be injected. This can be done by a variety of particles like laser-photons or
radiation from a- and [-sources. The respective properties of these particle and
their specific charge deposition profile have already been introduced in sec. 3.1.
Now their usability for TCT-measurements shall be discussed on the basis of these
properties.

In order to be suitable for TCT-measurement the charge deposition profile of the
used particles should fulfill the following requirements:

Reproducibility: As it will be laid out later it is advantageous to average over
several single measurements of the signal current of a detector in order to
reduce the noise. This makes only sense if the signal current has always the
same shape and is caused by a constant amount of charge.

Trigger Signal: The oscilloscope which is used to measure the signal current
needs a trigger signal. This can be supplied by the signal itself (i.e. triggering
on a certain threshold). However, if the signal is not constant (e.g. due to
noise) this deteriorates the quality. Therefore, it is desirable to have an
additional stand-alone trigger signal.

Short Penetration: For many interesting charge-collection parameters it is ad-
vantageous to measure them separately for holes and electrons. Sec. 3.3.6
explains how this can be achieved. In order to use the method introduced
therein it is necessary to use particles with a charge deposition profile that
is concentrated close to the surface.

a-particles from a 2*' Am-source deposit always the same energy in the detector
if the air gap between source and surface of the DUT is not too large. Their
range also is quite constant as can be seen in Fig. 3.2. However, they deposit
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most of their energy in a depth of about 25 um (see Fig. 3.2). For the thin pad-
detectors as used in this work this is up to 10% of the total thickness. Therefore,
large part of the bulk is not used and the signals are shorter than necessary. A
further argument against using an a-source is the lacking probability to obtain a
stand-alone trigger signal.

The use of B-particles is disadvantageous due to their varying amount of deposited
energy (see sec. 3.1.4). A stand-alone trigger signal could be supplied by an addi-
tional detector behind the DUT. However, such a set-up would be quite complicate.
Furthermore, S-particles can only be used to imitate mips since they deposite en-
ergy throughout the whole detector but do not allow to separately measure hole
and electron signals.

Most advantageous of all possibilities is the user of a laser: it supplies a repro-
ducible signal. The oscilloscope can be triggered together with a laser so that
it measures synchronously to the charge injection what delivers clean measure-
ments. The depth of the charge deposition can be controlled by the choice of the
laser wavelength as can be seen in Table 3.1: close-to-surface charge deposition
which is concentrated within a few micrometer can be achieved by using a red
laser. The close-to-surface characteristic of the charge deposition is enhanced by
the exponential charge deposition profile of the laser.

These considerations have lead to the decision to use a laser with wavelength of
672nm for the TCT-measurements.

6.5.3 Experimental Set-up
Optical Set-Up

The optical set-up includes a pico-second laser (Pulsed Diode Laser PDL 800,
vendor Picoquant) for charge injection which is connected to a light-guide that
directs the light to the DUT. The laser driver can be equipped with three different
laser heads having the wavelengths 672 nm, 908 nm and 1057 nm. The penetration
depths of these lasers into silicon are given in Table 3.1 on page 25.

The laser is triggered by the trailing edge of a rectangular signal from a pulse
generator with a rate of 500 Hz. The laser light is sent through a 20 m long light-
guide in order to delay the charge injection. Thus the detector signal is induced
after the noise from the pulse generator and laser driver has ceased. Therefore, the
signal is not disturbed by pick-up from one cable to another. The pulse generator
supplies also the trigger signal for the oscilloscope which compensates the delay
of the light pulse by an internal delay.

The end of the light-guide is directed on the diode’s surface. Before reaching the
DUT’s surface the laser beam passages 1-3 cm of air and is widened to a light-spot
of several mm.

Another possibility to send the laser light onto the diode is to couple it into a
microscope via a beam-splitter. With the help of a camera the laser spot can
be targeted on certain positions on the DUT. The position is controlled via an
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xy-table where the whole diode mount is attached to. The minimum spot size
is of about 100 gm, but the intensity drops very a lot due to the beam-splitter.
Nevertheless, this technical possibility enables interesting position-resolved mea-
surements on segmented devices or surface scans of pad-detectors.

Electrical Set-Up

The electrical set-up (see Fig. 6.9) consists of the cabling to connect the com-
ponents and the electronic circuitry to amplify the signal and feed it into the
oscilloscope. Fig. 6.9 shows the schematic circuit of the TCT set-up. The diode
is mounted on a board (as described in 6.3) which has ground potential. Conse-
quently, the metal tongue has negative bias voltage.

Laser with O
Pulse Generator | Vbias

Current Sensitive )
Amplifier Oscilloscope D
Ck .
- — i =
; | o—] =

Trigger PC

Detector

Fig. 6.9: Schematic circuit of the TCT set-up.

The detector signal is fed through a BNC cable with 50 Q impedance to the so-
called bias-box. Within this box an RC circuit couples out the AC signal i, (%)
with the help of the coupling capacitor Cx (10 nF). This also eliminates the leakage
current which is a DC component. The design of this circuit is very critical for
the signal integrity. The capacitor has to be designed for high-frequency signals
at high-voltages. The used capacitor limits the bias-voltage to 1000 V.

A small part of the detector signal is reflected at the input of the RC circuit and
a further part at the input of the amplifier after the bias box. These reflections
run back to the diode, are again reflected and reach the amplifier input a second
time. In order to avoid interference with the original signal before it has returned
to zero the cable between diode and bias box has to have a minimum length. On
the other hand this cable should not be too long, otherwise the signal integrity
would be worsened due to attenuation and dispersion of the signal.

The AC signal which has been coupled out from the detector bias voltage is given
on the input of a wide-band amplifier (Phillips Scientific 6954, 10x amplification).
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The 3dB bandwidth of this device extends from 100kHz to 1.8 GHz. The current
signal i, is converted to a voltage signal u,, at the 50 2 input impedance.

A fast oscilloscope (Tektronix TDS784D, bandwidth 1 GHz) measures the ampli-
fied signal. It is triggered by the same pulse generator that triggers the laser
driver and compensates the signal delay due to the 20 m long light-guide by an
internal delay of about 150 ns. Signal noise is suppressed by averaging 250 sin-
gle pulses. This is done by the oscilloscope and reduces statistical fluctuations
to a negligible level. The oscilloscope is controlled by custom written software
(LabVIEW environment) that also controls the bias voltage source. The software
scales automatically the resolution of the y-axis of the oscilloscope according to
the maximum voltage of u,,. Therefore, always a large range of the oscilloscope’s
ADC? is used.

Depending on the required regime of bias voltages two different sources were used:
For bias voltages between 0 and 500V a Keithley K487 is used. If bias voltages
above 500V are needed a Keithley K248 is used. This unit can supply voltages
in the range 40-1000 V. Since the latter cannot supply voltages below 40V and
has a worse stability (1 V) usage of the K487 is preferred whenever it is possible.
The voltage sources are controlled by the same software as the oscilloscope. With
this program complete measurement series with varied bias voltages can be done
automatically. Alongside the control of the devices the software reads out the
oscilloscope and writes the data to the hard disk of the PC. For each measurement
the time, date, bias voltage and record length (of the oscilloscope sample) are
written to harddisk. With the recorded time the temperature can be found from
the log files of the temperature control program described in section 6.3.

Signal Integrity

Fig. 6.10(a) shows a measurement of the signal integrity. A test pulser signal is
fed into the input of the RC circuit. This signal consists of a DC part with added
rectangle pulse. The output signal is higher by roughly a factor 10 (take notice
of different scales) and shows a good reproduction of the original signal. The
rise time of the signal deteriorates from (1.255 £ 0.001) ns to (1.415 £ 0.001) ns,
measured by the oscilloscope as an average of 250 single pulses. (The errors are
only the statistical).

In Fig. 6.10(b) a magnified sample of the same pulses is shown: reflections occur
~ 20 ns after the signal. In measurements with diodes these reflections occur after
~ 50ns because there a longer cable is used. This time restricts measurements to
charge collection times below 35ns but it is long enough to allow measurements
at bias voltages which are low compared to the depletion voltages of irradiated
diodes.

2analogue to digital converter
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Fig. 6.10: Measurement of the signal integrity. The figure shows the comparison between
fed-in signal (top signal in each subfigure) and amplified signal (bottom signal in each
subfigure). (b) shows a longer sample of the same measurement shown in (a). The scale
of the bottom signals is 10 times larger than that of the top signal.

Signal from Unirradiated Diode

Fig. 6.11 shows measurements with an unirradiated diode with charge injection
from p- and n-side and a bias voltage of 100 V. The electron-dominated signal after
p-side illumination is significantly shorter than the n-side signal. This is caused by
the different drift velocities of electrons and holes. The slopes of the two pulse-tops
have different signs since the charge-carriers drift in opposite directions.

6.5.4 Signal Corrections
Bandwidth Limitation

The original detector signal 75 is distorted due to the limited bandwidth of the
electronics. Especially rapidly changing parts of the signal—e.g. the edges—are
affected. The consequences will be discussed with the help of the equivalent circuit
diagram in Fig. 6.12. The detector is replaced by a current source with a parallel
capacitance Cy which represents the detector’s capacitance. The current flows
over the decoupling capacitor Cx to the amplifier which has an input impedance
of 50€2. Since Cy < Ck the latter can be neglected for the further calculation.
Thus the complex frequency dependent resistance Z which is seen by the signal
current iy 18

1

N =
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Fig. 6.11: Signals of an unirradiated diode after p- and n-side illumination with a 672 nm
laser. The electron dominated p-side signal is significantly shorter than the n-side signal.
The opposite drift direction of the charge-carrier types can also be seen on the inverted

tilt of the signals.
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Fig. 6.12: Equivalent circuit diagram of the experimental set-up for an analysis of band-

width limitations.
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The current is amplified by a factor A. Therefore, the measured voltage wu,, is
given in the frequency domain by

U (W) = 15(w)AZ = i5(w) n(w) . (6.4)
The factor n(w) is the frequency dependent transfer function of the system:

B AR
1+ IWTRC

n(w) (6.5)
with Trc = RC, being the response time of the system. The corresponding cut-
off frequency f, = 1/(2w7rc) ranges for typical values of the resistance and the
capacitance (R = 509, 10 pF < Cy < 30 pF) between 100 MHz and 320 MHz, thus
significantly below the bandwidths of the amplifier and the oscilloscope (1.8 GHz
and 1 GHz, resp.). Therefore, the detector capacitance is the limiting factor for
the bandwidth of the whole set-up.

As the oscilloscope measures the signal voltage u,, = u,,(t) in the time domain, a
relation between u,,(t) and is(¢) must be found. In the frequency domain u,,(w)
is the product of i5(w) and n(w). Therefore, u,,(t) is the convolution (denoted by

®) of the Fourier transforms of these two functions [Bu00]:

um(t) = n(t) ®is(t) (6.6)
+0o0
= / n(t—t)is(t) dt' . (6.7)

The Fourier transform of the transfer function n(w) is

FT _ 0 fort <0
n(w) — n(t) = { %et/m for £ > 0 (6.8)
With this equation it follows
AR /
U (t) = —— ¢ H/Re / et/ () dt’ (6.9)
TRC

—0o0

The upper integration limit changes to ¢ since n(t — t') = 0 for ¢ > ¢. Deriving
this w.r.t. ¢ and solving for is(¢) one obtains

is(t) = “Zg) + Z‘—;am(t) . (6.10)
This result can also be explained phenomenologically: the first term gives the
result from Ohm’s law with an infinite fast response of the electronics. The second
term corrects the measured voltage by adding the derivative of the measured
voltage, i.e. at rapidly changing parts of the signal a higher correction is added
than at slowly changing parts. Rapidly changing parts are exactly the parts which
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are mostly impaired by limited bandwidth. In Fig. 6.13 this correction is shown
for an exemplary measured signal.

Since for the further analysis the absolute height of the signal is irrelevant as long
as the calibration stays constant in the following

i(t) = wum(t) + Tretm (),  [i] = arb., (6.11)

is representatively used for the signal shape and given in arbitrary units.

Post-Pulse Oscillations and Reflexions

As it will be described later in section 6.5.5 the measured signal has to be multi-
plied with a correction factor exp(t/7es) for analysis. In many cases Teg is equal
or even smaller than the charge collection time, i.e. the correction factor grows
significantly over the length of the signal. Therefore, even small post-pulse os-
cillations are extremely exaggerated (cf. Fig. 6.13). Furthermore, the measured
signal does not necessarily return fast enough to base line so it is difficult to find a
proper limit for integration of the curve in order to obtain the charge. Therefore,
the integral over the signal which has been multiplied with exp(+¢/7cg) depends
strongly on the upper limit.

In order to deal with this problem the trailing edge of the already bandwidth
corrected signal i(t) is replaced by a falling exponential function for times ¢ > 9.
to is the inflection point of the curve i(t):

. ’L(t) for t < t9
Z(t) - { Z'Zeft/Tf for t Z t2 * (612)

iz and 7y are the free parameters of the function ise t/Tr. They are extracted by
a fit to the measured curve between the inflection point ¢35 and a point ¢3. The
latter is the point where i(¢) has fallen to 50% of i(t2).

In the analysis which is described in the following all signal shapes i(¢) have been
corrected for distortions by limited bandwidth and post-pulse oscillations and
reflections. Therefore, no further symbol is introduced and in the following i(¢) is
used in this sense.

6.5.5 Extraction of Effective Trapping Times

For the extraction of the effective trapping time two methods can be used: The
charge correction method (CCM) according to [Kb01] and the exponentiated charge
crossing (ECC) as described in [Br00]. Both methods require to integrate over the
signals: the integration limit starts always well below the leading edge (=~2-3 ns
before the inflection point). The upper end of the integration limit is several ns
above the inflection point of the leading edge. Since the signal rises and falls very
rapidly due to the corrections introduced in the previous section a more precise
definition is not necessary.
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Fig. 6.13: Signal corrections applied to measured signals. This example is taken from
measurements on sample C (®eq = 5 - 101 ney/ cm?) with 130V bias after p-side illumi-

nation.
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Charge Correction Method

By using the charge correction method all measured signal shapes i(¢) from one
series—i.e. measured with different bias voltages on the same diode and same
calibration of the set-up—are multiplied with a compensating factor exp(t/7.):

ic(t) = i(t) - exp(t/rly) - (6.13)

Comparing with eq. (3.85) it can be seen that for the case of 7 = 7eg this
factor would exactly compensate the signal deficiency due to charge trapping.
Subsequently the curves i.(t) are integrated giving the compensated charge Q..
These compensated charges are plotted against Vii.s. The resulting curves are
called compensated charge collection curves. Since the correct value of Teg is still
unknown, this procedure is repeated for several values of 7/ (see Fig. 6.14). By
using the correct value for 7/ the corresponding compensated charge collection
curve would be flat above full depletion voltage because the corrected charges
become independent from the bias voltage.

In order to find the curve fulfilling this condition straight lines are fitted to the
compensated charge collection curves above Vje,. The slopes of these fitted lines
are plotted vs. the corresponding values of 7/ (see Fig. 6.15). The intersection
point of this line with the x-axis—i.e. zero slope—yields 7.
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Fig. 6.14: Corrected charge collection curves for different values of 7/;. The values
of 7l¢ grow from 3.5ns (top curve) to 6.5ns (bottom curve). The lowest line gives the
uncorrected charge. The fitted lines are also displayed, vertical lines indicate the various
fit ranges. Measurement on sample C (®eq = 5 - 101 ney /cm?) with p-side illumination.
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Fig. 6.15: Slopes of the lines fitted to the corrected charge curves in Fig. 6.14 above Ve
for different fit ranges. The intersection point of the curves with the x-axis gives the value
for 7err. (The solid line shows a spline interpolation to ease the finding of the intersection
point.) Measurement on sample C (®eq = 5 104 neq/cm?) with p-side illumination.

The error can be estimated by varying the lower limit of the fit region. These
different fit region limits are indicated in Fig. 6.14 by vertical lines and correspond
in Fig. 6.15 with the different slope vs. 7/ curves. The variation of the intersection
point with the lower fit region limit is taken as error of 7Teg.

Exponentiated Charge Crossing

The second method ECC uses a different kind of plotting the compensated charges:
measured signal shapes are again multiplied with an exponential factor as de-
scribed in eq. 6.13 and integrated. The integrals over the compensated currents
are called ezponentiated charges®. The exponentiated charges Q. are plotted vs.
1/7) for every measured bias voltage, see Fig. 6.16. The resulting plot contains
curves with constant bias voltages while in the CCM the corrected charge col-
lection curves represent lines with constant 7.¢. In this plot the intersections of
the curves with the y-axis are the measured charges since 1/7/; = 0 corresponds
to no correction (7.4 — 00). Towards growing values on the abscissa the signals
are compensated with an increasing factor. The curves intersect each other in

3The two different naming conventions stem from the two working groups which have first
described the respective methods. In this work both conventions are used to distinguish between
the two methods.
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Fig. 6.16: Exponentiated charges . vs. 1/7.; measured on sample C (®eq = 5 -
10" neq/ cm?) with p-side illumination. The abscissa value of the mean intersection point
is 1/7emr, its ordinate value gives the initially injected charge in arbitrary units.

a certain point and swap their sequence from top to bottom. The intersection
point gives the most probable value for 1/7g. Since not all lines intersect in one
point—as it would be in the ideal case—the intersection point for any pair of two
curves is calculated and the mean of the intersection points is taken as the most
probable value. The abscissa value of this point gives the value for 7.g and the
ordinate gives the initially injected charge (o (in arbitrary units as long as no
calibration has been made).

The errors o, which are given for the trapping times are calculated as the quadratic
sum of two contributions:

2

07 = 0 + Oy - (6.14)

ocp is derived from the variance of the crossing-points in the @, vs. 1/7 plot (cf.
Fig. 6.16). It is calculated by taking the rms and dividing it by the number of
used measurements, i.e. the number of curves included in the plot®*.

oshifs considers the systematic error due to the choice of the range of the analysed
bias voltage and is obtained by calculating the change of 7. ; when the analysed

“Normally the rms divided by the number of single values used for its calculation is used as
the error of the mean value. However, since n curves have %n(n — 1) intersection points not all
values are independent from each other. Therefore, the rms is divided only by the number of
measured curves. This results in an 1//n dependence of the error with n being the number of

curves/measurements.
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bias voltage range is shifted by 10V up and down and considers thereby any
uncertainty of Viep.

Comparison between CCM and ECC

Both analysis techniques have been tested with measurements on several samples.
This systematic study revealed no systematic difference between the two methods.
Finally, ECC was chosen as analysis technique for some practical reasons: the
determination of 7.¢ as the average of the crossing-points in the Q. vs. 1/7/g
plot also offers a straight-forward method to obtain the error. The error can be
determined by calculating the variance. In the CCM method the estimation of
the error is more difficult. A further advantage of ECC is the better possibility to
recognize single bad measurements: the curve corresponding to a badly measured
signal is in most cases significantly different from the other curves and contributes
crossing-points which deviate clearly visible from the other crossing-points. In
CCM a bad measurement leads to a single shifted point in the corrected charge
collection curves. It is more difficult to decide to drop such a shifted point than
to decide on a whole deviating curve.

For these reasons ECC has been chosen as standard method to determine the
effective trapping times.

6.5.6 Lower Limit on Charge Collection Efficiency

The charge collection efficiency (CCE) can be determined from the TCT-
measurements as well: both methods—ECC and CCM—give the initially injected
charge Qo in arbitrary units. In ECC it is the ordinate of the crossing point in
the Q. vs. 1/7g plot, in the CCM it is the height of the zero-slope-line. With the
knowledge of (g the measured charge collection curve can be normalised to 1.

But one has to keep in mind one important fact: The CCE determined by this
method—i.e. TCT-measurements with short range lasers—gives the CCE for elec-
trons and holes separately. These CCEs are different from the one for mips because
the charge clouds have to drift the whole way through the detector. With a MIP
the charge would be injected homogeneously along the particle’s track. In such a
case only a small part of the charge has to drift a long way through the detector
while a larger fraction has a shorter way and therefore suffers less trapping.

While the estimation of CCE from these measurements yields a lower limit for
mips in pad-detectors, it might overestimate the CCE compared to the CCE of
segmented detectors. Due to the small pixel effect the last part of the drift path
has a much higher weight. In the case of n*-on-n pixel detectors electrons are
collected on the segmented side. When they reach the region close to the pixels
they have already suffered trapping, so that only a fraction of the initially injected
charge contributes to the signal.
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6.5.7 Determination of Charge Collection Time

The charge collection time ¢, is the interval between injection of the charge Qg and
its collection at the electrodes. In the idealised case of a close-to-surface injection
of a point charge, t. is the time between injection and collection of this single
charge. In the case of a distributed charge deposition—as it is the case in the
exponentially with depth distributed charge after laser injection or the equally
distributed charge of a mip—t, is the time between injection and collection of the
last charge-carrier. Since their drift lengths are different they also have different
arrival times. Therefore, it is technically strongly correlated with the signal width.
In this work the difference between the two inflection points of the edges is taken
as charge collection time. This method has the advantage of being simple since the
inflection points can easily be found by taking the extrema of the first derivative
on a reasonable interval.

6.5.8 Extraction of Field Configuration

After exponentiation the signal current is corrected for charge loss and therefore
proportional to the drift velocity of the charge-carriers. Thus, the exponenti-
ated signal current can be used together with a parameterisation for the depen-
dence of drift velocities on electric field strength to determine the distribution of
electric field in the detector along the drift path of the charge-carriers. If the
charge-carriers drift only in z-direction—i.e. if edge effects of the detector can be
neglected—one measures E(x).

The time-dependent drift velocity vg(t) is proportional to the corrected current

ic(t):
va(t) = a-i.(t) . (6.15)

The numerical value of the normalisation factor ¢ can be obtained from the fact
that in a close-to-surface injection of a point-like charge the charge-carriers drift
a length d (detector thickness) in a time ¢. (charge collection time). Thus,

te te
va)dt = [ a-i(t)dt=d (6.16)
[ =]
d
=>a = m . (6.17)

The resulting vy(t) can be integrated to obtain the time-dependent driftlength
zq(t):

zq(t) = /vd(t') dt' . (6.18)
0
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The function z4(t) for the drift length can be inverted (it is a monotonous function)
to obtain ¢(z4). This expression can be put into vg(t) = vg[t(z4)] = vg(zg). This
is the dependence of the drift velocity on the drift length. In a measurement it is
the drift velocity in a depth x4 from the illuminated surface.

By using a parameterisation vg(£) for the dependence of the drift velocity on the
electric field strength v4(z4) can be turned into a field map E(z4).



Chapter 7

CV-Measurements

HE main objective of measurements of the bias voltage dependent capacitance

(CV-measurements) is to characterise the samples before the charge collection
measurements are done. These measurements yield the depletion voltage which is
an important parameter for choosing an appropriate range of bias voltage for the
TCT-measurements.
Additionally to this purpose the data obtained from CV-measurements are also
analysed with regard to fluence and annealing time dependence. The results of
these studies are compared to published data in order to check the validity and
reliability of the results obtained from the used samples.

7.1 Purpose of CV-Measurements

CV-measurements on the samples are done in order to serve three purposes:

e For the analysis of the charge-collection measurements it is important to
know the depletion voltage.

e Since the samples had to be shipped from the irradiation facilities to Dort-
mund a complete control of the temperature was impossible. After shipment
the samples were not annealed for the same time. Therefore, they had to be
annealed at elevated temperature to a defined point in a controlled fashion.
It is common practice to anneal samples to the minimum in Vye, in order
to obtain comparable results. Within this work annealing was done at a
temperature of 60°C.

e [t has to be verified that the samples are usable for the charge collection stud-
ies. They are qualified by comparison of measured parameters with values
from literature. In order to obtain comparable values the CV-measurements
were performed with a frequency of 10 kHz and the LCR-meter was used in
the C, R, mode as it is common practice in other laboratories as well. For
measurements performed with different measurement frequencies the reader
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is referred to sec. B.1. The CV-measurements were performed at a temper-
ature of 0°C.

The following sections treat the CV-measurements and their analysis.

7.2 Initial Doping Concentration before Irradiation

Before irradiation the initial doping concentrations of the silicon material used is
calculated from the depletion voltages obtained from the CV-characteristic. Table
7.1 contains the results. The given numbers are the mean value of measurements
on three (in case of wafer 4457_04 only two) diodes from each wafer. This table
gives also the specific resistances pg of the base material which are calculated by

I d?
eoNegrpre 2 Viep - fhe - €0ESi

P (7.1)

This equation is valid for n-type silicon. For the electron mobility . the value
given in Table A.2 is used.

Wafer Set | Wafer Number T}ELCIl;?eSS [1(])\1736(;(1)11_3] [k(ggm]
ATLAS 01103 254 0.85£0.15 5.051+0.86
4457_04 264 0.865+0.031 4.98+0.18
SRD 491401 297 0.7275£0.0062 | 5.917+0.050
SCT 5194_07 293 0.9010£0.0056 | 4.778+0.030
5195_01 297 0.8999£0.0019 | 4.784+0.010
5195_15 300 0.6813£0.0067 | 6.319£0.063
5195_16 291 0.888+0.023 4.85+0.12

Table 7.1: Initial doping concentrations Nego and specific resistances py for the used
base materials.

7.3 Fluence Dependence of Effective Doping Concen-
tration

Table 6.2 (p. 80) gives an overview of the samples used. All diodes—except few
samples for annealing studies—were annealed to the minimum in Vg, prior to the
measurements of trapping times. Annealing was accelerated by storage at 60°C
and Ve, was measured in between.

Only on a few samples beneficial annealing could be observed—the results are
given in sec. 7.4. For most of the samples annealing was already too advanced
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after shipment from irradiation facility to the laboratory in Dortmund to observe
the beneficial part of annealing sufficiently for a detailed study. Therefore, on
these samples only a short series of 2-4 measurements in intervals of 15-20 min at
60°C was performed and stopped after a constant or the first increasing (due to
beginning reverse annealing) Ve, was observed. After the accelerated annealing
was stopped the samples were kept in a refrigator until further measurements.

In Table 7.2 the depletion voltages of all samples are compiled, showing the con-
dition during signal measurements. The effective doping concentrations | Neg| are
computed from the measured depletion voltages by using eq. (4.4) on p. 47.

For comparison of sample pairs having the same fluence but coming from different
wafers one has to look at ANeg as defined in eq. (4.6) which gives the alteration
of Neg with respect to the initial doping concentration Neg o. In the sample pair

Sample Fluence Thickness Videp,min | Negt| ANeg
(10 neq/ cm? [cm] [V] [102 cm™3] | [10'2cm ™3]
0 0.00 0.0297 | 48.294+0.83 | 0.711+0.049 —
A 3.22 0.0264 108.0+3.9 2.01+0.17 2.884+0.17
B 8.90 0.0264 230.4+7.4 4.29+0.35 5.16+£0.36
C 5.00 0.0254 121.8+3.7 2.45+0.21 3.30%0.26
D 1.06 0.0254 64.442.8 1.30£0.12 2.15%+0.19
E 4.46 0.0297 135.845.6 2.00+0.16 2.73+0.16
F 6.51 0.0297 234.944.0 3.46+£0.24 4.1940.24
G 8.06 0.0297 296.3+8.8 4.36+0.32 5.094+0.32
Ky 0.22 0.0293 11.56+0.90 | 0.175£0.018 | 0.72640.019
Ky 0.22 0.0300 7.534+0.25 | 0.1094+0.008 | 0.790+0.010
L 0.52 0.0293 19.31+0.88 | 0.292+0.024 | 1.19340.025
Lo 0.52 0.0300 16.384+0.45 | 0.2364+0.017 | 0.918+0.018
M 0.92 0.0297 40.3£1.6 | 0.593£0.046 | 1.49340.046
N 2.04 0.0297 76.842.3 | 1.1304+0.083 | 2.030+0.083
04 4.24 0.0297 119.14£2.8 1.75+0.16 2.65+0.13
O 4.24 0.0291 115.54+4.6 1.77+0.14 2.65+0.14
P 0.92 0.0297 53.2+4.2 | 0.783+0.081 | 1.511£0.081
Q 2.04 0.0297 121.1£1.5 1.784+0.12 2.514+0.12
R 1.00 0.0297 139.84+5.9 2.06+0.16 2.7940.16
S 6.00 0.0297 620+12 9.12+0.64 9.8540.64
T 4.00 0.0297 479.7+2.2 7.0640.48 7.7940.48
\Y% 2.00 0.0297 249.0+2.1 3.67+0.25 4.39+0.25

Table 7.2: Depletion voltages, effective doping concentrations Neg and changes A Neg in
Neg with respect to Neg o for all samples after accelerated annealing to the minimum in
Vaep(t). All samples except for K; are type-converted. The top part of the table contains
the proton-irradiated samples, the bottom part the neutron-irradiated samples.
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(K1,Ks) the first sample has not been converted while Ky is already converted!.
This can be explained by the lower initial doping concentration of Ky. The dis-
agreement between the two values for ANg can be explained by the difficulty of
its determination in the region of the space charge sign inversion. Looking at pair
(L1,L2) which comes from the same wafer combination a significantly higher A Neg
for the sample coming from the wafer having the smaller Neg o is observed. This
disagreement can also be attributed to the proximity to SCSI. For the next pair
(M,P) which also originates from wafers with significantly different initial doping
concentrations the values for ANyg are in good agreement. Pair (N,Q) which is
a combination of the same wafers as (M,P) does not show a good agreement for
ANegr. The last remaining pair (O1,02) which comes from wafers with the same
Negr o shows a very good agreement for Neg and ANeg. The small difference in
Vdep—which is smaller than the error—can be explained by the difference in the
thickness of the samples. Most of the deviations observed in sample pairs irradi-
ated to the same fluence are not large and can be attributed to the different base
materials. Such deviations have also been observed by other groups. For a pair
using the same base materials the results are in very good agreement.

Fig. 7.1 shows a plot of effective doping concentration vs. the equivalent fluence.
Functions of the form ANeg = Ay, + B, have been fitted separately to the
neutron and proton data. The dashed lines represent the fit results with both
parameters A, , and f3,, varying. The result shows that AN.s depends linearly
on @ if the measurements at the lowest fluences (< 0.9 - 10* ngq /cm?) are ex-
cluded. This deviation can be explained by an incomplete donor removal at these
low fluences. The solid lines show the results with 3, fixed to the slope of cor-
responding data from [RD48b], see Fig. 7.2. For neutron-irradiated samples the
increase with fluence is larger than in the reference cited above; for protons the
data are in better agreement with the literature. Generally, the results for Neg
from this work are systematically higher than in [RD48b]. This can be attributed
to different annealing conditions: the samples in [RD48b] were annealed for 4 min
at 80°C.

7.4 Annealing of Effective Doping Concentration

7.4.1 Beneficial Annealing

As an example Fig. 7.3 shows a series of CV-curves measured during annealing of
sample P. The obtained depletion voltages are plotted in Fig. 7.4 together with
the results from other samples. This plot contains data from all samples which
showed clearly a beneficial annealing behaviour after shipping from irradiation
facility (CERN) to Dortmund. The point ¢ = 0 in the plot refers to the start of
accelerated annealing at 60°C, not to the end of irradiation. The time elapsed
between irradiation and first measurement in Dortmund is not known exactly. A

!This is confirmed by the TCT-measurements of the pulse-shape.
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function of the form

Vaep(t) = Vg - exp(—t/7q) + Ve (7.2)

has been fitted to the data points. 7, is the time constant of beneficial annealing.
The fit results for 7, are in the range of 10-35 min for an annealing temperature of
60°C what is roughly the range of the values given in [M099] for the time constant
of beneficial annealing.

7.4.2 Long Term Annealing

Three samples (E,F and Q) were annealed for long times, so that the reverse
annealing became visible. Fig. 7.5 shows the resulting dependence of |Neg| on
the annealing time at 60°C. Two functions, describing first and second order
processes (cf. eq. (4.18) and footnote 4 on p. 51), are fitted to the data. Both
fitting functions describe the data quite well, the samples were not annealed long
enough to distinguish between the first and second order description of reverse
annealing. The values for the reverse annealing time constant obtained from the
fit are in the range of 2500-3600 min for 60°C.
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Fig. 7.5: Long term annealing of samples E, F and Q. The annealing was accelerated at
60°C. t = 0 refers to first measurement and start of accelerated annealing.
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7.5 Discussion of CV-Measurements

CV-measurements on all of the samples delivered the depletion voltages which
are necessary for the later analysis of charge measurements. Vje, was measured
after irradiations with several fluences, the dependence of Neg on @y showed the
expected linear behaviour if the fluence was significantly higher than necessary
for SCSL. The values for 8,, obtained within this study are different from the
values published in [RD48b] (see also Fig. 7.2). This deviation is attributed to the
different annealing procedure and material dependence. The observed beneficial
and reverse annealing of the samples occurred as expected and the obtained data
could be described by the formulae of the Hamburg model.

Since the measurements of the depletion voltages presented in this chapter pro-
duced the expected results the sample set used within this work is considered to
be suitable for charge collection studies. The substrate materials are expected
to be representative for the material used for the fabrication of the ATLAS pixel
Sensors.

All of the samples were annealed to a comparable point in the annealing curve,
so the individual results obtained in the charge collection measurements can be
combined with each other.



Chapter 8

TCT-Measurements

EVERAL aspects of irradiated sensors are investigated with TCT-

measurements: the first objective is the determination of effective trapping
times and their dependence on fluence, particle type used for irradiation and an-
nealing time. The section on this topic is followed by analysis of charge collection
efficiency. The last and very important point is the analysis of the pulse shape in
order to derive a model that describes the electric field configuration in irradiated
silicon detectors in a practical way and can be used for simulations of charge drift.

8.1 Effective Trapping Times

8.1.1 Introductory Remarks on Signal Quality and Accuracy

At this point some consequences of the measurement technique and the signal
quality for the accuracy of the determination of effective trapping times shall be
treated. Generally, a poorer quality of the data on signals after n-side illumination
is observed in irradiated pad-detectors. This can be explained by the following
facts: firstly, hole-drift dominated signals suffer more trapping compared to p-side
signals due to their longer duration but roughly the same trapping probability
per time for holes. Additionally after n-side illumination the charge-carriers drift
towards the low-field side of an converted pad detector. Thus the trailing edge
is weaker due to lower drift velocities. These attenuated and noisy signal tails
are multiplied by a large factor exp(t/7es) blowing up the uncertainties of i(t).
Therefore, the problems of post-pulse oscillations and other signal distortions are
worse in the hole signals.

The measurable range of the effective trapping time 7.g is limited towards small
values by the noise of the measured signal current: since 7.4 is comparable to or
smaller than the charge collection time, the signal decreases significantly towards
the trailing edge—in some cases so much that the signal cannot be distinguished
from noise. This has two consequences: firstly, it is difficult to determine exactly
the position of the trailing edge. Secondly, a current signal that suffers strongly
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from noise is multiplied with a large factor exp(¢/7eg) in order to compensate the
charge loss. This factor is large due to the short effective trapping times.

The upper limit for measurable 7. can be derived from the following reason-
ing [Br00]: charge trapping leads to an exponential decrease of signal current as
described by eq. (3.85). For bias voltages well above the depletion voltage the
charge-carrier velocities can be considered as being constant throughout the pad-
detector. In this case, the integration of eq. (3.85) yields the following relation:

Q= QOT"_H (1 _ e*tc/Teff> ) (8.1)
le

For 7o > t.—as it is the case for lowly irradiated samples—this equation can be

rewritten to

AQ _ Q-Q 1t
Qo Qo 2 Tefr

Without considering drift velocity saturation, the charge collection time for a
detector with thickness d and bias voltage Viias can be written as

(8.2)

d2

tp, = ——— .
“ " fien Voias

(8.3)
With d¢ being the smallest measurable value of AQ/Qy, the maximum measurable
value of 7o is

1 d?

—_— 8.4
2 pre,h Viias 00 (8.4)

Teff ,max —

Filling in the parameters of the set-up and samples used here (dg ~ 2%, p. =
1450 cm?/ Vs, pp = 505cm?/ Vs, d ~ 300 um and Vi;s = 70V for the lowest
irradiated samples) the following an upper limits can be obtained:

Teff,max ~ 220ns for electrons and (8.5)

Teff max ~ 040ns for holes.

These numbers show that it would not be possible to measure the trapping times
on unirradiated samples for checking the consistency of the method since the
trapping times in unirradiated silicon are larger than 1us.

Additional problems origin from more noisy signals towards high bias voltages.
This is probably caused by humidity and dirt on the diodes leading to currents over
the surface and the edges of the diodes. The humidity is caused by precipitation
of air humidity on cold samples taken out of the refrigerator. This problem can
be handled by warming-up the samples to room temperature for some minutes
and blowing dry nitrogen gas over them. Dirt can stick to the humid surface. It
can be removed by a supersonic bath in aceton. This treatment makes it possible
to bias diodes again with higher voltages after the breakdown voltage decreased
significantly after several cycles in refrigerator and at room temperature [Rj03].
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8.1.2 Fluence Dependence
Measurements

All measurements presented in this chapter were done at a temperature of 0°C if
not stated otherwise. Charges were injected by a red laser with a wavelength of
672 nm.

The ECC analysis of measured signals is done in a certain range of bias voltage.
In the following the lower and upper limit are called Veeemin and Veeemax- It
appeared to be important that a proper choice of the range for these voltages is
made in order to obtain consistent results for trapping times. The lowest possible
value for Vece min is the depletion voltage but Vece min is chosen to be

Vecc,min = Vdep +50V (87)

in order to have a better signal quality with more clearly defined tails. The max-
imum possible value for Vice max is the break-down voltage of the device (reduced
by a safety margin). Additionally, Vicemax must be low enough to be reachable
for all samples. Thus, the upper limit is chosen as

Vece,max = Vigep +200V . (8.8)

With these choices the range is large enough to include several measurements
with different bias voltages into the ECC analysis. The voltage step between two
included measurements is set to

Vecc,step =30V. (89)

Thus, six measurements are used for analysis per fluence point. This increment is
large enough to get clearly different curves in the exponentiated charge vs. trapping
probability plot (cf. Fig. 6.16, p. 97). Additionally, using this range for analysis
the trapping times are determined roughly for the bias voltage range which will be
used for the operation of the ATLAS pixel detector since there an overdepletion
of 50V is foreseen.

For technical reasons the TCT-measurements have been done at bias voltages
being multiples of 10 V. Thus the depletion voltages have been rounded to full
10 V. The rounded depletion voltage is denoted by Vc{ep.

Table 8.1 gives the numerical values of the results for the effective trapping times
in proton and neutron irradiated samples, respectively. They have been measured
at a temperature of 0°C in the minimum of annealing curve for effective doping
concentration. This table also includes the rounded depletion voltages which have
been used to choose the bias voltage range in analysis.

Plots of the experimental results are shown in Fig. 8.1. Since a linear dependence
between inverse trapping time and equivalent fluence corresponds to a linear in-
troduction of trapping centres (cf. eq. (4.44)) a straight line going through zero
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Sample | Eq. Fluence Viep Te Th
[10"ne/em?] | [V] ns) [ns)
K; 0.223 £0.019 | 10.00 | 74.224 £+ 12.567 —
Ky 0.223 £0.019 | 10.00 | 125.000 % 38.847 —
Ly 0.524 £0.047 | 20.00 37.701 £ 3.455 —
Lo 0.524 £0.047 | 20.00 39.385 £ 4.880 —
P 0.920 £0.074 | 50.00 23.885 £0.844 | 17.241 £+ 0.408
D 1.060 £ 0.106 | 60.00 15.935 £ 1.493 | 16.786 £ 0.706
Q 2.040 +0.143 | 120.00 8.876 + 0.183 8.494 £ 0.145
A 3.220 +£0.322 | 110.00 5.747 + 0.349 6.977 £ 0.491
0, 4.240 £ 0.335 | 120.00 5.569 £ 0.267 —
04 4.240 £0.335 | 120.00 5.558 + 0.404 —
E 4.460 £ 0.312 | 140.00 5.297 + 0.260 4.832 £0.148
C 5.000 £ 0.500 | 120.00 4.812 £ 0.229 4.514 +£0.149
F 6.510 +0.456 | 230.00 2.684 + 0.129 3.140 £ 0.176
G 8.060 +0.564 | 290.00 2.318 £0.145 —
B 8.900 £ 0.890 | 230.00 2.086 + 0.129 2.458 £0.114
R 1.000 £ 0.100 | 140.00 | 22.590 £ 1.883 | 25.994 £ 2.190
\Y% 2.000 £0.200 | 250.00 | 13.405 +1.293 9.236 £ 0.689
T 4.000 £ 0.400 | 480.00 7.557 £ 0.780 4.149 £+ 0.332
S 6.000 £ 0.600 | 620.00 5.773 £ 0.253 —

Table 8.1: Effective trapping times for holes and electrons for proton- (upper part) and
neutron-irradiated samples (lower part).

is fitted to the data points. The results of fits to the proton data for the linear
trapping centre introduction rates (eq. (4.44)) are

Yp.e (4.97 £0.14) - 10 % cm? /ns  and
Ypr = (5.25£0.17)-10 ' cm?/ns .

(8.10)
(8.11)
The description of the data by a linear dependence is sufficient as can be seen in
the graph (x?/ndf = 22.2/14 for electrons and x?/ndf = 16.3/7 for holes).
From the neutron data it is analogously:

(3.534+0.24) - 10 "° cm®/ns  and

(5.10 +0.39) - 101 cm? /ns .

(8.12)
(8.13)

Tne =
Tn,h =
Neutron data can also be well described by a linear dependence (x?/ndf = 6.4/3
for electrons and x?/ndf = 6.3/2 for holes).
Discussion

An important fact in point of data quality is that the results of diodes irradiated
to the same fluence are well consistent for the pairs L; /Ly and O;/0;. The large
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difference in results for the pair K; /Ko may result from the large value for 7.,
making a clean analysis more difficult. A systematic error coming from a sample-
to-sample variation seems therefore to be negligible.

Table 8.2 gives a compilation of results for the introduction rates . obtained by
other groups. The data from these references were measured on samples which had
been irradiated in the same facilities as the samples used in this work. The results
from [RD50]/[Li03] were measured in a fluence range of up to 5.5 - 101 neq/cm?
with epi-diodes. The study in [Kb02] was done on pad-detectors (DOFZ material)
in a fluence range of up to 2.5 - 10! neq/cm?.

While the proton results from this work are compatible within errors with the
results from [RD50][Li03], [Kb02] gives significantly higher results. For neutron-
irradiated samples the results show a deviation as well. Up to now it is not obvious
where the difference comes from.

The data set on trapping probabilities obtained in this work is considered to be
the most appropriate one for the application to the ATLAS pixel detector since it
covers the largest fluence range and is measured on the same material as used for
the ATLAS pixel sensors.

24 GeV protons reactor neutrons
Reference Yp,e Yp,h Yn,e Yn,h
[107% cm?/ns] | [107* cm?/ns] || [107® cm?/ns] | [107*® cm?/ ns]
this work 4.97+0.14 5.25£0.17 3.53+0.24 5.10£0.39
[Kb02] 5.6+0.2 7.7£0.2 4.1£0.1 6.0+0.2
[RD50],[Li03] | 4.68+0.15 5.724+0.50 — —

Table 8.2: Comparison of results from different authors for the trapping centre intro-
duction rates 7, p.

8.1.3 Annealing of Trapping Times
Measurement

Alongside the fluence dependence of trapping also the long-term behaviour of
the defects causing charge trapping is interesting for the later ATLAS operation.
Knowlegde about the annealing of v, j is necessary in order to assess the conse-
quences of warm-up periods. Therefore, annealing studies on two proton-irradiated
samples (Q and E) were performed. The annealing was accelerated by placing the
samples in an oven at 60°C. The trapping times were repeatedly measured during
the successive annealing. Sample (Q was annealed for 200 h, sample E for 40 h.

Fig. 8.2 displays the measurement results. The analysis range of the bias voltage
has been chosen in the same way as in the investigation of the fluence dependence—
i.e. always with a constant offset relative to Vg, which changed due to annealing.
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Fig. 8.2: Annealing of effective trapping times, measured on samples Q (a) and E (b).
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Discussion

The plots in Fig. 8.2 show that the uncertainties of 7eg are growing with annealing
time. This is probably caused by the increasing applied bias voltage (due to reverse
annealing) leading to short signals and more leakage current (see also discussion
in sec. 8.1.1).

The measurements on both samples show a decreasing trapping probability for
electrons and an increasing one for holes. The data can be explained by the decay
of one kind of defects into another with a different trapping time as was done
previously in [Kb02]. Hence the function

Teﬁl(t) = :—0 ~exp(—t/74) + % (1 — exp(—t/74)) (8.14)
is fitted to the data. A model explaining the variation of trapping probabilities
with time by a sum of a non-annealing kind of defects (delivering a constant
contribution) and the exponential decay of a second kind of trapping defects would
have the same mathematical form. Table 8.3 shows the results of the fits: for
electrons the results from both samples are consistent with each other: A ~ 20%
decrease of trapping probability is observed. The annealing time constants for
electron traps 7, . agree within (rather large) errors. Combining the two results by
calculating the weighted mean yields for the annealing time constant for electron
traps a value of

Tae = (2.67 £ 0.77)h  for annealing at 60°C. (8.15)

Also the values for x2/ndf are acceptible. Therefore, the model given in eq. (8.14)
describes the data satisfactorily.

Contrary to the good quality of the data on annealing of electron trapping prob-
abilities the data on holes are of poorer quality: errors of individual data points
are larger and the two datasets are worse described by the assumed model as the
significant worse values for x?/ndf show. The data from sample E are betterly
described by the fitted function. The annealing time constants determined on the
two samples do not agree. The magnitude of the variation is different in both

Sample | 1/7ons™*] | 1/7soms™] | 74[h] | variation [%] | x*/ndf
electrons
Q 0.113£0.001 | 0.091£0.002 | 3.34%0.72 -19 16.7/22
E 0.182+£0.007 | 0.143£0.003 | 1.7940.82 -21 5.4/11
holes
Q 0.115£0.002 | 0.178£0.008 | 14.25£3.11 +54 98.4/21
E 0.1984:0.004 | 0.23540.013 | 4.89£3.72 +18 17.8/9

Table 8.3: Results of the fit of eq. (8.14) to the data shown in Fig. 8.2.
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samples as well. Thus, combining the results seems not to be sensible for the hole
data.

With respect to later long-term application it can be concluded that the variation
of ¥, with time is not large. The trapping of electrons even decreases which is
positive because in the ATLAS pixel sensors electrons contribute mostly to the
signal. Since in this work annealing studies have been done only at one temper-
ature, it is not possible to give the equivalent time at room temperature what is
more important. However, as the annealing leads to a saturation it can be stated
that the trapping probabilities will not change more than ~ 20% for electrons and
~ 20 — 55% for holes during the ATLAS life-time.

This annealing behaviour has been observed in [Kb01] as well: this reference
reports a decrease of electron trapping by &~ 35% and an increase of hole trapping
by ~ 30%. The observed time scale is in the order of 10 h.

The consequences of such a variation due to annealing are to be estimated later
by corresponding simulation studies (see chapter 11).

8.2 Collected Charge

8.2.1 Depletion Voltage from Charge Collection
Charge Collection Curves

Integrating the currents measured by TCT and plotting them vs. the bias voltage
charge collection curves Q(Vhias) are obtained. These curves obtained by inte-
gration of the measured currents will be called measured charge collection curves
(denoted by @, = Qm(Vhias)) in the following. If the currents are corrected for
charge loss prior to integration the resulting curves will be called corrected charge
collection curves (Qc = Qc(Vbias))-

Figs. 8.3 and 8.4 show measured and corrected charge collection curves after p-side
and n-side illumination for unirradiated and irradiated samples, respectively.
The charges have been normalised to the initially injected charge )¢9 which is
determined from ECC and are plotted vs. \/Viias/Vdep, Vaep is taken from CV-

measurements.

Unirradiated Sample

In the p-side illuminated unirradiated sample (Fig. 8.3) @ (Vhias) rises from 0V
on because the depletion zone grows from the p-side into the n-bulk and therefore
charge is injected into the sensitive volume. @, (Vhias) rises roughly linearly with
v Vhias and thereby proportional to depleted thickness. For n-side illumination
@ (Vhias) does not start to rise before a certain threshold is reached by Viias, going
afterwards almost instantly to the saturation of charge collection efficiency. This
effect is caused by the circumstance that for Vii,s < Vgep charges are injected into
the undepleted part of the bulk. Therefore, they recombine before reaching the
field zone and cannot contribute to the signal. After full depletion of the bulk
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Fig. 8.3: Charge collection efficiencies vs. \/Vhias/Vaep as measured with an unirradiated
sample with p-side illumination (a) and n-side illumination (b).
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they are injected into the sensitive zone and give full signal. The position of the
strong increase is almost exactly at the depletion voltage.

Irradiated Sample, p-Side Illumination

Contrary to the behaviour of an unirradiated sample the depletion zone grows in
an irradiated diode simultaneousely from the n- to the p-side as soon as the sample
is irradiated with fluences beyond type conversion, as it is the case for the sample
in Fig. 8.4. However, different from the unirradiated sample where the collected
charge stays almost at zero before the steep increase starts the irradiated samples
show an increase in collected charge as soon as Vjji,g is non-zero. The increase is
linear in the Q. vs. \/Viias/Vaep plot. This can be attributed to a depletion zone
growing from the p-side (called p-depletion-zone in the following) whose thickness
is proportional to y/Viias. This is caused by the so-called double-junction effect:
in highly irradiated samples the depletion zone grows from both sides towards
the centre. . increases proportional to v/Viias until the bias voltage reaches a
certain point which is denoted by V;iy,. This point is presumably the voltage where
the two depletion zones merge. For Vs > Vin the charge collection shows a
steep increase and returns after an overshoot to a plateau. The voltage where the
plateau is reached the first time (i.e. before the overshoot) is denoted by V.

Vin and Vi are determined by taking the intersection points of three straight lines
fitted to Q. below, between and above the kinks (see Fig. 8.4). This is done with
the measurements taken from several samples. Fig. C.1 and C.2 (p. 242-243) show
the charge collection curves from further samples. The obtained values for V;;, and
Vice are given in Table 8.4. /Vip/Viep decreases with increasing fluence. This is
an indication that the depth of the p-side depletion zone increases with fluence
and it takes less bias voltage to merge the two depletion zones. The merging of the
two depletion zones means that the sensor reaches its maximum sensitive volume,
i.e. it is already fully depleted for Vii,s < Vigep. The further increase in (). above
Vin can be explained by improved charge collection due to higher electric field
strength. This assumption is supported by the fact that also Vi is in almost all
cases smaller than Vyep.

Qc(Viias) shows a significant overshoot above Vi... The reason for this behaviour
is up to now unknown, but may be explained by the following considerations: For
Vbias = Vaep the electric field is very low in the region where the two depletion
zones merge. As described by eqgs. (4.53) and (4.54) the concentration of free
carriers (from leakage current) is very high in low field regions since there the drift
velocity is low. This leads to high occupation probabilities for traps. Henceforth
these defects trap signal-charges less effectively (see eq. 4.42) than traps in regions
with higher electric fields. This idea is supported by the fact that the overshoot
becomes more pronounced with increasing fluence where also the leakage current
is higher.

If the signal charges leave this low-field area they are over-compensated by mul-
tiplication with exp(t/7es) since the 7o used for exponentiation is measured for
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Viias being well above Vgep, and therefore, the trapping in low-field regions is over-
estimated. Beyond the overshoot (). drops to its final value.

Irradiated Sample, n-Side Illumination

The charge collection curves which are measured with n-side illumination have a
simpler structure: They grow linearly in the Q.(Viias) vS. \/Vbias/Vdep plot until
they reach a plateau. The voltage at which this saturation is reached could be
equivalent to Vyep and is also called V. in the following. However, Vi is on all
samples significantly higher than the depletion voltage Ve, obtained from CV-
measurements: /Viee/Vaep has in most cases a value between 1.1 and 1.3. Fig.
8.5 shows results for Vi, and Vi from the neutron irradiated samples and during
annealing of sample Q. The plots show that the bias voltages Vi where full charge
collection is reached are not identical to the depletion voltages Vje, obtained from
CV-measurements. Charge collection with p-side illumination will result in lower
“depletion voltages” while n-side illumination will yield higher ones.

The charge collection curves after n-side illumination show no overshoot for Vs &
Vdep- This may be explained by the fact that only electron traps are filled by leak-
age current in low-field regions while holes are trapped with the same probability
than in high-field regions.

Sample Fluence Vdep \/Vnh/vdep \/Vfcc/vdep \/Vfcc/vdep
[V] p-side n-side
0.92 53.2+£4.2 | 1.01£0.05 | 1.20%0.06 1.341+0.07
2.04 121.1£1.5 | 0.81£0.10 | 0.88+0.09 1.11+0.04
4.46 135.8£5.6 | 0.76£0.25 | 0.80%0.31 1.02£0.16
1.00 139.84+5.9 | 0.92+0.07 | 1.05+0.07 | 1.08+0.13
2.00 249.0+2.1 | 0.84£0.11 | 0.94+0.11 1.13£0.20
4.00 479.7£2.2 | 0.70+0.06 | 0.78£0.05 1.11£0.32

H<XZHO T

Table 8.4: Results for Vi, and V.. for several samples.

8.2.2 Charge Collection Efficiencies from TCT
Measurement

From the ECC method also the charge ()¢ which is initially injected into the pad-
detector can be derived. Without having a calibration of the experimental set-up
Qo is determined only in arbitrary units. Numbers for the CCE are derived by
integrating the measured signal currents and dividing them by )g. The CCE
derived by this method after p- or n-side illumination is lower than the CCE for
mip detection: while after close-to-surface charge deposition the signal charges
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The right plot shows the development during annealing of sample Q.

have to drift through the whole thickness d of the detector mips deposit charge
homogeneously along their tracks and thus only a small part of the signal charge
has to drift through the full detector thickness; on average the drift length is only
dj2.

Fig. 8.6 shows the charge collection efficiencies for electrons and holes measured
on proton and neutron irradiated samples. In these plots CCE is plotted vs. the
overdepletion voltage Viias — Viep. These plots contain results from samples with
different thicknesses. Therefore, in some cases a thin sample has the same or a
higher CCE than a thicker sample with a lower fluence.

Discussion

Especially the lowly irradiated samples show an CCE that rises significantly with
Vbias above depletion voltage. With increasing fluence this rise becomes less sig-
nificant: the gain in CCE is caused by decreasing charge collection times and
thereby less trapping. However, due to high depletion voltage in highly irradiated
samples the drift velocities are much closer to their saturation value in these sam-
ples. Therefore, the charge collection times cannot be shortened significantly by
increasing bias voltage.
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Fig. 8.6: Charge collection efficiency for electrons (left) and holes (right) from TCT-
measurements for close-to-surface charge injection. The two upper plots show results
from proton-irradiated samples, the lower ones from neutron-irradiated samples.

8.3 Pulse Shape and Electric Field

8.3.1 Unirradiated Sample

From a set of measured signal currents the electric field distribution is deconvo-
luted by the method described in sec. 6.5.8. As a consistency check this method
is firstly employed on measurements with the unirradiated sample (). This has
the advantage that the field configuration can be compared to the theoretically
expected one which can be easily calculated (eq. (3.53), p. 35).

The first steps in the deconvolution of the signals are the correction for limited
bandwidth (eq. (6.11)) and the elimination of post-pulse oscillations (eq. 6.12).
These two steps are followed by the exponentiation of the signal to obtain the
signal shape that would have been measured without charge-trapping. (This step
is dropped when processing data from unirradiated samples.)

After these measures the next step is the determination of the parameter a as
defined in eq. (6.17). Generally, for the deconvolution the inflection point ¢; of
the leading signal edge is taken as starting point and the trailing edge’s inflection
point to corresponds to the end of charge drift. Thus the charge collection time is
t. = to —t;. Fig. 8.7 shows the results for a for different bias voltages as calculated
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Measurement on unirradiated sample ().

from p-side and n-side signals.

Only bias voltages above Ve, (as derived from CV-measurements) are used for
the determination of a. The parameter depends only slightly on the bias voltage
as can be seen on the graphs; the variation of a over the full range shown in Fig.
8.7 is less than 2%. In order to get a more precise value and also to deconvolute
the signals below Ve, where a cannot be derived from the signal, the average
value of @ in the bias voltage range between Vje, + 50V and Ve, + 200 is taken
(this subset is indicated by square symbols in the plots). This is allowed since the
factor between current and drift velocity is the same for all measurements with
varied bias voltage as long as the measurement and its calibration has not been
changed.

After that drift velocity vg(t) and drift length z4(t) are calculated (egs. (6.15)
and (6.18), resp.). As an example Fig. 8.8 shows the results for sample () with
Viias = 80 V. Practically, the software calculates vy and z4 for the discrete times
t; at which the signal currents have been digitised by the oscilloscope. Therefore,
these two functions exist as sets of pairs (¢;,v4;) and (;, zq;)-

From the functions z4(¢) and vg(¢) the function vg(z4) is derived. This problem
is solved by combining the discrete values of z4(¢;) and v4(t;) to pairs (vg;, z4;)-
The function vg(z4) is also shown in Fig. 8.8.

With the help of the parameterisation of v4(E) given in [Se90] (MINIMOS 4,
see also sec. 9.3.4) the desired electric field strengths E(z;) are determined. As
a check, the reconstructed bias voltage Vijiasrec is calculated by integrating the
electric field E(xgq):

d
Vbias,rec = /E(xd) dzg . (816)
0
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In the ideal case the result should be equal to the applied bias voltage Vijias app-
However, this is not the case. Fig. 8.9 shows the deviation of Vijas rec from Viiag app-
The increase of deviation with Vijiasapp can be explained by the decreasing signal
duration and therefore larger relative influence of the signal distortion at the edges.

The average deviation in the voltage range 50-200 V above Vg, is about 15%.
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Fig. 8.9: Reconstructed Viias rec VS. applied Viias app for electron (a) and hole signal (b).
The dashed line gives the ideal relation Viias rec = Vbias,app- Measurement on unirradiated
sample ().

Fig. 8.10 shows the resulting E(x4) for different Vi,4 after p- and n-side illumi-
nation. The deconvoluted field distributions after n-side illumination are closer to
the theoretically expected ones since the edges are steeper compared to the field
distributions from p-side illuminations. This can be explained by the longer signal
durations and thereby less influence of the limited rise time of the edges as already
stated above. The p-side signals develop a “bump” towards higher bias voltages.
The exact reason for this deconvolution artefact cannot be given but probably it
results also from limitations by short signals since at the lowest bias voltages this
artefact is not visible.

In the further analysis the effective doping concentration Neg is determined by
using the differential form of Gauss’ law:

dE _ e
dr
Neg is extracted from E(zy) by fitting a straight line between z4 = 0.2 - d and
zq = 0.8-d, the product of the slope with eegi/eq is taken as Neg. The results from
measurements at Viias+10V are (0.634240.0014)-10'? /cm? and (0.86894-0.0012)-

10'2 /em3 for p-side and n-side illumination, respectively. The given errors are the
errors of the fits and do not include further systematic errors from deconvolution

Neg (8.17)
EEsi
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Fig. 8.10: Reconstructed electric field distributions measured on the unirradiated sample
() for electron (a) and hole signal (b).
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which should be significantly larger as can already be seen on the deviation of
the reconstructed bias voltage from applied bias voltage. Both values do not
agree with Negcy = (0.71 £ 0.05) - 10'%/cm? as calculated from Vgep from CV-
characteristic but the result from the p-side signal is closer. The mean value of
these two measurements is 0.75 - 10'? /cm?® which is inside the error margin of
Neg cv. Fig. 8.11 shows the reconstructed Neg vs. bias voltage. The deviation
of the reconstructed Neg from Neg cv grows with V.. This can be explained
by an increasing systematic error of the deconvolution since the signal durations
decrease. If averaged over the range Viep +20V < Vijias < Vigep + 70V the results
are Neg = (0.6993 £0.0169) - 10*2 /cm? and (0.8967 £ 0.0040) - 102 /cm? for p-side
and n-side illumination, respectively.
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Fig. 8.11: Reconstructed effective doping concentration vs. the bias voltage for electron
signals (left) and hole signals (right). Open symbols show the mean value (averaged
over Viep + 20V < Viias < Vaep + 70V, errors of single points smaller than symbols).

Measurement on sample (.

Generally, one can state that the deconvolution works best at low bias voltages
since in slow signals the signal integrity is better. The systematic error on recon-
structed bias voltages is estimated to be ~ 15%, Neg has an estimated error of
25%.

8.3.2 Lowly Irradiated Samples

The deconvolution method which has been introduced in the previous section is
now applied to irradiated samples with different obtained fluences. Samples K;
and L; are irradiated with only low fluences where the field has still a mainly
linear behaviour. The latter sample shows already space charge sign inversion.
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Sample K1, ®cq = 0.22 - 10'% ney/cm? (no SCSI)

On sample K; only p-side signals can be measured since it has no opening for
light injection on the n-side. Similar to the analysis of the unirradiated sample,
a depends only weakly on Viiasapp and the bias voltage is well reconstructed at
voltages being not too high above V.

Fig. 8.12 shows the reconstructed electric field distributions. Neg obtained from
deconvolution is (0.1404 £ 0.0009) - 10*? /cm® (measured at Vijas = Vaep + 10V,
error takes into account only uncertainty of fit). Considering the systematic error
of 25% of Neg (as estimated at the end of sec. 8.3.1) this value agrees within errors
with Neg cv = (0.17 £0.02) - 10'%/cm?.

Vi = 220V

bias

Electric Field [kV/cm]
\\H‘\H\‘H\\‘\H\‘H\\‘HH‘HH‘HH‘HH‘

\
\
|
0 I 1 1 l 1 1 1 1 l 1 1 1 1 1 1 I l 1 I 1 |

0 0.005 0.01 0.015 0.02 0.025 0

Drift Length [cm]

Fig. 8.12: Reconstructed electric field distributions measured on sample K; (®eq =
0.22 - 101 ney /cm?) for electron signal.

Sample L1, ®eq = 0.52 - 10 ne,/cm? (SCSI)

Sample L; is the most lowly irradiated sample showing SCSI. The results for
E(z4) are shown in Fig. 8.13. Different from sample K; the slope of the electron
signal is now positive. This indicates the occurence of space charge sign inversion.
The resulting effective doping concentration Neg ¢ is (—0.5488 +£0.0043) - 10'% /cm?
(measured at Vijas = Viep + 10V). Compared with |Negcv| = (0.29 &+ 0.02) -
10'2/cm? this value deviates from the value expected from CV-measurement. The
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Fig. 8.13: Reconstructed electric field distributions measured on sample L (®eq =
0.52 - 101* ney /cm?) for electron signal.

reason may be that the field distribution shows already a slight occurence of a
double peak at the lowest bias voltages.

8.3.3 Highly Irradiated Samples
Application of Deep Level Model

The samples analysed in this section have obtained such a high fluence that the
electric field can no longer be considered as being linear. Consequently, Neg is
no longer homogeneous in the detector and thus cannot be determined by fits of
straight lines to E(z). Therefore, a more refined parameterisation based on the
deep level model introduced in sec. 4.2.4 is used to describe the field configuration.
The aim of the analysis presented here is to determine parameters for the deep
level model. This model will later be used for the description of the electric fields
in simulations of the charge collection in irradiated silicon-detectors.

Therefore, priority is not given to obtaining exact results for microscopic properties
of the substrate but to find a few useful parameters to describe the electric field
in highly irradiated detectors.

Method

The analysis method is demonstrated on sample C: the steps to obtain vg,(z) and
E(x) by deconvolution are the same as in the low fluence samples. After obtain-
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ing vg,(z) (Fig. 8.14(a)) the corresponding carrier densities n.(z) and ny(z) are
calculated by eqgs. (4.53/4.54), see Fig. 8.14(b). This method develops further the
method used in [Er02] since in that paper the drift velocities are considered as be-
ing constant. Contrary to this, in this analysis the dependence on the field strength
is considered. Furthermore, the drift velocities are obtained from measurement
while [Er02] calculates them by the approximation vay & pep, * Viias/d.

In the following step the filling factors F'(z) (eq. (4.66)) and charged fractions
F~, F* are calculated from n, () (eq. (4.67)/(4.68)), see Fig. 8.15(a). For this
calculation only the deep donor and deep acceptor contributing most to the space
charge are considered [Er02]. The parameters used for the calculation are':

label  type Ei[eV]  oc[cm?] o [cm?]
DA4 etrap Ec—0.52 1-107% 1.1079 (8.18)
DD3 h-trap Ey +0.53 1-1071% 3.10714

In the next step the concentrations Npa and Npp of deep acceptors and deep
donors have to be determined. In order to do this a fit range [z, z2] in E(z) is
chosen. This range consists of the middle part of the deconvoluted electric field
and should not be extended too close to the less accurately reconstructed edges.
From eq. (4.70) the electric field on the interval [z, z2] is obtained by integration
(Gauss’s law):

E((II) = E((Ifl)—

x
%0 / Nug (') da’ (8.19)
£Si€0
1
x

= E(z1) — | Ngn ($—$1)+NDD/F+(£E) dzx

Z1
T

—NDA/F_(IE) dx (8.20)

= E((Ifl) — Ngp (:E — (II1) — Npp EDD((II) + Npa EDA((II) . (821)

The electric field is directed towards negative x and points therefore into the
integration volume at . Henceforth the minus sign is introduced in the first line.
In the last line the abbreviations

T

Epp(z) = / FT(z)dz and (8.22)

T1
T

Epalz) = /F(x)dw (8.23)

T

have been introduced. They are plotted in Fig. 8.15(b) for sample C.

!The labelling of the defects is the same as in [Er02].
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Fig. 8.14: Plots of drift velocities vq, and corresponding carrier densities vs. substrate
depth z for electrons and holes in sample C (®eq = 5 - 10™ neq/cm?, Vs = 170 V).
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from Ny, is also shown.
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Npa and Npp are obtained by a fit of eq. (8.21) to the deconvoluted electric field
on the interval [z1,z9]. E(z1) is taken from E(z), Ny, is calculated with the
equations for the stable damage (cf. eq. (4.13), parameters given on same page):

Ngn = Np—Na (8.24)
= T iVc¢0- (1 - exp(—c@eq)) + gcq)eq . (825)

Fig. 8.16 shows the deconvoluted electric fields from p-side and n-side illumination
signals together with the fitted functions according to eq. (8.21).
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Fig. 8.16: Electric fields from deconvolution of electron and holes signals as measured
on sample C together with fitted deep level model.

This analysis is applied to measurements at several bias voltages above Vje,. The
results for the concentrations of deep acceptors and deep donors from measure-
ments after p- and n-side illumination are shown in Fig. 8.17. The errors shown
in that figure are the errors of the fits to the individual measurements and do not
include systematic errors. These systematic errors are larger as can be seen on
the variation of the concentration with bias voltage.

The concentration of deep acceptors Npa shows a strong variation with Vy,g and
the results from n- and p-side illumination are inconsistent with each other. The
variation of Npp with Vi,,s is smaller than that of Npa. The results from p-side
and n-side illumination are still inconsistent but the difference is much smaller.
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from measurements on sample C with p- and n-side illumination. Not visible errors are
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As final results for Nps and Npp the single results have been averaged in the bias
voltage range Viyep + 950V < Vijas < Vigep + 100 V.

Fluence Dependence of Npa

Fig. 8.18 shows the dependence of Npa on the equivalent fluence in proton-
and neutron-irradiated samples. In both cases Npa shows no distinct depen-
dence on the fluence, the variations are quite large and do neither suggest a lin-
ear introduction with fluence (Npa o ®¢q) nor a saturating behaviour (Npa o
(1 — exp(—Peq/cp))). Therefore, for a description of the fluence dependence a
concentration that is constant at the fluences considered here is assumed. The
average values for Npa are given in Table 8.5. The numbers from n- and p-side
illumination agree within errors with each other. Table 8.5 gives also the com-
bined values from n- and p-side signals. For the averaging the p-side result from
sample T (®eq = 4 - 10 neq/cm?) is discarded since it deviates strongly from the
other values. Due to the high Vg, in this sample (480 V) the measurements on
the sample had to be done with high bias voltages and thus the signals were short.
Therefore the electron signal delivers hardly usable results.
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Fig. 8.18: Concentration of deep acceptors vs. equivalent fluence in proton- and neutron-
irradiated samples. Values given are averaged for Viep + 50V < Viias < Vigep + 100 V.
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Npa [10'2/cm?]
irradiated with p-side ‘ n-side ‘combined

protons 80+£17 | 10018 | 90420
neutrons 120.9£9.2 | 107£17 | 112+16

Table 8.5: Concentrations of deep acceptors measured on proton and neutron-irradiated
samples.

Fluence Dependence of Npp

The concentration of deep donors Npp shows a linear increase with equivalent
fluence as can be seen in Fig. 8.19. Thus it can be described with a linear intro-
duction rate gpp according to

NDD = 4gpp * (I)eq . (826)

The results for the introduction rates are given in Table 8.6. Again the value
measured on sample T with p-side illumination has been discarded from the fits
for the reasons given above.

gpD [10*2/cm]
irradiated with p-side ‘ n-side ‘combined

protons 3.084+0.10 | 3.92£0.12 | 3.54+0.08
neutrons 2.87+0.35 | 1.87£0.16 | 2.07£0.15

Table 8.6: Introduction rates for deep donors measured on proton and neutron-irradiated
samples.

Discussion

The double peak structure of the electric field has been parameterised based on a
model that contains one deep acceptor and one deep donor level. This model is
a strong simplification since in reality irradiated silicon contains a variety of deep
levels with different energy levels and capture cross-sections. It does not make
sense to include further levels into the analysis since the contributions to the
electric field would be too similar to be distinguished by fits to the deconvoluted
electric fields. But in spite of this strong simplification the deconvoluted electric
fields can be fitted by this model quite well. However, the fit parameters Npa
and Npp depend strongly on the bias voltage what should be different in an ideal
case.

The fluence dependence of Npa can be best described by a constant for all fluences
considered here. Two possible explanations can be given for this behaviour:
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Fig. 8.19: Concentration of deep donors vs. equivalent fluence in proton- and neutron-
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1. Npa saturates at low fluences and thus only a constant concentration is
observed at the high fluences considered in this work.

2. Due to systematic errors a systematic variation of Npa with ®¢, cannot be
observed. Additionally, Npa is strongly correlated with Ny, which gives also
a fluence dependent acceptor-like contribution and can therefore “shadow”
a variation of Npa with fluence.

The concentration of deep donors Npp shows a linear dependence on equivalent
fluences. This behaviour can easily be explained by typical radiation damage
mechanisms.

For these reasons the Npa and Npp should not be compared to the concentrations
of deep levels as found by other studies. They should be considered as parameters
to describe the electric field in irradiated pad detectors with a practical model
as it is the scope of this study. The test of the usefulness of this model and its
parameters as determined with the methods introduced in this section will be
performed later in part IV when it is used to simulate detector signals.

8.3.4 Electric Field in Partially Depleted Sensors

Within this work underdepletion operation is defined as operation with a bias
voltage which is lower than Vg, as determined by CV-measurements.

The analysis of the exponentiated charge collection curves presented in sec. 8.2
have shown that the sensitive volume of the sensor reaches its maximum already
for bias voltages below full depletion voltage. This corresponds to a nonzero
electric field strength and should therefore also be observable when looking at
the deconvoluted electric field strengths. Fig. 8.20 shows plots with the electric
fields in sample Q) for several bias voltages below and around the depletion voltage
(further plots are given in sec. C.2 for sample C).

These plots show for several voltages the electric field vs. the substrate depth as
obtained by deconvolution from signals after p- and n-side illumination. The two
complementary results (i.e. measured with the same Vj,5) are always plotted in
the same diagram.

The depletion voltage of the sample is 120 V. The plots in Fig. 8.20 show how
the regions with non-zero field grow from both sides into the substrate. It is
not clear why the depletion zone growing from the n-side (n-depletion-zone) ends
abruptly with a quite high field strength. From basic semiconductor physics it is
expected that the field drops smoothly to zero with increasing substrate depth.
However, the border of the n-depletion-zone is probed with a quite weak signal due
to strong trapping of the hole dominated signal. The combination of low drifting
charge and low field may lead to an abrupt end of the measured depletion. Thus,
it can be considered as a deconvolution artefact. The p-depletion-zone shows
in principal the same behaviour but the border of this depletion zone shows a
smoother transition to zero field. This observation supports the assumption that
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the abrupt end of the measured n-depletion-zone is an deconvolution artefact
caused by trapping.

However, the most remarkable observation is that a non-zero electric field reaches
throughout the whole detector already at bias voltages being significantly lower
than Vje, as determined by CV-measurements. For sample Q it can be concluded
that it reaches its maximum sensitive volume at ~ 80V. This corresponds to

V/ Vbias/Vaep = 0.82 which can be compared to \/Viec/Viep = 0.87 (see Table

8.4 on p. 121). The same conclusions can be drawn for sample C even if the
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Fig. 8.20: Deconvoluted electric fields for bias voltages below the depletion voltage.
Measured on sample Q, ®ey = 2.04 - 104 ney/cm?. Solid lines show the result from p-side
illumination, dashed lines from n-side illumination.
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measurement of the depletion zone in this sample is of worse quality due to large
trapping effects.

The observation of nonzero electric field in all of the detector volume in the de-
convolution agrees in principle with the determination of Vi in sec. 8.2. Thus, it
can be concluded that the double peak effect which is called double junction effect
below full-depletion leads to a depletion voltage which is significantly lower than
that determined by CV-measurements.
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Part IV

Simulation Studies






Chapter 9

Simulation Tools

FFECTIVE doping concentration, leakage current, trapping times and elec-

tric field distributions are key parameters to describe detector performance.
Their behaviour is known from measurements in the laboratory. Simulations are
done in order to derive predictions for the operation conditions of the ATLAS
pixel detector from these laboratory measurements.

In this first chapter of the part on simulation studies the simulation tools are
described. Effective doping concentrations and leakage currents are calculated
by the same software which is described in sec. 9.2. The second section treats
the simulation of charge drift: the important effects of drift, diffusion, trapping,
and electric field distribution are included in a second software package. The third
section covers the numerical methods which are used to calculate Ramo potentials.

9.1 Software Packages

The calculations necessary for detector simulation studies are performed by three
software packages which have been developed within this work: EDCALC! for the
calculation of effective doping concentration and leakage current after irradiation
and annealing. CDCALC? calculates the resulting signal currents from the drift of
signal charges in the detectors. The third package RACALC? is used for numerical
calculations of the Ramo potential for different detector geometries.

All packages have been written in C++ on Linux machines. The ROOT package
[Bn96] has been used to visualise the results. The software packages are described
more detailed in the following sections.

'Effective Doping Concentration And Leakage Current
?Charge Drift CALCulation
3R Amo potential CALCulation
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9.2 Effective Doping Concentration & Leakage Cur-
rent (EDCALCQC)

9.2.1 Coverage

EDCALC allows prediction calculations of effective doping concentrations and
leakage currents and takes into regard annealing of these properties. It consists
of three major parts (history, doping concentration calculation, leakage current
calculation) which are described in the following sections.

9.2.2 Temperature and Irradiation History

The software allows to define a history of the simulated device which has a user-
defined number of bins Nyng. For every bin b; the length At; in time (which may
vary from bin to bin), the temperature T; and the fluence ®y; obtained during
the time interval corresponding to b; is stored. The times at the end of b; are
denoted by t;. The calculations of Neg and Ij., are based on this history.

9.2.3 Doping Concentration
Implementation of Hamburg Model

The part of EDCALC calculating the depletion voltage uses the Hamburg model.
It considers DOFZ silicon and uses the formulae and parameters given in sec. 4.2.1.
Some additional assumptions are used in order to make the Hamburg model usable
for prediction calculations: to establish the Hamburg model samples that received
their full fluence within a relatively short time compared to the ATLAS life time
were used for investigation. After this “point-irradiation” the annealing behaviour
was studied for various temperatures. The situation during ATLAS operation will
be different: the radiation load will be accumulated over a long time (10 years)
and therefore always a mixture of radiation damages with different ages will exist
in the silicon bulk. For the simulation it is assumed that no interaction between
these damages exist; ANy is calculated as superposition of a series of single
irradiations. Especially, second order reactions are excluded.

Further differences between laboratory studies and operation are the irradiation
with a mixture of neutral and charged particles during LHC operation and the
variation of temperature.

Analogously to eq. (4.7) for every bin b; the change of the effective doping con-
centration

ANeg; = Ny + Nej + Ny (9.1)

is calculated.
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Beneficial Annealing
The contribution to N, ; from the beneficially annealing part is calculated by

i
Na,i = Z (776 ga,pq)eq,j + (1 - 7]0) ga,nq)eq,j) : exp(—ti;’-n/Ta(ZOOC)) . (9'2)
j=1
7e is the charged fraction of the fluence, tE;ﬂ is the annealing time between ¢; and
t; which is normalised to the equivalent annealing time at 20°C:

ben _ : . Ta(20°C)
e _gAt] () (9.3)

To(T') is the temperature dependent beneficial annealing time constant according
to eq. (4.10). Eq. (9.2) also considers different introduction rates g, , and g,y for
protons and neutrons, respectively.

Stable Acceptor Introduction
The contribution N, ; from stable damage is split into two parts,

Ngj = N2+ NJov . (9.4)
N Cajc is the contribution from stable acceptor introduction, N g?n considers donor
removal. The introduction of stable acceptors is given by

i
NCaEC - Z (7]0 Je,p (I)qu + (1 - 776) Jen (I)eq,j) . (95)
j=1

Again different introduction rates for proton (g.,) and neutron irradiation (g..y)
are considered.

Stable Donor Removal

The calculation of the stable donor removal contribution N g?n is more complicated
since the behaviour for protons and neutrons is different with respect to the re-
movable fraction of donors. Therefore, the initially existing donor concentration,
i.e. the initial doping concentration Neg o, is split into two types: type I can be
completely removed by protons and neutrons. Their concentration is given by

Neoq = Negro - 0.8 exp(—[0;]/(4.3 - 10'" cm—?) (9.6)

(cf. eq. (4.14), p. 50). Type II consists of the remaining donors which can be
removed only by protons:

Neor = Netp — Neoyx - (9.7)
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Consequently, N Cd,?n is given by

i
NJom = Ny - (1 — exp (‘C' 2 (I)eq’j>>
j=1 i (98)
+Neo,1 - (1 — exp (—C e Yo q’ﬂl:ﬂ')) :
j=1

It has to be stated that this splitting of the removable donors into two types has
no direct experimental proof beyond the fact that neutrons and protons remove
different fractions of the initial donor concentration. Therefore, this model does
not reflect necessarily the physical reality on a microscopic level. However, it seems
to be the most simple model that takes this effect into regard. The modelling of
the donor removal has its largest influence on the prediction of Neg after low
fluences of mixed (neutral and charged) radiation fields. For high fluence—where
the most important predictions for the ATLAS pixel sensor have to be made—the
chosen model of donor removal becomes less significant since there all donors will
be removed by the protons in any case.

Reverse Annealing

For the calculation of reverse annealing the different behaviour of silicon under
proton and neutron irradiation has to be considered, too. The contribution from
neutral particles Ny'; to N, ; is calculated by

Z m i (1= exp(—5 /7,(20°C))) 9.9)

with amplitude

40,5 = (1= 1c) Gyn Peq,j (9.10)

using the introduction rate gy, and the scaled annealing time #;% which is defined
by (cf. eq. (4.23))

(2
#ey = ZA Rl 0?). (9.11)

The proton contribution N;i has to be calculated in a more difficult way due to its
saturation behaviour for the reverse annealing amplitude. The reverse annealing
amplitude for the proton fluence obtained during b; is given by

J j—1
i gyyp . ¢0 [<l—eXp <_ Z ncq)eq,k;>> - <l—exp (— Z ncq)eq7k> )] . (912)
k=1 k=1
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Then the contribution to b; is given by the sum over all bins up to ::

Z by (L= exp(—£5% /7,(20°C))) . (9.13)

The annealing time scaling is done in the same fashion as for the neutron contri-
bution.

9.2.4 Leakage Current

For the calculation of the leakage current EDCALC uses eq. (4.35) as starting
point since contrary to eq. (4.27) this equation allows time scaling. The current
generation density rate G; (in A /cm3) is calculated for each bin b;. Its contribution
from the exponential part G;"" is given by

[
G?Xp = Z (I)eq,j -y - €Xp (—t{,]/T[(2OOC)) (914)
j=1

and the scaled annealing time tz{ ; is given by

77(20°C)
leAt] ITITJ) (9.15)

The logarithmic part is considered by
G® = Z af — B Int® (9.16)

with the scaled annealing time t & defined by

1% = Z At; - O(T; (9.17)

with ©(T}) as defined in eq. (4.34), Trer = 21°C. Fig. 9.1 shows «(t) for several
temperatures between —20°C and +60°C.
The full leakage current density for a given bin b; is given by

Gi =G + G, (9.18)

the leakage current of a simulated device is obtained by multiplying G; with the
depleted volume.
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o [10'17A/cm]
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Annealing Time [min]

Fig. 9.1: Calculated «(t) for several annealing temperatures (-20°C, -10°C, 0°C, 10°C,
20°C and 60°C from top to bottom).

9.3 Charge Collection (CDCALC)

9.3.1 Coverage

The software package CDCALC calculates the drift of free charge-carriers. It
includes routines for the following physical items: charge deposition, charge drift,
diffusion, trapping and electric field distribution. Routines to calculate the Ramo
potential for a given detector configuration are not included in CDCALC: this
calculation is done in a separate software package due to its complexity and time
consumption even on fast computers (see sec. 9.4). The numerical results for the
Ramo potential from this programme are put into the drift simulations in the form
of a look-up table.

9.3.2 Basic Structure

CDCALC simulates the one-dimensional drift of charge-carriers along the z-axis.
The thickness d of the simulated device is divided in N, bins, their number is
chosen by the user. Every bin represents a layer of thickness Az = d/N, of the
simulated device. The time steps are given by At = 0.025ns. At the beginning of
the simulation charge is “injected” by assigning the charge ¢; to bin 7. The p-side
has index 7 = 0, the n-side is set at i = N, — 1 (analogously to the convention
x = 0 for p-side as it has been used throughout this thesis).
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In the next step the movement of the charge from every bin is calculated until it
reaches its target electrode. The influenced signal current is calculated and stored
for every time step.

9.3.3 Charge Deposition

For the charge deposition several profiles can be used. The most important profiles
for application in the simulation studies presented in this thesis are the laser-like
and the mip-like charge deposition profile. In every bin always equal amounts of
negative and positive charges are deposited.

Using the laser-like charge deposition profile the charge deposited in the interval

[:I?l,lljz] 18
T2
q= Qo/e_“:” dz . (9.19)
T1

Thus the bins are filled with charge according to
G = (e—uiAfv _eH (z‘+1)Aw> (9.20)
for p-side illumination and

i = (e—mdf(m)m) _ efu(dfmw)> (9.21)

for n-side illumination. 1/p is the absorption length of the chosen laser wave
length (cf. eq. (3.1) and Table 3.1). If not chosen different the normalisation of
the charge is 1 as long as the absorption length is much shorter than the device
thickness.

For simulation of mips every bin is filled with the same amount of charge

_ @

; . 9.22
qi N, ( )

9.3.4 Charge Drift/Mobility Parameterisation

Charge drift is simulated by calculating the position z;11 of the charge-carrier
from its previous position z; for every time step j:

Tj41 = Zj + Vdr,j - At . (9.23)
dr,j 18 the field strength dependent drift velocity,
Vdr,j = Var(Ej) (9.24)

with E; being the field strength at position x;. The drift of every charge ¢; is
calculated until it reaches its target electrode.

For parameterisation of drift velocities the formulae given in [Se90] are used. This
paper summarises the development of the mobility model used for MINIMOS,
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which is a software for the two-dimensional simulation of miniaturised MOS de-
vices. Further references regarding the parameterisations can be found in that
paper. For this work the functions and parameter sets developed for version
MINIMOS 4 are used.

Drift velocity vq, is the product of mobility p and electric field E:

var=p - E. (9.25)

The description of mobility considers several effects. The first one, lattice scatter-
ing, is modeled by a simple power law:

T\ 2
pt = 1430cm?/Vs- <m> , (9.26)
T\ 218
L 2
= 460 Vs | —== . 9.27
i e/ Vs (g (9.27
lonised impurity scattering is modeled by the expression
L min
; Hep = Hep .
LI min e e
= + : : th 9.28
:U‘e,h :U‘e,h 1+ (Neff/Néf},f)ae’h w1 ( )
. 7\ 045
pMn = 80cm?/Vs- (W) for T >200K, (9.29)
. 7\ 045
min = 45cm*/ Vs | o for T > 200K :
L 5cm*/ Vs <3OOK> or > 200K, (9.30)
. T\ 32
NE = 12110 em ™ [ —— 9.31
¢ “r Bk ) (9.31)
T\ 32
Nt = 223107 cm ™3 - (M) and (9.32)
T\ 0065
= 072 | ——— . 9.33
ek <3OOK> (9.33)
The third effect is the velocity saturation being described by
2. publ . B\?
pkE = (2. utt) /1 + \/1 + <U‘ZT) and (9.34)
e
LI
py - E
pktE = ue“/(HhST) : (9.35)
Yh
The saturation velocities vfj,'; are
155K
03 = 1.45-10" cm/s - /tanh and (9.36)
312K
03 = 9.05-10%cm/s - 4/tanh : (9.37)

T



9.3 Charge Collection (CDCALC) 153

Fig. 9.2 shows a plot of drift velocities calculated with these formulae for different
temperatures. The influence of different effective doping concentrations (ionised
impurity scattering) is negligible. Therefore, an averaged value of Neg = 2 -
102 cm 2 (corresponding to @eq & 5 - 101 neq/ cm?) is used for simulations of all
devices.

_I | T T T T T T T T T T T T T T T T T T T T T T T T I_
10— —
8_ pu—

E — —
S |
oU - -
2 6 o
> L i
‘o
3 t |
> A0 B
8 [ i
2 electrons ]

- a e holes —

- 253K, 263K, 273K, 283K, ]

- (top— down) N
0_ pu—

| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | |
0 10 20 30 40 50 60

Electric Field [kV/cm]

Fig. 9.2: Drift velocities of holes and electrons at different temperatures (from top to
down with increasing temperature). The data are computed with the parameterisation
from [Se90].

9.3.5 Diffusion

Diffusion is considered by inserting a further component zgig ; into eq. (9.23):
Tjt1 = Tj + Vdr,i - At + Tqifj - (9.38)

zqiff,; is randomly distributed following a gaussian distribution with

0 =+/2De, - Al (9.39)

The random numbers for every step are calculated by the pseudo-random number
generator which is included in ROOT.

D, are the diffusion constants for electrons and holes according to eq. (3.26)
[Lu99]. In order to obtain more realistic results the charges ¢; are divided in
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Ny smaller charges ¢;/N, which drift separately towards the target electrode and
thereby have different drift paths {z;}. For useful results N, should be ~ 15-20.

9.3.6 Electric Field

The electric field in unirradiated detectors is given by eq. (3.53). Eq. (4.5) is used
as linear approximation of the field in low irradiated detectors.

CDCALC also contains a routine to calculate the influence of charged deep levels
with the model already described in sec. 4.2.4, p. 55. This model has also been
used for the determination of deep level concentrations in sec. 8.3.3. As values
for Npa and gpp the p-side results from Tables 8.5 and 8.6 are used. The p-
side results have been chosen since the simulation reproduces the measured signal
shapes better when using this parameter set. This better quality of the p-side
data is probably caused by the better quality of measured signal shapes due to
less trapping.

The calculation of the electric field considering deep levels starts with the linear
description from eq. (4.5). With this approximation the drift velocities, carrier
densities, filling factors and charged fractions of deep levels are calculated for every
bin.

From the concentrations of charged deep levels and shallow states a new approx-
imation of the electric field is calculated by using Gauss’ law. In an iterative
procedure the routine can be started several times, in each step using the output
for the electric field from the previous iteration. This procedure converges within
10-15 iterations to a stable result. At low bias voltages (= 50V above Ve, and
lower) problems with convergence occur since the field strength in the minimum
is quite low leading to overestimated carrier concentrations. This problem can
be fixed by starting the first iteration with Vi, set to 105V above the desired
value and then reducing it by 7V in every iteration step until the desired Viag
is reached after 15 iteration steps. The final result reproduces much better the
measured result. Its stability is proven by five further iterations with unaltered
bias voltage.

Additionally the convergence is improved by setting the minimum field strength to
100 V/cm which is quite low compared to typical field strengths in biased sensors
but limits the concentrations of free charge-carriers.

9.3.7 Charge Trapping

Charge trapping is considered by reducing the charge ¢; exponentially with every
timestep:

i,j = qi0 exp(—J At/Tep) (9.40)

with g; o being the initially deposited charge g;.
Alternatively, the charge trapping could be simulated by calculating the trapping
probability with the deep level concentrations Nps and Npp and the properties
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of the assumed deep levels. However, as stated above the parameters obtained for
the deep level model cannot be considered to describe the crystal correctly on a
microscopic level. Therefore, the use of effective trapping times is preferred. This
has the additional advantage that these effective trapping times have been directly
measured and that the simulation works faster with this simpler model what is
important for larger simulation studies.

The disadvantage is a non-realistic description especially in low-field regions where
in real sensors trapping is reduced due to filled traps as discussed in sec. 8.2.1.

9.3.8 Influenced Signal

Every movement of a charge g; contributes to the signal current at time ¢; = j- At
by adding a component

Gij - (Varj At + zairr) - Er (9.41)

to the current. KR is the respective Ramo field of the simulated device. For the
simulation of pad-detectors it is simply

Ep=-. (9.42)

For more complicated detector geometries Er is calculated numerically (see sec.
9.4). The result is integrated into the charge drift routine as a look-up table giving
Epg for discrete values of z. The Ramo potential at the position z; is found by
interpolation of this look-up table.

9.4 Ramo-Potential (RACALC)

9.4.1 Numerical Solution for Potentials

Except for some simple cases like a pad-detector with infinite plates the Ramo
potential cannot be given analytically in a simple way. Thus a numerical method
has been chosen for its calculation.
The Ramo potential ®p = ®g(z,y) is calculated on a lattice {z;,y;} with z; = i-q,
1 <i<ngand y; = j-a,1 < j < ny. The device layout is assumed to be
independent from z, i.e. for example a strip detector with infinite long strips. For
the Laplacian the second derivatives are needed. The first and second partial
derivatives with respect to z can be expressed as
(] a
0 Pr(z,y) = Pr(z — 5,y) ~ Prl@ +5,9) and (9.43)

a
8mq)R(x - %ay) - 8$q)R(x + %ay)
a

(I)R(J? —a, y) + (I)R(:Ij +a, y) - Z(I)R(ZE, y)
_ - . (9.44)

ag(bR(x7y) =
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Analogously, the second partial derivative with respect to y is

Pr(z,y —a) + Pr(x,y +a) = 2Pr(z,y)

PR(z,y) = " (9.45)
Within the considered volume ®p has to fulfill A®p = 0. According to

Pr(z,y) = Pr(ziy;) = i) (9.46)
and the eqgs. (9.44) and (9.45) it follows

Aq)z‘j = a%q)ij + 3§@ij (9.47)

= 2 (®ic1y — 20ij + Digrj + Rijo1 — 2045 + Dijy) -

This equations are completed by the boundary conditions. In y-direction a periodic
boundary condition is chosen:

(I)R(J?i,yl) = (I)R(J?i,yny) = q)z',l = q)z',ny . (948)

The boundary condition in z-direction is chosen according to the considered prob-
lem, ®(1,y;) and ®r(zy,,y;) are either 0 or 1 (0 for a noncollecting electrode,
1 for a collecting electrode). For instance, a pad-detector with read-out on p-side
has ®;,, =1 and @, , = 0.

This system of linear equations is brought into matrix form and the result for ®;; is
found with the Gauss algorithm. The software implementation of this algorithm is
taken from [Lo03]. The solution is even on fast computers quite time consuming
due to the large numbers of equations, e.g. a lattice with 51 by 71 points has
3621 lattice points and consequently the same number of equations. This requires
solving an 3621 x 3621 matrix.

9.4.2 Pad-Detector

For a pad-detector the boundary condition is given by

D1, (p-side, read-out)

1
Py, = 0 (n-side) (9.49)

This is a quite simple case which can also be solved easily analytically and hence-
forth, it can be used to check the numerical algorithm. The solution for a pad-
detector with thickness d and infinite extension in y- and z-direction is

1

Dp(z,y) = —g = Br=-0,0r=7. (9.50)
Fig. 9.3 shows the numerical solution for a pad-detector with a thickness of 250 pm
calculated on a 21 x 105 lattice. Derivation of the potential w.r.t. x yields the

expected result.
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Ramo Potential [1]

Fig. 9.4: Numerical solution for the Ramo potential of an infinite strip-detector with
thickness d = 250 pm, pitch 50 pm and an implantation width of 30 um. The sensor has
been simulated with an extension in y covering seven strips on a 51 x 71 lattice.

charge gain what is physically impossible. The deviation is in all cases < 5-107°
which is considered as being sufficient since the charge losses due to trapping in
the simulated fluence range will be much larger.

As can be seen on the plot, the charge drift is almost equally weighted throughout
most of the bulk like in a pad-detector, but with a much smaller weight than in the
latter one. However, close to the pixel implantations the strength of the Ramo field
increases strongly. Therefore, the last part of the drift path of electrons (in the
case of an n-on-n detector) contributes most to the signal while holes contribute
only little since most of them do not even enter the highly weighted area.

The numerical results for Er, is inserted into CDCALC as a look-up table for
drift simulations.
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x-Component of Ramo Field (1/cm)

(a) x-component of Ramo field

y-Component of Ramo Field (1/cm)

(b) y-component of Ramo field

Fig. 9.5: z- and y-components of Ramo field. The Ramo field is obtained from the
potential shown in Fig. 9.4 by derivation.
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Fig. 9.6: z-component of Ramo field under the implantation. Projections of 3D plot
shown in Fig. 9.5(a).



Chapter 10

Simulations of Pad-Detectors

HE simulation tools presented in the previous chapter are now applied. In

this chapter simulation results are compared to the measurements done with
pad-detectors that have been presented in part III of this thesis. The intention of
this comparison is the verification of the developed simulation tools before these
are used to make predictions for the operation of pixel sensors in the ATLAS
experiment.

10.1 Depletion Voltages

In order to calculate the depletion voltages after the irradiation of test samples
the following typical scenario is used:

Step  Measure  Temperature Duration

1.  irradiation 28°C  up to 7d
2. storage -18°C  up to 7d
3. shipping 20°C 3d
4. annealing 60°C 1d

In the calculation proton irradiation is done with a flux of 2.41-10'% ne/(cm?-h).
This value is found as the average over all irradiated samples. This number is
used to calculate the necessary duration of irradiation in order take into account
the annealing during irradiation. The difference of irradiation duration to 7d is
assumed as storage time in a refrigerator.

After irradiation and storage the samples had to be shipped. It is assumed that the
shipment took three days at 20°C. After shipment the samples were annealed at
60°C. As an example Fig. 10.1 shows the simulated evolution of depletion voltage
for sample C with ®¢q = 5.0 - 10 Teq/ cm?. The rapid increase of Vdep during
irradiation is visible and is followed by an (almost) constant part corresponding
to the cold storage. This is followed by a decrease of Ve, during shipment. This
decrease is accelerated during the first part of accelerated annealing, reaches a
minimum and increases finally due to reverse annealing.
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Fig. 10.1: Simulated evolution of depletion voltage during irradiation and accelerated
annealing, ®eq = 5+ 10" neq/cm? (sample C). The inset shows a magnification of the
accelerated annealing around the minimum in Vgep (285 min < ¢, < 293 min).

For every simulated sample the minimum in Vye, during accelerated annealing is
taken (see inset in Fig. 10.1) and plotted vs. the equivalent fluence, see Fig. 10.2(a).
This plot also contains the depletion voltages taken from CV-measurements from
the real samples (see sec. 7.3, Table 7.2). In Fig. 10.2(b) a comparison between
simulated and measured effective doping concentration (also Table 7.2) is shown.
The deviation of the simulated Vje}, from the measured ones is in all but one cases
less than 50 V even at high fluences. Taking into regard the strong material depen-
dence of the damage parameters in the Hamburg model the simulation reproduces
the irradiation results sufficiently well.
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Fig. 10.2: Calculated and measured (a) depletion voltages and (b) effective doping con-
centrations for proton- and neutron-irradiated samples of various thicknesses.
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10.2 Pulse Shapes

10.2.1 Principle

In this section simulated and measured pulse shapes are compared. For these
comparisons measurements taken on samples P, D, Q, A, E and C for proton-
irradiation and samples R,V and T for neutron-irradiation are used. All included
measurements have been made with a red laser (¢ = 3.6 pm) and corrected for
limited bandwidth before plotting. Finally, they are shifted along the time-axis so
that the inflection point of the leading edges is at t = 4 ns.

The simulated devices have the same fluence, thickness and temperature as the
corresponding measured devices. The starting time of drift is set to ¢ = 4ns.
Diffusion is considered by splitting the charge in every bin into 20 portions. Charge
trapping is simulated by using the parameters for trapping times given in egs.
(8.10)-(8.13). After charge drift calculation the signal is smeared by folding it
with a gaussian, 0 = 0.4ns. This is done in order to consider the pulse width
of the laser (= 50ps) and additional signal distortion caused by the read-out
electronics that is not compensated by the bandwidth correction of the measured
signals. The value for o has been determined by requiring the same slope of trailing
edges for measurement and simulation. Finally, the areas under the measured and
simulated signals are normalised to one.

10.2.2 Linear Field

Fig. 10.3 shows simulated pulse shapes for various fluences with Vi, = Viep +
100 V. For these simulations the electric fields have been calculated using eq.
(4.5) with a linear dependence of the electric field on z. For comparison the
corresponding measured pulse shapes are plotted in Fig. 10.3 as well. Contrary
to the measured pulses the simulated ones show no double peak structure. In the
electron signals the slopes of the pulse tops change from positive to negative sign
with increasing fluence what is caused by increasing trapping. A striking difference
between measurement and simulation is the shorter charge collection time of the
simulated pulses.

From comparison of simulation and measurement it can be concluded that a linear
description of the electric field does not describe the measured pulse shapes well.
Therefore, in the following simulations the more elaborated model which takes
into account also occupied deep levels is used.

10.2.3 Deep Level Model
Electric Field

The parameterisation for the electric field which is based on the deep level model
is now checked considering several aspects. The first aspect is the fluence (and
particle) dependence of the field configuration. Fig. 10.4 shows calculated electric
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Fig. 10.3: Comparisons of simulated and measured pulse shapes with Viias = Viep+100 V.
Proton fluence increases from top to bottom, left-handside p-side illumination, right-
handside n-side illumination with red laser. Eq. (4.5) (linear z-dependence) has been
used for the electric field. Temperature is 0°C.
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Fig. 10.4: Electric fields calculated with deep level model for samples D and C. The
lowest lines refer to Viias = Viep + 90V, the uppermost to Viias = Viep + 200V, the steps
are equidistant (30 V). Temperature is 0°C.
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fields for two devices with different fluences (corresponding to sample D, &4 =
1.06-10 1eq/cm? and sample C, @eq = 5.00-10* ne,/cm?) at bias voltages varied
in the range Viyep + 50V < Viias < Vigep + 200V with equidistant steps of 30 V.
As can be seen in the plots the double peak structure with its two maxima at the
p- and n-side becomes more pronounced with increasing fluence. With increasing
bias voltage the minimum of electric field strength becomes less pronounced; in the
simulated sample with the lower fluence the double peak structure even vanishes.
The maximum field strength is still at the n-side like in the linear model. There-
fore, the largest differences between the two models are situated towards the p-side.
This will be of importance later.

Dependence on Bias Voltage

Firstly, the agreement between simulated and measured pulse-shapes is tested for
bias voltages being at least 50 V above Vje,. The more complicated case of lower
bias voltages is discussed after that.

Fig. 10.5, 10.6 and 10.7 show pulse shapes for several proton fluences. They
have been measured or simulated with Vi, set to 50V, 100V and 150V above
depletion voltage, respectively. Fig. 10.8 and 10.9 show the corresponding plots
for neutron-irradiated samples. All measurements and simulations have been done
for a sensor temperature of 0°C.

By comparing the results for 100 V overdepletion in Fig. 10.3 (linear field) with Fig.
10.6 (deep level model) it is clearly visible that the deep level model is in better
agreement with the measurements; especially in p-side signals the double peak
structure is better reproduced. For n-side signals the difference is less significant.
Generally, the agreement between measurement and simulation is better for n-
side signals and the difference between using the linear or deep level model for the
electric field is also smaller in these hole-dominated signals. This can be explained
by the following reasoning: in the minimum of electric field strength the simulation
overestimates charge-trapping since the simulation works with effective trapping
times which are the same for the whole bulk. Thus, it is not taken into account
that the traps are occupied with a higher probability in the low field region. A
further important point is that the minimum of F(z) is closer to the p-side and the
maximum of field strength is at the n-side. After p-side illumination the electrons
drift slowly through the low-field strength region and suffer there an overestimated
trapping. After passage through the minimum they enter the high-field region and
induce the major part of their signal after they have been impaired by trapping.
For hole-drift after n-side illumination the situation is vice-versa: they start in
the high-field region and induce the major part of their signal before reaching the
low-field region. Since they move more slowly than the electrons they suffer more
trapping before they reach the critical zone. Therefore, their signal is less sensitive
to the field and occupation probabilities of traps in the fraction of their drift-path
that is closer to the p-side.

For the simulation of ATLAS sensors it will be important to be able to simulate
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Fig. 10.5: Comparisons of simulated and measured pulse shapes with Vyias = Vigep +50 V.
Proton fluence increases from top to bottom, left-handside p-side illumination, right-
handside n-side illumination. Electric field is parameterised based on deep level model,

temperature is 0°C.
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Fig. 10.6: Comparisons of simulated and measured pulse shapes with Viias = Viep+100 V.
Proton fluence increases from top to bottom, left-handside p-side illumination, right-
handside n-side illumination. Electric field is parameterised based on deep level model,

temperature is 0°C.
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Fig. 10.7: Comparisons of simulated and measured pulse shapes with Viias = Viep+150 V.
Proton fluence increases from top to bottom, left-handside p-side illumination, right-
handside n-side illumination. Electric field is parameterised based on deep level model,
temperature is 0°C.
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Fig. 10.8: Comparisons of simulated and measured pulse shapes with Vyias = Vigep +50 V.
Neutron fluence increases from top to bottom, left-handside p-side illumination, right-
handside n-side illumination. Deep levels are considered for calculation of electric fields,
temperature is 0°C.

also sensors biased with voltages being equal to or lower than the depletion voltage.
Looking at results obtained for Vii,s = Viep (see Fig. 10.10) it can be seen that
hole dominated signals can still be sufficiently simulated while the quality of the
p-side signal decreases significantly. At even lower bias voltages the deep level
model fails in most cases. The problems at low bias voltages will be discussed
again in sec. 10.3.

With increasing bias voltages these problems become less significant since the
electric field is strong enough also in its minimum. Therefore, trapping is described
correctly by the effective trapping times at high bias voltages.

For the simulation of mip detection a better agreement between simulation and
reality is expected since there the electrons are injected homogeneously along the
particle track. Therefore, the problematic bulk region close to the p-side has less
weight in the total signal.

The width of the signals are sufficiently reproduced. The start time of charge
drift in simulation and the inflection point of the leading edge of the measured
pulse are set to the same time. This results in a very good consistency of the
leading edges. This justifies the choice of the inflection point as the starting point
of charge collection as it was done for analysis of TCT-measurements.
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Fig. 10.9: Comparisons of simulated and measured pulse

shapes with Viias = Vaep +

100V (top) and Viias = Vaep + 150V (bottom). Neutron fluence increases from top to
bottom, left-handside p-side illumination, right-handside n-side illumination. Electric field
is parameterised based on deep level model, temperature is 0°C.
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Fig. 10.10: Comparisons of simulated and measured pulse shapes with Viias = Viep. Flu-
ences increase from top to bottom (top: proton-irradiated, bottom: neutron-irradiated),
left-handside p-side illumination, right-handside n-side illumination with red laser. Elec-

tric field is parameterised based on deep level model, temperature is 0°C.
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Temperature Dependence

The temperature dependence is an important aspect that has to be checked: since
the occupation probabilities of deep levels vary with temperature their contribu-
tion to space-charge and therefore the field configuration are temperature depen-
dent as well.

The influence of the temperature on the field configuration can be seen in Fig.
10.11: electric fields for simulated detectors corresponding to samples R and V
with varied temperatures are plotted. The temperature range in the simulation
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Fig. 10.11: Electric fields calculated with deep level model for samples R and V
(1-10' ney/cm? and 2 - 101 ney/cm?, resp.). The lines refer to temperatures of —20°C
(solid line), —12°C (dashed) and 0°C (dotted). Bias voltages are set to Vgep + 100 V.

covers the possible range of operation temperature for the ATLAS pixel detector.
The variation of the field configuration within this temperature range is only small.
Fig. 10.12(a) and 10.12(b) show the resulting pulse shapes for samples R and V
at temperatures of —20°C, —12°C and 0°C. This temperature range covers the
operation conditions of the ATLAS pixel detector which will be operated between
—10°C and 0°C.

For —12°C and 0°C simulation reproduces the pulse-shapes well for both fluences.
At —20°C—what is outside the operational temperature range of the ATLAS pixel
detector—the agreement is slightly worse but still satisfying.
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Fig. 10.12: Comparisons of simulated and measured pulse shapes for (a) sample R
(®eoq = 1-10' ney /cm?) and (b) for sample V (®q = 2-10'* ney/cm?). Temperature rises
from top to bottom, left-handside p-side illumination, right-handside n-side illumination
with red laser.
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10.3 Charge Collection Efficiency

10.3.1 Fully Depleted Operation

The last check for the simulation software is the calculation of charge collection
efficiencies. Fig. 10.13 shows the simulated and measured charge collection effi-
ciencies for the proton-irradiated samples, Fig. 10.14 the same quantities for the
neutron-irradiated samples.

The simulations are done with the same parameters which have been used for
the pulse shape calculations. The bias voltages are varied from 50V to 200V
above Vjep. Measured CCEs are derived from TCT-measurements by the method
described in sec. 8.2.2 (see also Fig. 8.6).

For low proton fluences (samples P and D) the simulation fits nicely the measured
CCE. With increasing proton fluence the deviation grows and the simulation over-
estimates CCE by a value of up to ~ 0.1. In the neutron irradiated samples the
measured CCE for holes is well reproduced for all fluences, for electrons ounly for
the samples R and V. The simulation of sample T deviates significantly from the
measurements but this sample already showed problems in the reproduction of
the pulse shape. It is assumed that the measurement (which is done on the sam-
ple with the highest fluence) is bad since the simulation results (pulse shape and
CCE) fit nicely in the fluence series and show no unexpected behaviour.
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Fig. 10.13: Measured and calculated charge collection efficiencies vs. bias voltage for
proton irradiated samples. Values for Vyep are rounded to full 10 V.
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10.3.2 Underdepleted Operation

As already discussed in sec. 10.2.3 the deep level model fails for bias voltages equal
to or lower than the depletion voltage. The simulation results for pixel sensors
cannot be compared to measurements in order to validate them. Therefore, it has
to be found a criterion if the simulation works correctly or not. This decision must
be solely based on the simulation results.

Fig. 10.15, 10.16 and 10.17 show CCEs from measurements and simulations. n-
side signals always show a better agreement between measurement and simulation
than p-side signals. Comparing measured and simulated results it can be seen
that the minimum voltage Vi, where the simulation starts to give correct results
is decreasing with fluence relatively to Vgep. In the proton-irradiated samples
Visw — Vaep falls from ~ 60V (sample P) to = =20V (sample C). Therefore, it can
be expected that the simulation improves with increasing bias voltages.

Next to each CCE plot the corresponding electric fields are shown. The electric
fields are calculated for the bias voltages denoted by the markers in the correspond-
ing CCE plots. If the calculation of the electric field with the deep level model
failed the result is given by a dashed line. Looking at minimum field strengths and
agreement in CCE between measurement and simulation it can be concluded that
the simulation works well as soon as the minimum field strength becomes larger
than ~ 1kV/cm.

10.4 Discussion of Usability

It has been demonstrated that the developed software can be used to simulate
the properties of irradiated pad-detectors. EDCALC is capable to predict the
depletion voltage as has been shown in sec. 10.1 by comparing calculations with
measurements on the irradiated pad-detectors used for this work. The deviation
between measurement and calculation is in all but one cases for all fluences less
than 50V (see Fig. 10.2(a)). This deviation can be considered as acceptable
since the parameters of the Hamburg model have a dependence on the individual
material and additionally the exact history of the irradiated samples is unknown.
Comparisons of calculated leakage currents with measurements are not possi-
ble within this work since no exact measurements of the leakage currents have
been done. For these measurements it would have been necessary to contact the
guardrings of the diode but that was not possible because such a further contact
would have disturbed the TCT-measurements.

Pulse shape and pulse width can be properly simulated for bias voltages being
higher than the depletion voltage. In this voltage range the deep level model
describes the pulse shapes better than the model using a linear dependence of the
electric field.

From comparisons between measured and simulated CCEs a lower limit for the
electric field strength of 1kV/cm has been found; below this limit the deep level
model fails to describe the charge collection correctly.
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Fig. 10.17: Measured and calculated charge collection efficiencies vs. bias voltage for
neutron irradiated samples. Values for Vyep are rounded to full 10 V. See text for more

details.
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The simulation also used the results for the effective trapping times determined in
this work. Thus the good reproduction of the pulse shapes and charge collection
efficiencies underlines the validity of the determination of trapping times in this
work as well.

From the comparisons between measurements and simulations performed in this
chapter it can be concluded that the developed software is suitable to simulate pad-
detectors irradiated with fluences which are relevant for the operation of tracking
detectors at LHC experiments.

Simulation of electron pulse-shapes after mip-passage are expected to reproduce
the reality better than the simulation of p-side illumination: the main problems
result from the electrons drifting through the not well described low field region
before inducing the larger part of their signal. Due to the homogeneous charge
deposition after a mip-passage this part of the drift path has less weight in the total
signal. Therefore, the systematic errors of CCE calculation after mip-passage are
estimated to be significantly lower than that for close-to-surface charge injection.
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Chapter 11

Simulations of ATLAS Pixel
Sensors

HIS chapter is dedicated to simulations of pixel detector modules for the

ATLAS experiment. The focus is set to the operation conditions with respect
to depletion voltage, leakage current and charge collection efficiency of the sensor.
The first section of this chapter includes simulations of modules that have been
used in test beam. These test beam measurements were accompanied by simula-
tion studies in order to define useful settings for bias voltage and to improve the
understanding of the results.
The remaining sections of this chapter treat predictions for the later ATLAS op-
eration. They explain several simulation studies that were done during the design
phase of the pixel detector in order to evaluate the consequences of different sce-
narios. One of the most important calculation is presented in the last section
where the charge collection efficiencies are estimated.

11.1 Test Beam Modules

Scope

During the development phase of the ATLAS pixel detector several modules with
so-called single-chips have been built. Single-chips are smaller variants of sensor
tiles covering the sensor area of one front-end chip but having the same pixel
geometry. These single-chip modules have been used for testing several different
designs of pixel cells [Hii01] and for making tests with irradiated modules in the
test beam area H8 of the Super Proton Synchrotron (SPS) at CERN.

These measurements are time-consuming and as a reason of limited available
beam-time it is not possible to make scans of the bias voltage in small steps.
Most modules were tested at a maximum of three different bias voltages. In order
to obtain significant results from these few measurements it is important to know
the depletion voltages before starting the measurements. This was achieved by
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simulations with the software presented in this work and by additional source-
scans done in the laboratory of a collaborating group [Ge00]: in source scans the
modules are illuminated with 60 keV photons from a ?*' Am source and the count
rate of the sensor is measured as function of the bias voltage. Since the s make
point-like energy depositions the count rate is proportional to the depleted volume
of the sensor and the depletion voltage can be derived from these measurements.
Comparisons between the source-scans, test beam results and simulation were used
for consistency checks. It is important to remark that the simulations were done
solely based on the irradiation and temperature history and not adapted to the
measured results.

During the test beams in the year 2000 radiation hard front-end electronics was
not available. Therefore, the single-chip sensors were irradiated before module
assembly. After irradiation they were connected to unirradiated electronics. Since
flip-chipping needs elevated temperatures for several minutes one question was
how large the effect on depletion voltage of this heat-up is and if it was critical
for sensor-operation. Since the simulation disagreed with the source-scans in a
first iteration a more refined second iteration became necessary. In this thesis
the results from both iterations are presented since also the first results are still
interesting.

1st Iteration

The first step of the flip-chipping is the deposition of solder bumps on the FE chips
and the sensor before irradiation. After irradiation the FE chips are positioned on
the sensor and the devices are heated to 100°C for up to three minutes. During
this step the module is fixed with the FE chips onto the heater. The temperature
during the process is measured on the heater. Fig. 11.1(a) shows the assumed
temperature profile for a typical module whose 250 um thick sensor has been ir-
radiated with a proton fluence of 5.6 - 1014 Neq/ cm?. This irradiation took 4 days
at 20°C, then the sensor was stored 11 days in a refrigerator at -15°C. After this
period it was kept at 20°C. During this period also the flip-chipping has been
done. The inset in Fig. 11.1(a) gives the magnified temperature profile during the
flip-chip process: in the mathematical description used in the simulation the tem-
perature rises exponentially during the heating time from the start temperature
(20°C) to the maximum temperature (100°C) with a time constant of 12s. After
the flip-chipping the device cools down exponentially with a time constant of 72s.
In order to obtain an estimation for the systematic error the simulation was done
with a heat-up time of 90s, 180s and 270 s and without flip-chipping.
Fig.11.1(b) shows the resulting profiles of the depletion voltage for the three differ-
ent heat-up times plus the case without flipping but storing the module at 20°C
instead. The results show a strong dependence on the heat-up time, depletion
voltage rises by =~ 50V per 30s heat-up time.

Additionally, the same scenarios are calculated with 180s heat-up time but var-
ied maximum temperature (90°C, 100°C, 110°C and 120°C). Fig. 11.1(c) gives
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Fig. 11.1: Flip-chip scenario with a maximum temperature of 100°C.

the temperature profiles and Fig. 11.1(d) shows the resulting evolution of deple-
tion voltage. The resulting depletion voltage depends strongly on the maximum
temperature.

Table 11.1 gives the results for several modules having been irradiated to different
fluences. The depletion voltages are taken after several days at 20°C in order to
consider warm periods for shipment and handling. This table shows the values for
depletion voltage obtained from source scans [Ce01] as well. A comparison reveals
that the simulated results deviate significantly from the measured ones. The
following conclusions are drawn from the simulation results and their comparison
with measurements:

1. The depletion voltage depends strongly on the maximum temperature and
duration of flip-chipping. Before doing this simulation study the effect of
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Module Fluence Vaep [V] Viep [V] Viep [V]
[10'* neq/cm?] | source scan | simulation I | simulation IT
ge_b_15 10.0 290 390 280
oxyl 5.6 150 255 160
oxy2 3.2 100 175 80
oxy3 3.2 100 175 80

Table 11.1: Results for the depletion voltage from source scans [Ce01], from the first
iteration of simulation (max. temperature 100°C) [Kr00b] and the second iteration (max.
temperature 46°C) [Kr00e].

the heat-up during flip-chip was considered to be negligible.

2. Even with rather large variations from the used values for maximum tem-
perature and heat-up time the difference to the measured values cannot be
explained.

As a consequence the temperature measurement during the flip-chip process was
improved [Ge00]: instead of measuring the temperature on the heating element
the temperature is determined on the sensor. The new measurements show a sig-
nificantly lower temperature at the sensor which can be explained by the thermal
isolation from the heated FE chips by the bump bonds.

Although this first iteration simulation was not successful in describing the test
modules it can still be used to assess the consequences of a short heat-up of the
pixel detector due to a failure of its cooling system. Since the detector is built
with little and light materials it has only a small thermal capacity which will cause
a fast heating up if the power supplies are not shut off fast enough after a cooling
system failure.

2nd Iteration

The new results for the temperature profile (see Fig. 11.2(a)) are used as input
for a second iteration of the simulation. The maximum temperature has been
determined to be 46°C. The simulation is done again with varied heat-up time
(Fig. 11.2(a)/11.2(b)) and varied maximum temperature (Fig. 11.2(c)/11.2(d)).
Variations with heat-up time and maximum temperature are considerably smaller
than in the first iteration. A comparison with the results from source scans (Table
11.1) shows a much better agreement, the simulation results deviate less than 20 V
from the measurements.

A further conclusion from simulation is that the flip-chip process with irradiated
sensors is not critical. The typical heat-up is even too short (or too low in tem-
perature) to bring the sensor beyond the minimum of the annealing curve.
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Fig. 11.2: Flip-chip scenario with a maximum temperature of 46°C.

11.2 ATLAS Standard Scenario

11.2.1 Irradiation Profile

The foreseen operation conditions for the ATLAS pixel detector are summarised in
the so-called standard scenario. Table 11.2(a) contains the equivalent fluences for
the individual layers of the pixel detectors at their old positions (see sec. 2.4.3).
Fig. 11.3 shows a plot of fluence vs. radius (at z = 0). Since the numbers for
the radii of the layers are outdated the expected fluences for the layers also have
changed. In order to derive expected fluences for the new positions the following
distribution of charged and neutral particle fluxes is assumed:

e Charged particles come from the interaction point (IP) which is considered
as a point-like source. Therefore, the fluence of charged particles is described
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layer radius | total eq. fluence ‘ charged fraction
B-layer | 4.3cm | 28-10M ney/cm? 85%
layer 1 | 10.1cm | 6.6 - 10* neq/cm? 70%

layer 2 | 13.2cm | 4.0 - 10" neq/cm?

(a) old positions

layer ‘ radius ‘ total eq. fluence ‘ charged fraction
B-layer | 5.05cm | 20.75 - 10'* neq/cm? 83.4%
layer 1 | 8.85cm | 7.76- 101 neq/cm? 72.6%
layer 2 | 12.25cm | 4.76 - 101 neq/cm? 61.7%

(b) new positions

Table 11.2: Equivalent fluences after ten years of operation at the old (a) and new (b)
radial positions (z = 0) of the pixel detector layers.
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Fig. 11.3: Equivalent fluences vs. radius (distance to IP at z = 0). Closed symbols show
fluences from simulation for old layer positions, lines show the results of fitting a model
(see text for details) and open symbols represent the interpolated values for the new radii.
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by a 1/r? dependence:

a
Qe = ok (11.1)
e The neutral fluence is distributed like
b
Degn = 2 +c (11.2)

since it has contributions from the particle interaction and from a constant
background of neutrons that have been back-scattered by detector material.

A fit of this model to the data given in Table 11.2(a) for B-layer and layer 1 yields
for the parameters a, b and c:

a = 4.41-10% ne,
= 5.0-10% neq (11.3)
= 1.5-10" ney/cm?

Fig. 11.3 shows the resulting curves as well. As can be seen on this plot the model
describes the expected fluences quite well. Since later all calculations will be done
for fluences increased by 50% with respect to nominal fluences as well (see below)
the accuracy of this model is good enough.

The actual radii of the three barrel layers are 5.05cm, 8.85 cm and 12.25 cm. The
fluences at the new positions are calculated by using these fit parameters (see also
Fig. 11.3). The results for the fluences are compiled in Table 11.2(b).

In the first three years 2.89%, 6.36% and 9.83% of the lifetime fluence are ap-
plied, respectively. In each of the following seven years 11.56% of total fluence are
obtained. Since the expected total pp-cross section at LHC energies has an un-
certainty of 50% the fluences have this uncertainty, too. Therefore, the scenarios
for the individual layers are additionally calculated with fluences increased by this
percentage in order to cover also the worst case. The fraction of charged particles
in the radiation changes from layer to layer due to decays of the particles and the
different geometric dependence of charged and neutral particle fluxes.

It is assumed that ATLAS will be taking data with beam during the first 100 days
per year. Fig. 11.4 shows the integrated fluence vs. time.

11.2.2 Temperature Profile

During operation the detector will be kept at 0°C. The 100 days of operation
will be followed by 30 days at 20°C (room temperature) for access (maintenance).
After the access period the detector will be kept cold (-10°C) for the rest of the
year in order to minimise annealing effects. Fig. 11.5 shows a plot of the detector
temperature vs. time.
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100 days per year). The lower two lines show the fluence for layer 1, the upper two for
the B-layer. Dashed lines show fluences increased by 50%.
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11.2.3 Depletion Voltage
Annual Development

The scenario described above is now used to calculate the development of the
depletion voltage during ATLAS operation. In the following the calculations are
restricted to B-layer and layer 1 since they represent the worst case: due to the
high radiation load for B-layer it is planned to operate it for five years only. For
layer 1 a life-time of ten years is foreseen. It represents the worst case for modules
with this life-time since all other detector parts (layer 2, disks) are farther away
from the interaction point. Fig. 11.6 shows the result for ten years of operation.
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Fig. 11.6: Development of effective doping concentration and depletion voltage for B-
layer and layer 1 for the ATLAS standard scenario. The inset shows a magnification of
the large plot.

After an initial decrease (until SCSI is reached) the depletion voltage rises in every
beam period. The inset in the figure gives a magnification of a half-year period:
during the the first 100 days the depletion voltage rises to a maximum. After
the end of the beam period it drops due to beneficial annealing and starts to rise
again (reverse annealing). The annealing is almost stopped when the cold storage
begins after 30 days at 20°C.
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Layer 1

In order to achieve a good charge collection it is planned to operate the pixel
detector with a bias voltage being 50 V above the full depletion voltage and the
minimum bias voltage is 150 V. However, due to technical limitations implied by
the power supplies and cabling the maximum bias voltage is 600 V. Table 11.3
contains the results for the depletion voltages of the layer 1 sensors. Considering
nominal fluence the sensors of layer 1 reach a depletion voltage of ~ 570V after
ten years. Thus it can be expected that they will still be fully sensitive after
their lifetime fluence. With a fluence increased by 50% they reach the limit of
600V after about seven years, after ten years their depletion voltage reaches =
800 V. Considering a growth of the depletion zone being proportional to v/Vpias
this corresponds to a depleted thickness of ~ 216 pm.

year (I)eq Vdep,O Vdep71 Vdep,min Vdep72

[a] | [10™ neq/cm?] [V] [Vl [V] [V]

I (022 (034 61 6L | 2 @6 | 0 (@o)| 0o (13)
2 072 (1.08) | 1 (14)| 44 (67)| 37 (55) | 41  (62)
3 1148 (222)| 42 (63) | 91 (137) | 80 (119) | 89 (131)
4 |238 (3.57)| 90 (132) | 148 (219) | 135 (200) | 147 (216)
5 | 327 (4.91) | 148 (217) | 207 (305) | 195 (286) | 210 (305)
6 | 417  (6.26) | 211 (307) | 270 (395) | 259 (377) | 277 (399)
7 | 5.07  (7.60) | 278 (400) | 337 (489) | 326 (471) | 346 (495)
8 597  (8.95) | 347 (497) | 407 (585) | 396 (568) | 417 (594)
9 |6.86 (10.29) | 418 (595) | 478 (684) | 468 (667) | 490 (695)
10 | 7.76  (11.64) | 491 (696) | 551 (785) | 541 (768) | 565 (797)

Table 11.3: Depletion voltages for layer 1. Viep,o denotes the depletion voltage at the
beginning of a year, Vyep,1 is the depletion voltage after the irradiation and Vgep 2 is its
value at the end of the respective year. Fluences are given after the respective’s year beam
period. Values in parentheses give the values for fluence increased by 50%.

B-Layer

Considering nominal fluence the B-layer’s sensors will have a depletion voltage
of & 450V after five years (see Table 11.4) which was the originally planned
operation time without replacement of this layer. The critical voltage of 600V will
be exceeded after about six years. With a fluence increased by 50% the depletion
voltage will be at =~ 620V, therefore the B-layer will certainly be operable for 5
years.

After ten years of operation at nominal fluence the depletion voltage will reach
almost 1100 V which corresponds to a depleted thickness of ~ 185 pm if the sensor
is biased with 600 V. Depending on the FE electronics this may still be enough to
operate the B-layer.



11.2 ATLAS Standard Scenario 195

year ‘I)eq Vdep,O Vdep,l Vdep,min Vdep,?

[a] | [10" neq/cm?] [V] N N N

1 | 060 (0.90)] 59 (57)| 34 (51)| 24 (37| 28 (42)
2 | 192 (2.88)| 29  (44) | 104 (156) | 83 (124) | 93  (136)
3 | 396 (5.94)| 95 (139) | 211 (312) | 178  (262) | 193  (280)
4 | 636 (9.54) | 196 (283) | 332 (487) | 204  (428) | 313  (449)
5 | 876 (13.13) | 315 (452) | 452  (656) | 415  (598) | 435  (622)
6 | 11.15 (16.73) | 438  (626) | 575 (830) | 538  (772) | 561  (799)
7 | 1355 (20.33) | 563  (802) | 700 (1007) | 664  (950) | 688  (978)
8 | 1595 (23.93)|691 (982) | 828 (1187) | 792 (1131)| 817 (1162)
9 | 18.35 (27.53) | 820 (1165) | 957 (1370) | 922 (1315) | 948 (1348)
10 | 2075 (31.12) | 951 (1351) | 1088 (1557) | 1053 (1502) | 1081 (1537)

Table 11.4: Depletion voltages for B-layer. Vgep,o denotes the depletion voltage at the
beginning of a year, Vyep,1 is the depletion voltage after the irradiation and Vgep 2 is its
value at the end of the respective year. Fluences are given after the respective’s year beam
period. Values in parentheses give the values for fluence increased by 50%.

11.2.4 Leakage Current
Annual Development

Fig. 11.7 shows the expected development of the leakage current for ATLAS op-
eration. The right axis gives the leakage current of a module (sensor tile with
dimensions 6.08 cm x 1.64 cm x 0.025cm). All leakage current densities and leak-
age currents are given for 0°C. The inset in Fig. 11.7 shows the development of
leakage current for one beam period: during beam time it rises. After the beam
time it shows only a decrease which stops when the detector is cooled down again
for storage. Contrarily to the depletion voltage reverse annealing does not occur.
Tables 11.5 and 11.6 contain the results for leakage current generation rates Gieax
for layer 1 and B-layer, respectively.

The given numbers in Fig. 11.7 refer to fully depleted sensors even when Ve, >
600 V. In case of incomplete depletion the leakage currents are lower since they
are generated only in the depleted volume. Fig. 11.8 shows the leakage currents
with considered partial depletion.

Current Limits

The sensors of layer 1 will reach a leakage current of ~ 850 A for nominal fluence.
For 150% of nominal fluence the leakage current is already limited by partial
depletion.

In B-layer the leakage currents are already strongly suppressed by partial deple-
tion. Even with 150% of nominal fluence the leakage current per pixel stays below
the limit of 50 nA. This limit is critical since the leakage current per pixel must
not exceed the specification of the front-end electronics, too high leakage current
increases the noise.
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Fig. 11.7: Development of leakage current density and leakage current for module for
B-layer and layer 1 for the ATLAS standard scenarion at 20°C. The inset shows a mag-
nification of the large plot.

year (I)eq Gleak,O Gleak71 Gleak,Z
[10* 1eq /cm?] [mA /cm?] [mA /cm?] [mA /cm?]
T [022 (034 ] 0013 (0.020) | 1.006 (1.509) | 0.676 (1.015)
2 | 072 (1.08) | 0.705 (1.058) | 2879 (4318) | 2.109  (3.163)
3 148  (222) | 2154  (3.231) | 5503 (8.254) | 4.261  (6.392)
4 | 238 (357)| 4314 (6471) | 8240 (12.359) | 6.704 (10.057)
5 |327  (491) | 6.757 (10.136) | 10.669 (16.003) | 9.049 (13.573)
6 | 417 (6.26)| 9.101 (13.652) | 13.005 (19.508) | 11.329 (16.993)
7 5.07 (7.60) | 11.381 (17.072) | 15.280 (22.920) | 13.559 (20.339)
8 5.97 (8.95) | 13.612 (20.418) | 17.506 (26.259) | 15.749 (23.623)
9 6.86 (10.29) | 15.801 (23.702) | 19.692 (29.538) | 17.904 (26.855)
10 | 776 (11.64) | 17.956 (26.934) | 21.843 (32.765) | 20.028 (30.042)

Table 11.5: Leakage current generation rates for layer 1. Gleak,0 denotes the generation
rate at the beginning of a year, Gleak,1 is the generation rate after the irradiation and
Gieak,2 is its value at the end of the respective year. Fluences are given after the respective’s
year beam period. Values in parentheses give the values for fluence increased by 50%.
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Fig. 11.8: Development of module leakage current at 0°C for B-Layer (two upper solid
lines) and layer 1 (two lower solid lines) with fully depleted sensors. The two lines belong-
ing to the same layer correspond to 100% and 150% of nominal fluence. The dotted lines
give the leakage currents if partial depletion is considered. The depletion depths were
calculated with the depletion voltages from Fig. 11.6. The right axis gives the leakage
current for single pixel cells (400 pm x 50 pm).

year q’eq Gleak,O Gleak,l Gleak,Z
[101% neq /cm?] [mA /cm?] [mA /cm?] [mA /cm?]
1 | 060 (0.90)] 0.04 (0.05)] 269 (4.03)| 1.81 (2.71)
2 | 192 (2.8%) | 1.89 (2.83) | 7.70 (11.55) | 5.64  (8.46)
3 | 396 (5.94) | 576 (8.64) | 1471 (22.07) | 11.30 (17.09)
4 | 636 (9.54) | 11.54 (17.30) | 22.03 (33.05) | 17.93 (26.89)
5 | 876 (13.13) | 18.07 (27.10) | 2853 (42.79) | 24.20 (36.29)
6 11.15 (16.73) | 24.34 (36.50) | 34.78 (52.16) | 30.29 (45.44)
7 | 1355 (20.33) | 3043 (45.65) | 40.86 (61.29) | 36.26 (54.39)
8 | 1595 (23.93) | 36.40 (54.60) | 46.81 (70.22) | 42.11 (63.17)
9 18.35 (27.53) | 42.25 (63.38) | 52.66 (78.98) | 47.87 (71.81)
10 | 20.75 (31.12) | 48.01 (72.02) | 5841 (87.61) | 53.55 (80.33)

Table 11.6: Leakage current generation rates for B-layer. Gleax,0 denotes the generation
rate at the beginning of a year, Gleak,1 is the generation rate after the irradiation and
Gieak,2 is its value at the end of the respective year. Fluences are given after the respective’s
year beam period. Values in parentheses give the values for fluence increased by 50%.
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11.2.5 Power Consumption

The leakage current causes not only noise in the read-out electronics but also
contributes to the power consumption of the module. The resulting heating-up
has to be considered for the design of the cooling system. Fig. 11.9 shows the
development of the power consumption due to leakage current in one sensor tile
vs. operation time. The power consumption is calculated by Peax = Viias * Lieak-
Towards high fluences its increase becomes slower due to more slowly increasing
leakage currents (due to partial depletion) and the limitation of the maximum bias
voltage to 600 V.
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Fig. 11.9: Development of sensor tile power consumption at 0°C for B-Layer (two upper
solid lines) and layer 1 (two lower solid lines) with fully depleted sensors. Two lines
belonging to the same layer correspond to 100% and 150% of nominal fluence. Dotted
lines give the leakage currents if partial depletion is considered. The depletion depths
were calculated with the depletion voltages from Fig. 11.6.
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11.3 Dependence on Radius

Before deciding to change the radii' of the pixel detector’s layers from the values
given in [AT98] simulations were done in order get estimations for the performance
at the new positions. Fig. 11.10 shows the results for the depletion voltage at var-
ious radii after 5 and 10 years of operation. For the calculation of the fluence and
temperature profiles the ATLAS standard scenario has been used. The fluences
at the different radii have been calculated with egs. (11.1)—(11.3).

—o— after 5 years

—&— after 10 years

|III|III|III|III|III|III|III|III|III|+

—III|III|III|III|III|III|III|III|III|III|III|III|I—

|
3 4 5 6 7 8 9 10
Distance to IP at z=0 [cm]

Fig. 11.10: Depletion Voltage vs. radius at z = 0 for 250 pum thick sensors after 5 and 10
years of operation with the ATLAS standard scenario. The lines are guides to the eye.

As a result of this study placing the sensors at the new position was considered
feasable. Additionally, the data shown in Fig. 11.10 can be used to estimate
the consequences of an off-center placement in the r-¢-plane of the whole pixel-
detector with respect to the IP position. For instance, a displacement by 5mm
will lead to radial positions of 4.5 cm and 5.5 cm for the B-layer which is normally
situated at 5.05cm. After five years this would result in a depletion voltage of
515V for the closest part of B-layer and 385V for the farther part instead of 440 V
at the nominal position.

!The pixel detector was redesigned in order to allow inserting it after the other components of
the Inner Detector are installed. Therefore, the outer dimensions had to be decreased by reducing
the radii of layers 1 and 2. Since these two layers were now closer to the IP, the B-layer could be
moved outwards in order reduce its radiation load.
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11.4 Extended Access Scenarios

An annually warm-up period of 30 days at 20°C for maintenance is included in the
ATLAS standard scenario. However, maintenance or possible detector upgrades
may require additional and longer warm-up periods since the detector can be
handled only at room temperature. For the leakage current such additional warm-
ups have only beneficial effects but the depletion voltage may increase significantly.
Therefore, a scenario with extended access after the second beam period is given
as an example. Fig. 11.11 shows the variation of the depletion voltage after 5 years
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Fig. 11.11: Depletion voltage after 5 and 10 years for B-layer and layer 1 for several
lengths of additional maintenance times at 20°C.

and 10 years if such an extended maintenance access is done once after the second
beam period. From the results can be concluded that even a quite long extended
access period of up to 80 days has only a small effect on the depletion voltage.
This can be explained by the fact that the beneficial annealing has already finished
during the regular access and the reverse annealing has a large time constant. This
is an important result for the ATLAS pixel detector since it allows to exchange
parts of it without having to work in a cold atmosphere.
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11.5 Pulse Shape and Electric Field

11.5.1 Model of Pixel Detector

The model which is chosen to describe the pixel sensors within the simulation uses
some simplifications for the detector geometry:

e The electric field is considered to be that of a pad-detector. It will be
calculated with the same algorithms which have been used in chapter 10.
Especially modifications of the electric fields by surface effects are neglected,
the whole detector surface at the n-side is considered to be on the same
potential.

This restricts the charge drift to the z-direction and eases therefore the drift
calculation since a one-dimensional implementation of the electric field and
usage of the profile of the Ramo-field along the drift path are sufficient.

e The pixel cells of an ATLAS sensor have dimensions of 400 pm x 50 pm.
However, in order to be able to use a two-dimensional simulation the sen-
sor is approximated in simulation by a strip detector having 50 pm pitch,
30 pm wide implantations and infinite long strips. This approximation has
its largest accuracy at the centre of the long side of the pixel cell and dete-
riorates towards the ends of the pixel cells.

11.5.2 Ramo-Potential

The Ramo potential is calculated by the method decribed in sec. 9.4. For the
simulation of pixel sensors the Ramo-potential is calculated on a lattice with n, =
51 and ny,=71 points in the z- and y-direction, respectively. The results for the
potential and the Ramo fields are shown in Figs. 9.4 and 9.6. This lattice size
results for a 250 pm thick sensor in a spatial resolution of 5 pm. In order to obtain
also the values between the lattice points a parabolic interpolation between three
points is used. Fig. 11.12 shows the numeric result for the Ramo field (markers)
together with its interpolation (solid line). Additionally, this figure shows the
Ramo field of a pad-detector of same thickness for comparison.

From the integral of the Ramo-field—which is also shown in Fig. 11.12—it can be
derived that a charge-carrier drifting from the p-side to the n-side deposites 90%
of its signal on the last 100 pm and 50% on the last 20 ym of its drift-path.

11.5.3 Unirradiated Sensor

As a first step in simulating pixel sensors the signal shapes for an unirradiated
sensor has been calculated using a linear electric field as described by eq. (3.53).
The charge deposition profile in the simulation is mip-like, i.e. the charge is equally
distributed along the z-direction. Fig. 11.13 shows the resulting signal shape for
a pad-detector. This figure shows separately the contributions from drifting elec-
trons and holes and the resulting sum. The next figure, Fig. 11.14, shows the same
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Fig. 11.12: Ramo-Field in z-direction for pad-detector (dashed line) and pixel-detector
(solid line). For the pixel detector the Ramo field is taken at the centre of the pixel
(y = y.). Markers indicate the numeric results obtained from RACALC with a 5um
lattice, the solid line shows the parabolic interpolation. The dotted line gives the integral
of the Ramo-field. Both detectors are 250 pm thick.

calculation using the Ramo field of an infinite strip detector. A comparison of the
two last simulations shows a significant difference between the two detector types
with respect to pulse shape. As expected, in the pixel detector the contribution
from the electron signal is much larger than the hole signal.

In this pixel simulation the mip track is situated at y. underneath the centre of
the pixel in y-direction. Fig. 11.15 and 11.16 show the pulse shapes for varied
offsets of up to 25 um. For every offset the pulse shape i(¢) and its integral Q(¢)
is plotted. If the mip-track is situated underneath the pixel-implantation (up to
yc+15 pm) the pulse shape stays almost the same for holes and electrons. Electrons
contribute =~ 85% of the total signal as can be seen on the @) vs. ¢ plots. For
tracks displaced more than 15 ym from the centre—i.e. those which are no longer
under the implantation—the induced charges are zero at the end of the charge
collection time. This effect is expected in the simulation because these charge-
carriers do not reach the read-out area. However, this behaviour is unrealistic
since test beam results show a rather homogeneous charge collection efficiency
over the whole sensor area. The deviation of the simulation from measurement
can be explained by the wrong electric field: in reality the field lines would be bent
towards the implantations in the region bounding the surface. The simulation of
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Fig. 11.13: Pulse shape of an unirradiated-pad detector for mip-like charge deposition
(d =250 pm, Viep = 70V, Vhias = 150V).
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Fig. 11.14: Pulse shape of an unirradiated pixel-detector for mip-like charge deposition
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Fig. 11.15: Pulse shapes and charges after mip-like charge deposition in a pixelised sensor
for different distances to the pixel centre.
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Fig. 11.16: Pulse shapes and charges after mip-like charge deposition in a pixelised sensor
for different distances to the pixel centre.
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the real electric field is quite complicated since all charged surface states have to
be considered.

Nevertheless, the simulation is considered as being realistic at least for tracks
underneath the implantations. In the next section this detector geometry will be
used for the simulation of irradiated detectors.

11.5.4 Irradiated Sensor
Model

The simulation of irradiated sensors uses the following model to describe the irra-
diation and the electric field:

e Equivalent fluences of protons and neutrons are given by the ATLAS stan-
dard scenario. This scenario is also used to obtain numbers for the depletion
voltages and the leakage current generation rates which are needed for the
deep level model. The bias voltage is set to be 50 V above full depletion but
minimum 150 V and maximum 600 V.

e Above full depletion the electric field in the sensor is described by the deep
level model which has already been used for the simulation of pad-detectors
in chapter 10. Different from these simulations now irradiation in a mixed
field has to be considered. Thus the concentrations of deep levels have to be
calculated in a modified way:

— For the deep acceptor concentration Npa an averaged value from proton-
and neutron-irradiation is taken. The contributions from proton- and
neutron-irradiation are weighted with 1. and 1 — n.; 7. is the charged
fraction of radiation:

Npa = ¢ Npap + (1 =nc) - Npan - (11.4)

— The introduction rate for deep donors gpp is averaged accordingly:
gop =1 - gpp,p + (1 =17¢) - gpD,0 - (11.5)

In order to take into account the problems of the deep level model at bias
voltages below Vge, a model with an electric field that depends linearly
on substrate depth is used for this bias voltage range (see eq. (4.5)). The
maximum of the field is situated at the n-side, its slope corresponds to the
doping concentration as given by the Hamburg model. The part of the bulk
which is adjacent to the p-side remains undepleted and has zero electric field.
This approximation is valid since charges deposited in the region near the
p-side will anyway contribute only little to the total signal since they start
their drift in a low electric field region. Before they start to move quickly
they have already suffered from trapping and only a small fraction will drift
through the highly weighted region close to the sensor’s n-side.
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e The values for the inverse trapping times are also calculated by averaging
the introduction rates obtained from measurement on proton- and neutron-
irradiated samples:

Ye = N Ype T (L—1c) Yne and (11.6)
Yo = TN Yph T (1 - 7]0) “Yn,h - (11.7)

The annealing of the effective trapping times is not considered in the simu-
lation but the values measured in the minimum of Vje, during annealing are
used. This is considered being justified since the trapping probabilities reach
a saturation after a while and do not change any more. The consequences
of annealing are investigated later in a worst case consideration.

Electric Field

Fig. 11.17 and 11.18 show the electric fields in the sensors during ten years of
layer 1 operation. For every year the calculation has been done with the numbers
for depletion voltage and leakage current generation rate G taken at the end
of the access period of the respective year. The plots of the electric field show
no double peak configuration as would be expected from the measurements and
simulations of the pad-detectors done before. This result can be explained by the
long accumulated annealing time at room temperature. Therefore, the leakage
current is significantly lower than for the pad-detectors considered in this work.
The lower leakage current results in lower occupation probabilities for deep levels
and thereby less positive charge at the p-side of the sensor.

The electric fields in the sensors of the B-layer are shown in Fig. 11.19 and 11.20.
In this layer the leakage current becomes high enough to cause a double peak
field configuration after five years of operation. A further difference compared
to layer 1 is that after five years with a maximum bias voltage of 600V only
partial depletion is possible in the linear field model while the deep level model
still predicts full depletion. For years 7-10 the deep level model fails in converging
to a realistic field.

For both layers the electric fields derived from the deep level model are quite similar
to the linear approximation in the sensor part adjacent to the n-side. Towards the
p-side the difference between the two models increases as expected. In the next
section it will be investigated how large the differences in the calculated CCE are.
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Fig. 11.17: Electric field distribution in ATLAS sensors in layer 1. The calculation is
done with the ATLAS standard scenario. Solid lines give electric field for nominal fluence,
dashed lines for 150% of nominal fluence (both calculated with deep level model for electric
fields), dotted and dashed-dotted lines give results with linear field approximation for

nominal and increased fluences, respectively.
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Fig. 11.18: Electric field distribution in ATLAS sensors in layer 1. The calculation is
done with the ATLAS standard scenario. Solid lines give electric field for nominal fluence,
dashed lines for 150% of nominal fluence (both calculated with deep level model for electric
fields), dotted and dashed-dotted lines give results with linear field approximation for
nominal and increased fluences, respectively.
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Fig. 11.19: Electric field distribution in ATLAS sensors in B-layer. The calculation is
done with the ATLAS standard scenario. Solid lines give electric field for nominal fluence,
dashed lines for 150% of nominal fluence (both calculated with deep level model for electric
fields), dotted and dashed-dotted lines give results with linear field approximation for

nominal and increased fluences, respectively.
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Fig. 11.20: Electric field distribution in ATLAS sensors in B-layer. The calculation is
done with the ATLAS standard scenario. Solid lines give electric field for nominal fluence,
dashed lines for 150% of nominal fluence (both calculated with deep level model for electric
fields), dotted and dashed-dotted lines give results with linear field approximation for
nominal and increased fluences, respectively. For these calculations the results obtained
from the deep level model are considered to be wrong. See text for details.
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11.6 Charge Collection Efficiency

11.6.1 ATLAS Standard Scenario

Fig. 11.21 shows the prediction for the charge collection efficiency of the sensors
of layer 1 assuming the ATLAS standard scenario. The collected charge given in
that plot corresponds to 95 keV deposited energy what is the mean energy loss of
mips in 250 ym silicon. For nominal fluence the deep level model and the linear
model for the electric field agree with each other well. For fluences increased by
50% the difference between the two models increases the linear model predicts
a CCE which is lower by = 0.05 compared to the deep level model field. This
difference can be explained by the higher electric field towards the p-side in the
latter model. In the linear model the sensor is no longer completely depleted (see
Fig. 11.18).
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Fig. 11.21: Charge collection efficiency for the layer 1 vs. operation time with nominal
and increased (+50%) fluence. For comparison the results from simulation with both
models for electric field are given. The charge axis corresponds to 95 keV deposited energy
(mean value of Landau).

The CCE for the B-layer’s sensors is displayed in Fig. 11.22. The CCE drops to
~ 60% after five years which is the planned life-time of the B-layer. After ten
years the prediction gives a CCE of ~ 30%. For nominal fluence the two models
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Fig. 11.22: Charge collection efficiency for the B layer vs. operation time with nominal
and increased (+50%) fluence. For comparison the results from simulation with both
models for electric field are given. The charge axis corresponds to 95 keV deposited energy
(mean value of Landau).

for the electric field agree for almost every year. For increased fluence the deep
level model fails in calculating the field after six years.

The good agreement between the two models for the electric field confirms that it is
justified to approximate the electric field by a linear dependence on the substrate
depth. However, it has to be remembered that this approximation works best
for mips in pixel sensors. For pad-detector or close-to-surface charge injection—
especially for p-side illumination—the results for CCE should differ much more.
Considering the differences between measured and simulated CCEs for pad-detectors
(sec. 10.3) a maximum systematic error of 0.1 for simulated CCEs should be as-
sumed also for the CCE calculation of the pixel sensors. Table 11.7 compiles the
CCE results.

11.6.2 Consequences of Trapping Time Annealing

The investigation of the annealing at elevated temperature in sec. 8.1.3 showed
that the trapping probability 1/7, for electrons decreases and reaches saturation.
Its final value is about 20% lower than the initial value. For holes the trapping
probability 1/7;, increases by up to 54%. In order to derive an estimation of the
maximum influence of this annealing the simulation for layer 1 has been redone
with v, decreased by 20% and ~y;, increased by 50%. This resulted in an increase
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CCE Q/Qu [1]
year Layer 1 B-layer S-LHC
DLM lin. DLM lin. lin.
1 0.98 (0.97) | 0.98 (0.97) | 0.95 (0.93) | 0.95 (0.93) 0.86
2 1094 (0.92) | 0.95 (0.92) | 0.87 (0.83) | 0.87 (0.83) 0.71
3 1090 (0.86) | 0.90 (0.86) | 0.79 (0.73) | 0.79 (0.73) 0.51
4 1086 (0.82) | 0.86 (0.82) | 0.72 (0.65) | 0.72 (0.65) 0.35
5 1083 (0.78) | 0.81 (0.78) | 0.67 (0.57) | 0.67 (0.56) 0.27
6 | 080 (0.74) | 0.80 (0.74) | 0.61 (0.50) | 0.61 (0.47) 0.22
7 1078 (0.71) | 0.78 (0.71) | 0.54 — 0.54 (0.40) 0.19
8 |0.75 (0.68) | 0.75 (0.68) | 0.49 — 0.48 (0.35) 0.16
9 073 (0.64) | 0.73 (0.61) | 0.41 — 0.43 (0.32) 0.15
10 | 0.71 (0.61) | 0.71 (0.56) | 0.36 — 0.39 (0.29) 0.13

Table 11.7: Results for charge collection efficiencies for layer 1 and B-layer assuming the
ATLAS standard scenario with 250 um thick sensors. Values in parenthesis are valid for
fluences increased by 50%. Column “DLM” contains results from calculation with deep
level model, column “lin.” contains results from linear field model.

of charge collection efficiency of 3-4% after ten years: the worsening effect of
increased hole trapping is more than cancelled out by the lessened trapping of
electrons since they contribute significantly more to the signal than the holes.

11.6.3 Detection Probability

If a particle passage through the sensor is detected is not determined only by the
charge collection efficiency as it has been calculaed in this chapter. A particle
is detected if the collected charge exceeds after its passage a certain threshold
which is defined by the read-out electronics. Since the deposited charge fluctuates
statistically only a detection probability Py can be given.

The amount of charge which is deposited within a pixel-cell also depends on wether
the particle track crosses one or more neighbouring pixel-cells. If several cells are
hit the deposited charge is split into several smaller charges which could be too
small to exceed the trigger level. The fraction of such tracks influences Pge; as
well. However, their exact fraction can be determined only by simulation studies
of the ATLAS detector. For these reasons, in the following the determination of
Pyt is restricted to the case of tracks which hit only one pixel-cell.

From eq. (3.4) follows that a mip deposits on average AFE,, = 95keV by passing
through 250 pm of silicon. This leads to the creation of ~ 26400 electron-hole-
pairs. The variation of the energy loss is described by eq. (3.5). Numerical evalu-
ation of this equation yields a corresponding most probable energy loss AEy,,, of
89.3keV. Fig. 11.23(a) shows a plot of the Landau distribution. For its calculation
B =1 has been assumed.
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Fig. 11.23: (a) Landau distribution for 250 ym thick silicon sensor. The mean energy
loss is 95keV, the most probable energy loss is 89.3keV. (b) Detection probability for
mips depending on the sensor’s charge collection efficiency for several trigger thresholds

given in electron charges. See text for details.
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In this simplified consideration the particle is detected if its deposited energy
multiplied with the charge collection efficiency is above a certain trigger threshold
Eiig. The trigger threshold is normally given in electron charges but it can be
converted to an energy by considering that it takes 3.6eV to create an electron-
hole-pair. Ey, is calculated by

Etyig = Qtrig -3.6eV/eq . (11.8)

Qtrig 1s the minimum required charge to trigger the read-out electronics and is
given in electron charges ep. The detection probability Pye; for a given Eyg is
given by

Paoy = / L(A(AE))dAE//L(A(AE))dAE . (11.9)
Elrig 0

This equation shows that Pye; falls with increasing trigger threshold Fi. Fig.
11.23(b) shows plots of Pge; vs. charge collection efficiency of the sensor for several
trigger thresholds given in electron charges.

In unirradiated modules of the ATLAS pixel detector the threshold will be set
to 2000 eg. In irradiated modules (®eq = 10 - 1014 Neq/cm?) the threshold will be
raised to 6000 ey in order to improve the signal-to-noise ratio. The sensor noise
increases with irradiation due to higher leakage currents.

As can be seen in Fig. 11.23(b) Pyt for a threshold of 6 000 ey starts to drop if the
CCE is below = 0.30. Comparing this result with the numbers in Table 11.7 it can
be concluded that the sensors in layer 1 will collect enough charge even after ten
years of operation with increased fluence. Since its minimum CCE of 0.56 is well
above the critical value of 0.30 this sensor will work well even with charge-sharing
between neighbouring pixel-cells. The same conclusions apply for B-layer after
five years of operation. After ten years of operation at increased fluence the CCE
in B-layer will be still sufficient if charge-sharing plays no large role. Considering
charge-sharing particle detection becomes less reliable since the CCE drops to the
critical value of 0.30.

It has to be stated that the charge collection efficiencies and collected amounts
of charge derived in this chapter are valid only for 250 um thick pixel-detectors.
The transfer to other thicknesses is not trivial since alongside different deposited
charge—whose mean value is proportional to the sensor’s thickness—the Ramo
potential and field configuration change as well. This problem will be discussed
shortly in the next section.

11.7 Super-LHC

Super LHC (SLHC) is an upgraded LHC which has a ten times higher luminosity.
This will also lead to a radiation load being ten times higher. The sensors for
trackers will have to stand up to 101® ne,/cm? in this scenario. The data for charge
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trapping taken in this thesis are used to make an estimation of the expected charge
collection efficiency after ten times higher fluences than in LHC. For this purpose
the ATLAS standard scenario for layer 1 is used with fluences being ten times
higher. The field is described by the linear approximation. Fig. 11.24 shows the
results for CCE. Numerical results are listed in Table 11.7. After ten years the
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Fig. 11.24: Charge collection efficiency for layer 1 vs. operation time with fluences ex-
pected for the Super-LHC scenario. Close symbols show the results for Vi, limited to
600V, open symbols show result for fully depleted pixel sensor (Vhias = Vaep +50V). The
charge axis corresponds to 95keV deposited energy (mean value of Landau).

charge collection efficiency drops to ~ 13%. The bias voltage is assumed to be
still limited to 600 V. The final value for Vg, is ~ 4400V, so the depletion depth
of the sensor is only 92 um. However, operation with Vi, = Viep + 50V does not
improve the CCE much since the region adjacent to the n-side is depleted anyway
and 90% of the signal caused by a charge-carrier drifting from p- to n-side are
induced on the last 100 ym (see sec. 11.5.2).

Therefore, it is useful to consider using thinner sensors with a thickness of only
200 pm. They have the advantage of introducing less detector material into the
ATLAS detector and thereby reduce multiple scattering. Calculations show that
roughly the same charge would be collected in 200 pm thick pixel-sensors after
ten years of operation; the higher CCE of the thinner devices due to shorter drift-
paths and larger depleted fraction of bulk is cancelled out by less deposited charge.
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Details of the calculation are given in app. D.
Thus it can be concluded that using thinner sensors at very high fluences is not
disadvantagous with respect to collected charge.
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Conclusions






Chapter 12

Conclusions

HIS chapter draws the conclusions from measurements and simulations pre-

sented in the previous chapters. It starts with a short summary of the aim of
this work. The second section compiles the steps done in order to reach that aim.
This description is followed by a summary of the measurement results and a dis-
cussion of their relevance for the ATLAS pixel detector. Finally, the conclusions
which have been drawn for the ATLAS pixel detector are presented.

12.1 Aim of this Work

The Pixel Detector will be the innermost sub-detector of ATLAS which will be one
of the experiments at the LHC collider. The task of this sub-detector is particle
tracking in an environment that is characterised by a high interaction rate, high
track density and heavy radiation load of up to 10 - 10'4 Teq/ cm?.

The design of the sensors for the pixel detector considers the high track density
by a high granularity and density of its pixel cells. The high density of pixel cells
sets the requirements for the necessary two-dimensional connection technique—
bump-bonding—between sensor and read-out electronics. In a specialised part of
this work test-structures for process qualification of the bump-bond technique and
long-term tests of the connection reliability have been designed.

The high radiation load affects the charge collection properties of the sensors. This
has to be taken into account by the choice of the pixel sensor design and the used
substrate material.

The sensors are fabricated from oxygenated silicon. The radiation hardness of this
material with respect to effective doping concentration was proven to be superior
to standard material by the RD48 collaboration. The research of RD48 included
the dependence on fluence and annealing time of the effective doping concentration
and leakage current in a fluence range up to 10 - 10* ney/cm?.

The aim of this thesis is to investigate how the ATLAS pixel detector will work
in the given environmental conditions for its planned life-time of ten years. The
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starting points for this investigation are the chosen sensor design and the results
obtained by other groups before.

In this thesis the existing data on irradiated silicon for effective doping concen-
tration and leakage current are completed by own measurements of the effective
trapping times and the electric field configuration in irradiated pad-detectors in
the relevant fluence range.

The obtained results are applied in simulations of the ATLAS operation. The
simulations explore several aspects of the operational conditions and calculate the
expected detection probability for minimum ionising particles during the life-time
of the ATLAS experiment.

12.2 Charge Collection in Pad-Detectors

12.2.1 Sample Set

The sample set which has been used for measurements consisted of pad-detectors
which were fabricated on wafers from oxygenated silicon. The ATLAS pixel sensors
have been fabricated from the same material.

After a pre-characterisation with IV- and CV-measurements the samples were ir-
radiated either with 24 GeV-protons or with reactor neutrons. Equivalent fluences
of the irradiations were in the range (0.22-8.9)-10* ¢, /cm? for protons and (1.0-
6.0) - 10 Teq/ cm? for neutrons. Determination of effective doping concentrations
and its annealing behaviour showed an expected behaviour of the material.
Therefore, the sample set used in this work can be considered to be a representative
sample of the material used for fabrication of ATLAS sensors.

12.2.2 Measurement of Charge Trapping Times
Fluence Dependence

Charge trapping can be described by the effective trapping probability 1/7 .
The trapping probability has been determined separately for holes and electrons
by measuring the pulse-shapes after close-to-surface charge injection with a red
laser (TCT). Investigation of the fluence dependence showed a linear dependence
on the equivalent fluence ®.q; the trapping probabilities can be parameterised in
the form 1/7, 5, = Ve n- Peq. This behaviour is in agreement with results from other
publications ([Kb02] and [Li03]/[RD50]) and can be explained by an introduction
of trapping centres which is proportional to fluence. The numerical results for 7, 5
are:

e-trapping h-trapping

‘ Ye [10716 cm /ns] ‘ Y, [10716 cm /ns]
protons 497+ 0.14 5.25 £ 0.17
neutrons 3.3 £0.24 ‘ 5.10 £0.39
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These numbers show that electron trapping does not scale with the NIEL hy-
pothesis since protons introduce more trapping centres than neutrons at the same
equivalent fluence. This indicates that several kinds of electron-traps exist and
that one kind is caused by point-defects since point-defects are more abundant
after proton-irradiation.

Compared to [Kb02] and [Li03]/[RD50] the values for trapping probabilities mea-
sured within this work are considered to be the most appropriate ones to describe
charge trapping in the ATLAS pixel sensors since they cover the largest fluence
range and are measured on the same material as is used for the ATLAS pixel
Sensors.

Annealing

A study of accelerated annealing (at 60°C) showed a saturation of the trapping
probabilities. The trapping probability for electrons decreased and saturated at
values being lower by =~ 20%. Hole trapping was increased by 20 — 55%. These
results agree with observations reported in [KbO01].

This annealing behaviour is advantagous for the ATLAS operation since the trap-
ping of electrons—which are more important for the signal formation in n-on-n-
pixel sensors than holes—decreases. In such sensors the decrease of 1/7, overcom-
pensates the increasing hole trapping as has been shown by simulation studies
(see below). Since the annealing leads to a saturation—stability of the plateau
has been observed for several hours at 60°C—a larger annealing effect during the
long-term ATLAS operation is not expected.

12.2.3 Electric Field in Irradiated Pad-Detectors

The second large topic of the TCT measurement was the investigation of the
electric field in irradiated silicon-detectors.

From charge collection curves which have been compensated for charge trapping
it can be concluded that the pad-detectors reached their maximum sensitive vol-
ume already at bias voltages below the nominal full depletion voltage obtained
from CV-measurements. This effect increases with fluence. This observation was
confirmed by measurements of the electric fields. The electric fields were obtained
from TCT measurements by a newly developed deconvolution method.

The main goal of the study of electric fields was to develop a parameterisation
of the field that can be used in simulations of charge drift in highly irradiated
(@eqabove = 1 - 10 ney/cm?) silicon-detectors. In order to derive such a param-
eterisation a model considering one deep acceptor and one deep donor level has
been used. Additionally, shallow levels with a fluence depending concentration
were considered within this model.

The measured electric fields in pad-detectors can be described well by the deep
level model when using a constant deep acceptor concentration and a deep donor
concentration that increases linearly with fluence. This shows that the observed
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double peak structure of the electric field in irradiated silicon-sensors can be de-
scribed by an inhomogeneous space-charge which is caused by partially occupied
deep level states.

The deep level concentrations are obtained from fits of a parameterisation to elec-
tric fields that have been measured at several fluences. The parameterisation
is derived from a simplified model. Therefore, these concentrations should not
be considered as giving a correct description on a microscopic level and their
application should be restricted to the calculation of electric fields in silicon-
detectors (pn-junctions) which have been irradiated with equivalent fluence above
~1-10M ngg/em?.

12.2.4 Simulation of Pad-Detectors

The results for charge trapping times and electric field configuration have been
used to develop software (EDCALC, CDCALC and RACALC) for the simulation
of charge drift in irradiated pad-detectors.

Comparisons between measured and simulated pulse-shapes showed that the signal-
formation in irradiated pad-detectors is well described by the developed software.
The electric field parameterisation based on the deep level model describes the
pulse-shape in irradiated pad-detectors better than a linear approximation of the
electric field.

The algorithm for calculating the field configuration works well if the bias voltage
is at least 50 V above the depletion voltage obtained from CV-measurements and
the minimum field strength in the detector is larger than 1keV. For lower bias
voltages the measured fields are only badly described.

For the conditions given above the software was able to reproduce the measured
charge collection efficiencies for electrons after p-side illumination with a system-
atic deviation of maximum 0.1. For holes the agreement between simulation and
measurement is significantly better. This can be explained by the form of the field
configuration and the choice of illuminated side of the detector: electrons move
through the problematic low-field region before inducing the major part of their
signals while holes reach the low-field region after having generated most of their
signal. Therefore, for the calculation of CCEs in mip-detection—where the charge-
carriers are injected homogeneously—a smaller systematic error is expected since
the low field region has less weight in the total signal.

12.2.5 Relevance for ATLAS

The measurement results obtained in this work have been measured on samples
which were fabricated from the same material as the ATLAS sensors and were
irradiated with fluences which are expected during ATLAS operation.

In combination with earlier results from other groups the results form a data set
that can be used to calculate all parameters which are relevant for charge col-
lection. These are depletion voltage, leakage current, trapping times and electric
field.
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The developed simulation tools were qualified by showing that they can reproduce
the observations made on pad-detectors.

Therefore, the data and simulation methods are considered to be appropriate to
make predictions for the ATLAS pixel detectors.

12.3 Application for ATLAS

12.3.1 Test Beam Modules

The first application of the developed software was the calculation of the deple-
tion voltages for irradiated modules which have been used for measurements in a
testbeam.
The software was successful in reproducing the observed depletion voltage for the
modules.

12.3.2 ATLAS Standard Scenario

Depletion voltages and leakage currents were calculated for the so-called ATLAS
standard scenario which represents the expected profiles of temperature and ir-
radiation during the ATLAS operation. Considering the limitation of applicable
bias voltage to 600V, it will be possible to operate the sensors of layer 1 fully
depleted even after ten years of operation with nominal fluence. If the fluences
are increased by 50% in order to take into account the uncertainty of the total
pp-cross-section at LHC energies the depletion voltage will be 800 V. The corre-
sponding values for the B-layer after five years are 435V and 620V. After ten
years the depletion voltage for the B-layer will reach 1080 V (1540 V for increased
fluence). As a consequence it will not be possible to operate these sensors fully
depleted during the whole operation-time of ten years.

Calculations of the leakage current showed that it will stay below the limit which
is required by the read-out electronics. Power consumption of a sensor tile will
not exceed 1.5 W for layer 1 after ten years and 2 W for B-layer after five years.
However, towards high fluences the leakage current will be reduced by partial
depletion. Therefore, also the power consumption is limited. Considering this
effect, the power consumption will stay below 1.5 W even for B-layer after ten
years of operation.

12.3.3 Collected Charge and Detection Probability

Examination of the Ramo-field showed that the major part of the signal is gener-
ated by charges drifting in the bulk close to the n-side (90% on the last 100 pm
and 50% on the last 20 um). This has two consequences: the signal is dominated
by electron drift and the drift path fraction which is closer to the p-side is less sig-
nificant. Due to the latter reason a reliable calculation of the electric field close to
the n-side is more important than towards the p-side. Therefore, all calculations
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of CCE were also done with a linear description of the field. Comparison between
the two descriptions—Ilinear and deep level model— showed no large difference in
the important bulk region towards the n-side. Consequently, the calculated CCEs
did not depend strongly on the chosen field model for bias voltages well above
depletion voltage. For partial depletion only the linear model was used. It might
underestimate CCE since the linear model contains no depletion zone at the p-side
for bias voltages being below Vge,. However, as stated above, this region is of less
importance.

For the sensors in layer 1 the simulation predicts a charge collection efficiency of
71% after ten years of operation. The B-layer will still have a charge collection
efficiency of at least 36% after this time. If the expected fluences are increased by
50% these numbers drop to 56% and 29%, respectively.

A simulation which used for the trapping times the saturation values after accel-
erated annealing at 60°C showed that the annealing of the trapping times can be
neglected for ATLAS predictions.

Minimum ionising particles deposit on average 95keV (=26 400 ¢p) in 250 pm thick
silicon sensors. Considering a corresponding Landau distribution with a most
probable energy loss of 89.3 keV the detection probability for given trigger thresh-
old and charge collection efficiency was derived. Using a minimum CCE of 29%
the detection probability will be almost 100% if the trigger threshold is not higher
than 6 000 electron charges.

If charge-sharing between pixel-cells should become important layer 1 will still
work reliable for ten years and B-layer will do so for five years as well. However,
after ten years of operation detection with charge-sharing will become difficult
in the B-layer. The exact detection probabilities can be determined only within
simulations of the complete ATLAS pixel detector since there the role of charge-
sharing can be investigated more thoroughly.

12.3.4 Will the ATLAS Pixel Sensor Work?

The predictions for depletion voltages which have been computed within this thesis
state that the allowed range of bias voltage will be sufficient to fully deplete the
sensors during most of their planned operation-time.

Charge collection studies showed that the sensors will deliver enough charge to
the front-end electronics even in partial depletion. During the planned operation-
times of the pixel detector layers the collected charge will be large enough to enable
reliable particle detection even if the charge is divided between two pixel-cells.
Therefore, from point of charge-collection a proper functionality of the ATLAS
pixel sensor is expected.

12.4 Super-LHC

The measurement results obtained within this work have also been used to extrap-
olate the results up to a fluence of 78 - 10 Teq/ cm? as it would be expected for
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layer 1 in a Super-LHC scenario with luminosities being increased by a factor 10.
This calculation predicted a charge collection efficiency of 13% for a 250 pm thick
pixel-sensor which is biased with 600 V. Fully depleted (Vgep ~ 4400 V) this sensor
would reach a CCE of =~ 19%. Full depletion improves the CCE only little since
the additionally depleted sensor volume is opposite to the collecting electrode on
the n-side and the trapping is too strong at these fluences to collect efficiently
charges from this region.

12.5 Outlook

In this thesis it has been shown that TCT-measurements are a useful tool to
explore the properties of silicon detectors. This method could be developed further
to position-resolved T'CT. With such an improved method the electric field in
detectors could be measured at several positions. This would allow to investigate
the influence of edge-effects in pad-detectors. A very interesting application for
position-resolved TCT would be the measurement of charge-collection at different
positions in a pixel-cell. If applied to other detector materials—Ilike CdZnTe—the
homogeneity of the material can be investigated.

During the operation phase of the ATLAS experiment the simulation has to be
updated in order to take into account the real history of temperature and irradi-
ation.
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Appendix A

Constants and Silicon Material
Properties

PPENDIX A contains tables of physical constants, material properties of
silicon and abbreviations used for this thesis.

A.1 Physical Constants

Symbol | Meaning Value
c speed of light 299 792 458 ms~*
€y elementary charge 1.602 - 10719 C
€0 permittivity of free space 8.854 - 1072 F/m
h = h/2n | Planck constant 1.054 - 10734 Js
=6.582-10"1%eVs
k Boltzmann constant 1.381- 1078 J/K
=8.617-10"°eV/K
Ny Avogadro constant 6.022 - 10?3 mol !
mgo electron mass 511 keV
=9.109- 1073 kg
70 classical electron radius 2.817-107 ¥ c¢m

Table A.1: Physical constants with their values as used for this thesis. The numbers
have been taken from [PG02] and rounded to a sufficient precision.
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Constants and Silicon Material Properties

A.2 DMaterial Properties of Silicon

Symbol | Property Value
Z atomic number 14
A atomic mass 28.09 g/mol
Pm mass density 2.33g/cm3
€si dielectric constant 11.75
Eq band gap (7' = 300K) 1.12eV
density of state effective masses
Me electrons 1.18 my
mp holes 0.81 my
effective density of state
N¢ conduction band 3.22-10"% cm™3
Ny valence band 1.83-10" cm™3
therm. velocities (7" = 300 K)
Vth,e electrons 2.3-10"cm/ s
Uth.h holes 1.65 - 107 cm/ s
mobilities (7" = 300 K)
e electrons 1450 cm?/ Vs
K holes 505cm?/ Vs

Table A.2: Material properties of silicon [DN82], [PG02] and [Lu99].

A.3 Abbreviations

Abbreviation | Meaning

CCE charge collection efficiency
CcCM charge correction method

Cv capacitance-voltage (characteristic)
DLM deep level model

DUT device under test

ECC exponentiated charge crossing
1P interaction point

v current-voltage (characteristic)
mip minimum ionizing particle
SCR space charge region

SCSI space charge sign inversion
TCT Transient Current Technique

Table A.3: Abbreviations used in this work.
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Measurements of Depletion
Voltage

HIS appendix contains some additional information of more technical char-

acter which are connected with the determination of the depletion voltage.
Sec. B.1 shows a short investigation of the dependence of the depletion voltage
extracted from CV-measurements on the measurement frequency. The last section
shows a possibility to obtain Vje, from measurements with a S-source.

B.1 Measurement Frequency

One free parameter of the CV-measurement is the frequency f,, of the sinusoidal
voltage which is superimposed to the DC bias voltage by the LCR-meter. The
influence of f,,, on the result for Vg, has been investigated by measurements on
an unirradiated diode (sample () and on the irradiated sample C (®eq = 5.0 -
101 neq/ cm?, 30 min annealing at 60°C before measurement). Fig. B.1 shows
plots of the obtained CV-curves.

Measurements on the unirradiated diode yield no dependence of shape on the
measurement frequency. The extracted depletion voltage is (within errors) inde-
pendent from f,, over four orders of magnitude as the plot in Fig. B.2 shows.
For irradiated diodes the picture is completely different: the shape of CV-curves
depends strongly on the measurement frequency as can be seen in the bottom plot
in Fig. B.1. Also the range of possible measurement frequencies is limited, for too
low or high frequencies the kink in the CV-curve is not clearly visible, making
a reliable analysis impossible. However, the strong dependence of the extracted
depletion voltage on f,, is the worst problem, see Fig. B.2. The depletion volt-
ages Viep,300 shown in this figure have been calculated from the measured Vyep
by Vdep,300 = Vaep - (300 pm/d)?, where d is the thickness of the sample. This is
done in order to make the depletion voltages which are measured on samples with
different thicknesses comparable.

By the definition given in in chapter 3 Vje, is related to the complete depleting of
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Fig. B.1: CV-curves measured with different measurement frequencies on sample
((unirradiated, upper figure) and sample C (®eq = 5.0 - 10" neq/ cm?, 30 min anneal-
ing at 60°C, lower figure). All measurements were done at -6°C. The curves are shifted

vertically by 0.001 pF 2 per curve to improve legibility of the plot, lowest curve is not
shifted.
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Fig. B.2: Depletion voltages extracted from the CV-curves shown in Fig. B.1 vs. mea-
surement frequency f,,. Additionally, measurements on sample Q are included in the plot.
The displayed depletion voltages are given for a detector thickness of 300 pm.

the diode’s bulk. As long as the AC voltage which is added by the LCR-meter is
small compared to the bias voltage the depth of the depletion zone does not change
significantly and Ve, should not depend on the measurement frequency. There-
fore, the observed dependence on f,, is clearly an artefact of the measurement
technique.

In order to parameterise the dependence on the frequency the function

Vdep = Vdep,lO +S- loglo(fm/lo kHZ) (B.l)

is fitted to the data points. Vyep 10 is the depletion voltage measured with f,, =
10kHz, S gives the change per factor 10 in f,,,. This function describes the data
quite well if the chosen frequency range is not too large.

This parameterisation does not consider a physical explanation of the frequency
dependence. However, it may be used as a tool to compare data measured at
different frequencies as already proposed by other authors [Ca02].

A further open question is the behaviour of this dependence during the annealing
process. Fig. B.3 displays measurements of Ve, during accelerated annealing at
60°C of sample Q (Peq = 2.04 - 101 ngq/ cm?). CV-measurements with several
frequencies were performed after 30, 45, 60 and 180 min of accelerated annealing.
The fits of eq. (B.1) show only a slight variation of S from (—44.1 4+ 2.6) V after
30min to (—52.6 +4.1) V after 180 min. The parameter Vgep 10 changes of course
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Fig. B.3: Depletion voltages with different measurement frequencies on sample Q (®eq =
2.04 - 10" neq/ cm?) during accelerated annealing at 60°C.

strongly due to annealing as it represents the depletion voltage at a fixed frequency.

B.2 Measurements with a 8-Source

B.2.1 Measurement

The measurements presented in this section have been done on an unirradiated
pad-detector which was connected to a charge-sensitive pre-amplifier. The pre-
amplifier output signal was amplified by a spectroscopy amplifier and analysed
with a multi-channel-analyser. Charge deposition in the pad-detector was done
with a %°Sr-source. A scintillator with photo-multiplier tube behind the pad-
detector supplied a trigger signal. The trigger was necessary in order to reduce
the noise and to suppress signals which are caused by low-energetic S-particles.
Fig. B.4 shows the spectrum of deposited energy of penetrating electrons from
the ?OSr source. The measurement was done with sample C11_04, which has been
used only for test purposes.

The data are fitted with a gaussian and a Landau distribution according to eq.
(3.5). Generally, the data are much better described by the Landau distribution as
can be seen on the much lower value for x?/ndf (423/459 for Landau distribution
compared to 7168/459 for gaussian). Especially the tail towards high energy loss
is better described.
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Fig. B.4: Energy loss distribution measured with a °°Sr source on a pad-detector.

The peak positions Fyean from the gaussian fits and the most probable energy
depositions AEp,, (see sec. 3.1.4) from the Landau fits are plotted vs. v/Viias (see
Fig. B.5). Straight lines below and above the kink can be fitted to these plots.
Their intersection point gives the depletion voltage. The same fitting procedure
can be applied to & vs. v/Vpias. Since € is proportional to the thickness of the
absorber (cf. eq. (3.6))—1i.e. the depleted thickness in case of a pn-junction—it
can also be used to determine Vep.

The results for Vje, from the three methods are:

derived from ‘ Vdep
AV 54.0+1.7
¢ 53.248.1

FEnean 52.4+1.9
capacitance | 60.8£2.8

The result from a CV-measurement is given for comparison.

B.2.2 Discussion

The energy deposition spectra can be well described by the Moyal approximation
to the Landau distribution. However, the region around the peak is worse fitted
by this function. This may have several reasons: Firstly, Landau’s theory is
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applicable for very thin absorbers [Le94]. Taking into regard the low energies of
the electrons, this condition may not be fulfilled. Usage of Vavilov’s theory which
is more suitable for thicker absorbers may yield better results. Especially this
function has a narrower but higher peak compared to Landau’s theory while the
tail towards high energy transfers has the same height. But it is very difficult to
use this theory for fitting. Therefore, usage of Landau’s theory seems still to be
suitable since the aim—measurement of depletion voltage—can be achieved with
it.

The measurement of the thickness of the depletion zone with S-particles can be
analysed in three ways, all of them giving consistent results. The result from
the evaluation of & vs. \/Vias has a significantly larger error than the two other
methods.

This measurement is quite complicated in its application due to little signal charges
in the diode even by using unirradiated samples. In irradiated samples with in-
creased leakage currents and therefore much higher noise the experimental set-up
has to be carefully designed in order to suppress noise as much as possible.
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Appendix C

Supplement to
TCT-Measurements

HIS chapter contains some additional plots for the measurements presented
in chapter 8.

C.1 Charge Collection Efficiency

Fig. C.1 and C.2 show additional charge collection curves to the analysis presented
in sec. 8.2.
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C.2 Electric Field in Underdepleted Sensors
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Appendix D

Thin Sensors for Super-LHC

OR an upgrade of the ATLAS Pixel Detector usage of sensors with a thickness
of 200 pm is investigated. This appendix contains results for 200 ym thick
sensors which correspond to those given in chapter 11 for 250 ym thick sensors.

D.1 Ramo-Potential

Fig. D.1 shows the Ramo potential of an infinite strip detector with a thickness of
200 pm. In Fig. D.2 the z-component of the Ramo field for a drift path centered
underneath a pixel is plotted. In a thinner detector the segmented n-side-region is
stronger weighted than in a 250 pm thick sensor: considering a particle that drifts
from p- to n-side 90% of the total signal is induced on the last 90 pm, 50% on the
last 20 pm of the drift path.

D.2 CCE and Detection Probability

The expected charge collection efficiency and collected charge for a 200 pm thick
pixel sensor is shown in Fig. D.3. The calculation has been done with a linear
field approximation. Fig. D.4(a) shows the Landau distribution for a thin sensor.
The mean energy loss of a mip (8 = 1) in 200 pm silicon is 76 keV, the most
probable energy loss is 71.5keV. Fig. D.4(b) shows the corresponding detection
probabilities.

The thinner sensors have a higher charge collection efficiency since the signal
charges have shorter drift-paths and the sensors can be operated fully depleted
up to higher fluences. The resulting charge collection efficiencies are 42% after
five years and 22% after ten years. The corresponding numbers for 250 ym thick
sensors are 35% and 18%, respectively. For these numbers full depletion (Vi.s =
Vdep +50V is assumed in calculation. However, the better CCEs are cancelled out
by less deposited charge. The thinner sensor gives after five years a signal charge
of 8800 ¢y and after ten years 4 600 ep. Sensors with a thickness of 250 pym deliver
9400 ey and 4600 eg.
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