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## Chapter 1

## Introduction

In this thesis we are concerned with the local well-posedness theory of the initial value problem for the Kadomtsev-Petviashvili II equation in two space dimensions

$$
\left(u_{t}+u_{x x x}+\left(u^{2}\right)_{x}\right)_{x}+u_{y y}=0 \quad \text { in }(-T, T) \times \mathbb{R}^{2}, \quad u(0)=u_{0}
$$

as well as in three space dimensions

$$
\left(u_{t}+u_{x x x}+\left(u^{2}\right)_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{3}, \quad u(0)=u_{0}
$$

and dispersive generalisations thereof.
The Kadomtsev-Petviashvili II equations are universal models for the propagation of long weakly dispersive waves which are essentially one dimensional with weak transverse effects. ${ }^{1}$ They can be seen as multidimensional generalisations of the Korteweg-de Vries equation ${ }^{2}$

$$
u_{t}+u_{x x x}+\left(u^{2}\right)_{x}=0 \quad \text { in }(-T, T) \times \mathbb{R}, \quad u(0)=u_{0}
$$

We consider initial values $u_{0}$ in non-isotropic Sobolev spaces $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ and our goal is to show the local well-posedness for low regularity data, i. e. data in $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ with $s_{1}$ and $s_{2}$ as small as possible. Our notion of well-posedness comprises, for given regularities $s_{1}$ and $s_{2}$, the existence and uniqueness of solutions in a suitable space of space-time functions (or more generally distributions) $X_{T}$, the persistence of regularity, i. e. the solution $u$ is a continuous function in $t$ with values in the Banach space $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$,

[^0]and the continuous dependence of the solutions on the initial data, i. e. the flow map, which assigns the solution $u$ to the initial value $u_{0}$, is a continuous mapping from $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ to $X_{T}$. In fact, all flow maps turn out to be analytic mappings. This stems from the fact that we use a Picard iteration method on the Duhamel formulation ${ }^{3}$ of the Kadomtsev-Petviashvili II equation to construct the solution and from the fact that the nonlinearity is polynomial.

The spaces $X_{T}$ where the solutions are constructed are modifications of the spaces first used by Bourgain [5] in the context of the KadomtsevPetviashvili II equation (on $\mathbb{T}^{2}$ rather than on $\mathbb{R}^{2}$ ). ${ }^{4}$ Bourgain's idea was to include the symbol of the linear part of the equation into the definition of the spaces, which makes it possible to easily exploit dispersive properties of the linear equation in the context of these spaces and which also allows to exploit certain algebraic properties of the symbol in order to overcome the loss of derivatives in the nonlinearity. The proof of local well-posedness then reduces to showing a suitable estimate for the nonlinearity in these spaces. ${ }^{5}$

By using the Picard iteration method in the modified Bourgain spaces, we show the local well-posedness of the Kadomtsev-Petviashvili II equation in two space dimensions for $s_{1}>-\frac{1}{2}$ and $s_{2} \geq 0$. On the scale of spaces $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right)$ this includes the full subcritical range because the homogeneous space $\dot{H}^{-\frac{1}{2}, 0}\left(\mathbb{R}^{2}\right)$ is scale invariant for this problem. Since it is not possible to obtain the crucial bilinear estimate in the standard Bourgain spaces for $-\frac{1}{2}<s_{1}<-\frac{1}{3}$ which can be seen by the counterexamples in [31], we include a low frequency condition into the definition of the spaces. ${ }^{6}$ The drawback of this low frequency condition is that the resulting spaces do not contain the (time localized) solutions of the linearized equation unless the initial value obeys the same low frequency condition. Therefore, we choose the space $X_{T}$ to be the sum of the low-frequency modified space and a standard space. This sum structure is the crucial ingredient to be able to lower the $x$-regularity without imposing a low frequency condition on the initial values. ${ }^{7}$

By the same method, we show the local well-posedness of the Kadomtsev-

[^1]Petviashvili II equation in three space dimensions for $s_{1}>\frac{1}{2}$ and $s_{2}>0$. In this case, $\dot{H}^{\frac{1}{2}, 0}\left(\mathbb{R}^{3}\right)$ is scale invariant.

More generally, we prove, by the method described above, the local wellposedness of the dispersion generalised Kadomtsev-Petviashvili II equation

$$
\begin{equation*}
\left(u_{t}-\left|D_{x}\right|^{\alpha} u_{x}+\left(u^{2}\right)_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{d}, \quad u(0)=u_{0} \tag{1.1}
\end{equation*}
$$

for $\frac{4}{3}<\alpha \leq 6$, if $d=2$, and $2 \leq \alpha \leq 6$, if $d=3$. These equations are multidimensional generalisations of the one dimensional models

$$
\begin{equation*}
u_{t}-\left|D_{x}\right|^{\alpha} u_{x}+\left(u^{2}\right)_{x}=0 \quad \text { in }(-T, T) \times \mathbb{R}, \quad u(0)=u_{0} \tag{1.2}
\end{equation*}
$$

For $d=2$, we obtain local well-posedness of (1.1) for

$$
s_{1}>\max \left(1-\frac{3}{4} \alpha, \frac{1}{4}-\frac{3}{8} \alpha\right)
$$

and $s_{2} \geq 0$. Because the $L^{2}$-norm of real valued solutions of (1.1) is conserved, this immediately implies global well-posedness for real-valued initial data in $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right)$ for $s_{1} \geq 0$. We note that if $\frac{4}{3}<\alpha<2$, we still get the full subcritical range on the scale $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right)$. It is interesting that for these $\alpha$ the two dimensional models "behave better" than the one dimensional equation (1.2) in the sense that the flow map of the one dimensional model cannot be $C^{2}$-differentiable at the origin in any Sobolev space $H^{s}(\mathbb{R})$. This also means that it is not possible to solve $(1.2)$ in $H^{s}(\mathbb{R})$ with a Picard iteration scheme. ${ }^{8}$

The case $\alpha=4$ is also known as fifth order Kadomtsev-Petviashvili II equation

$$
\left(u_{t}-u_{x x x x x}+\left(u^{2}\right)_{x}\right)_{x}+u_{y y}=0 \quad \text { in }(-T, T) \times \mathbb{R}^{2}, \quad u(0)=u_{0}
$$

Our result in this case shows local well-posedness for $s_{1}>-\frac{5}{4}$ and $s_{2} \geq 0 .{ }^{9}$
For $d=3$ and $2<\alpha \leq 6$, we obtain local well-posedness of (1.1) for

$$
s_{1}>\max \left(\frac{3}{2}-\frac{\alpha}{2}, \frac{1}{4}-\frac{5}{24} \alpha\right)
$$

and $s_{2} \geq 0$. As in the two dimensional case, the global well-posedness for real-valued initial data in $H^{s_{1}, 0}\left(\mathbb{R}^{3}\right)$ for $s_{1} \geq 0$ and $\alpha>3$ follows.

[^2]In the case $\alpha=4$ of the fifth order Kadomtsev-Petviashvili II equation in three space dimensions

$$
\left(u_{t}-u_{x x x x x}+\left(u^{2}\right)_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{3}, \quad u(0)=u_{0}
$$

our result shows the local well-posedness for $s_{1}>-\frac{1}{2}$ and $s_{2} \geq 0$.
We now give an overview of the organization of this thesis:
In Chapter 2, after fixing some notation, we introduce the Bourgain spaces and show a general well-posedness result which reduces the question of local well-posedness for equation (1.1) to a bilinear estimate in the Bourgain spaces.

In Chapter 3, we first give local smoothing as well as Strichartz estimates for solutions of the linear equation

$$
\left(u_{t}-\left|D_{x}\right|^{\alpha} u_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{d}, \quad u(0)=u_{0}
$$

It is shown that the local smoothing estimate implies that solutions of the Duhamel formulation of (1.1) are actually solutions in the distributional sense. In Section 3.3 we give an overview of the techniques used to derive bilinear Strichartz type estimates and discuss some of their properties. Finally, in Section 3.4 and Section 3.5 we derive bilinear Strichartz type estimates in the two dimensional, respectively three dimensional case. These estimates are the building blocks used to derive the bilinear estimate which is needed to apply the general well-posedness result of Section 2.4.

In Chapter 4, the main results for the two dimensional case are proven. The main bilinear estimate for the two dimensional case is announced in Section 4.2 and proven in Section 4.3 and Section 4.4. This is done by first splitting the nonlinearity into various pieces and then using for each piece a pointwise estimate to reduce the case to an appropriate bilinear Strichartz type estimate of Section 3.4.

In Chapter 5, the main results for the three dimensional case are proven. This is done analogously to the two dimensional case.

I would like to thank my advisor Professor Dr. Herbert Koch for his constant support and encouragement as well as for many valuable suggestions and discussions on the subject. I would also like to thank Sebastian Herr for helpful discussions.

Furthermore, I would like to thank Maren Martens and Christoph Hadac for proofreading parts of the manuscript.

## Chapter 2

## Bourgain spaces and well-posedness

### 2.1 Preliminaries

Let us first recall some known facts about standard function spaces and fix some notation that will be used throughout this thesis:

- For $x \in \mathbb{R}^{n}$ let $\langle x\rangle:=\left(1+|x|^{2}\right)^{\frac{1}{2}}$.
- Let $\mathcal{S}\left(\mathbb{R}^{n}\right)$ denote the Schwartz space, i. e. the space of all $u \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that for all $j \in \mathbb{N}$

$$
\begin{equation*}
q_{j}(u):=\max _{|\gamma| \leq j} \max _{x \in \mathbb{R}^{n}}\langle x\rangle^{j}\left|\partial^{\gamma} u(x)\right|<\infty \tag{2.1}
\end{equation*}
$$

It is well known that, endowed with this family of seminorms, $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is a Fréchet space, i. e. a completely metrizable topological vector space. The dual space $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is called the space of tempered distributions on $\mathbb{R}^{n}$.

- $d$ always denotes the number of space variables in the equation, i. e. $d=2$ when we consider the two dimensional case and $d=3$ when we consider the three dimensional case. The space variable will always be denoted by $(x, \vec{y})$ where $x \in \mathbb{R}$ and $\vec{y} \in \mathbb{R}^{d-1}$. If we consider the case $d=2$, we will often write $y$ instead of $\vec{y}$. If we consider the case $d=3$, we will write $\vec{y}=(y, \tilde{y})$.
- $n:=d+1$ always denotes the number of total variables (including the time variable $t$ ) in the equation.
- For $u \in L^{1}\left(\mathbb{R}^{n}\right)$ the Fourier transform $\mathcal{F} u$ of $u$ is defined as

$$
\begin{equation*}
(\mathcal{F} u)(\tau, \xi, \vec{\eta}):=\int_{\mathbb{R}^{n}} e^{-i(t \tau+x \xi+\vec{y} \cdot \vec{\eta})} u(t, x, \vec{y}) d t d x d \vec{y},(\tau, \xi, \vec{\eta}) \in \mathbb{R}^{n} \tag{2.2}
\end{equation*}
$$

It is well known that $\mathcal{F}: \mathcal{S}\left(\mathbb{R}^{n}\right) \rightarrow \mathcal{S}\left(\mathbb{R}^{n}\right)$ is a topological and linear isomorphism with

$$
\begin{equation*}
\left(\mathcal{F}^{-1} v\right)(t, x, \vec{y})=(2 \pi)^{-n} \int_{\mathbb{R}^{n}} e^{i(t \tau+x \xi+\vec{y} \cdot \vec{\eta})} v(\tau, \xi, \vec{\eta}) d \tau d \xi d \vec{\eta} \tag{2.3}
\end{equation*}
$$

for $v \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Furthermore, $\mathcal{F}$ can be extended to a linear and continuous isomorphism on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. If we only consider a partial Fourier transform in some of the variables, we will denote this by $\mathcal{F}_{1}$ for the Fourier transform in the first variable, etc.

- For $s \in \mathbb{R}$ we define the operators $J_{x}^{s}, J_{\vec{y}}^{s}$, and $\left|D_{x}\right|^{s}$ as Fourier multiplier operators with multiplier $\langle\xi\rangle^{s},\langle\vec{y}\rangle^{s}$, and $|\xi|^{s}$, respectively. This means, for example, that $\left(\mathcal{F}_{2} J_{x}^{s} u\right)(t, \xi, \vec{y})=\langle\xi\rangle^{s} \mathcal{F}_{2} u(t, \xi, \vec{y}), \xi \in \mathbb{R}$.
- The (non-isotropic) Sobolev space $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ is the space of $u_{0} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ such that the norm

$$
\begin{equation*}
\left\|u_{0}\right\|_{H^{s_{1}, s_{2}}}:=\left\|\langle\xi\rangle^{s_{1}}\langle\vec{\eta}\rangle^{s_{2}} \mathcal{F} u_{0}\right\|_{L_{\xi \vec{\eta}}^{2}} \tag{2.4}
\end{equation*}
$$

is finite.

- $\mu=(\tau, \xi, \vec{\eta}) \in \mathbb{R}^{3}$ always denotes the Fourier variable dual to $(t, x, \vec{y})$. In the case $d=2$ we will again write $\eta$ instead of $\vec{\eta}$. In the case $d=3$ we will write $\vec{\eta}=(\eta, \tilde{\eta})$.
- For $\mu=(\tau, \xi, \vec{\eta})$ let

$$
\begin{equation*}
\lambda:=\lambda(\mu):=\tau-\xi|\xi|^{\alpha}+\frac{\vec{\eta}^{2}}{\xi} \tag{2.5}
\end{equation*}
$$

where $\vec{\eta}^{2}:=\vec{\eta} \cdot \vec{\eta}$ is the scalar product. If there are two frequency variables $\mu$ and $\mu_{1}$, we will write $\mu_{2}:=\mu-\mu_{1}, \lambda_{1}:=\lambda\left(\mu_{1}\right), \lambda_{2}:=\lambda\left(\mu_{2}\right)$ for short. The elements of $\mu_{2}$ are also denoted by $\left(\tau_{2}, \xi_{2}, \vec{\eta}_{2}\right)$. Furthermore, let $\left|\lambda_{\max }\right|:=\max \left(|\lambda|,\left|\lambda_{1}\right|,\left|\lambda_{2}\right|\right),\left|\xi_{\max }\right|:=\max \left(|\xi|,\left|\xi_{1}\right|,\left|\xi_{2}\right|\right)$, and $\left|\xi_{\text {min }}\right|:=\min \left(|\xi|,\left|\xi_{1}\right|,\left|\xi_{2}\right|\right)$.

- $A \lesssim B$ means that there is a (harmless) constant $C$ such that $A \leq C B$. $A \sim B$ is equivalent to $A \lesssim B$ and $B \lesssim A$.
- For a Banach space $X$ and a Hausdorff topological vector space $\mathcal{A}$, the notation $X \hookrightarrow \mathcal{A}$ means that there is a continuous embedding from $X$ into $\mathcal{A}$. Let $C_{b}(\mathbb{R} ; X)$ denote the Banach space of all continuous and bounded functions $f: \mathbb{R} \rightarrow X$ with the sup-norm. If $X_{1}$ and $X_{2}$ are Banach spaces with $X_{i} \hookrightarrow \mathcal{A}$, where $\mathcal{A}$ is a Hausdorff topological vector space, we will often consider the two Banach spaces $X_{1} \cap X_{2}$, endowed with the norm

$$
\begin{equation*}
\|x\|_{X_{1} \cap X_{2}}:=\|x\|_{X_{1}}+\|x\|_{X_{2}}, \quad x \in X_{1} \cap X_{2} \tag{2.6}
\end{equation*}
$$

and $X_{1}+X_{2}:=\left\{x \in \mathcal{A} \mid x=x_{1}+x_{2}, x_{i} \in X_{i}(i=1,2)\right\}$, endowed with the norm

$$
\begin{equation*}
\|x\|_{X_{1}+X_{2}}:=\inf \left\{\left\|x_{1}\right\|_{X_{1}}+\left\|x_{2}\right\|_{X_{2}} \mid x=x_{1}+x_{2}, x_{i} \in X_{i}(i=1,2)\right\} \tag{2.7}
\end{equation*}
$$

### 2.2 Bourgain spaces

In this section we define the function spaces which are adapted to the linear part of equation (1.1). As the symbol of the linear operator has a singularity along $\xi=0$ and as we want to be able to deal with a low frequency condition in $\xi$, we will consider the following space of test functions.

Definition 2.1.

$$
\begin{equation*}
\mathcal{S}_{-\infty}:=\left\{\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right) \mid \partial_{\xi}^{k} \mathcal{F} \phi(\tau, 0, \vec{\eta})=0 \forall k \in \mathbb{N}_{0} \forall(\tau, \vec{\eta}) \in \mathbb{R}^{n-1}\right\} \tag{2.8}
\end{equation*}
$$

Remark 2.2. $\mathcal{S}_{-\infty}$ is a closed subspace of the Fréchet space $\mathcal{S}\left(\mathbb{R}^{n}\right)$. The functions in $\mathcal{S}_{-\infty}$ have the property that for $k \in \mathbb{N}_{0}$ and for $(\tau, \xi, \vec{\eta}) \in \mathbb{R}^{n}$, we have $|\mathcal{F} \phi(\tau, \xi, \vec{\eta})| \leq q_{k}(\phi)|\xi|^{k}$.

Therefore, for $s_{1}, s_{2}, b, \sigma \in \mathbb{R}$, the following definition makes sense.
Definition 2.3. Let $s_{1}, s_{2}, b, \sigma \in \mathbb{R}$. For $\phi \in \mathcal{S}_{-\infty}$ let

$$
\begin{equation*}
\|\phi\|_{X_{\sigma}^{b, s_{1}, s_{2}}}:=\left\||\xi|^{-\sigma}\langle\xi\rangle^{s_{1}+\sigma}\langle\overrightarrow{\langle }\rangle^{s_{2}}\langle\lambda\rangle^{b} \mathcal{F} \phi\right\|_{L_{\mu}^{2}} \tag{2.9}
\end{equation*}
$$

with $\lambda$ as defined in (2.5). We define the space $X_{\sigma}^{b, s_{1}, s_{2}}$ as the completion of $\mathcal{S}_{-\infty}$ with respect to the norm (2.9).

Remark 2.4. If $s_{2}=0$, we simply write $X_{\sigma}^{b, s_{1}}$ instead of $X_{\sigma}^{b, s_{1}, 0}$.
We can identify $X_{\sigma}^{b, s_{1}, s_{2}}$ with a subspace of tempered distributions on $\mathbb{R}^{n}$, at least for $\sigma>-\frac{1}{2}$ and $b>-\frac{1}{2}-\sigma$. In order to prove this, we shall need the following lemma.

Lemma 2.5. Let $s_{1}, s_{2}, b, \sigma \in \mathbb{R}$ with $\sigma>-\frac{1}{2}$ and $b>-\frac{1}{2}-\sigma$. Then there exists a $j=j\left(s_{1}, s_{2}, b, \sigma, \alpha\right)$ such that for all $\phi \in \mathcal{S}_{-\infty}$ and all $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$

$$
\begin{equation*}
\left|\langle\phi, \psi\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| \lesssim\|\phi\|_{X_{\sigma}^{b, s_{1}, s_{2}}} q_{j}(\psi) \tag{2.10}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
k(\mu):=|\xi|^{-\sigma}\langle\xi\rangle^{s_{1}+\sigma}\langle\vec{\eta}\rangle^{s_{2}}\langle\lambda\rangle^{b} \tag{2.11}
\end{equation*}
$$

By Plancherel's theorem and the Cauchy-Schwarz inequality, it holds that

$$
\begin{equation*}
\left|\langle\phi, \psi\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right|=c\left|\int_{\mathbb{R}^{n}} k(\mu) \mathcal{F} \phi(\mu) k(\mu)^{-1} \overline{\mathcal{F} \bar{\psi}(\mu)} d \mu\right| \lesssim\|\phi\|_{X_{\sigma}^{b, s_{1}, s_{2}}}\left\|k^{-1} \mathcal{F} \bar{\psi}\right\|_{L_{\mu}^{2}} \tag{2.12}
\end{equation*}
$$

Now, there exists a $j^{\prime}=j^{\prime}\left(s_{1}, s_{2}, b, \sigma, \alpha\right) \in \mathbb{N}$ such that

$$
k(\mu)^{-1} \lesssim\left(|\xi|^{\sigma}+|\xi|^{\sigma+\min (0, b)}\right)\langle\tau\rangle^{-1}\langle\xi\rangle^{-1-\sigma}\langle\vec{\eta}\rangle^{-2}\langle\mu\rangle^{j^{\prime}}
$$

Since $\sigma>-\frac{1}{2}$ and $b>-\frac{1}{2}-\sigma$, this implies that $\langle\cdot\rangle^{-j^{\prime}} k^{-1} \in L_{\mu}^{2}$. Therefore, we have for every $\tilde{\psi} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ that

$$
\begin{equation*}
\left\|k^{-1} \tilde{\psi}\right\|_{L_{\mu}^{2}} \lesssim q_{j^{\prime}}(\tilde{\psi}) \tag{2.13}
\end{equation*}
$$

In particular, we get for $\tilde{\psi}=\mathcal{F} \bar{\psi}$ that

$$
\begin{equation*}
\left\|k^{-1} \mathcal{F} \bar{\psi}\right\|_{L_{\mu}^{2}} \lesssim q_{j^{\prime}}(\mathcal{F} \bar{\psi}) \lesssim q_{j}(\psi) \tag{2.14}
\end{equation*}
$$

where the last inequality follows for some $j=j\left(j^{\prime}\right) \in \mathbb{N}$ because of the continuity of the Fourier transform on $\mathcal{S}\left(\mathbb{R}^{n}\right)$. Now, (2.10) follows from (2.12) and (2.14).

Proposition 2.6. For $\sigma>-\frac{1}{2}$ and $b>-\frac{1}{2}-\sigma$, it holds that

$$
\begin{equation*}
X_{\sigma}^{b, s_{1}, s_{2}}=\left\{\left.u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)| | \xi\right|^{-\sigma}\langle\xi\rangle^{s_{1}+\sigma}\langle\vec{\eta}\rangle^{s_{2}}\langle\lambda\rangle^{b} \mathcal{F} u \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{2.15}
\end{equation*}
$$

Moreover, we have for all $u \in X_{\sigma}^{b, s_{1}, s_{2}}$

$$
\begin{equation*}
\|u\|_{X_{\sigma}^{b, s_{1}, s_{2}}}=\left\||\xi|^{-\sigma}\langle\xi\rangle^{s_{1}+\sigma}\langle\vec{\eta}\rangle^{s_{2}}\langle\lambda\rangle^{b} \mathcal{F} u\right\|_{L_{\mu}^{2}} \tag{2.16}
\end{equation*}
$$

Proof. Let us first suppose that $u \in X_{\sigma}^{b, s_{1}, s_{2}}$. We show that we can identify $u$ with a tempered distribution such that (2.16) holds. Let $\left(\phi_{l}\right)_{l \in \mathbb{N}}$ be a Cauchy sequence in $\mathcal{S}_{-\infty}$ with respect to the norm (2.9) in the equivalence class defined by $u$ in $X_{\sigma}^{b, s_{1}, s_{2}}$. By (2.10), we have for all $l, m \in \mathbb{N}$ and $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ that

$$
\left|\left\langle\phi_{l}-\phi_{m}, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| \lesssim\left\|\phi_{l}-\phi_{m}\right\|_{X_{\sigma}^{b, s_{1}, s_{2}}} q_{j}(\psi)
$$

This implies that $\left(\left\langle\phi_{l}, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right)_{l \in \mathbb{N}}$ is a Cauchy sequence in $\mathbb{C}$ for all $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. We can therefore define a linear functional $u$ on $\mathcal{S}\left(\mathbb{R}^{n}\right)$ by letting

$$
\begin{equation*}
\langle u, \psi\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}:=\lim _{l \rightarrow \infty}\left\langle\phi_{l}, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}, \quad \psi \in \mathcal{S}\left(\mathbb{R}^{n}\right) \tag{2.17}
\end{equation*}
$$

$u$ does not depend on the special choice of the Cauchy sequence $\left(\phi_{l}\right)$ but only on its equivalence class with respect to the norm (2.9). This follows from the standard argument of mixing two Cauchy sequences from the same equivalence class. Let us show that $u$ is in fact a tempered distribution. (2.10) implies $\left|\left\langle\phi_{l}, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| \lesssim\left\|\phi_{l}\right\|_{X_{\sigma}^{b, s_{1}, s_{2}}} q_{j}(\psi)$ for $l \in \mathbb{N}$ and $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Letting $l \rightarrow \infty$ in the last inequality, we obtain $\left|\langle u, \psi\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| \lesssim\|u\|_{X_{\sigma}^{b, s_{1}, s_{2}}} q_{j}(\psi)$ which implies $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. We will now show (2.16). Let $f_{l}:=k \mathcal{F} \phi_{l}$ for $l \in \mathbb{N}$ with $k$ as defined in (2.11). Due to Definition 2.3, we have that $f_{l}$ is a Cauchy sequence in $L^{2}\left(\mathbb{R}^{n}\right)$. Therefore, there is an $f \in L^{2}\left(\mathbb{R}^{n}\right)$ with $\left\|f_{l}-f\right\|_{L_{\mu}^{2}} \rightarrow 0$. For $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, we have

$$
\langle\mathcal{F} u, \psi\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\lim _{l \rightarrow \infty}\left\langle\mathcal{F} \phi_{l}, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\lim _{l \rightarrow \infty} \int_{\mathbb{R}^{n}} f_{l}(\mu) k(\mu)^{-1} \psi(\mu) d \mu
$$

However, it follows by (2.13) that $k^{-1} \psi \in L^{2}\left(\mathbb{R}^{n}\right)$. Therefore, letting $l \rightarrow \infty$, we obtain

$$
\langle\mathcal{F} u, \psi\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\int_{\mathbb{R}^{n}} f(\mu) k(\mu)^{-1} \psi(\mu) d \mu
$$

i. e. $\mathcal{F} u=f k^{-1}$ is a regular distribution and $k \mathcal{F} u=f \in L^{2}\left(\mathbb{R}^{n}\right)$. Furthermore,

$$
\|u\|_{X_{\sigma}^{b, s_{1}, s_{2}}}=\lim _{l \rightarrow \infty}\left\|\phi_{l}\right\|_{X_{\sigma}^{b, s_{1}, s_{2}}}=\lim _{l \rightarrow \infty}\left\|f_{l}\right\|_{L^{2}}=\|f\|_{L^{2}}
$$

which proves (2.16). From (2.16), it follows immediately that the identification operator, which maps the equivalence class $u \in X_{\sigma}^{b, s_{1}, s_{2}}$ to the distribution $u$, is injective.

Let us now show that this identification operator is onto $\tilde{X}$, where

$$
\begin{equation*}
\tilde{X}:=\left\{\left.u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)| | \xi\right|^{-\sigma}\langle\xi\rangle^{s_{1}+\sigma}\langle\vec{\eta}\rangle^{s_{2}}\langle\lambda\rangle^{b} \mathcal{F} u \in L^{2}\left(\mathbb{R}^{n}\right)\right\} \tag{2.18}
\end{equation*}
$$

We suppose that $u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ such that $f:=k \mathcal{F} u \in L^{2}\left(\mathbb{R}^{n}\right)$. Let

$$
\tilde{\mathcal{S}}:=\left\{\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)\left|\exists \varepsilon>0 \forall(\tau, \xi, \vec{\eta}) \in \mathbb{R}^{n}:|\xi|<\varepsilon \Longrightarrow \mathcal{F} \phi(\tau, \xi, \vec{\eta})=0\right\}\right.
$$

We obviously have that $\tilde{\mathcal{S}} \subset \mathcal{S}_{-\infty}$ and $\mathcal{F} \tilde{\mathcal{S}}$ is dense in $L^{2}\left(\mathbb{R}^{n}\right)$. Therefore, there exists a sequence $\left(f_{l}\right)_{l \in \mathbb{N}}$ in $\mathcal{F} \tilde{\mathcal{S}}$ such that $\left\|f_{l}-f\right\|_{L_{\mu}^{2}} \rightarrow 0$ for $l \rightarrow \infty$. Let $\phi_{l}:=\mathcal{F}^{-1}\left(k^{-1} f_{l}\right)$ for $l \in \mathbb{N}$. Then $\phi_{l} \in \tilde{\mathcal{S}} \subset \mathcal{S}_{-\infty}$ and

$$
\left\|\phi_{l}-\phi_{m}\right\|_{X_{\sigma}^{b, s_{1}, s_{2}}}=\left\|f_{l}-f_{m}\right\|_{L^{2}}
$$

Therefore, $\left(\phi_{l}\right)_{l \in \mathbb{N}}$ is a Cauchy sequence with respect to the norm (2.9) and defines an element of $X_{\sigma}^{b, s_{1}, s_{2}}$. It remains to prove that

$$
\langle u, \psi\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}=\lim _{l \rightarrow \infty}\left\langle\phi_{l}, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}
$$

This follows from

$$
\begin{aligned}
\left|\left\langle u-\phi_{l}, \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| & =c\left|\left\langle\mathcal{F}\left(u-\phi_{l}\right), \mathcal{F}^{-1} \psi\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}\right| \\
& =c\left|\int_{\mathbb{R}^{n}}\left(f-f_{l}\right)(\mu) k(\mu)^{-1}\left(\mathcal{F}^{-1} \psi\right)(\mu) d \mu\right| \\
& \lesssim\left\|f_{l}-f\right\|_{L^{2} q_{j^{\prime}}\left(\mathcal{F}^{-1} \psi\right) \rightarrow 0 \quad(l \rightarrow \infty)}
\end{aligned}
$$

where we used (2.13) for the last inequality.
In the following, we always assume that $\sigma>-\frac{1}{2}$ and $b>-\frac{1}{2}-\sigma$ hold, so that we can always compute the norm of elements $u \in X_{\sigma}^{b, s_{1}, s_{2}}$ by (2.16).

The following embedding property of the $X_{\sigma}^{b, s_{1}, s_{2}}$-spaces is obvious.
Lemma 2.7. Let $s_{1}, s_{2}, \sigma, b, s_{1}^{\prime}, s_{2}^{\prime}, \sigma^{\prime}, b^{\prime} \in \mathbb{R}$ with $s_{1}^{\prime} \geq s_{1}, s_{2}^{\prime} \geq s_{2}, \sigma^{\prime} \geq \sigma$ and $b^{\prime} \geq b$. Then $X_{\sigma^{\prime}}^{b^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}} \hookrightarrow X_{\sigma}^{b, s_{1}, s_{2}}$ and

$$
\begin{equation*}
\|u\|_{X_{\sigma}^{b, s_{1}, s_{2}}} \leq\|u\|_{X_{\sigma^{\prime}}^{b^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}}} \tag{2.19}
\end{equation*}
$$

for every $u \in X_{\sigma^{\prime}}^{b^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}}$.
For $b>\frac{1}{2}$ we also have the following embedding of the $X_{\sigma}^{b, s_{1}, s_{2}}$-spaces into spaces of bounded and continuous vector-valued functions in $t$.

Proposition 2.8. Let $s_{1}, s_{2} \in \mathbb{R}, \sigma \geq 0$ and $b>\frac{1}{2}$. Then

$$
X_{\sigma}^{b, s_{1}, s_{2}} \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)
$$

Proof. For $\sigma=0$ see, for example, [7], Lemma 1.5. For $\sigma>0$ we combine this with Lemma 2.7 to get

$$
X_{\sigma}^{b, s_{1}, s_{2}} \hookrightarrow X_{0}^{b, s_{1}, s_{2}} \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)
$$

Definition 2.9. Let $X \hookrightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. For $T>0$ we define the restriction operator $R_{T}: X \rightarrow \mathcal{D}^{\prime}\left((-T, T) \times \mathbb{R}^{d}\right),\left.u \mapsto u\right|_{(-T, T) \times \mathbb{R}^{d}}$. Furthermore, we define the space $X_{T}$ to be the quotient space $X / \mathcal{N}_{T}$, where

$$
\mathcal{N}_{T}=\left\{u \in X \mid R_{T} u=0\right\}
$$

Remark 2.10. The norm in $X_{T}$ is given by

$$
\|u\|_{X_{T}}=\inf \left\{\|\tilde{u}\|_{X}|\tilde{u} \in X, \tilde{u}|_{(-T, T) \times \mathbb{R}^{d}}=u\right\}
$$

We note that, under the assumptions of Proposition 2.8, we have that $\left(X_{\sigma}^{b, s_{1}, s_{2}}\right)_{T} \hookrightarrow C\left([-T, T] ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)$. For $u \in X$, we often simply write $u$ instead of $R_{T} u$ to denote the corresponding element of $X_{T}$. It will always be clear from the context what is meant.

### 2.3 The linear equation

In this section we consider the linear equation

$$
\begin{equation*}
\left(u_{t}-\left|D_{x}\right|^{\alpha} u_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{d}, \quad u(0)=u_{0} \tag{2.20}
\end{equation*}
$$

and derive some of its properties.
Definition 2.11. Let $s_{1}, s_{2} \in \mathbb{R}$ and $\alpha>0$. We define a unitary group $\left(U_{\alpha}(t)\right)_{t \in \mathbb{R}}$ on $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ by

$$
\begin{equation*}
\mathcal{F}\left(U_{\alpha}(t) u_{0}\right)(\xi, \vec{\eta})=e^{i t p_{\alpha}(\xi, \vec{\eta})}\left(\mathcal{F} u_{0}\right)(\xi, \vec{\eta}), \quad u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right) \tag{2.21}
\end{equation*}
$$

where the phase function $p_{\alpha}$ is defined by

$$
\begin{equation*}
p_{\alpha}(\xi, \vec{\eta}):=\xi|\xi|^{\alpha}-\frac{\vec{\eta}^{2}}{\xi} \tag{2.22}
\end{equation*}
$$

Remark 2.12. Note that $u(t):=U_{\alpha}(t) u_{0}$ is only formally a solution of (2.20) for $u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ because, in general, $u$ is not differentiable as a function with values in any space $H^{s_{1}^{\prime}, s_{2}^{\prime}}\left(\mathbb{R}^{d}\right)$ due to the singularity of $p_{\alpha}$ along $\xi=0$. We can deal with this problem in two ways:
a) We can restrict to initial values $u_{0}$ in the space

$$
H_{-1}^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right):=\left\{u_{0} \in H^{s_{1}, s_{2}} \mid \partial_{x}^{-1} u_{0}:=\mathcal{F}^{-1}\left(-i \xi^{-1} \mathcal{F} u_{0}\right) \in H^{s_{1}, s_{2}}\right\}
$$

endowed with the norm $\left\|u_{0}\right\|_{H_{-1}^{s_{1}, s_{2}}}:=\left\|u_{0}\right\|_{H^{s_{1}, s_{2}}}+\left\|\partial_{x}^{-1} u_{0}\right\|_{H^{s_{1}, s_{2}}}$. If, for $u_{0} \in H_{-1}^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$, we let $u(t):=U_{\alpha}(t) u_{0}, t \in(-T, T)$, we can easily check that $u \in C^{1}\left((-T, T) ; H^{s_{1}-(\alpha+1), s_{2}-2}\right)$ and that (2.20) holds in $H^{s_{1}-(\alpha+2), s_{2}-2}$ for all $t \in(-T, T)$. We will not pursue this approach because we do not want to put any low frequency condition on the initial values.
b) We can change the order of differentiation in the first term in (2.20). We easily verify that if $u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ and $u(t):=U_{\alpha}(t) u_{0}, t \in(-T, T)$, then $\partial_{x} u \in C^{1}\left((-T, T) ; H^{s_{1}-(\alpha+2), s_{2}-2}\right)$ and for all $t \in(-T, T)$ we have

$$
\partial_{t} \partial_{x} u(t)=\left|D_{x}\right|^{\alpha} u_{x x}(t)-\Delta_{\vec{y}} u(t)
$$

This also implies that (2.20) is fulfilled in the sense of distributions, which, for $s_{1}, s_{2} \geq 0$, means that for all $\varphi \in C_{c}^{\infty}\left((-T, T) \times \mathbb{R}^{d}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} u\left(\varphi_{t x}-\left|D_{x}\right|^{\alpha} \varphi_{x x}+\Delta_{\vec{y}} \varphi\right) d t d x d \vec{y}=0 \tag{2.23}
\end{equation*}
$$

We now show how the action of the linear group $U_{\alpha}$ on initial values whose $\xi$-frequency is localized in an annulus $|\xi| \sim 2^{k}$ can be reduced to the special case $k=0$ by scaling. This result will be used in Section 3.2 to derive Strichartz estimates for the solution of the linear equation. We first introduce the Littlewood-Paley and scaling operators.

Definition 2.13. Let $\varphi \in C_{c}^{\infty}(\mathbb{R})$ be such that $0 \leq \varphi \leq 1, \varphi(-\xi)=\varphi(\xi)$, and

$$
\varphi(\xi)= \begin{cases}1, & |\xi| \leq 1  \tag{2.24}\\ 0, & |\xi| \geq 2\end{cases}
$$

If we let $\psi_{k}(\xi):=\varphi\left(2^{-k} \xi\right)-\varphi\left(2^{1-k} \xi\right)$ for $k \in \mathbb{Z}, \xi \in \mathbb{R}$, then $0 \leq \psi_{k} \leq 1$, $\psi_{k}(-\xi)=\psi_{k}(\xi), \psi_{k}(\xi)=0$ for $|\xi| \notin\left(2^{k-1}, 2^{k+1}\right)$, and

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \psi_{k}(\xi)=1 \quad \text { for } \xi \in \mathbb{R} \backslash\{0\} \tag{2.25}
\end{equation*}
$$

Furthermore, if $\varphi_{0}:=\varphi$ and $\varphi_{k}:=\psi_{k}$ for $k \in \mathbb{N}$, then

$$
\begin{equation*}
\sum_{k \in \mathbb{N}_{0}} \varphi_{k}(\xi)=1 \quad \text { for } \xi \in \mathbb{R} \tag{2.26}
\end{equation*}
$$

If we also let $\tilde{\psi}_{k}:=\psi_{k-1}+\psi_{k}+\psi_{k+1}$, then $\tilde{\psi}_{k} \psi_{k}=\psi_{k}$ for $k \in \mathbb{Z}$.
Definition 2.14. For $k \in \mathbb{Z}$ and $\delta>0$ define $\Delta_{k}, \tilde{\Delta}_{k}$ and $S_{\delta}$ by

$$
\begin{aligned}
\left(S_{\delta} u\right)(t, x, \vec{y}) & =u\left(t, \delta x, \delta^{\frac{\alpha}{2}+1} \vec{y}\right) \\
\left(\mathcal{F}_{2} \Delta_{k} u\right)(t, \xi, \vec{y}) & =\psi_{k}(\xi) \mathcal{F}_{2} u(t, \xi, \vec{y}) \\
\tilde{\Delta}_{k} & =\Delta_{k-1}+\Delta_{k}+\Delta_{k+1}
\end{aligned}
$$

Proposition 2.15. For every $k \in \mathbb{Z}$, it holds that

$$
U_{\alpha}(t) \tilde{\Delta}_{k}=S_{2^{k}} U_{\alpha}\left(2^{(\alpha+1) k} t\right) \tilde{\Delta}_{0} S_{2^{-k}}
$$

Proof. For $u_{0} \in \mathcal{S}\left(\mathbb{R}^{d}\right)$, it holds that

$$
\left(U_{\alpha}(t) \tilde{\Delta}_{k} u_{0}\right)(x, \vec{y})=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} e^{i x \xi+i \vec{y} \cdot \vec{\eta}} e^{i t p_{\alpha}(\xi, \vec{\eta})} \tilde{\psi}_{k}(\xi)\left(\mathcal{F} u_{0}\right)(\xi, \vec{\eta}) d \xi d \vec{\eta}
$$

Using the change of variables $\xi=2^{k} \xi^{\prime}, \vec{\eta}=2^{\left(\frac{\alpha}{2}+1\right) k} \vec{\eta}^{\prime}$, we see that the last integral is equal to

$$
\begin{aligned}
& (2 \pi)^{-d} \int_{\mathbb{R}^{d}} e^{i 2^{k} x \xi^{\prime}+i 2^{\left(\frac{\alpha}{2}+1\right) k} \vec{y} \cdot \overrightarrow{\eta^{\prime}}} e^{i 2^{(\alpha+1) k} t p_{\alpha}\left(\xi^{\prime}, \vec{\eta}^{\prime}\right)} \tilde{\psi}_{0}\left(\xi^{\prime}\right)\left(\mathcal{F} S_{2^{-k}} u_{0}\right)\left(\xi^{\prime}, \vec{\eta}^{\prime}\right) d \xi^{\prime} d \vec{\eta}^{\prime} \\
& \quad=\left(S_{2^{k} k} U_{\alpha}\left(2^{(\alpha+1) k} t\right) \tilde{\Delta}_{0} S_{2^{-k}} u_{0}\right)(x, \vec{y})
\end{aligned}
$$

The claim follows by the density of $\mathcal{S}\left(\mathbb{R}^{d}\right)$ in $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$.
Proposition 2.16. For $1 \leq q, r \leq \infty$ let

$$
\begin{equation*}
\bar{\gamma}(d, \alpha, q, r)=\left(\left(\frac{\alpha}{2}+1\right) d-\frac{\alpha}{2}\right)\left(\frac{1}{2}-\frac{1}{r}\right)-(\alpha+1) \frac{1}{q} \tag{2.27}
\end{equation*}
$$

and suppose that

$$
\begin{equation*}
\left\|U_{\alpha}(t) \tilde{\Delta}_{0} u_{0}\right\|_{L_{t}^{q} L_{x \vec{y}}^{r}} \lesssim\left\|u_{0}\right\|_{L^{2}} \tag{2.28}
\end{equation*}
$$

Then it follows that

$$
\begin{equation*}
\left\|U_{\alpha}(t) \tilde{\Delta}_{k} u_{0}\right\|_{L_{t}^{q} L_{x \vec{y}}^{r}} \lesssim 2^{k \bar{\gamma}(d, \alpha, q, r)}\left\|u_{0}\right\|_{L^{2}} \tag{2.29}
\end{equation*}
$$

for every $k \in \mathbb{Z}$.
Proof. (2.29) follows from (2.28), Proposition 2.15 and the facts that

$$
\begin{aligned}
\left\|S_{\delta} v_{0}\right\|_{L_{x \vec{y}}^{r}} & =\delta^{-\left(\left(\frac{\alpha}{2}+1\right) d-\frac{\alpha}{2}\right) \frac{1}{r}}\left\|v_{0}\right\|_{L_{x \vec{y}}^{r}} \\
\left\|U_{\alpha}\left(2^{(\alpha+1) k} t\right) v_{0}\right\|_{L_{t}^{q} L_{x \vec{y}}^{r}} & =2^{-k(\alpha+1) \frac{1}{q}}\left\|U_{\alpha}(t) v_{0}\right\|_{L_{t}^{q} L_{x \vec{y}}^{r}}
\end{aligned}
$$

Definition 2.17. Let $s_{1}, s_{2} \in \mathbb{R}$. Let $L: H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right) \rightarrow C_{b}\left(\mathbb{R}, H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)$ be defined by

$$
\begin{equation*}
\left(L u_{0}\right)(t):=U_{\alpha}(t) u_{0} \tag{2.30}
\end{equation*}
$$

Also, for $T \in(0,1]$ let $L_{T}: H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right) \rightarrow C_{b}\left(\mathbb{R}, H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)$ be defined by

$$
\begin{equation*}
\left(L_{T} u_{0}\right)(t):=\zeta_{T}(t) U_{\alpha}(t) u_{0} \tag{2.31}
\end{equation*}
$$

where $\zeta \in C_{c}^{\infty}((-2,2))$ with $\zeta_{[[-1,1]}=1$ and $\zeta_{T}:=\zeta(\cdot / T)$.

Definition 2.18. Let $\left(s_{1}, s_{2}\right) \in \mathbb{R}^{2}$. For $f \in L^{2}\left(\mathbb{R}, H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)=X_{0}^{0, s_{1}, s_{2}}$ let

$$
\begin{equation*}
(\Gamma f)(t):=\int_{0}^{t} U_{\alpha}\left(t-t^{\prime}\right) f\left(t^{\prime}\right) d t^{\prime}, \quad t \in \mathbb{R} \tag{2.32}
\end{equation*}
$$

Furthermore, for $T \in(0,1]$ let

$$
\begin{equation*}
\left(\Gamma_{T} f\right)(t):=\zeta_{T}(t) \int_{0}^{t} U_{\alpha}\left(t-t^{\prime}\right) f\left(t^{\prime}\right) d t^{\prime}, \quad t \in \mathbb{R} \tag{2.33}
\end{equation*}
$$

where $\zeta_{T}$ is as in Definition 2.17.
Remark 2.19. If $s_{1}, s_{2}, s_{1}^{\prime}, s_{2}^{\prime} \in \mathbb{R}$ and $f \in X_{0}^{0, s_{1}, s_{2}} \cap X_{0}^{0, s_{1}^{\prime}, s_{2}^{\prime}}$, then $\Gamma f$ and $\Gamma_{T} f$ do not depend on whether we compute the integral in $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ or in $H^{s_{1}^{\prime}, s_{2}^{\prime}}\left(\mathbb{R}^{d}\right)$.

We have the following well-known linear estimates.
Proposition 2.20. For $b \geq 0$ and $s_{1}, s_{2} \in \mathbb{R}$, it holds that

$$
\begin{equation*}
\left\|L_{1} u_{0}\right\|_{X_{0}^{b, s_{1}, s_{2}}} \lesssim\left\|u_{0}\right\|_{H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)} \tag{2.34}
\end{equation*}
$$

Proof. See for example [6].
Proposition 2.21. For $-\frac{1}{2}<b^{\prime} \leq 0 \leq b \leq b^{\prime}+1, T \leq 1$ and $s_{1}, s_{2} \in \mathbb{R}$, the operator $\Gamma_{T}$ can be continuously extended to a linear operator from $X_{\sigma}^{b^{\prime}, s_{1}, s_{2}}$ to $X_{\sigma}^{b, s_{1}, s_{2}}$ and

$$
\begin{equation*}
\left\|\Gamma_{T} f\right\|_{X_{\sigma}^{b, s_{1}, s_{2}}} \lesssim T^{1-\left(b-b^{\prime}\right)}\|f\|_{X_{\sigma}^{b^{\prime}, s_{1}, s_{2}}} \tag{2.35}
\end{equation*}
$$

for $f \in X_{\sigma}^{b^{\prime}, s_{1}, s_{2}}$.
Proof. For $\sigma=0$ see [6]. For $\sigma \neq 0$ consider the operator $I_{\sigma}$ defined for $u \in \mathcal{S}_{-\infty}$ by $\left(\mathcal{F}_{2} I_{\sigma} u\right)(t, \xi, \vec{y})=\left(\frac{(\xi\rangle}{|\xi|}\right)^{\sigma} \mathcal{F}_{2} u(t, \xi, \vec{y})\left(\right.$ i. e. $\left.I_{\sigma}=J_{x}^{\sigma}\left|D_{x}\right|^{-\sigma}\right)$. Then $I_{\sigma}: X_{\sigma}^{b, s_{1}, s_{2}} \rightarrow X_{0}^{b, s_{1}, s_{2}}$ is an isometric isomorphism. It follows for $f \in \mathcal{S}_{-\infty}$ that

$$
\begin{aligned}
\left\|\Gamma_{T} f\right\|_{X_{\sigma}^{b, s_{1}, s_{2}}} & =\left\|\zeta_{T} \int_{0}^{t} U_{\alpha}\left(t-t^{\prime}\right) f\left(t^{\prime}\right) d t^{\prime}\right\|_{X_{\sigma}^{b^{\prime}, s_{1}, s_{2}}} \\
& =\left\|I_{\sigma} \zeta_{T} \int_{0}^{t} U_{\alpha}\left(t-t^{\prime}\right) f\left(t^{\prime}\right) d t^{\prime}\right\|_{X_{0}^{b_{0}^{\prime}, s_{1}, s_{2}}} \\
& =\left\|\zeta_{T} \int_{0}^{t} U_{\alpha}\left(t-t^{\prime}\right) I_{\sigma} f\left(t^{\prime}\right) d t^{\prime}\right\|_{X_{0}^{b^{\prime}, s_{1}, s_{2}}} \\
& \lesssim T^{1-\left(b-b^{\prime}\right)}\left\|I_{\sigma} f\right\|_{X_{0}^{b, s_{1}, s_{2}}}=T^{1-\left(b-b^{\prime}\right)}\|f\|_{X_{\sigma}^{b, s_{1}, s_{2}}}
\end{aligned}
$$

The claim then follows by the density of $\mathcal{S}_{-\infty}$ in $X_{\sigma}^{b^{\prime}, s_{1}, s_{2}}$.

### 2.4 The general well-posedness result

Theorem 2.22. Suppose that there exist parameters $s_{1}, s_{2} \in \mathbb{R}, b>\frac{1}{2}$, $b^{\prime} \in(b-1,0], b_{1} \in\left[0,-b^{\prime}\right]$, and $\sigma \in[0,1]$ such that for the Banach spaces $X_{1}, X_{2}$, and $Y$ defined by

$$
\begin{align*}
X_{1}:=X_{0}^{b-b^{\prime}, s_{1}, s_{2}}, \quad X_{2} & :=X_{\sigma}^{b, s_{1}, s_{2}} \cap X_{\sigma}^{b+b_{1}, s_{1}-(\alpha+1) b_{1}, s_{2}}  \tag{2.36}\\
Y & :=X_{\sigma}^{b^{\prime}, s_{1}, s_{2}} \cap X_{\sigma}^{b^{\prime}+b_{1}, s_{1}-(\alpha+1) b_{1}, s_{2}} \tag{2.37}
\end{align*}
$$

we have the following bilinear estimate for all $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ and $k, l \in\{1,2\}$

$$
\begin{equation*}
\left\|B\left(u_{1}, u_{2}\right)\right\|_{Y} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{l}} \tag{2.38}
\end{equation*}
$$

where $B\left(u_{1}, u_{2}\right):=\partial_{x}\left(u_{1} u_{2}\right)$.
Then there exists a non increasing function $T:(0, \infty) \rightarrow(0, \infty)$ such that the following holds true:
a) For every $r>0$ and $u_{0} \in \mathcal{B}_{r}:=\left\{u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right) \mid\left\|u_{0}\right\|_{H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)}<r\right\}$ there is a unique element $u \in X_{T(r)}$ where $X:=X_{1}+X_{2}$ such that we have

$$
\begin{equation*}
u(t)=U_{\alpha}(t) u_{0}+\Gamma(B(u, u))(t), \quad t \in[-T(r), T(r)] \tag{2.39}
\end{equation*}
$$

Furthermore, $u$ is of the form

$$
\begin{equation*}
u(t)=U_{\alpha}(t) u_{0}+w(t), \quad t \in[-T(r), T(r)] \tag{2.40}
\end{equation*}
$$

with $w \in X_{2, T(r)}$.
b) For every $r>0$ the flow map $F_{r}: \mathcal{B}_{r} \rightarrow X_{T(r)}, u_{0} \mapsto u$ defined by a) is analytic.
c) If $r_{2}>r_{1}>0$ and $u_{0} \in B_{r_{1}}$, then $R_{T\left(r_{2}\right)} F_{r_{1}}\left(u_{0}\right)=F_{r_{2}}\left(u_{0}\right)$.

Remark 2.23. Note that in the proof of Theorem 2.22 we construct the solution $u$ of (2.39) in such a way that it is an element of $X_{1, T}+X_{2, T}$ with $T:=T(r)$. But it is easy to see that $X_{1, T}+X_{2, T}=\left(X_{1}+X_{2}\right)_{T}$.
Remark 2.24. The spaces $X_{2}$ and $Y$ defined in Theorem 2.22 are built by taking intersections of the Bourgain type spaces of Section 2.2. Therefore, it is easy to see that they also satisfy the linear estimate of Proposition 2.21, i. e.

$$
\begin{equation*}
\left\|\Gamma_{T} f\right\|_{X_{2}} \lesssim T^{1-\left(b-b^{\prime}\right)}\|f\|_{Y} \tag{2.41}
\end{equation*}
$$

Furthermore, by Proposition 2.20, we have for $u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ that

$$
\begin{equation*}
\left\|L_{1} u_{0}\right\|_{X_{1}} \lesssim\left\|u_{0}\right\|_{H^{s_{1}, s_{2}}} \tag{2.42}
\end{equation*}
$$

We first prove two lemmata used in the proof of Theorem 2.22. We assume that the assumptions of Theorem 2.22 hold throughout the rest of the section.

Lemma 2.25. Under the assumptions of Theorem 2.22, we have that $\Gamma B$ is a well defined continuous bilinear operator from $X_{T} \times X_{T}$ to $X_{2, T}$ for every $T \in(0,1]$ and we have that

$$
\begin{equation*}
\left\|\Gamma\left(B\left(u_{1}, u_{2}\right)\right)\right\|_{X_{2, T}} \lesssim T^{\kappa}\left\|u_{1}\right\|_{X_{T}}\left\|u_{2}\right\|_{X_{T}} \tag{2.43}
\end{equation*}
$$

where $\kappa:=1-\left(b-b^{\prime}\right)>0$. In particular, we see that the right hand side of (2.39) is well defined. Furthermore, $L$ is a well defined continuous linear operator from $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ to $X_{1, T}$, i. e.

$$
\begin{equation*}
\left\|L u_{0}\right\|_{X_{1, T}} \lesssim\left\|u_{0}\right\|_{H^{s_{1}, s_{2}\left(\mathbb{R}^{d}\right)}} \tag{2.44}
\end{equation*}
$$

Proof. First, (2.38) shows that $B$ extends continuously to a bilinear operator $B: X_{k} \times X_{l} \rightarrow Y$ for all $k, l \in\{1,2\}$ and (2.38) holds for all $u_{1} \in X_{k}$ and $u_{2} \in X_{l}$. Also, (2.41) shows that $\Gamma_{T}$ extends continuously to a linear operator $\Gamma_{T}: Y \rightarrow X_{2}$ for every $T \in(0,1]$. Altogether, we see that for every $T \in(0,1]$ and $k, l \in\{1,2\}$ we have that $\Gamma_{T}\left(B\left(u_{1}, u_{2}\right)\right)$ is well defined for $u_{1} \in X_{k}$ and $u_{2} \in X_{l}$ and

$$
\begin{equation*}
\left\|\Gamma_{T}\left(B\left(u_{1}, u_{2}\right)\right)\right\|_{X_{2}} \lesssim T^{\kappa}\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{l}} \tag{2.45}
\end{equation*}
$$

As $R_{T} \Gamma_{T} B\left(u_{1}, u_{2}\right)$ only depends on $R_{T} u_{1}$ and $R_{T} u_{2}$ and

$$
R_{T} \Gamma B\left(u_{1}, u_{2}\right)=R_{T} \Gamma_{T} B\left(u_{1}, u_{2}\right)
$$

$\Gamma B$ is a well defined continuous bilinear operator from $X_{k, T} \times X_{l, T}$ to $X_{2, T}$ for $k, l \in\{1,2\}$ and

$$
\begin{equation*}
\left\|\Gamma\left(B\left(u_{1}, u_{2}\right)\right)\right\|_{X_{2, T}} \lesssim T^{\kappa}\left\|u_{1}\right\|_{X_{k, T}}\left\|u_{2}\right\|_{X_{l, T}} \tag{2.46}
\end{equation*}
$$

holds. For $u_{1}, u_{2} \in X_{T}$ and $u_{i}=v_{i}+w_{i}$ with $v_{i} \in X_{1, T}$ and $w_{i} \in X_{2, T}$ ( $i=1,2$ ), it follows from (2.46) that

$$
\left\|\Gamma\left(B\left(u_{1}, u_{2}\right)\right)\right\|_{X_{2, T}} \lesssim T^{\kappa}\left(\left\|v_{1}\right\|_{X_{1, T}}+\left\|w_{1}\right\|_{X_{2, T}}\right)\left(\left\|v_{2}\right\|_{X_{1, T}}+\left\|w_{2}\right\|_{X_{2, T}}\right)
$$

Now, (2.43) follows from this and (2.7) (using that $X_{1, T}+X_{2, T}=\left(X_{1}+X_{2}\right)_{T}$, cf. Remark 2.23) Furthermore, it is easy to see that (2.44) follows from Proposition 2.20.

Lemma 2.26. Under the assumptions of Theorem 2.22, we have for $T \in(0,1], T_{0} \in(-T, T)$ and $\delta \in\left(0, T-\left|T_{0}\right|\right)$ that $\tau_{T_{0}}$, which is defined for $u \in \mathcal{S}_{-\infty} b y$

$$
\begin{equation*}
\left(\tau_{T_{0}} u\right)(t):=u\left(T_{0}+t\right), \quad t \in \mathbb{R} \tag{2.47}
\end{equation*}
$$

is a well defined continuous linear operator from $X_{k, T}$ to $X_{k, \delta}, k=1,2$, and we have for every $u \in X_{k, T}$ that

$$
\begin{equation*}
\left\|\tau_{T_{0}} u\right\|_{X_{k, \delta}} \leq\|u\|_{X_{k, T}} \tag{2.48}
\end{equation*}
$$

Furthermore, we have for $u_{1}, u_{2} \in X_{T}$ that

$$
\begin{align*}
& \left(\tau_{T_{0}} \Gamma B\left(u_{1}, u_{2}\right)\right)(t) \\
& \quad=U_{\alpha}(t)\left(\Gamma B\left(u_{1}, u_{2}\right)\left(T_{0}\right)\right)+\Gamma B\left(\tau_{T_{0}} u_{1}, \tau_{T_{0}} u_{2}\right)(t), \quad t \in[-\delta, \delta] \tag{2.49}
\end{align*}
$$

Proof. By definition (2.9) of the $X_{\sigma}^{b, s_{1}, s_{2}}$-norm and definition (2.6), we have for $u \in \mathcal{S}_{-\infty}$ and $k \in\{1,2\}$ that

$$
\begin{equation*}
\left\|\tau_{T_{0}} u\right\|_{X_{k}}=\|u\|_{X_{k}} \tag{2.50}
\end{equation*}
$$

Because $\mathcal{S}_{-\infty}$ is dense in $X_{k}$ for $k=1,2$, we find that (2.50) actually holds for all $u \in X_{k}$, i. e. $\tau_{T_{0}}$ is an isometry on $X_{k}$. Since $X_{k} \hookrightarrow C_{b}\left(\mathbb{R}, H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)$, we have for every $u \in X_{k}$ that $\left(\tau_{T_{0}} u\right)(t)=u\left(t+T_{0}\right), t \in \mathbb{R}$. Therefore, it is obvious that $R_{\delta} \tau_{T_{0}} u$ only depends on $R_{T} u$. However, this implies that $\tau_{T_{0}}$ is a well defined continuous linear operator from $X_{k, T}$ to $X_{k, \delta}$ and that (2.48) holds.

Let us prove (2.49). We note that by the bilinearity of $B$ it suffices to prove (2.49) for $u_{1} \in X_{k, T}, u_{2} \in X_{l, T}, k, l \in\{1,2\}$. For $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ we have

$$
\begin{aligned}
\left(\tau_{T_{0}} \Gamma B\left(u_{1}, u_{2}\right)\right)(t) & =\int_{0}^{t+T_{0}} U_{\alpha}\left(t+T_{0}-t^{\prime}\right) \partial_{x}\left(u_{1}\left(t^{\prime}\right) u_{2}\left(t^{\prime}\right)\right) d t^{\prime} \\
& =U_{\alpha}(t) \int_{0}^{T_{0}} U_{\alpha}\left(T_{0}-t^{\prime}\right) \partial_{x}\left(u_{1}\left(t^{\prime}\right) u_{2}\left(t^{\prime}\right)\right) d t^{\prime} \\
& +\int_{0}^{t} U_{\alpha}\left(t-t^{\prime \prime}\right) \partial_{x}\left(u_{1}\left(t^{\prime \prime}+T_{0}\right) u_{2}\left(t^{\prime \prime}+T_{0}\right)\right) d t^{\prime \prime}
\end{aligned}
$$

where we made the change of variables $t^{\prime}=t^{\prime \prime}+T_{0}$ in the second integral. This proves (2.49) for $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$. Since all terms in (2.49) depend continuously on $u_{1} \in X_{k, T}$ and $u_{2} \in X_{l, T}$, (2.49) follows.

Now, we can prove Theorem 2.22. Note that we restrict ourselves to $0<T \leq 1$ but that the same arguments apply to any compact time interval.

Proof (of Theorem 2.22). Existence of a solution: Let $r>0$ and suppose $T:=T(r) \in(0,1]$ has already been chosen. For $u_{0} \in \mathcal{B}_{r}$ we search for a solution $u \in X_{T}$ of the operator equation

$$
\begin{equation*}
u=L u_{0}+\Gamma B(u, u) \tag{2.51}
\end{equation*}
$$

where the right hand side of this equation is well defined due to Lemma 2.25. Let us define $w:=u-L_{1} u_{0}$. Then $u \in X_{T}$ is a solution of (2.51) if and only if $w \in X_{T}$ is a solution of

$$
\begin{equation*}
w=\Gamma B\left(w+L u_{0}, w+L u_{0}\right) \tag{2.52}
\end{equation*}
$$

Note that by the mapping properties of $\Gamma B$ this implies that $w \in X_{2, T}$. We will show that for $T$ small enough (2.52) has indeed a solution $w \in X_{2, T}$. For fixed $u_{0}$ we define the operator $\Phi_{T}$ on $X_{2, T}$ by

$$
\begin{equation*}
\Phi_{T}(w):=\Gamma B\left(w+L u_{0}, w+L u_{0}\right) \tag{2.53}
\end{equation*}
$$

so that $w$ is a solution of (2.52) if and only if $w$ is a fixed point of $\Phi_{T}$. Let us show that for $T$ small enough $\Phi_{T}$ has a fixed point in $X_{2, T}$. For $R>0$ set $\mathcal{A}_{R}:=\left\{u \in X_{2, T} \mid\|u\|_{X_{2, T}} \leq R\right\}$. If $w, w_{1}, w_{2} \in \mathcal{A}_{R}$, we get by the bilinearity and symmetry of $\Gamma B,(2.43),(2.44)$, and (2.7) that there is a constant $A>0$ such that

$$
\begin{equation*}
\left\|\Phi_{T}(w)\right\|_{X_{2, T}} \leq A T^{\kappa}\left(\|w\|_{X_{2, T}}+\left\|u_{0}\right\|_{H^{s_{1}, s_{2}}}\right)^{2} \leq A T^{\kappa}(R+r)^{2} \tag{2.54}
\end{equation*}
$$

and

$$
\begin{align*}
\| \Phi_{T}\left(w_{1}\right) & -\Phi_{T}\left(w_{2}\right) \|_{X_{2, T}} \\
& \leq A T^{\kappa}\left(\left\|w_{1}\right\|_{X_{2, T}}+\left\|w_{2}\right\|_{X_{2, T}}+2\left\|u_{0}\right\|_{H^{s_{1}, s_{2}}}\right)\left\|w_{1}-w_{2}\right\|_{X_{2, T}} \\
& \leq 2 A T^{\kappa}(R+r)\left\|w_{1}-w_{2}\right\|_{X_{2, T}} \tag{2.55}
\end{align*}
$$

For given $r>0$, let $R:=r$ and $T=T(r):=\min \left(1,(8 A r)^{-\frac{1}{\kappa}}\right)$. Then it follows from (2.54) and (2.55) that $\Phi_{T}$ is a contraction mapping from the complete metric space $\mathcal{A}_{R}$ into itself. By Banach's fixed point theorem, there exists a fixed point $w \in \mathcal{A}_{R}$ of $\Phi_{T}$. But then $F_{r}\left(u_{0}\right):=u:=L u_{0}+w \in X_{T}$ is a solution of $(2.51)$. For every $t \in[-T, T]$, we have that $\left(L u_{0}\right)(t)=U_{\alpha}(t) u_{0}$. Therefore, (2.51) implies (2.39). Furthermore, we obviously have (2.40).

Uniqueness of the solution: Let us suppose that there are two solutions $u_{1}, u_{2} \in X_{T}$ of (2.39). We have to show that $v:=u_{1}-u_{2}=0$. Let us suppose that $v \neq 0$. Then there exists $t \in(-T, T)$ such that $v(t) \neq 0$. We can restrict to the case $t \in(0, T)$ because the proof for the case $t \in(-T, 0)$ is analogous. Let

$$
T_{0}:=\inf \{t \in(0, T] \mid v(t) \neq 0\}
$$

Then we have $T_{0} \in(0, T)$ and $v(t)=0$ for every $t \in\left[0, T_{0}\right]$. Since $u_{1}$ and $u_{2}$ are solutions of (2.39), we have by the bilinearity and symmetry of $\Gamma B$ that

$$
\begin{equation*}
v(t)=\Gamma B\left(u_{1}+u_{2}, v\right)(t), \quad t \in[-T, T] \tag{2.56}
\end{equation*}
$$

i. e. $v=\Gamma B\left(u_{1}+u_{2}, v\right) \in X_{2, T}$. Now, $v(t)=0$ for $t \in\left[0, T_{0}\right]$ implies that $\Gamma B\left(u_{1}+u_{2}, v\right)\left(T_{0}\right)=0$, so that by (2.49) we have for every $\delta \in\left(0, T-T_{0}\right)$ that

$$
\begin{equation*}
\tau_{T_{0}} v(t)=\Gamma B\left(\tau_{T_{0}}\left(u_{1}+u_{2}\right), \tau_{T_{0}} v\right)(t), \quad t \in[-\delta, \delta] \tag{2.57}
\end{equation*}
$$

Combining (2.57) with (2.43) and (2.48), we see that there is a $D>0$ such that for every $\delta \in\left(0, T-T_{0}\right)$

$$
\left\|\tau_{T_{0}} v\right\|_{X_{2, \delta}} \leq D \delta^{\kappa}\left\|\tau_{T_{0}} v\right\|_{X_{2, \delta}}
$$

If we choose $\delta \leq(2 D)^{-\frac{1}{\kappa}}$, we find that $\left\|\tau_{T_{0}} v\right\|_{X_{2, \delta}}=0$, i. e. $v\left(T_{0}+t\right)=0$ for all $t \in[-\delta, \delta]$. However, this contradicts the choice of $T_{0}$.

Consistency of the flow map: If $r_{2}>r_{1}>0$ and $u_{0} \in B_{r_{1}}$, then it is obvious that both $R_{T\left(r_{2}\right)} F_{r_{1}}\left(u_{0}\right)$ and $F_{r_{2}}\left(u_{0}\right)$ are solutions of (2.39) in $X_{T\left(r_{2}\right)}$. So, by the uniqueness of the solution, it follows that $R_{T\left(r_{2}\right)} F_{r_{1}}\left(u_{0}\right)=F_{r_{2}}\left(u_{0}\right)$.

Analyticity of the flow map: For $r>0$ define $\Lambda_{r}: B_{r} \times X_{T(r)} \rightarrow X_{T(r)}$ by

$$
\begin{equation*}
\Lambda_{r}\left(u_{0}, u\right):=u-\left(L_{1} u_{0}+\Gamma B(u, u)\right) \tag{2.58}
\end{equation*}
$$

so that for $u_{0} \in B_{r}$ and $u \in X_{T(r)}$ we have that $\Lambda_{r}\left(u_{0}, u\right)=0$ if and only if $u=F_{r}\left(u_{0}\right)$. The mapping $\Lambda_{r}$ is obviously analytic. Therefore, we deduce from the implicit function theorem that $F_{r}$ is analytic.

By Theorem 2.22, the (local in time) well-posedness of equation (1.1) follows from a bilinear estimate of the form (2.38). While deriving the bilinear estimate (2.38), we can, in most of the cases, take $u_{1}$ and $u_{2}$ in the simpler space $X_{0}^{b, s_{1}, s_{2}}$ instead of $X_{l}$ for the calculations and then use the following simple embedding property.
Proposition 2.27. For $X$ defined as in Theorem 2.22 we have $X \hookrightarrow X_{0}^{b, s_{1}, s_{2}}$. More precisely, we have the estimate

$$
\begin{equation*}
\|u\|_{X_{0}^{b, s_{1}, s_{2}}} \leq\|u\|_{X} \leq\|u\|_{X_{k}} \tag{2.59}
\end{equation*}
$$

for $k \in\{1,2\}$
Proof. Since $\sigma \geq 0$, we have by Lemma 2.7 and by definition (2.6) that $\|u\|_{X_{0}^{b, s_{1}, s_{2}}} \leq\|u\|_{X_{\sigma}^{b, s_{1}, s_{2}}} \leq\|u\|_{X_{2}}$. As $b-b^{\prime} \geq b$, it follows by Lemma 2.7 that $\|u\|_{X_{0}^{b, s_{1}, s_{2}}} \leq\|u\|_{X_{0}^{b-b^{\prime}, s_{1}, s_{2}}}=\|u\|_{X_{1}}$. Therefore, if $u \in X$ and $u=v+w$ with $v \in X_{1}$ and $w \in X_{2}$, then $\|u\|_{X_{0}^{b, s_{1}, s_{2}}} \leq\|v\|_{X_{1}}+\|w\|_{X_{2}}$. If we now take the infimum on the right hand side of this inequality over all possible decompositions of $u$ of the form $u=v+w$ with $v \in X_{1}$ and $w \in X_{2}$, we get the left inequality of (2.59). The right inequality of (2.59) follows directly from the definition of the norm of $X$ in (2.7).

If $s_{1} \geq 0$ and $s_{2}=0$, then we can use the the conservation of the $L^{2}$-norm, which holds for real valued solutions of (2.39), to obtain the following global result, where $H^{s_{1}, 0}\left(\mathbb{R}^{d} ; \mathbb{R}\right)$ denotes the subspace of all real valued functions in $H^{s_{1}, 0}\left(\mathbb{R}^{d}\right)$.

Theorem 2.28. Suppose that there are parameters $b>\frac{1}{2}, b^{\prime} \in(b-1,0]$, $b_{1} \in\left[0,-b^{\prime}\right]$ and $\sigma \in[0,1]$ such that for the Banach spaces $X_{1}^{(s)}, X_{2}^{(s)}$, and $Y^{(s)}$ defined by

$$
\begin{array}{ll}
X_{1}^{(s)}:=X_{0}^{b-b^{\prime}, s}, & X_{2}^{(s)}:=X_{\sigma}^{b, s} \cap X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}} \\
& Y^{(s)}:=X_{\sigma}^{b^{\prime}, s} \cap X_{\sigma}^{b^{\prime}+b_{1}, s-(\alpha+1) b_{1}} \tag{2.61}
\end{array}
$$

we have the following bilinear estimate for all $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ and $k, l \in\{1,2\}$

$$
\begin{equation*}
\left\|B\left(u_{1}, u_{2}\right)\right\|_{Y^{(0)}} \lesssim\left\|u_{1}\right\|_{X_{k}^{(0)}}\left\|u_{2}\right\|_{X_{l}^{(0)}} \tag{2.62}
\end{equation*}
$$

where $B\left(u_{1}, u_{2}\right):=\partial_{x}\left(u_{1} u_{2}\right)$.
Then, for every $s \geq 0, r>0$ and $T>0$, there is an analytic map $F_{r}: B_{r} \rightarrow X_{T}^{(s)}$, where $\mathcal{B}_{r}:=\left\{u_{0} \in H^{s, 0}\left(\mathbb{R}^{d} ; \mathbb{R}\right) \mid\left\|u_{0}\right\|_{H^{s, 0}}<r\right\}$ and $X^{(s)}:=$ $X_{1}^{(s)}+X_{2}^{(s)}$, such that for every $u_{0} \in \mathcal{B}_{r}$ the function $u:=F_{r}\left(u_{0}\right)$ is the unique solution of

$$
\begin{equation*}
u(t)=U_{\alpha}(t) u_{0}+\Gamma(B(u, u))(t), \quad t \in[-T, T] \tag{2.63}
\end{equation*}
$$

in $X_{T}^{(s)}$. Furthermore, $u$ is of the form

$$
\begin{equation*}
u(t)=U_{\alpha}(t) u_{0}+w(t), \quad t \in[-T, T] \tag{2.64}
\end{equation*}
$$

with $w \in X_{2, T}^{(s)}$.
We need the following lemma in the proof of Theorem 2.28.
Lemma 2.29. Under the assumptions of Theorem 2.28, we have for every $s \geq 0$ and every $T \in(0,1]$ that the operator $\Gamma B$ is a well defined continuous bilinear operator from $X_{T}^{(s)} \times X_{T}^{(s)}$ to $X_{2, T}^{(s)}$ and for all $u_{1}, u_{2} \in X_{T}^{(s)}$ we have

$$
\begin{equation*}
\left\|\Gamma B\left(u_{1}, u_{2}\right)\right\|_{X_{2, T}^{(s)}} \lesssim\left\|u_{1}\right\|_{X_{T}^{(s)}}\left\|u_{2}\right\|_{X_{T}^{(0)}}+\left\|u_{1}\right\|_{X_{T}^{(0)}}\left\|u_{2}\right\|_{X_{T}^{(s)}} \tag{2.65}
\end{equation*}
$$

Proof. We define the bilinear operator $P_{1}$ for $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ by

$$
\begin{equation*}
\mathcal{F} P_{1}\left(u_{1}, u_{2}\right)(\mu)=\int_{\mathbb{R}^{n}} \chi_{\left|\xi_{1}\right| \leq\left|\xi_{2}\right|}\left(\mu_{1}, \mu\right)\left(\mathcal{F} u_{1}\right)\left(\mu_{1}\right)\left(\mathcal{F} u_{2}\right)\left(\mu_{2}\right) d \mu_{1} \tag{2.66}
\end{equation*}
$$

Then it obviously holds that $\Gamma B\left(u_{1}, u_{2}\right)=\Gamma \partial_{x} P_{1}\left(u_{1}, u_{2}\right)+\Gamma \partial_{x} P_{1}\left(u_{2}, u_{1}\right)$. Hence, the claim follows if we show that $\Gamma \partial_{x} P_{1}$ is a well defined continuous
bilinear operator from $X_{T}^{(0)} \times X_{T}^{(s)}$ to $X_{2, T}^{(s)}$ and for all $u_{1} \in X_{T}^{(0)}$ and $u_{2} \in X_{T}^{(s)}$ we have

$$
\left\|\Gamma \partial_{x} P_{1}\left(u_{1}, u_{2}\right)\right\|_{X_{2, T}^{(s)}} \lesssim\left\|u_{1}\right\|_{X_{T}^{(0)}}\left\|u_{2}\right\|_{X_{T}^{(s)}}
$$

This follows exactly as in the proof of Lemma 2.25 if we show that for all $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ and $k, l \in\{1,2\}$ we have

$$
\begin{equation*}
\left\|\partial_{x} P_{1}\left(u_{1}, u_{2}\right)\right\|_{Y^{(s)}} \lesssim\left\|u_{1}\right\|_{X_{k}^{(0)}}\left\|u_{2}\right\|_{X_{l}^{(s)}} \tag{2.67}
\end{equation*}
$$

By the definitions of $X_{1}^{(s)}, X_{2}^{(s)}$, and $Y^{(s)}$ and the definition of the $X_{\sigma}^{b, s}$-norm (2.9), we see that $\|u\|_{X_{k}^{(s)}}=\left\|J_{x}^{s} u\right\|_{X_{k}^{(0)}}$ for $k=1,2$ and $\|u\|_{Y^{(s)}}=\left\|J_{x}^{s} u\right\|_{Y^{(0)}}$. Therefore, we have to show that

$$
\begin{equation*}
\left\|J_{x}^{s} \partial_{x} P_{1}\left(u_{1}, u_{2}\right)\right\|_{Y^{(0)}} \lesssim\left\|u_{1}\right\|_{X_{k}^{(0)}}\left\|J_{x}^{s} u_{2}\right\|_{X_{l}^{(0)}} \tag{2.68}
\end{equation*}
$$

We easily see that the norms on the right hand side of (2.68) only depend on the modulus of $\mathcal{F} u_{1}$ and $\mathcal{F} u_{2}$. Furthermore, we have $\|u\|_{Y^{(0)}} \leq\|v\|_{Y^{(0)}}$ if $|\mathcal{F} u| \leq|\mathcal{F} v|$. Since $\left|\xi_{1}\right| \leq\left|\xi_{2}\right|$ implies $|\xi| \leq 2\left|\xi_{2}\right|$, we deduce that

$$
\begin{aligned}
\left|\mathcal{F} J_{x}^{s} \partial_{x} P_{1}\left(u_{1}, u_{2}\right)(\mu)\right| & =\left|\langle\xi\rangle^{s} i \xi \int_{\mathbb{R}^{n}} \chi_{\left|\xi_{1}\right| \leq\left|\xi_{2}\right|}\left(\mu_{1}, \mu\right)\left(\mathcal{F} u_{1}\right)\left(\mu_{1}\right)\left(\mathcal{F} u_{2}\right)\left(\mu_{2}\right) d \mu_{1}\right| \\
& \lesssim|\xi| \int_{\mathbb{R}^{n}}\left\langle\xi_{2}\right\rangle^{s}\left|\mathcal{F} u_{1}\left(\mu_{1}\right)\right|\left|\mathcal{F} u_{2}\left(\mu_{2}\right)\right| d \mu_{1} \\
& =\left|\mathcal{F} B\left(\mathcal{F}^{-1}\left(\left|\mathcal{F} u_{1}\right|\right), \mathcal{F}^{-1}\left(\left|\mathcal{F} J_{x}^{s} u_{2}\right|\right)\right)\right|
\end{aligned}
$$

Using (2.62), we obtain

$$
\begin{aligned}
\left\|J_{x}^{s} \partial_{x} P_{1}\left(u_{1}, u_{2}\right)\right\|_{Y^{(0)}} & \lesssim\left\|B\left(\mathcal{F}^{-1}\left(\left|\mathcal{F} u_{1}\right|\right), \mathcal{F}^{-1}\left(\left|\mathcal{F} J_{x}^{s} u_{2}\right|\right)\right)\right\|_{Y^{(0)}} \\
& \lesssim\left\|\mathcal{F}^{-1}\left(\left|\mathcal{F} u_{1}\right|\right)\right\|_{X_{k}^{(0)}}\left\|\mathcal{F}^{-1}\left(\left|\mathcal{F} J_{x}^{s} u_{2}\right|\right)\right\|_{X_{l}^{(0)}} \\
& =\left\|u_{1}\right\|_{X_{k}^{(0)}}\left\|J_{x}^{s} u_{2}\right\|_{X_{l}^{(0)}}
\end{aligned}
$$

This proves (2.67).
Proof of Theorem 2.28. We restrict ourselves to $0<T \leq 1$ but the same arguments apply to any compact time interval. First of all, we note that if $u_{0} \in H^{s, 0}\left(\mathbb{R}^{d} ; \mathbb{R}\right)$ and $u \in X_{T}^{(s)}$ is a solution of (2.63) (which is unique by the proof of Theorem 2.22), then $u$ is also real-valued. This follows from the uniqueness of the solution in $X_{T}^{(s)}$ and the fact that $\bar{u}$ is also a solution of (2.63) in $X_{T}^{(s)}$.

For $r_{0} \in[0, r]$ let

$$
\begin{equation*}
\mathcal{B}_{r, r_{0}}:=\left\{u_{0} \in H^{s, 0}\left(\mathbb{R}^{d} ; \mathbb{R}\right) \mid\left\|u_{0}\right\|_{H^{s, 0}}<r,\left\|u_{0}\right\|_{L^{2}}<r_{0}\right\} \tag{2.69}
\end{equation*}
$$

Note that for $r_{0}=r$ we have $\mathcal{B}_{r, r}=\mathcal{B}_{r}$. Now, let $T^{*}$ be the supremum of all $T \in(0,1]$ such that the following holds true: There is an analytic map $F: \mathcal{B}_{r, r_{0}} \rightarrow X_{T}$ such that for every $u_{0} \in \mathcal{B}_{r, r_{0}}$ the function $u:=F\left(u_{0}\right)$ is the unique solution of (2.63) in $X_{T}^{(s)}$. We are going to show that $T^{*}=1$. First of all, $T^{*}>0$ by Theorem 2.22. By (2.63), (2.44), and (2.65), we have that there is a constant $A \geq 1$ such that for all $T \in\left(0, T^{*}\right)$ we get

$$
\begin{equation*}
\|u\|_{X_{T}^{(s)}} \leq\left\|L u_{0}\right\|_{X_{1, T}^{(s)}}+\|\Gamma B(u, u)\|_{X_{2, T}^{(s)}} \leq A r+2 A T^{\kappa}\|u\|_{X_{T}^{(0)}}\|u\|_{X_{T}^{(s)}} \tag{2.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{X_{T}^{(0)}} \leq\left\|L u_{0}\right\|_{X_{1, T}^{(0)}}+\|w\|_{X_{2, T}^{(0),}} \leq A r_{0}+\|w\|_{X_{2, T}^{(0)}} \tag{2.71}
\end{equation*}
$$

where $w:=u-L u_{0}$. If $T^{*}<\min \left(1,\left(16 A^{2} r_{0}\right)^{-\frac{1}{\kappa}}\right)$, we have by (2.54) and (2.55) with $R:=A r_{0}$ and $r:=r_{0}$ that $\|w\|_{X_{2, T}^{(0)}} \leq A r_{0}$ and therefore, by (2.71), that $\|u\|_{X_{T}^{(0)}} \leq 2 A r_{0}$. Combining this with (2.70), we find that

$$
\|u\|_{X_{T}^{(s)}} \leq A r+\frac{1}{4}\|u\|_{X_{T}^{(s)}}
$$

It follows that $\sup _{|t| \leq T}\|u(t)\|_{H^{s, 0}} \leq C\|u\|_{X_{T}^{(s)}}<2 A C r$. This upper bound does only depend on $r$ and not on $T$. Now, by Theorem 2.22 there is a $T^{\prime}=T^{\prime}(r)>0$ and an analytic flow map $\tilde{F}:=F_{2 A C r}: \mathcal{B}_{2 A C r} \rightarrow X_{T^{\prime}}$. We choose $T \in\left(0, T^{*}\right)$ such that $T^{*}<T+\frac{T^{\prime}}{2} \leq 1$ and define a map on $\mathcal{B}_{r, r_{0}}$ with values in $X_{T+\frac{T^{\prime}}{2}}$ by

$$
\begin{equation*}
H\left(u_{0}\right):=\zeta_{0} F\left(u_{0}\right)+\zeta_{+} \tau_{-T} \tilde{F}(u(T))+\zeta_{-} \tau_{T} \tilde{F}(u(-T)) \tag{2.72}
\end{equation*}
$$

where $\zeta_{0}, \zeta_{+}, \zeta_{-}$is a smooth partition of unity on $I:=\left[-T-\frac{T^{\prime}}{2}, T+\frac{T^{\prime}}{2}\right]$, which is adapted to the covering $I \subset I_{0} \cup I_{+} \cup I_{-}$with $I_{0}:=(-T, T)$, $I_{+}:=\left(T-T^{\prime}, T+T^{\prime}\right)$ and $I_{-}:=\left(-T-T^{\prime},-T+T^{\prime}\right)$. We can verify that $H$ is well-defined, analytic, and that for every $u_{0} \in \mathcal{B}_{r, r_{0}}$ the function $H\left(u_{0}\right)$ is the unique solution of (2.63) in $X_{T+\frac{T^{\prime}}{2}}$. As $T+\frac{T^{\prime}}{2}>T^{*}$, this contradicts the choice of $T^{*}$. Hence, we deduce that

$$
\begin{equation*}
T^{*} \geq \min \left(1,\left(16 A^{2} r_{0}\right)^{-\frac{1}{\kappa}}\right) \tag{2.73}
\end{equation*}
$$

i. e. $T^{*}$ can be bounded from below by a bound only dependent on the $L^{2}$-norm of the initial values. But the $L^{2}$-norm of real valued solutions $u$ of (2.63) is conserved, i. e. $\|u( \pm T)\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}}$ for all $T \in\left(0, T^{*}\right)$. So, if we had $T^{*}<1$, then we could extend the flow map beyond the time interval $\left[-T^{*}, T^{*}\right]$ by a similar argument as above, which would again contradict the choice of $T^{*}$. Therefore, we have $T^{*}=1$.

### 2.5 Notes and references

All concepts introduced in Section 2.1 are standard and described in many textbooks. For a detailed survey of distributions and the Fourier transform and their use in the theory of partial differential equations, see, for example, the textbooks by Hörmander [9], Yosida [35], and Kaballo [15]. For general results on the non-isotropic Sobolev spaces, see Schmeisser and Triebel [27], Chapter 2. Note that the spaces called "non-isotropic" in this thesis are called "spaces with dominating mixed smoothness properties" in [27] whereas the "anisotropic" spaces considered in [27] are different.

The spaces of Section 2.2 were first used in the context of the KadomtsevPetviashvili II equation by Bourgain [5]. These kind of spaces, which are adapted to the symbol of the linear part of the equation, had already been used by Bourgain [3,4] to prove well-posedness results for the Korteweg-de Vries and a nonlinear Schrödinger equation.

For an introduction to the theory of semigroups and their use in wellposedness problems in partial differential equations, see Pazy [23].

For the methods used in the proof of the general well-posedness result of Section 2.4 we refer the reader to the survey article of Ginibre [6] and the first part of the thesis of Grünrock [7].

## Chapter 3

## Dispersive inequalities for $K P$-type equations

### 3.1 Local smoothing estimates

In this section we give a local smoothing estimate for the solution of the linear equation (2.20). We then use this estimate to show that the solutions of the operator equation (2.39) in $X_{T}$ (cf. Theorem 2.22) are actually locally integrable functions (in all variables) and satisfy (1.1) in the sense of distributions (at least in the range of parameters $s_{1}, s_{2}$ that we consider in Chapters 4 and 5).

Similar to the case $\alpha=2$ and $d=2$ (cf. [20], Lemma 3.2), one can prove the following local smoothing estimate.

Theorem 3.1. For $u_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$ we have

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{\frac{\alpha}{2}} U_{\alpha}(t) u_{0}\right\|_{L_{x}^{\infty} L_{t \vec{y}}^{2}} \lesssim\left\|u_{0}\right\|_{L_{x \vec{y}}^{2}} \tag{3.1}
\end{equation*}
$$

Proof. The proof is analogous to the one given in [20], Lemma 3.2.
This local smoothing estimate can be restated as an embedding of a Bourgain space into $L_{x}^{\infty} L_{t \vec{y}}^{2}$.

Corollary 3.2. For $s_{1} \geq-\frac{\alpha}{2}, s_{2} \geq 0$ and $b>\frac{1}{2}$ we have

$$
\begin{equation*}
\|u\|_{L_{x}^{\infty} L_{t \vec{y}}^{2}} \lesssim\|u\|_{X_{0}^{b, s_{1}, s_{2}}} \tag{3.2}
\end{equation*}
$$

i. e. $X_{0}^{b, s_{1}, s_{2}} \hookrightarrow L_{x}^{\infty} L_{T \vec{y}}^{2}$.

Proof. By well-known methods (see, for example, [6], Lemme 3.3), (3.1) implies for $b>\frac{1}{2}$

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{\frac{\alpha}{2}} u\right\|_{L_{x}^{\infty} L_{t \vec{y}}^{2}} \lesssim\|u\|_{X_{0}^{b, 0}} \tag{3.3}
\end{equation*}
$$

Let $\varphi$ be the function defined in Definition 2.13. We decompose $u=u_{l}+u_{h}$, where $u_{l}:=\mathcal{F}^{-1}(\phi \mathcal{F} u)$ and $u_{h}:=\mathcal{F}^{-1}((1-\phi) \mathcal{F} u)$. For $u_{h}$ it follows from (3.3) that

$$
\begin{equation*}
\left\|u_{h}\right\|_{L_{x}^{\infty} L_{t \vec{y}}^{2}} \lesssim\left\|\left|D_{x}\right|^{-\frac{\alpha}{2}} u_{h}\right\|_{X_{0}^{b, 0}}=\left\|\left|D_{x}\right|^{-\frac{\alpha}{2}} J_{x}^{-s_{1}} J_{\vec{y}}^{-s_{2}} u_{h}\right\|_{X_{0}^{b, s_{1}, s_{2}}} \lesssim\|u\|_{X_{0}^{b, s_{1}, s_{2}}} \tag{3.4}
\end{equation*}
$$

where for the last inequality we used $-s_{2} \leq 0,-\frac{\alpha}{2}-s_{1} \leq 0$ and that $|\xi| \sim\langle\xi\rangle$ on the support of $\mathcal{F} u_{h}$. For $u_{l}$ we have by Minkowski's and Sobolev's inequality that

$$
\begin{equation*}
\left\|u_{l}\right\|_{L_{x}^{\infty} L_{t \vec{y}}^{2}} \lesssim\left\|J_{x} u_{l}\right\|_{L_{t x \vec{y}}^{2}} \lesssim\|u\|_{X_{0}^{b, s_{1}, s_{2}}} \tag{3.5}
\end{equation*}
$$

where the last inequality follows because of $-s_{2} \leq 0,-b \leq 0$ and $\langle\xi\rangle \sim 1$ on the support of $\mathcal{F} u_{l}$. Now, (3.4) and (3.5) together imply (3.2).

Theorem 3.3. Suppose that the conditions of Theorem 2.22 are fulfilled with $s_{1} \geq-\frac{\alpha}{2}$ and $s_{2} \geq 0$. Let $u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ and $u \in X_{T}$ be the unique solution of (2.39). Then $u$ is a solution of (1.1) in the sense of distributions, i. e. $u \in L_{x}^{\infty} L_{T \vec{y}}^{2}:=L_{x}^{\infty}\left(\mathbb{R} ; L_{t \vec{y}}^{2}\left((-T, T) \times \mathbb{R}^{d-1}\right)\right)$ and for all $\varphi \in C_{c}^{\infty}\left((-T, T) \times \mathbb{R}^{d}\right)$ we have that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} u\left(\varphi_{t x}-\left|D_{x}\right|^{\alpha} \varphi_{x x}+\Delta_{\vec{y}} \varphi\right)+u^{2} \varphi_{x x} d t d x d \vec{y}=0 \tag{3.6}
\end{equation*}
$$

Proof. By the density of $\mathcal{S}_{-\infty}$ in $X$ we have a sequence $\left(\tilde{u}_{j}\right)_{j \in \mathbb{N}}$ in $\mathcal{S}_{-\infty}$ such that $u_{j}:=R_{T}\left(\tilde{u}_{j}\right) \rightarrow u$ in $X_{T}$ for $j \rightarrow \infty$. As $X_{T} \hookrightarrow C\left([-T, T] ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)\right)$, this especially implies that $u_{j}(0) \rightarrow u_{0}$ in $H^{s_{1}, s_{2}}\left(\mathbb{R}^{d}\right)$ for $j \rightarrow \infty$. Let

$$
v_{j}:=L u_{j}(0)+\Gamma B\left(u_{j}, u_{j}\right) \in X_{T}
$$

Then, $v_{j} \rightarrow L u_{0}+\Gamma B(u, u)=u$ in $X_{T}$ by Lemma 2.25. It is easy to compute that

$$
\partial_{t} \partial_{x} v_{j}(t)=\left(\left|D_{x}\right|^{\alpha} \partial_{x}^{2}-\Delta_{\vec{y}}\right) v_{j}(t)-\partial_{x}^{2}\left(u_{j}(t)^{2}\right), \quad t \in(-T, T)
$$

Multiplying this last equation with $\varphi \in C_{c}^{\infty}\left((-T, T) \times \mathbb{R}^{d}\right)$, integrating by parts, and using Plancherel's theorem, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} v_{j}\left(\varphi_{t x}-\left|D_{x}\right|^{\alpha} \varphi_{x x}+\Delta_{\vec{y}} \varphi\right)+u_{j}^{2} \varphi_{x x} d t d x d \vec{y}=0 \tag{3.7}
\end{equation*}
$$

By Proposition 2.27 and Corollary 3.2, we have the embedding

$$
X \hookrightarrow X_{0}^{b, s_{1}, s_{2}} \hookrightarrow L_{x}^{\infty} L_{t \vec{y}}^{2}
$$

and therefore also $X_{T} \hookrightarrow L_{x}^{\infty} L_{T \vec{y}}^{2}$. This implies that $u \in L_{x}^{\infty} L_{T \vec{y}}^{2}, v_{j} \rightarrow u$ in $L_{x}^{\infty} L_{T \vec{y}}^{2}$, and $u_{j}^{2} \rightarrow u^{2}$ in $L_{x}^{\infty} L_{T \vec{y}}^{1}$ for $j \rightarrow \infty$. Furthermore, we can show that $\left|D_{x}\right|^{\alpha} \varphi_{x x} \in L_{x}^{1} L_{T \vec{y}}^{2}$. Therefore, letting $j \rightarrow \infty$ in (3.7), we get (3.6).

### 3.2 Linear Strichartz estimates

In this section, we will use the abstract results of KEEL and TAO [17] to derive Strichartz estimates for the solutions of the linear equation (2.20). In order to be able to apply the results of [17], we need the following decay estimates, which are proved exactly as in the case $\alpha=2, d=2$ (cf. SaUt [24]). For the case $\alpha \in 2 \mathbb{N}$ in dimensions $d=2,3$, see also Ben-Artzi and Saut [1]. For the convenience of the reader, we will give the full proof here.

Theorem 3.4. We have for $\alpha>d-2$ and $u_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{\frac{\alpha}{2}-\frac{d}{2}} U_{\alpha}(t) u_{0}\right\|_{L_{x \bar{y}}^{\infty}\left(\mathbb{R}^{d}\right)} \lesssim|t|^{-\frac{d}{2}}\left\|u_{0}\right\|_{L_{x \vec{y}}^{1}\left(\mathbb{R}^{d}\right)} \tag{3.8}
\end{equation*}
$$

Proof. Let $\theta:=\frac{d}{2}-\frac{\alpha}{2}$. Because $\theta<1$, we have that

$$
m_{t}(\xi, \eta):=|\xi|^{-\theta} e^{i t\left(\xi|\xi|^{\alpha}-\frac{\vec{\eta}^{2}}{\xi}\right)} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)
$$

for every $t \in \mathbb{R}$. Therefore, we have for $u_{0} \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ and $t \in \mathbb{R}$ that

$$
\left|D_{x}\right|^{-\theta} U_{\alpha}(t) u_{0}=\mathcal{F}^{-1}\left(m_{t} \mathcal{F} u_{0}\right)=\mathcal{F}^{-1}\left(m_{t}\right) * u_{0} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)
$$

For $\delta_{1}, \delta_{2}>0$ let us define $m_{t}^{\delta_{1}, \delta_{2}}(\xi, \vec{\eta}):=e^{-\delta_{1} \xi^{2}-\delta_{2} \vec{\eta}^{2}} m_{t}(\xi, \vec{\eta})$ Then, by the theorem of dominated convergence, we have that $\lim _{\delta_{1}, \delta_{2} \rightarrow 0+} m_{t}^{\delta_{1}, \delta_{2}}=m_{t}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$. Therefore, we have that

$$
\left|D_{x}\right|^{-\theta} U_{\alpha}(t) u_{0}=\lim _{\delta_{1}, \delta_{2} \rightarrow 0+} \mathcal{F}^{-1}\left(m_{t}^{\delta_{1}, \delta_{2}}\right) * u_{0}
$$

Furthermore, we see that

$$
\begin{aligned}
\mathcal{F}^{-1}\left(m_{t}^{\delta_{1}, \delta_{2}}\right)(x, \vec{y}) & =c \int_{\mathbb{R}^{d}} e^{i(x \xi+\vec{y} \cdot \vec{\eta})} m_{t}^{\delta_{1}, \delta_{2}}(\xi, \vec{\eta}) d \xi d \vec{\eta} \\
& =c \int_{\mathbb{R}}|\xi|^{-\theta} e^{-\delta_{1} \xi^{2}+i\left(x \xi+t \xi|\xi|^{\alpha}\right)}\left(\int_{\mathbb{R}^{d-1}} e^{i \vec{y} \cdot \vec{\eta}} e^{-\left(\delta_{2}+\frac{i t}{\xi}\right) \vec{\eta}^{2}} d \vec{\eta}\right) d \xi \\
& =c \int_{\mathbb{R}}|\xi|^{-\theta} e^{-\delta_{1} \xi^{2}+i x \xi+i t \xi|\xi|^{\alpha}}\left(\delta_{2}+\frac{i t}{\xi}\right)^{-\frac{d-1}{2}} e^{-\frac{1}{4}\left(\delta_{2}+\frac{i t}{\xi}\right)^{-1} \vec{y}^{2}} d \xi
\end{aligned}
$$

By the theorem of dominated convergence, we can take the limit $\delta_{2} \rightarrow 0+$ in the last expression and get that

$$
\mathcal{F}^{-1}\left(m_{t}\right)=c|t|^{\frac{1}{2}-\frac{d}{2}} \lim _{\delta_{1} \rightarrow 0+} \int_{\mathbb{R}}|\xi|^{\frac{\alpha}{2}-\frac{1}{2}} e^{-\delta_{1} \xi^{2}+i\left(x \xi+t \xi|\xi|^{\alpha}-(d-1) \operatorname{sign}\left(\frac{\xi}{t}\right) \frac{\pi}{4}\right)} e^{\frac{i \xi}{4 t} \vec{y}^{2}} d \xi
$$

Let $\psi(\xi):=e^{-\delta_{1} \xi^{2}-i(d-1) \operatorname{sign}\left(\frac{\xi}{t}\right) \frac{\pi}{4}}$ and $\phi(\xi):=\xi|\xi|^{\alpha}$. Then $\left|\phi^{\prime \prime}(\xi)\right|^{\frac{1}{2}} \sim|\xi|^{\frac{\alpha}{2}-\frac{1}{2}}$ and we can use Corollary 2.9 of [18] to see that

$$
\left.\left.\left|\int_{\mathbb{R}}\right| \xi\right|^{\frac{\alpha}{2}-\frac{1}{2}} e^{-\delta_{1} \xi^{2}+i\left(x \xi+t \xi|\xi|^{\alpha}-(d-1) \operatorname{sign}\left(\frac{\xi}{t}\right) \frac{\pi}{4}\right)} e^{\frac{i \xi}{4 t} \vec{y}^{2}} d \xi|\lesssim| t\right|^{-\frac{1}{2}}
$$

where the implicit constant does not depend on $\delta_{1}>0$. Therefore, we get that $\mathcal{F}^{-1}\left(m_{t}\right) \in L^{\infty}\left(\mathbb{R}^{d}\right)$ and $\left\|\mathcal{F}^{-1}\left(m_{t}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq C|t|^{-\frac{d}{2}}$. It follows that we have the decay estimate (3.8) for all $u_{0} \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ and then, by continuity, also for all $u_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$.

Definition 3.5. Let

$$
\begin{equation*}
\gamma(d, \alpha, r):=\left(\frac{d}{2}-\frac{\alpha}{2}\right)\left(\frac{1}{2}-\frac{1}{r}\right) \tag{3.9}
\end{equation*}
$$

Theorem 3.6. For $d=2$ let $2<q \leq \infty$ and $\frac{1}{q}+\frac{1}{r}=\frac{1}{2}$. We then have that

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{-\gamma(2, \alpha, r)} U_{\alpha}(t) u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim\left\|u_{0}\right\|_{L_{x y}^{2}} \tag{3.10}
\end{equation*}
$$

and for $b>\frac{1}{2}$

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{-\gamma(2, \alpha, r)} u\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim\|u\|_{X_{0}^{b, 0}} \tag{3.11}
\end{equation*}
$$

Proof. Let $\Delta_{k}$ and $\tilde{\Delta}_{k}$ be defined as in Definition 2.14 and $\tilde{U}(t):=U_{\alpha}(t) \tilde{\Delta}_{0}$. Then, $\tilde{U}(t)$ is a linear and continuous operator on the Hilbert space $L^{2}\left(\mathbb{R}^{2}\right)$ with $\tilde{U}(t)^{*}=U_{\alpha}(-t) \tilde{\Delta}_{0}$. By Theorem 3.4, it follows that

$$
\begin{aligned}
\left\|\tilde{U}(s) \tilde{U}(t)^{*} u_{0}\right\|_{L_{x y}^{\infty}\left(\mathbb{R}^{2}\right)} & =\left\|\tilde{\Delta}_{0}^{2} U_{\alpha}(s-t) u_{0}\right\|_{L_{x y}^{\infty}\left(\mathbb{R}^{2}\right)} \\
& \lesssim\left\|\left|D_{x}\right|^{\frac{\alpha}{2}-\frac{d}{2}} U_{\alpha}(s-t) u_{0}\right\|_{L_{x y}^{\infty}\left(\mathbb{R}^{2}\right)} \\
& \lesssim|s-t|^{-1}\left\|u_{0}\right\|_{L_{x y}^{1}\left(\mathbb{R}^{2}\right)} .
\end{aligned}
$$

Therefore, we can use Theorem 1.2 of [17] to get

$$
\begin{equation*}
\left\|U_{\alpha}(t) \tilde{\Delta}_{0} u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim\left\|u_{0}\right\|_{L_{x y}^{2}} \tag{3.12}
\end{equation*}
$$

We can check that $\frac{1}{q}=\frac{1}{2}-\frac{1}{r}$ implies that $\gamma(2, \alpha, r)=\bar{\gamma}(2, \alpha, q, r)$ where $\gamma$ is defined as in (3.9) and $\bar{\gamma}$ is defined as in (2.27). By Proposition 2.16, it follows that

$$
\begin{equation*}
\left\|U_{\alpha}(t) \tilde{\Delta}_{k} u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim 2^{k \gamma(2, \alpha, r)}\left\|u_{0}\right\|_{L_{x y}^{2}} \tag{3.13}
\end{equation*}
$$

Because $2<q$ and $2 \leq r<\infty$, we can use Littlewood-Paley theory and Minkowski's inequality to see that

$$
\begin{equation*}
\left\|U_{\alpha}(t) u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim\left\|\left(\sum_{k \in \mathbb{Z}}\left|\Delta_{k} U_{\alpha}(t) u_{0}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim\left(\sum_{k \in \mathbb{Z}}\left\|\Delta_{k} U_{\alpha}(t) u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}}^{2}\right)^{\frac{1}{2}} \tag{3.14}
\end{equation*}
$$

By (3.13) and because of $\Delta_{k}=\tilde{\Delta}_{k} \Delta_{k}$, we can estimate

$$
\left\|\Delta_{k} U_{\alpha}(t) u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}}=\left\|U_{\alpha}(t) \tilde{\Delta}_{k} \Delta_{k} u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim 2^{k \gamma(2, \alpha, r)}\left\|\Delta_{k} u_{0}\right\|_{L_{x y}^{2}}
$$

If we substitute this into (3.14) and use Plancherel's theorem and the fact that $|\xi| \sim 2^{k}$ on the support of $\psi_{k}$, we get that

$$
\left\|U_{\alpha}(t) u_{0}\right\|_{L_{t}^{q} L_{x y}^{r}} \lesssim\left(\sum_{k \in \mathbb{Z}}\left(2^{k \gamma(2, \alpha, r)}\left\|\Delta_{k} u_{0}\right\|_{L_{x y}^{2}}\right)^{2}\right)^{\frac{1}{2}} \lesssim\left\|\left|D_{x}\right|^{\gamma(2, \alpha, r)} u_{0}\right\|_{L_{x y}^{2}}
$$

If we now substitute $\left|D_{x}\right|^{-\gamma(2, \alpha, r)} u_{0}$ for $u_{0}$, we see that (3.10) holds. Now, (3.11) follows from (3.10) by standard methods (cf. [6], Lemme 3.3).

Theorem 3.7. For $d=3$ and $\alpha>1$ let $2 \leq q \leq \infty$ and $\frac{2}{q}+\frac{3}{r}=\frac{3}{2}$. We then have that

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{-\gamma(3, \alpha, r)} U_{\alpha}(t) u_{0}\right\|_{L_{t}^{q} L_{x \vec{y}}^{r}} \lesssim\left\|u_{0}\right\|_{L_{x \bar{y}}^{2}} \tag{3.15}
\end{equation*}
$$

and for $b>\frac{1}{2}$

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{-\gamma(3, \alpha, r)} u\right\|_{L_{t}^{q} L_{x \vec{y}}^{r}} \lesssim\|u\|_{X_{0}^{b, 0}} \tag{3.16}
\end{equation*}
$$

Furthermore, we have that

$$
\begin{equation*}
\left\|\left|D_{x}\right|^{-\frac{1}{4}+\frac{\alpha}{12}} u\right\|_{L_{L}^{2} L_{x \vec{y}}^{3}} \lesssim\|u\|_{X_{0}^{\frac{1}{4}, 0}} \tag{3.17}
\end{equation*}
$$

Proof. As in the proof of Theorem 3.6, we can deduce from Theorem 3.4, Theorem 1.2 of [17] and Proposition 2.16 that for $k \in \mathbb{Z}$

$$
\begin{equation*}
\left\|U_{\alpha}(t) \tilde{\Delta}_{k} u_{0}\right\|_{L_{L}^{q} L_{x \vec{y}}^{r}} \lesssim 2^{k \gamma(3, \alpha, r)}\left\|u_{0}\right\|_{L_{x \vec{y}}^{2}} \tag{3.18}
\end{equation*}
$$

Now, (3.15) and (3.16) follow as in the proof of Theorem 3.6.
It remains to show (3.17). Let $\varphi_{j}$ be defined as in Definition 2.13. Let operators $Q_{j}$, for $j \in \mathbb{N}_{0}$, be defined by

$$
\begin{equation*}
\left(\mathcal{F} Q_{j} u\right)(\mu):=\varphi_{j}(\lambda) \mathcal{F} u(\mu) \tag{3.19}
\end{equation*}
$$

Using these operators, we can define the following Besov-type refinements of the spaces $X_{0}^{b, 0}$. Let $X B^{b, p}$ for $b \in \mathbb{R}$ and $1 \leq p<\infty$ be the space defined as the completion of $\mathcal{S}_{-\infty}$ with respect to the norm

$$
\begin{equation*}
\|u\|_{X B^{b, p}}:=\left(\sum_{j \in \mathbb{N}_{0}}\left(2^{j b}\left\|Q_{j} u\right\|_{L^{2}\left(\mathbb{R}^{4}\right)}\right)^{p}\right)^{\frac{1}{p}} \tag{3.20}
\end{equation*}
$$

By using Plancherel's theorem, we easily see that for $b \in \mathbb{R}$

$$
\|u\|_{X_{0}^{b, 0}} \sim\|u\|_{X B^{b, 2}}
$$

so that $X_{0}^{b, 0}=X B^{b, 2}$. Now, (3.18) for $q=2$ and $r=6$ reads

$$
\begin{equation*}
\left\|U_{\alpha}(t) \tilde{\Delta}_{k} u_{0}\right\|_{L_{t}^{2} L_{x \vec{y}}^{6}} \lesssim 2^{k \gamma}\left\|u_{0}\right\|_{L_{x \vec{y}}^{2}} \tag{3.21}
\end{equation*}
$$

where $\gamma:=\gamma(3, \alpha, 6)=\frac{3-\alpha}{6}$. For $u \in \mathcal{S}_{-\infty}$ let $g(\tau):=\mathcal{F}_{1}(U(-\cdot) u)(\tau)$. By standard methods (see [6], Lemme 3.3), it follows from (3.21) that

$$
\left\|\tilde{\Delta}_{k} u\right\|_{L_{t}^{2} L_{x \vec{y}}^{6}} \lesssim 2^{k \gamma}\left\|\tilde{\Delta}_{k} g\right\|_{L_{\tau}^{1} L_{x \vec{y}}^{2}} \lesssim 2^{k \gamma}\|g\|_{L_{\tau}^{1} L_{x \vec{y}}^{2}}
$$

where for the last inequality we used that the operators $\tilde{\Delta}_{k}$ are uniformly bounded on $L_{x}^{2}$. We have that $\left(\mathcal{F}_{23} g\right)(\mu)=(\mathcal{F} u)\left(\tau+p_{\alpha}(\xi, \vec{\eta}), \xi, \vec{\eta}\right)$, so by Plancherel's theorem, (2.26), and Minkowski's inequality, we find that

$$
\begin{aligned}
\|g\|_{L_{\tau}^{1} L_{x \vec{y}}^{2}} & =c \int_{\mathbb{R}}\left(\int_{\mathbb{R}^{3}}\left|(\mathcal{F} u)\left(\tau^{\prime}+p_{\alpha}(\xi, \vec{\eta}), \xi, \vec{\eta}\right)\right|^{2} d \xi d \vec{\eta}\right)^{\frac{1}{2}} d \tau^{\prime} \\
& \leq c \sum_{j \in \mathbb{N}_{0}} \int_{\left|\tau^{\prime}\right| \sim 2^{j}}\left(\int_{\mathbb{R}^{3}}\left|\varphi_{j}\left(\tau^{\prime}\right)(\mathcal{F} u)\left(\tau^{\prime}+p_{\alpha}(\xi, \vec{\eta}), \xi, \vec{\eta}\right)\right|^{2} d \xi d \vec{\eta}\right)^{\frac{1}{2}} d \tau^{\prime}
\end{aligned}
$$

Using the Cauchy-Schwarz inequality in $\tau^{\prime}$ and making the change of variables $\tau^{\prime}=\lambda(\mu)=\tau-p_{\alpha}(\xi, \vec{\eta})$, we see that the last expression is bounded above by

$$
c \sum_{j \in \mathbb{N}_{0}} 2^{\frac{j}{2}}\left(\int_{\mathbb{R}^{4}}\left|\varphi_{j}(\lambda) \mathcal{F} u(\mu)\right|^{2} d \mu\right)^{\frac{1}{2}}=c \sum_{l \in \mathbb{N}_{0}} 2^{\frac{j}{2}}\left\|Q_{j} u\right\|_{L^{2}}=c\|u\|_{X B^{\frac{1}{2}, 1}}
$$

Altogether, we have for every $k \in \mathbb{Z}$ that

$$
\begin{equation*}
\left\|\tilde{\Delta}_{k} u\right\|_{L_{t}^{2} L_{x \vec{y}}^{6}} \lesssim 2^{k \gamma}\|u\|_{X B^{\frac{1}{2}, 1}} \tag{3.22}
\end{equation*}
$$

We also have the trivial bound

$$
\begin{equation*}
\left\|\tilde{\Delta}_{k} u\right\|_{L_{t}^{2} L_{x \vec{y}}^{2}} \lesssim\|u\|_{L_{t}^{2} L_{x \vec{y}}^{2}} \lesssim\|u\|_{X B^{0,2}} \tag{3.23}
\end{equation*}
$$

Now, we interpolate between (3.22) and (3.23). Note that the space $X B^{b, p}$ is a retract of the space $l_{p}^{b}\left(L^{2}\left(\mathbb{R}^{4}\right)\right)$ of all sequences $\left(f_{j}\right)_{j \in \mathbb{N}_{0}}$ with $f_{j} \in L^{2}\left(\mathbb{R}^{4}\right)$, endowed with the norm

$$
\begin{equation*}
\left\|\left(f_{j}\right)\right\|_{l_{p}^{b}\left(L^{2}\left(\mathbb{R}^{4}\right)\right)}=\left(\sum_{j \in \mathbb{N}_{0}}\left(2^{j b}\left\|f_{j}\right\|_{\left.L^{2}\left(\mathbb{R}^{4}\right)\right)}\right)^{p}\right)^{\frac{1}{p}} \tag{3.24}
\end{equation*}
$$

(For the definition of retract, see [2], Definition 6.4.1.) Therefore, it follows from [2], Theorem 5.6.1 that

$$
\begin{equation*}
\left(X B^{0,2}, X B^{\frac{1}{2}, 1}\right)_{\frac{1}{2}, 2}=X B^{\frac{1}{4}, 2}=X_{0}^{\frac{1}{4}, 0} \tag{3.25}
\end{equation*}
$$

where $(\cdot, \cdot)_{\frac{1}{2}, 2}$ denotes the real interpolation method. From the Lions-Peetre interpolation theorem (see [2], 5.8.6), it follows that

$$
\begin{equation*}
\left(L_{t}^{2} L_{x \vec{y}}^{6}, L_{t}^{2} L_{x \vec{y}}^{2}\right)_{\frac{1}{2}, 2}=L_{t}^{2} L_{x \vec{y}}^{3,2} \hookrightarrow L_{t}^{2} L_{x \vec{y}}^{3} \tag{3.26}
\end{equation*}
$$

where $L_{x \vec{y}}^{3,2}$ denotes the Lorentz space. Altogether, we can now deduce from (3.22) and (3.23) that

$$
\begin{equation*}
\left\|\tilde{\Delta}_{k} u\right\|_{L_{t}^{2} L_{x \ddot{y}}^{3}} \lesssim 2^{k \frac{\gamma}{2}}\|u\|_{X_{0}^{\frac{1}{4}, 0}} \tag{3.27}
\end{equation*}
$$

Finally, this implies (3.17) by using standard Littlewood-Paley theory (as in the proof of Theorem 3.6).

### 3.3 Bilinear Strichartz-type estimates: Generalities

In this section we are concerned with bilinear estimates, which express dispersive properties of the equation, just as the linear Strichartz estimates of the last section. In fact, the linear Strichartz estimates from the last section imply certain bilinear estimates. As an example, suppose $d=2$ and $\alpha=2$. Then, by Theorem 3.6, we have that $\|u\|_{L_{t x y}^{4}} \lesssim\|u\|_{X_{0}^{b, 0}}$ for $b>\frac{1}{2}$. Combining this with Hölder's inequality, we get that

$$
\left\|u_{1} u_{2}\right\|_{L^{2}} \leq\left\|u_{1}\right\|_{L^{4}}\left\|u_{2}\right\|_{L^{4}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, 0}}\left\|u_{2}\right\|_{X_{0}^{b, 0}}
$$

If we use Plancherel's theorem and the definition (2.9) of the $X_{0}^{b, 0}$-norm, we see that this is equivalent to

$$
\left\|\int_{\mathbb{R}^{n}} \frac{f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) d \mu_{1}}{\left\langle\lambda_{1}\right\rangle^{1_{1}}\left\langle\lambda_{2}\right\rangle^{b_{2}}}\right\|_{L_{\mu}^{2}} \lesssim\left\|f_{1}\right\|_{L^{2}}\left\|f_{2}\right\|_{L^{2}}
$$

where we let $f_{i}(\mu):=\langle\lambda\rangle^{b} \mathcal{F} u_{i}(\mu), i=1,2$. By duality, the last estimate is equivalent to

$$
\left|\int_{\mathbb{R}^{2 n}} \frac{f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu)}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} d \mu d \mu_{1}\right| \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

Because the $L^{2}$-norm of a function $f$ only depends on the modulus of $f$, we finally see that this is equivalent to

$$
\int_{\mathbb{R}^{2 n}} \frac{f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu)}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} d \mu d \mu_{1} \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

for all $f_{i} \geq 0$. If we define $K\left(\mu_{1}, \mu\right):=\frac{1}{\left\langle\lambda_{1} b^{b}\left\langle\lambda_{2}\right\rangle^{b}\right.}$, then we can write this last estimate as

$$
\begin{equation*}
\int_{\mathbb{R}^{2 n}} K\left(\mu_{1}, \mu\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu \leq A \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{3.28}
\end{equation*}
$$

where we used the convention that in an integral over $\mu_{1}$ and $\mu, f_{1} f_{2} f_{3}$ always means $f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu)$, where $\mu_{2}=\mu-\mu_{1}$. We will derive other bilinear estimates of the type (3.28), which will not follow from the linear estimates in Section 3.2. Our main tool to derive these estimates is the use of the Cauchy-Schwarz inequality as shown in the next proposition.
Proposition 3.8. If $K \geq 0$ such that

$$
\begin{equation*}
A:=\sup _{\mu \in \mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}} K\left(\mu_{1}, \mu\right)^{2} d \mu_{1}\right)^{\frac{1}{2}}<\infty \tag{3.29}
\end{equation*}
$$

then we have (3.28) for all $f_{i} \geq 0$.
Proof. By using the Cauchy-Schwarz inequality in $\mu_{1}$, we get that

$$
\begin{array}{rl}
\int_{\mathbb{R}^{2 n}} & K\left(\mu_{1}, \mu\right) f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu) d \mu_{1} d \mu \\
& \leq \int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}} K\left(\mu_{1}, \mu\right)^{2} d \mu_{1}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{n}} f_{1}\left(\mu_{1}\right)^{2} f_{2}\left(\mu_{2}\right)^{2} d \mu_{1}\right)^{\frac{1}{2}} f_{3}(\mu) d \mu \\
& \leq A \int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}} f_{1}\left(\mu_{1}\right)^{2} f_{2}\left(\mu_{2}\right)^{2} d \mu_{1}\right)^{\frac{1}{2}} f_{3}(\mu) d \mu
\end{array}
$$

If we now use the Cauchy-Schwarz inequality in $\mu$, we finally obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{2 n}} K\left(\mu_{1}, \mu\right) f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu) d \mu_{1} d \mu \\
& \quad \leq A\left(\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} f_{1}\left(\mu_{1}\right)^{2} f_{2}\left(\mu_{2}\right)^{2} d \mu_{1} d \mu\right)^{\frac{1}{2}}\left\|f_{3}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}=A \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}
\end{aligned}
$$

Proposition 3.9. Let us suppose that we have $K_{1}, K_{2} \geq 0$ such that for $j=1,2$

$$
\int_{\mathbb{R}^{2 n}} K_{j}\left(\mu_{1}, \mu\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu \leq A_{j} \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

for $f_{i} \geq 0$. Then, for every $\theta \in[0,1]$, we have that

$$
\begin{equation*}
\int_{\mathbb{R}^{2 n}} K_{1}\left(\mu_{1}, \mu\right)^{\theta} K_{2}\left(\mu_{1}, \mu\right)^{1-\theta} f_{1} f_{2} f_{3} d \mu_{1} d \mu \leq A_{1}^{\theta} A_{2}^{1-\theta} \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{3.30}
\end{equation*}
$$

for all $f_{i} \geq 0$.
Proof. For $\theta=0$ and $\theta=1$, there is nothing to prove. Suppose $\theta \in(0,1)$. Let $p:=1 / \theta$ and $p^{\prime}:=1 /(1-\theta)$. Then $p, p^{\prime} \in(1, \infty)$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Therefore, using Hölder's inequality, we get that

$$
\begin{aligned}
\int_{\mathbb{R}^{2 n}} & K_{1}\left(\mu_{1}, \mu\right)^{\theta} K_{2}\left(\mu_{1}, \mu\right)^{1-\theta} f_{1} f_{2} f_{3} d \mu_{1} d \mu \\
& =\int_{\mathbb{R}^{2 n}}\left(K_{1}\left(\mu_{1}, \mu\right) f_{1} f_{2} f_{3}\right)^{\frac{1}{p}}\left(K_{2}\left(\mu_{1}, \mu\right) f_{1} f_{2} f_{3}\right)^{\frac{1}{p^{\prime}}} d \mu_{1} d \mu \\
& \leq\left(\int_{\mathbb{R}^{2 n}} K_{1}\left(\mu_{1}, \mu\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu\right)^{\frac{1}{p}}\left(\int_{\mathbb{R}^{2 n}} K_{2}\left(\mu_{1}, \mu\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu\right)^{\frac{1}{p^{\prime}}} \\
& \leq A_{1}^{\theta} A_{2}^{1-\theta} \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}
\end{aligned}
$$

Proposition 3.10. Let $K \geq 0$. Suppose that for all $f_{i} \geq 0$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{2 n}} K\left(\mu_{1}, \mu\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu \leq A \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{3.31}
\end{equation*}
$$

We then also have that

$$
\begin{array}{r}
\int_{\mathbb{R}^{2 n}} K\left(\mu, \mu_{1}\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu \leq A \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \\
\int_{\mathbb{R}^{2 n}} K\left(\mu_{1},-\mu_{2}\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu \leq A \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \\
\int_{\mathbb{R}^{2 n}} K\left(\mu_{2}, \mu\right) f_{1} f_{2} f_{3} d \mu_{1} d \mu \leq A \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \tag{3.34}
\end{array}
$$

for all $f_{i} \geq 0$.

Proof. Let us prove (3.33). The other proofs are similar. We use the change of variables $T:\left(\mu_{1}, \mu\right) \mapsto\left(\mu_{1}^{\prime}, \mu^{\prime}\right)$ with $\mu_{1}^{\prime}=\mu_{1}$ and $\mu^{\prime}=\mu_{1}-\mu=-\mu_{2}$ in the integral on the left hand side of (3.33) to see that this integral is equal to

$$
\int_{\mathbb{R}^{2 n}} K\left(\mu_{1}^{\prime}, \mu^{\prime}\right) f_{1}\left(\mu_{1}^{\prime}\right) f_{2}\left(-\mu^{\prime}\right) f_{3}\left(-\mu_{2}^{\prime}\right) d \mu_{1}^{\prime} d \mu^{\prime}
$$

If we put $g_{1}:=f_{1}, g_{2}:=f_{3}(-\cdot)$ and $g_{3}:=f_{2}(-\cdot)$, we can use (3.31) to see that the last integral is less or equal to

$$
A \prod_{i=1}^{3}\left\|g_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}=A \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

### 3.4 Bilinear Strichartz type estimates in two dimensions

In this section we will derive bilinear estimates of type (3.28) for $d=2$. These estimates will then be used in Chapter 4 to deduce local well-posedness results for the two dimensional generalised Kadomtsev-Petviashvili II equation. Let us assume $d=2$ throughout this section. Recall the convention that in an integral over $\mu_{1}$ and $\mu, f_{1} f_{2} f_{3}$ always means $f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu)$, where $\mu_{2}=\mu-\mu_{1}$.

Corollary 3.11. For $b>\frac{1}{2}$ it holds that

$$
\begin{equation*}
\left\|u_{1} u_{2}\right\|_{L^{2}} \lesssim\left\|\left|D_{x} x^{\frac{1}{4}-\frac{\alpha}{8}} u_{1}\left\|_{X_{0}^{b, 0}}\right\|\left\|\left.D_{x}\right|^{\frac{1}{4}-\frac{\alpha}{8}} u_{2}\right\|_{X_{0}^{b, 0}}\right.\right. \tag{3.35}
\end{equation*}
$$

Furthermore, we have

$$
\begin{gather*}
\int_{\mathbb{R}^{6}} \frac{\left|\xi_{1}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}\left|\xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}  \tag{3.36}\\
\int_{\mathbb{R}^{6}} \frac{\left|\xi_{1}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}|\xi|^{-\frac{1}{4}+\frac{\alpha}{8}}}{\left\langle\lambda_{1}\right\rangle^{b}\langle\lambda\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}  \tag{3.37}\\
\int_{\mathbb{R}^{6}} \frac{|\xi|^{-\frac{1}{4}+\frac{\alpha}{8}}\left|\xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}}{\langle\lambda\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.38}
\end{gather*}
$$

Proof. Letting $r=q=4$ in (3.11), we get that $\left\|\left|D_{x}\right|^{-\left(\frac{1}{4}-\frac{\alpha}{8}\right)} u\right\|_{L_{t x y}^{4}} \lesssim\|u\|_{X_{0}^{b, 0}}$ or equivalently $\|u\|_{L_{t x y}^{4}} \lesssim\left\|\left|D_{x}\right|^{\frac{1}{4}-\frac{\alpha}{8}} u\right\|_{X_{0}^{b, 0}}$. Now, (3.35) follows by combining this estimate with Hölder's inequality. Letting $f_{i}(\mu):=|\xi|^{\frac{1}{4}-\frac{\alpha}{8}}\langle\lambda\rangle^{b} \mathcal{F} u_{i}(\mu)$ for $i=1,2$ and using duality, we see that (3.35) is equivalent to (3.36). By Proposition 3.10, we also obtain (3.37) and (3.38).

For the part of the product $u_{1} u_{2}$ where the $\xi$-frequency of the first factor is significantly smaller than the $\xi$-frequency of the second factor, we can improve this bilinear Strichartz estimate. To formulate this improvement, let us define for $c>0$ the following operator:

$$
\begin{equation*}
\mathcal{F} P_{c}\left(u_{1}, u_{2}\right)(\mu):=\int_{\mathbb{R}^{n}} \chi_{\left|\xi_{1}\right| \leq c\left|\xi_{2}\right|} \mathcal{F} u_{1}\left(\mu_{1}\right) \mathcal{F} u_{2}\left(\mu_{2}\right) d \mu_{1} \tag{3.39}
\end{equation*}
$$

We have the following refined bilinear Strichartz estimate, which for the case $\alpha=2$ was already implicitly used in [13, 29-31, 33, 34].

Theorem 3.12. For $b>\frac{1}{2}$ it holds that

$$
\begin{equation*}
\left\|P_{\frac{1}{3}}\left(u_{1}, u_{2}\right)\right\|_{L^{2}} \lesssim\left\|\left|D_{x}\right|^{\frac{1}{2}} u_{1}\right\|_{X_{0}^{b, 0}}\left\|\left|D_{x}\right|^{-\frac{\alpha}{4}} u_{2}\right\|_{X_{0}^{b, 0}} \tag{3.40}
\end{equation*}
$$

For the proof of the theorem, we need the following lemma.
Lemma 3.13. For $\alpha>0$ let $\phi_{\alpha}(\xi):=\xi|\xi|^{\alpha}$ and

$$
\begin{equation*}
r_{\alpha}\left(\xi, \xi_{1}\right):=\phi_{\alpha}(\xi)-\phi_{\alpha}\left(\xi_{1}\right)-\phi_{\alpha}\left(\xi_{2}\right), \quad \xi, \xi_{1} \in \mathbb{R} \tag{3.41}
\end{equation*}
$$

We then have for every $\xi, \xi_{1} \in \mathbb{R}$ that

$$
\begin{equation*}
\frac{\alpha}{2^{\alpha}}\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha} \leq\left|r_{\alpha}\left(\xi, \xi_{1}\right)\right| \leq\left(\alpha+1+\frac{1}{2^{\alpha}}\right)\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha} \tag{3.42}
\end{equation*}
$$

Proof of Lemma 3.13. Suppose first that $\left|\xi_{\min }\right|=\left|\xi_{1}\right|$. We then have that

$$
\left|\phi_{\alpha}\left(\xi_{1}\right)\right|=\left|\xi_{\min }\right|^{\alpha+1} \leq \frac{1}{2^{\alpha}}\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha}
$$

because $\left|\xi_{\min }\right| \leq \frac{1}{2}\left|\xi_{\max }\right|$. Furthermore, there is a $\theta \in[0,1]$ such that

$$
\left|\phi_{\alpha}(\xi)-\phi_{\alpha}\left(\xi_{2}\right)\right|=\left|\phi_{\alpha}^{\prime}\left(\xi-\theta \xi_{1}\right)\right|\left|\xi_{1}\right|=(\alpha+1)\left|\xi-\theta \xi_{1}\right|^{\alpha}\left|\xi_{\min }\right|
$$

Because $\left|\xi_{1}\right| \leq|\xi|$, it follows that

$$
\min _{\theta \in[0,1]}\left|\xi-\theta \xi_{1}\right|=\min \left\{|\xi|,\left|\xi_{2}\right|\right\}=\left|\xi_{\mathrm{med}}\right| \geq \frac{1}{2}\left|\xi_{\max }\right|
$$

and

$$
\max _{\theta \in[0,1]}\left|\xi-\theta \xi_{1}\right|=\max \left\{|\xi|,\left|\xi_{2}\right|\right\}=\left|\xi_{\max }\right|
$$

Combining these estimates, we get that

$$
\begin{aligned}
\left|r_{\alpha}\left(\xi, \xi_{1}\right)\right| & \geq\left|\phi_{\alpha}(\xi)-\phi_{\alpha}\left(\xi_{2}\right)\right|-\left|\phi_{\alpha}\left(\xi_{1}\right)\right| \\
& \geq(\alpha+1) \frac{1}{2^{\alpha}}\left|\xi_{\max }\right|^{\alpha}\left|\xi_{\min }\right|-\frac{1}{2^{\alpha}}\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha} \\
& =\frac{\alpha}{2^{\alpha}}\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|r_{\alpha}\left(\xi, \xi_{1}\right)\right| & \leq\left|\phi_{\alpha}(\xi)-\phi_{\alpha}\left(\xi_{2}\right)\right|+\left|\phi_{\alpha}\left(\xi_{1}\right)\right| \\
& \leq(\alpha+1)\left|\xi_{\max }\right|^{\alpha}\left|\xi_{\min }\right|+\frac{1}{2^{\alpha}}\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha} \\
& =\left(\alpha+1+\frac{1}{2^{\alpha}}\right)\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha}
\end{aligned}
$$

which proves (3.42) in the case $\left|\xi_{\text {min }}\right|=\left|\xi_{1}\right|$. Taking into account that $r_{\alpha}\left(\xi, \xi_{1}\right)=r_{\alpha}\left(\xi, \xi_{2}\right)=-r_{\alpha}\left(\xi_{2}, \xi\right)$, we see that (3.42) also holds in the other cases.

Proof of Theorem 3.12. Let

$$
f_{1}(\mu):=|\xi|^{\frac{1}{2}}\langle\lambda\rangle^{b} \mathcal{F} u_{1}(\mu), \quad f_{2}(\mu):=|\xi|^{-\frac{\alpha}{4}}\langle\lambda\rangle^{b} \mathcal{F} u_{2}(\mu)
$$

We have to show that

$$
\left\|\int_{\mathbb{R}^{3}} \chi_{\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|} \left\lvert\, \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) d \mu_{1}\right.\right\|_{L_{\mu}^{2}} \lesssim\left\|f_{1}\right\|_{L^{2}}\left\|f_{2}\right\|_{L^{2}}
$$

which by duality is equivalent to

$$
\begin{equation*}
\int_{\mathbb{R}^{6}} \chi_{\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|^{\mid \xi_{1}}} \frac{\left.\left|\xi^{-\frac{1}{2}}\right| \xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.43}
\end{equation*}
$$

for $f_{i} \geq 0$. By Proposition 3.8, it suffices to show that $\sup _{\mu} I(\mu)^{\frac{1}{2}}<\infty$ where

$$
I(\mu):=\int_{\mathbb{R}^{3}} \chi_{\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|} \frac{\left|\xi_{1}\right|^{-1}\left|\xi_{2}\right|^{\frac{\alpha}{2}}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}} d \mu_{1}
$$

For fixed $\mu$, we now use the change of variables $T: \mu_{1} \mapsto\left(\nu, \lambda_{1}, \lambda_{2}\right)$, where

$$
\nu\left(\mu_{1}\right):=r_{\alpha}\left(\xi, \xi_{1}\right)=\xi|\xi|^{\alpha}-\xi_{1}\left|\xi_{1}\right|^{\alpha}-\xi_{2}\left|\xi_{2}\right|^{\alpha}
$$

Let us also recall the definition of $\lambda_{1}$ and $\lambda_{2}$

$$
\begin{aligned}
& \lambda_{1}\left(\mu_{1}\right)=\tau_{1}-\xi_{1}\left|\xi_{1}\right|^{\alpha}+\frac{\eta_{1}^{2}}{\xi_{1}} \\
& \lambda_{2}\left(\mu_{1}\right)=\tau_{2}-\xi_{2}\left|\xi_{2}\right|^{\alpha}+\frac{\eta_{2}^{2}}{\xi_{2}}
\end{aligned}
$$

Observe that

$$
\begin{equation*}
\lambda_{1}+\lambda_{2}-\lambda=\nu+\frac{\left(\xi \eta_{1}-\eta \xi_{1}\right)^{2}}{\xi \xi_{1} \xi_{2}} \tag{3.44}
\end{equation*}
$$

Therefore, we have that

$$
\left|\partial_{\eta_{1}}\left(\lambda_{1}+\lambda_{2}\right)\right|=2\left|\xi \frac{\xi \eta_{1}-\eta \xi_{1}}{\xi \xi_{1} \xi_{2}}\right|=2 \frac{|\xi|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}}}{\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}
$$

Furthermore, we have $\partial_{\xi_{1}} \nu=(\alpha+1)\left(\left|\xi_{2}\right|^{\alpha}-\left|\xi_{1}\right|^{\alpha}\right)$. Since we only consider the region where $\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|$, which implies $\left|\xi_{1}\right|=\left|\xi_{\min }\right|$ and $\left|\xi_{2}\right| \sim|\xi| \sim\left|\xi_{\max }\right|$, it follows by (3.42) that $|\nu| \sim\left|\xi_{1}\right|\left|\xi_{2}\right|^{\alpha}$. We also have $\left|\partial_{\xi_{1}} \nu\right| \gtrsim\left|\xi_{2}\right|^{\alpha}$ in this region. Therefore, we deduce that

$$
\begin{aligned}
\left|\operatorname{det} D_{\mu_{1}} T\right| & =\left|\partial_{\xi_{1}} \nu\right|\left|\partial_{\eta_{1}} \lambda_{1}+\partial_{\eta_{1}} \lambda_{2}\right| \gtrsim\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\alpha}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}} \\
& \gtrsim\left|\xi_{1}\right|^{-1}\left|\xi_{2}\right|^{\frac{\alpha}{2}}|\nu|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}}
\end{aligned}
$$

Let us note that it is possible to divide the region of integration into a finite number of open subsets $U_{i}$ such that $T$ is an injective $C^{1}$-function in $U_{i}$ with non vanishing Jacobian. Because we are in the KP II case, both terms on the right hand side of (3.44) have the same sign, which implies that $|\nu| \leq\left|\lambda_{1}+\lambda_{2}-\lambda\right|$. So, performing the change of variables and using the elementary inequality

$$
\int_{-K}^{K} \frac{d \nu}{|\nu|^{\frac{1}{2}}|a-\nu|^{\frac{1}{2}}} \lesssim \frac{K^{\frac{1}{2}}}{|a|^{\frac{1}{2}}}, \quad a \neq 0
$$

we obtain

$$
I(\mu) \lesssim \int_{\mathbb{R}^{3}} \frac{\chi_{|\nu| \leq\left|\lambda_{1}+\lambda_{2}-\lambda\right|} d \nu d \lambda_{1} d \lambda_{2}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}|\nu|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}}} \lesssim \int_{\mathbb{R}^{2}} \frac{d \lambda_{1} d \lambda_{2}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}} \lesssim 1
$$

In fact, (3.43) also holds without the cut-off function $\chi_{\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|}$ and we also get dual versions of (3.43).

Proposition 3.14. For $b>\frac{1}{2}$ we have that

$$
\begin{align*}
& \int_{\mathbb{R}^{6}} \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}  \tag{3.45}\\
& \int_{\mathbb{R}^{6}} \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}|\xi|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\langle\lambda\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}  \tag{3.46}\\
& \int_{\mathbb{R}^{6}} \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda \lambda^{b}\left\langle\lambda_{2}\right\rangle^{b}\right.} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}  \tag{3.47}\\
& \int_{\mathbb{R}^{6}} \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{1}\right|^{\frac{\alpha}{4}}}{\langle\lambda\rangle^{b}\left\langle\lambda_{1}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.48}
\end{align*}
$$

Proof. In the region where $\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|$ the estimate (3.45) follows from (3.43). In the region where $\left|\xi_{1}\right|>\frac{1}{3}\left|\xi_{2}\right|$ we have that $\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}} \lesssim\left|\xi_{1}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}\left|\xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}$, so that the estimate in this region follows from the bilinear Strichartz estimate (3.36). We then get (3.46), (3.47) and (3.48) by Proposition 3.10. $\square$

### 3.5 Bilinear Strichartz type estimates in three dimensions

In this section we will derive bilinear estimates of type (3.28) for $d=3$. These estimates will then be used in Chapter 5 to deduce local well-posedness results for the three dimensional generalised Kadomtsev-Petviashvili II equation. Let us assume $d=3$ and $\alpha>1$ throughout this section. Recall the convention that in an integral over $\mu_{1}$ and $\mu, f_{1} f_{2} f_{3}$ always means $f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu)$, where $\mu_{2}=\mu-\mu_{1}$.

Theorem 3.15. We have for $b>\frac{1}{2}$ and $f_{i} \geq 0$ that

$$
\begin{equation*}
\int_{\mathbb{R}^{8}} \frac{\left|\xi \xi_{1} \xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{12}}}{\langle\lambda\rangle^{\frac{1}{4}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.49}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\int_{\mathbb{R}^{8}} \frac{\left|\xi \xi_{1} \xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{12}}}{\langle\lambda\rangle^{b}\left\langle\lambda_{1}\right\rangle^{\frac{1}{4}}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.50}
\end{equation*}
$$

Proof. By Theorem 3.7, it follows that

$$
\left\|\left|D_{x}\right|^{-\frac{1}{4}+\frac{\alpha}{12}} u\right\|_{L_{t}^{4} L_{x \vec{y}}^{3}} \lesssim\|u\|_{X_{0}^{b, 0}}
$$

and

$$
\left\|\left|D_{x}\right|^{-\frac{1}{4}+\frac{\alpha}{12}} u\right\|_{L_{t}^{2} L_{x \vec{y}}^{3}} \lesssim\|u\|_{X_{0}^{\frac{1}{4}, 0}}
$$

By the definition of the $X_{0}^{b, 0}$-norm, this can be rewritten as

$$
\begin{equation*}
\left\|\mathcal{F}^{-1}\left(|\xi|^{-\frac{1}{4}+\frac{\alpha}{12}}\langle\lambda\rangle^{-b} f\right)\right\|_{L_{t}^{4} L_{x \vec{y}}^{3}} \lesssim\|f\|_{L^{2}} \tag{3.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathcal{F}^{-1}\left(|\xi|^{-\frac{1}{4}+\frac{\alpha}{12}}\langle\lambda\rangle^{-\frac{1}{4}} f\right)\right\|_{L_{t}^{2} L_{x \vec{y}}^{3}} \lesssim\|f\|_{L^{2}} \tag{3.52}
\end{equation*}
$$

Using Plancherel's theorem and Hölder's inequality, we see that the left-hand side of (3.49) is bounded by

$$
c \prod_{i=1}^{2}\left\|\mathcal{F}^{-1}\left(|\xi|^{-\frac{1}{4}+\frac{\alpha}{12}}\langle\lambda\rangle^{-b} f_{i}\right)\right\|_{L_{t}^{4} L_{x \vec{y}}^{3}}\left\|\mathcal{F}^{-1}\left(|\xi|^{-\frac{1}{4}+\frac{\alpha}{12}}\langle\lambda\rangle^{-\frac{1}{4}} f_{3}\right)\right\|_{L_{t}^{2} L_{x \vec{y}}^{3}}
$$

Combining this with (3.51) and (3.52), we obtain (3.49). Furthermore, (3.50) follows from (3.49) by Proposition 3.10.

Theorem 3.16. For $b>\frac{1}{2}, \delta>0$ and $f_{i} \geq 0$, we have that

$$
\begin{equation*}
\int_{\mathbb{R}^{8}} \frac{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{1}{2}}}{\left\langle\xi_{1}\right\rangle^{\frac{1}{2}+\delta}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.53}
\end{equation*}
$$

Proof. By Proposition 3.8, it suffices to show that $\sup _{\mu} I(\mu)^{\frac{1}{2}}<\infty$, where

$$
I(\mu):=|\xi| \int_{\mathbb{R}^{4}} \frac{\left|\xi_{1}\right|^{-1}\left|\xi_{2}\right|^{-1} d \mu_{1}}{\left\langle\xi_{1}\right\rangle^{1+2 \delta}\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}}
$$

For fixed $\mu$ and $\xi_{1}$, we use the change of variables $S:\left(\tau_{1}, \eta_{1}, \tilde{\eta}_{1}\right) \mapsto\left(\theta, \lambda_{1}, \lambda_{2}\right)$, where

$$
\theta\left(\tau_{1}, \eta_{1}, \tilde{\eta}_{1}\right):=\frac{\left(\xi \eta_{1}-\eta \xi_{1}\right)^{2}}{\xi \xi_{1} \xi_{2}}
$$

Let us recall the definition of $\lambda_{1}$ and $\lambda_{2}$

$$
\begin{aligned}
& \lambda_{1}\left(\mu_{1}\right)=\tau_{1}-\xi_{1}\left|\xi_{1}\right|^{\alpha}+\frac{\eta_{1}^{2}}{\xi_{1}}+\frac{\tilde{\eta}_{1}^{2}}{\xi_{1}} \\
& \lambda_{2}\left(\mu_{1}\right)=\tau_{2}-\xi_{2}\left|\xi_{2}\right|^{\alpha}+\frac{\eta_{2}^{2}}{\xi_{2}}+\frac{\tilde{\eta}_{2}^{2}}{\xi_{2}}
\end{aligned}
$$

Observe that

$$
\begin{equation*}
\lambda_{1}+\lambda_{2}-\lambda-\nu=\theta+\frac{\left(\xi \tilde{\eta}_{1}-\tilde{\eta} \xi_{1}\right)^{2}}{\xi \xi_{1} \xi_{2}} \tag{3.54}
\end{equation*}
$$

where $\nu$ only depends on $\xi_{1}$. Therefore, we have that

$$
\left|\partial_{\eta_{1}} \theta\right|=2\left|\xi \frac{\xi \eta_{1}-\eta \xi_{1}}{\xi \xi_{1} \xi_{2}}\right|=2 \frac{|\xi|^{\frac{1}{2}}|\theta|^{\frac{1}{2}}}{\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}
$$

and

$$
\left|\partial_{\tilde{\eta}_{1}}\left(\lambda_{1}+\lambda_{2}\right)\right|=2 \frac{|\xi|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu-\theta\right|^{\frac{1}{2}}}{\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}
$$

Altogether, we get

$$
\begin{aligned}
\left|\operatorname{det} D_{\left(\tau_{1}, \eta_{1}, \tilde{\eta}_{1}\right)} S\right| & =\left|\partial_{\eta_{1}} \theta\right|\left|\partial_{\tilde{\eta}_{1}}\left(\lambda_{1}+\lambda_{2}\right)\right| \\
& =4|\xi|\left|\xi_{1}\right|^{-1}\left|\xi_{2}\right|^{-1}|\theta|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu-\theta\right|^{\frac{1}{2}}
\end{aligned}
$$

Let us note that it is possible to divide the region of integration into a finite number of open subsets $U_{i}$ such that $S$ is an injective $C^{1}$-function in $U_{i}$ with non vanishing Jacobian. Both terms on the right hand side of (3.54) have the same sign, which implies that $|\theta| \leq\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|$. So, performing the change of variables, we obtain

$$
I(\mu) \lesssim \int_{\mathbb{R}} \frac{1}{\left\langle\xi_{1}\right\rangle^{1+2 \delta}}\left(\int_{\mathbb{R}^{3}} \frac{\chi_{|\theta| \leq\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|} d \theta d \lambda_{1} d \lambda_{2}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}|\theta|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu-\theta\right|^{\frac{1}{2}}}\right) d \xi_{1}
$$

Using the elementary inequality

$$
\begin{equation*}
\int_{-K}^{K} \frac{d x}{|x|^{\frac{1}{2}}|a-x|^{\frac{1}{2}}} \lesssim \frac{K^{\frac{1}{2}}}{|a|^{\frac{1}{2}}}, \quad a \neq 0 \tag{3.55}
\end{equation*}
$$

we find that

$$
\int_{\mathbb{R}^{3}} \frac{\chi_{|\theta| \leq\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|} d \theta d \lambda_{1} d \lambda_{2}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}|\theta|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu-\theta\right|^{\frac{1}{2}}} \lesssim 1
$$

Altogether, we deduce that

$$
I(\mu) \lesssim \int_{\mathbb{R}} \frac{d \xi_{1}}{\left\langle\xi_{1}\right\rangle^{1+2 \delta}} \lesssim 1
$$

Remark 3.17. By Proposition 3.10, (3.53) implies that

$$
\begin{equation*}
\int_{\mathbb{R}^{8}} \frac{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}{\left\langle\xi_{1}\right\rangle^{\frac{1}{2}+\delta}\langle\lambda\rangle^{b}\left\langle\lambda_{1}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.56}
\end{equation*}
$$

$$
\begin{align*}
& \int_{\mathbb{R}^{8}} \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{1}{2}}}{\langle\xi\rangle^{\frac{1}{2}+\delta}\langle\lambda\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}  \tag{3.57}\\
& \int_{\mathbb{R}^{8}} \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}{\langle\xi\rangle^{\frac{1}{2}+\delta}\langle\lambda\rangle^{b}\left\langle\lambda_{1}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.58}
\end{align*}
$$

Let

$$
\begin{aligned}
& \Xi_{1}=\left\{\left(\mu_{1}, \mu\right) \in \mathbb{R}^{8}| | \xi_{1}\left|\leq \frac{1}{3}\right| \xi_{2}\left|,\left|\xi_{2}\right| \geq 1\right\}\right. \\
& \Xi_{2}=\left\{\left(\mu_{1}, \mu\right) \in \mathbb{R}^{8}\left|\frac{1}{3}\right| \xi_{2}\left|\leq\left|\xi_{1}\right| \leq\left|\xi_{2}\right|,\left|\xi_{2}\right| \geq 1\right\}\right.
\end{aligned}
$$

If we now interpolate between (3.49) and (3.53) restricted to $\Xi_{2}$, we get
Corollary 3.18. We have for $\delta>0, \theta \in[0,1)$ and $f_{i} \geq 0$ that

$$
\begin{equation*}
\int_{\Xi_{2}} \frac{|\xi|^{\frac{1}{2}-\theta\left(\frac{3}{4}-\frac{\alpha}{12}\right)}\left|\xi_{1}\right|^{\frac{3}{2}+\theta\left(1+\frac{\alpha}{6}\right)-\delta}}{\langle\lambda\rangle^{\frac{\theta}{4}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.59}
\end{equation*}
$$

Proof. In $\Xi_{2}$, we have that $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right| \sim\left|\xi_{2}\right|$. Therefore, (3.49) implies

$$
\begin{equation*}
\int_{\Xi_{2}} \frac{|\xi|^{-\frac{1}{4}+\frac{\alpha}{12}}\left|\xi_{1}\right|^{-\frac{1}{2}+\frac{\alpha}{6}}}{\langle\lambda\rangle^{\frac{1}{4}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.60}
\end{equation*}
$$

Similarly, (3.53) implies

$$
\begin{equation*}
\int_{\Xi_{2}} \frac{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{3}{2}-\frac{\delta}{1-\theta}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.61}
\end{equation*}
$$

By Proposition 3.9, (3.59) now follows from (3.60) and (3.61).
Theorem 3.19. For $b>\frac{1}{2}$ and $s>\frac{1}{2}$ we have that

$$
\begin{equation*}
\int_{\Xi_{1}} \frac{|\xi|^{\frac{\alpha}{4}}\left|\xi_{1}\right|^{-\frac{1}{2}}\langle\vec{\eta}\rangle^{s} f_{1} f_{2} f_{3}}{\left\langle\vec{\eta}_{1}{ }^{s}\left\langle\vec{\eta}_{2}\right\rangle^{s}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}\right.} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.62}
\end{equation*}
$$

Proof. By Proposition 3.8, it suffices to show that $\sup _{\mu} I(\mu)^{\frac{1}{2}}<\infty$, where

$$
I(\mu):=\int_{\mathbb{R}^{4}} \frac{\chi_{\Xi_{1}}|\xi|^{\frac{\alpha}{2}}\left|\xi_{1}\right|^{-1}\langle\vec{\eta}\rangle^{2 s} d \mu_{1}}{\left\langle\vec{\eta}_{1}\right\rangle^{2 s}\left\langle\vec{\eta}_{2}\right\rangle^{2 s}\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}}
$$

We write $I(\mu)=I_{1}(\mu)+I_{2}(\mu)$, where $I_{1}(\mu)$ and $I_{2}(\mu)$ are the parts of the integral where we have $\left|\xi \eta_{1}-\eta \xi_{1}\right| \geq\left|\xi \tilde{\eta}_{1}-\tilde{\eta} \xi_{1}\right|$ and $\left|\xi \eta_{1}-\eta \xi_{1}\right| \leq\left|\xi \tilde{\eta}_{1}-\tilde{\eta} \xi_{1}\right|$, respectively. Let us note that by an exchange of the variables $\eta_{1}$ and $\tilde{\eta}_{1}$ in the integral $I_{2}(\mu)$, it is easy to see that $I_{2}(\tau, \xi, \eta, \tilde{\eta})=I_{1}(\tau, \xi, \tilde{\eta}, \eta)$. Hence, it suffices to consider $I_{1}(\mu)$. We have that

$$
\frac{\langle\vec{\eta}\rangle^{2 s}}{\left\langle\vec{\eta}_{1}\right\rangle^{2 s}\left\langle\vec{\eta}_{2}\right\rangle^{2 s}} \lesssim \frac{1}{\left\langle\tilde{\eta}_{1}\right\rangle^{2 s}}+\frac{1}{\left\langle\tilde{\eta}_{2}\right\rangle^{2 s}}
$$

and therefore

$$
\begin{aligned}
& I_{1}(\mu) \lesssim \int_{\mathbb{R}} \\
&\left(\frac{1}{\left\langle\tilde{\eta}_{1}\right\rangle^{2 s}}+\frac{1}{\left\langle\tilde{\eta}_{2}\right\rangle^{2 s}}\right) \times \\
&\left(\int_{\mathbb{R}^{3}} \chi_{\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|} \chi_{\left|\xi \eta_{1}-\eta \xi_{1}\right| \geq\left|\xi \tilde{\eta}_{1}-\tilde{\eta} \xi_{1}\right|} \frac{|\xi|^{\frac{\alpha}{2}}\left|\xi_{1}\right|^{-1}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}} d \tau_{1} d \xi_{1} d \eta_{1}\right) d \tilde{\eta}_{1}
\end{aligned}
$$

For fixed $\mu$ and $\tilde{\eta}_{1}$, we use the change of variables $S:\left(\tau_{1}, \xi_{1}, \eta_{1}\right) \mapsto\left(\nu, \lambda_{1}, \lambda_{2}\right)$, where $\nu\left(\xi_{1}\right):=\xi|\xi|^{\alpha}-\xi_{1}\left|\xi_{1}\right|^{\alpha}-\xi_{2}\left|\xi_{2}\right|^{\alpha}$. Observe that

$$
\begin{equation*}
\lambda_{1}+\lambda_{2}-\lambda=\nu\left(\xi_{1}\right)+\frac{\left(\xi \eta_{1}-\eta \xi_{1}\right)^{2}}{\xi \xi_{1} \xi_{2}}+\frac{\left(\xi \tilde{\eta}_{1}-\tilde{\eta} \xi_{1}\right)^{2}}{\xi \xi_{1} \xi_{2}} \tag{3.63}
\end{equation*}
$$

Therefore, it follows that

$$
\begin{aligned}
\left|\partial_{\eta_{1}}\left(\lambda_{1}+\lambda_{2}\right)\right| & =2\left|\xi \frac{\xi \eta_{1}-\eta \xi_{1}}{\xi \xi_{1} \xi_{2}}\right| \\
& \geq \frac{|\xi|^{\frac{1}{2}}}{\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}\left(\frac{\left|\xi \eta_{1}-\eta \xi_{1}\right|}{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}+\frac{\left|\xi \tilde{\eta}_{1}-\tilde{\eta} \xi_{1}\right|}{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}\right)
\end{aligned}
$$

where for the last inequality we used that $\left|\xi \eta_{1}-\eta \xi_{1}\right| \geq\left|\xi \tilde{\eta}_{1}-\tilde{\eta} \xi_{1}\right|$. Using (3.63), we get

$$
\left|\partial_{\eta_{1}}\left(\lambda_{1}+\lambda_{2}\right)\right| \gtrsim \frac{|\xi|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}}}{\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}
$$

Furthermore, taking into account that we are in the region where $\left|\xi_{1}\right| \leq \frac{1}{3}\left|\xi_{2}\right|$, we see that

$$
\left|\partial_{\xi_{1}} \nu\right| \gtrsim\left|\xi_{2}\right|^{\alpha} \sim\left|\xi_{2}\right|^{\frac{\alpha}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}|\nu|^{\frac{1}{2}}
$$

Using also that $|\xi| \sim\left|\xi_{2}\right|$ in this region, we finally obtain

$$
\begin{aligned}
\left|\operatorname{det} D_{\left(\tau_{1}, \xi_{1}, \eta_{1}\right)} S\right| & =\left|\partial_{\xi_{1}} \nu\right|\left|\partial_{\eta_{1}}\left(\lambda_{1}+\lambda_{2}\right)\right| \\
& \gtrsim|\xi|^{\frac{\alpha}{2}}\left|\xi_{1}\right|^{-1}|\nu|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}}
\end{aligned}
$$

Let us note that it is possible to divide the region of integration into a finite number of open subsets $U_{i}$ such that $S$ is an injective $C^{1}$-function in $U_{i}$ with non vanishing Jacobian. Because we are in the KP II case, all terms on the right hand side of (3.63) have the same sign, which implies that $|\nu| \leq\left|\lambda_{1}+\lambda_{2}-\lambda\right|$. So, performing the change of variables, we obtain

$$
I_{1}(\mu) \lesssim \int_{\mathbb{R}}\left(\frac{1}{\left\langle\tilde{\eta}_{1}\right\rangle^{2 s}}+\frac{1}{\left\langle\tilde{\eta}_{2}\right\rangle^{2 s}}\right)\left(\int_{\mathbb{R}^{3}} \frac{\chi_{|\nu| \leq\left|\lambda_{1}+\lambda_{2}-\lambda\right|} d \nu d \lambda_{1} d \lambda_{2}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}|\nu|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}}}\right) d \tilde{\eta}_{1}
$$

Using the elementary inequality (3.55), we deduce that

$$
\int_{\mathbb{R}^{3}} \frac{\chi_{|\nu| \leq\left|\lambda_{1}+\lambda_{2}-\lambda\right|} d \nu d \lambda_{1} d \lambda_{2}}{\left\langle\lambda_{1}\right\rangle^{2 b}\left\langle\lambda_{2}\right\rangle^{2 b}|\nu|^{\frac{1}{2}}\left|\lambda_{1}+\lambda_{2}-\lambda-\nu\right|^{\frac{1}{2}}} \lesssim 1
$$

Altogether, it follows that

$$
I_{1}(\mu) \lesssim \int_{\mathbb{R}} \frac{1}{\left\langle\tilde{\eta}_{1}\right\rangle^{2 s}} d \tilde{\eta}_{1}+\int_{\mathbb{R}} \frac{1}{\left\langle\tilde{\eta}_{2}\right\rangle^{2 s}} d \tilde{\eta}_{1} \lesssim 1
$$

where for the last inequality we used that $2 s>1$.
Corollary 3.20. For $b, \bar{b}>\frac{1}{2}, \delta>0, s_{2}>0,0<\theta<\min \left(1,2 s_{2}\right)$ and $f_{i} \geq 0$ we have that

$$
\begin{equation*}
\int_{\Xi_{1}} \frac{|\xi|^{\theta \frac{\alpha}{4}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-\frac{1-\theta}{2}-\delta}\langle\vec{\eta}\rangle^{s_{2}}}{\left\langle\vec{\eta}_{1}\right\rangle^{s_{2}}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Xi_{1}} \frac{|\xi|^{\theta \frac{\alpha}{4}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-\frac{1-\theta}{2}-\delta}\langle\vec{\eta}\rangle^{s_{2}}}{\left\langle\vec{\eta}_{1}\right\rangle^{s_{2}}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{\theta \bar{b}}\langle\lambda\rangle^{(1-\theta) \bar{b}}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{3.65}
\end{equation*}
$$

Proof. In $\Xi_{1}$, we have that $|\xi| \sim\left|\xi_{2}\right|$, i. e. $|\xi|^{\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{1}{2}} \sim 1$. Now, (3.53) with $\delta$ replaced by $\delta /(1-\theta)$ implies

$$
\int_{\Xi_{1}} \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-\frac{1}{2}-\frac{\delta}{1-\theta}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

By Proposition 3.9, the last inequality and (3.62) with $s=s_{2} / \theta>1 / 2$ imply that (3.64) holds.

Similarly, (3.56) with $\delta$ replaced by $\delta /(1-\theta)$ and $\langle\lambda\rangle^{b}$ replaced by $\langle\lambda\rangle^{\bar{b}}$ implies that

$$
\int_{\Xi_{1}} \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-\frac{1}{2}-\frac{\delta}{1-\theta}}}{\langle\lambda\rangle^{\bar{b}}\left\langle\lambda_{1}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

Now again, by Proposition 3.9, the last inequality and (3.62) with $s=s_{2} / \theta$ and $\left\langle\lambda_{2}\right\rangle^{b}$ replaced by $\left\langle\lambda_{2}\right\rangle^{b}$ imply (3.65).

### 3.6 Notes and references

The local smoothing estimates of Section 3.1 were used in the case of the (modified) two dimensional Kadomtsev-Petviashvili II equation by Kenig and Ziesler in [20]. For the three dimensional Kadomtsev-Petviashvili II equation, these estimates were used by Isaza, López and Mejía in [11] in order to prove local well-posedness results for this equation. Note that, in contrast to [11], we do not use the local smoothing estimate in the proof of local well-posedness of the dispersion generalised Kadomtsev-Petviashvili II equations but only need them to establish that the solutions of the operator equation (2.39) are solutions in the sense of distributions. (Cf. Theorem 3.3.)

The name "Strichartz estimates" for estimates of the solution of a linear dispersive equation in mixed Lebesgue spaces $L_{t}^{q} L_{x \vec{y}}^{r}$ goes back to the work of Strichartz [28] on the Schrödinger, Klein-Gordon and wave equation. For the general scheme of how to deduce the Strichartz estimates from decay estimates of the form (3.8), we again refer to Keel and Tao [17]. The decay estimates and the linear Strichartz estimates proven in Section 3.2 are wellknown in the case $\alpha=2$ of the Kadomtsev-Petviashvili II equation in two or three space dimensions. See, for example, Saut [24] for the two dimensional case and Tzvetkov [33] for the three dimensional case. For the case $\alpha \in 2 \mathbb{N}$ in dimensions $d=2,3$, the decay and linear Strichartz estimates are proven in Ben-Artzi and Saut [1]. See also Saut and Tzvetkov [25] for the case $\alpha=4$.

The method of writing the bilinear Bourgain space estimates as integral inequalities and reducing them by the Cauchy-Schwarz inequality to an estimate of the form (3.29) was first used by Kenig, Ponce and Vega in [19]. For a much more detailed account of bilinear (and, more generally, multilinear) estimates and methods to prove them, cf. TaO [32].

The refined bilinear Strichartz estimate of Theorem 3.12 was, in the case $\alpha=2$ of the Kadomtsev-Petviashvili II equation, already implicitly used in $[13,29-31,33,34]$, although it was not formulated explicitly. In the case $\alpha=4$ of the fifth order Kadomtsev-Petviashvili II equation, it was already implicitly used by Isaza, López and Mejía in [12].

The bilinear Strichartz estimate of Theorem 3.16 in the case $\alpha=2$ of the Kadomtsev-Petviashvili II equation in three space dimensions has been used implicitly by Isaza, López and Mejía in [11].

## Chapter 4

## The two dimensional case

In this chapter we consider the (two dimensional) Kadomtsev-Petviashvili II equation

$$
\begin{equation*}
\left(u_{t}+u_{x x x}+\left(u^{2}\right)_{x}\right)_{x}+u_{y y}=0 \quad \text { in }(-T, T) \times \mathbb{R}^{2}, \quad u(0)=u_{0} \tag{4.1}
\end{equation*}
$$

and, more generally, the dispersion generalised Kadomtsev-Petviashvili II type equation

$$
\begin{equation*}
\left(u_{t}-\left|D_{x}\right|^{\alpha} u_{x}+\left(u^{2}\right)_{x}\right)_{x}+u_{y y}=0 \quad \text { in }(-T, T) \times \mathbb{R}^{2}, \quad u(0)=u_{0} \tag{4.2}
\end{equation*}
$$

with $\frac{4}{3}<\alpha \leq 6$. Note that (4.1) is just (4.2) for $\alpha=2$. For $\alpha=4,(4.2)$ is the fifth order Kadomtsev-Petviashvili II equation

$$
\begin{equation*}
\left(u_{t}-u_{x x x x x}+\left(u^{2}\right)_{x}\right)_{x}+u_{y y}=0 \quad \text { in }(-T, T) \times \mathbb{R}^{2}, \quad u(0)=u_{0} \tag{4.3}
\end{equation*}
$$

Our goal is to solve (4.2) for low regularity initial data, i. e. for $u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)$ with $s_{1}$ and $s_{2}$ as small as possible.

### 4.1 Main results

Our main result for the Kadomtsev-Petviashvili II equation (4.1) is the following.

Theorem 4.1. Let $s_{1}>-\frac{1}{2}$ and $s_{2} \geq 0$. Then there exist a Banach space $X \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)\right)$ and a non increasing function $T:(0, \infty) \rightarrow(0, \infty)$ such that the following holds true:
a) For every $r>0$ and $u_{0} \in \mathcal{B}_{r}:=\left\{u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right) \mid\left\|u_{0}\right\|_{H^{s_{1}, s_{2}\left(\mathbb{R}^{2}\right)}}<r\right\}$ there is a unique solution $u \in X_{T(r)} \hookrightarrow C\left([-T(r), T(r)] ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)\right)$ of (4.1).
b) For every $r>0$ the flow map $F_{r}: \mathcal{B}_{r} \rightarrow X_{T(r)}, u_{0} \mapsto u$ defined by a) is analytic.
c) If $r_{2}>r_{1}>0$ and $u_{0} \in \mathcal{B}_{r_{1}}$, then $R_{T\left(r_{2}\right)} F_{r_{1}}\left(u_{0}\right)=F_{r_{2}}\left(u_{0}\right)$.

Theorem 4.1 is just the special case $\alpha=2$ of the following more general theorem.

Theorem 4.2. For $\frac{4}{3}<\alpha \leq 6$ let $s_{1}>\max \left(1-\frac{3}{4} \alpha, \frac{1}{4}-\frac{3}{8} \alpha\right)$ and $s_{2} \geq 0$. Then there exist a Banach space $X \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)\right)$ and a non increasing function $T:(0, \infty) \rightarrow(0, \infty)$ such that the following holds true:
a) For every $r>0$ and $u_{0} \in \mathcal{B}_{r}:=\left\{u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right) \mid\left\|u_{0}\right\|_{H^{s_{1}, s_{2}\left(\mathbb{R}^{2}\right)}}<r\right\}$ there is a unique solution $u \in X_{T(r)} \hookrightarrow C\left([-T(r), T(r)] ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)\right)$ of (4.2).
b) For every $r>0$ the flow map $F_{r}: \mathcal{B}_{r} \rightarrow X_{T(r)}, u_{0} \mapsto u$ defined by a) is analytic.
c) If $r_{2}>r_{1}>0$ and $u_{0} \in \mathcal{B}_{r_{1}}$, then $R_{T\left(r_{2}\right)} F_{r_{1}}\left(u_{0}\right)=F_{r_{2}}\left(u_{0}\right)$.

Theorem 4.2 follows from Theorem 2.22 and the bilinear estimate which is proven in Theorem 4.7 (cf. Section 4.2).
Remark 4.3. By a solution of (4.2) in $X_{T(r)}$ we always mean a solution of the corresponding operator equation (2.39). Note, however, that because of $\max \left(1-\frac{3}{4} \alpha, \frac{1}{4}-\frac{3}{8} \alpha\right)>-\frac{\alpha}{2}$, Theorem 3.3 shows that these solutions also solve (4.2) in the sense of distributions, i. e. (3.6) holds.

Remark 4.4. In the particular case $\alpha=4$ of the fifth order KadomtsevPetviashvili II equation, Theorem 4.2 shows the local well-posedness of (4.3) for $s_{1}>-\frac{5}{4}$ and $s_{2} \geq 0$. We therefore get a local well-posedness result for the same class of initial data as Isaza, López and Mejía in [12]. Note, though, that the spaces $X_{T}$, where the local well-posedness result of Theorem 4.2 holds, are different from those used in [12] (cf. Remark 4.10).
Remark 4.5. Let us note that if $u$ is a solution of (4.2), then so is

$$
u_{\delta}(t, x, y)=\delta^{\alpha} u\left(\delta^{\alpha+1} t, \delta x, \delta^{\frac{\alpha}{2}+1} y\right)
$$

Considering the homogeneous Sobolev norm

$$
\left\|u_{0}\right\|_{\dot{H}^{s_{1}, s_{2}}}:=\left\|\left.\left||\xi|^{s_{1}}\right| \eta\right|^{s_{2}} \mathcal{F} u_{0}\right\|_{L_{\xi, \eta}^{2}}
$$

we get $\left\|u_{\delta}(0, \cdot, \cdot)\right\|_{\dot{H}^{s_{1}, s_{2}}}=\delta^{\frac{3}{4} \alpha-1+s_{1}+\left(\frac{\alpha}{2}+1\right) s_{2}}\|u(0, \cdot, \cdot)\|_{\dot{H}^{s_{1}, s_{2}}}$. This scaling argument suggests that we get ill-posedness for $s_{1}+\left(1+\frac{\alpha}{2}\right) s_{2}<1-\frac{3}{4} \alpha$. Note
that for $\frac{4}{3}<\alpha \leq 2$ and $s_{2}=0$ we reach the critical value $1-\frac{3}{4} \alpha$ of $s_{1}$, except for the endpoint. For $\alpha=2$ it is proven in [20], Theorem 4.2 that the flow map cannot be $C^{3}$ at the origin from $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right)$ to $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right)$ for $s_{1}<-\frac{1}{2}$, so that our result is sharp (except at the endpoint) for the scale $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right)$ in the sense of $C^{3}$-wellposedness. (Note that while in general the space $H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)$ defined in [20] differs from the one defined by the norm (2.4), they coincide for $s_{2}=0$.) For $\alpha>2$, though, we have that $\frac{1}{4}-\frac{3}{8} \alpha>1-\frac{3}{4} \alpha$, so that we do not reach the scaling limit in this case.

By combining the local well-posedness result of Theorem 4.2 with the conservation of the $L^{2}$-norm, which holds for real valued solutions of (4.2), we obtain the following global result, where $H^{s_{1}, 0}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$ denotes the subspace of all real valued functions in $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right)$.
Theorem 4.6. For $\frac{4}{3}<\alpha \leq 6$ let $s_{1} \geq 0$. Then there exists a Banach space $X \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, 0}\left(\mathbb{R}^{2} ; \mathbb{R}\right)\right)$ such that for every $u_{0} \in H^{s_{1}, 0}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$ and every $T>0$, there is exactly one solution $u$ of equation (4.2) in $X_{T}$.

Theorem 4.6 follows from Theorem 2.28 and the bilinear estimate which is proven in Theorem 4.7 (cf. Section 4.2).

### 4.2 The main bilinear estimate

In the following formulation and proof of the crucial bilinear estimate needed to prove Theorem 4.2, we will only consider the case $s_{2}=0$ (and write $s$ for $s_{1}$ ) to simplify the presentation. Note that the case $s_{2}>0$ follows from this special case because in the general case we only get an extra term $\frac{\left\langle\eta \eta^{s_{2}}\right.}{\left\langle\eta_{1}\right\rangle^{s_{2}}\left\langle\eta_{2}\right\rangle^{s_{2}}}$ in the integral inequalities we have to prove (see (4.12)). However, this term is always bounded above for $s_{2} \geq 0$.
Theorem 4.7. For $\frac{4}{3}<\alpha \leq 6$ and

$$
\begin{equation*}
s>\max \left(1-\frac{3}{4} \alpha, \frac{1}{4}-\frac{3}{8} \alpha\right) \tag{4.4}
\end{equation*}
$$

there exist $b>\frac{1}{2}, b^{\prime} \in(b-1,0], b_{1} \in\left[0,-b^{\prime}\right]$, and $\sigma \in[0,1]$ such that for the spaces $X_{1}, X_{2}$, and $Y$ defined by

$$
\begin{align*}
X_{1}:=X_{0}^{b-b^{\prime}, s}, & X_{2}  \tag{4.5}\\
& :=X_{\sigma}^{b, s} \cap X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}  \tag{4.6}\\
Y & :=X_{\sigma}^{b^{b^{\prime}, s} \cap X_{\sigma}^{b^{\prime}+b_{1}, s-(\alpha+1) b_{1}}}
\end{align*}
$$

we have that

$$
\begin{equation*}
\left\|\partial_{x}\left(u_{1} u_{2}\right)\right\|_{Y} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{l}} \tag{4.7}
\end{equation*}
$$

for $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ and $k, l \in\{1,2\}$.

Remark 4.8. If we let $X:=X_{1}+X_{2}$, then by the bilinearity of

$$
B\left(u_{1}, u_{2}\right):=\partial_{x}\left(u_{1} u_{2}\right)
$$

and by the definition (2.7) of the norm in $X$, it follows from (4.7) that

$$
\begin{equation*}
\left\|B\left(u_{1}, u_{2}\right)\right\|_{Y} \lesssim\left\|u_{1}\right\|_{X}\left\|u_{2}\right\|_{X} \quad\left(u_{1}, u_{2} \in \mathcal{S}_{-\infty}\right) \tag{4.8}
\end{equation*}
$$

This implies that $B$ can be extended to a continuous and bilinear operator from $X \times X$ to $Y$.
Remark 4.9. In the case $\alpha=2$ of the Kadomtsev-Petviashvili II equation, the bilinear estimate (4.8) allows us to show the local well-posedness for initial data in $H^{s, 0}\left(\mathbb{R}^{2}\right)$ for all $s>-\frac{1}{2}$. Let us explain how this relates to the counterexamples in [31]. The counterexamples presented in [31] show that it is not possible to get the bilinear estimate for $-\frac{1}{2}<s<-\frac{1}{3}$ without including the low frequency condition (i. e. the term $\left.\left(\frac{\langle\xi\rangle}{|\xi|}\right)^{\sigma}\right)$ into the definition of $X_{2}$. The drawback of this, however, is that the space $X_{2}$ does not contain the (localized) solutions $L_{1} u_{0}$ of the linear equation (2.20) anymore, unless we impose the same low frequency condition on $u_{0}$. Therefore, we introduce an auxiliary space $X_{1}$ which does not include the low frequency condition and contains $L_{1} u_{0}$ for every $u_{0} \in H^{s, 0}\left(\mathbb{R}^{2}\right)$. Although there is no low frequency weight in the definition of the space $X_{1}$, we can show the bilinear estimate (4.7) also for $u_{i} \in X_{1}$ because the term $\langle\lambda\rangle^{b-b^{\prime}}$ is included in the definition of the norm of $X_{1}$ and $b-b^{\prime}$ is close to 1 (and significantly greater than $b+b_{1}$ ). Then we can construct the solution in the sum space $X:=X_{1}+X_{2}$, which obeys the bilinear estimate (4.8) and contains $L_{1} u_{0}$ for every $u_{0} \in H^{s, 0}\left(\mathbb{R}^{2}\right)$.
Remark 4.10. In the case $\alpha=4$ of the fifth order Kadomtsev-Petviashvili II equation, it is possible to get the bilinear estimate (4.7) in the spaces $X_{2}=X_{0}^{b, s}$ and $Y=X_{0}^{b^{\prime}, s}$, i. e. choosing $b_{1}=0$ and $\sigma=0$, as can be seen from the fact that for $\alpha \geq 4$ we use Lemma 4.15 instead of Lemma 4.13 and Lemma 4.14. More generally, this is true for all $\alpha>\frac{5}{2}$ which can be seen by refining the estimate of Lemma 4.15 by an additional dyadic decomposition and interpolation argument as used in [31], pp. 89-92.

In order to prove Theorem 4.7, we will split the nonlinear term $\partial_{x}\left(u_{1} u_{2}\right)$ into various pieces and give estimates in appropriate $X_{\sigma}^{b, s}$-spaces for each of these pieces (cf. Section 4.3). We will then combine these estimates to give the proof of Theorem 4.7 in Section 4.4. Because we will use exactly the same splitting of the nonlinear term $\partial_{x}\left(u_{1} u_{2}\right)$ in the three dimensional case (cf. Chapter 5), we will describe it here for general dimension $d$.

First of all, with $P_{c}$ defined as in (3.39), we can write

$$
\begin{equation*}
\partial_{x}\left(u_{1} u_{2}\right)=\partial_{x} P_{1}\left(u_{1}, u_{2}\right)+\partial_{x} P_{1}\left(u_{2}, u_{1}\right) \tag{4.9}
\end{equation*}
$$

Since the main bilinear estimate (4.7) is symmetric in $u_{1}$ and $u_{2}$ (at least if we consider all combinations of $k, l \in\{1,2\}$ ), it suffices to prove it only for $\partial_{x} P_{1}\left(u_{1}, u_{2}\right)$. This expression can be decomposed further into

$$
\begin{equation*}
\partial_{x} P_{1}\left(u_{1} u_{2}\right)=Q_{00}\left(u_{1}, u_{2}\right)+\sum_{i=1}^{2} \sum_{j=0}^{2} Q_{i j}\left(u_{1}, u_{2}\right) \tag{4.10}
\end{equation*}
$$

The operators $Q_{i j}$ are defined by

$$
\mathcal{F} Q_{i j}\left(u_{1}, u_{2}\right)(\mu)=i \xi \int_{\mathbb{R}^{n}} \chi_{A_{i j}}\left(\mu_{1}, \mu\right) \mathcal{F} u_{1}\left(\mu_{1}\right) \mathcal{F} u_{2}\left(\mu_{2}\right) d \mu_{1}
$$

where $A_{00}:=\left\{\left(\mu_{1}, \mu\right) \in \mathbb{R}^{2 n}| | \xi_{1}\left|\leq\left|\xi_{2}\right| \leq 1\right\}\right.$ and $A_{i j}:=\Xi_{i} \cap \Lambda_{j}$ for $1 \leq i \leq 2,0 \leq j \leq 2$ with

$$
\begin{aligned}
& \Xi_{1}=\left\{\left(\mu_{1}, \mu\right) \in \mathbb{R}^{2 n}| | \xi_{1}\left|\leq \frac{1}{3}\right| \xi_{2}\left|,\left|\xi_{2}\right| \geq 1\right\}\right. \\
& \Xi_{2}=\left\{\left(\mu_{1}, \mu\right) \in \mathbb{R}^{2 n}\left|\frac{1}{3}\right| \xi_{2}\left|\leq\left|\xi_{1}\right| \leq\left|\xi_{2}\right|,\left|\xi_{2}\right| \geq 1\right\}\right. \\
& \Lambda_{0}=\left\{\left(\mu_{1}, \mu\right) \in \mathbb{R}^{2 n}| | \lambda\left|=\left|\lambda_{\max }\right|\right\}\right. \\
& \Lambda_{j}=\left\{\left(\mu_{1}, \mu\right) \in \mathbb{R}^{2 n}| | \lambda_{j}\left|=\left|\lambda_{\max }\right|\right\} \quad(j=1,2)\right.
\end{aligned}
$$

Let us explain what the meaning of the regions $\Xi_{1}$ and $\Xi_{2}$ is. In $\Xi_{1}$ we have that $2 \leq 2\left|\xi_{2}\right| \leq 3|\xi| \leq 4\left|\xi_{2}\right|$, i. e. $\xi$ and $\xi_{2}$ are comparable in size and are both bounded away from zero, whereas $\xi_{1}$ is the smallest of the frequencies dual to the $x$-variable, i. e. $\left|\xi_{1}\right|=\left|\xi_{\text {min }}\right|$. In $\Xi_{2}$ we have that $\xi_{1}$ and $\xi_{2}$ are comparable in size and are both bounded away from zero, whereas $\xi$ may be small here and we have $|\xi| \sim\left|\xi_{\text {min }}\right|$. For each of the operators $Q_{i j}$, we will show estimates of the form

$$
\begin{equation*}
\left\|Q_{i j}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{\delta}, \bar{s}}} \lesssim\left\|u_{1}\right\|_{X_{\bar{\sigma}}^{\bar{b}, \bar{s}}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.11}
\end{equation*}
$$

for appropriately chosen $\tilde{s}, \tilde{b}, \sigma, \bar{s}, \bar{b}, \bar{\sigma}$. By definition (2.9) of the $X_{\sigma}^{b, s}$-norm (and (2.16)) and by setting

$$
\begin{aligned}
f_{1}\left(\mu_{1}\right) & :=\left|\xi_{1}\right|^{-\bar{\sigma}}\left\langle\xi_{1}\right\rangle^{\bar{s}+\bar{\sigma}}\left\langle\lambda_{1}\right\rangle^{\bar{b}} \mathcal{F} u_{1}\left(\mu_{1}\right) \\
f_{2}\left(\mu_{2}\right) & :=\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{2}\right\rangle^{b} \mathcal{F} u_{2}\left(\mu_{2}\right)
\end{aligned}
$$

we see that this is equivalent to

$$
\left\|\frac{|\xi|\langle\xi\rangle^{\tilde{s}+\sigma}}{|\xi|^{\sigma}\langle\lambda\rangle^{-\tilde{b}}} \int_{\mathbb{R}^{n}} \chi_{A_{i j}}\left(\mu_{1}, \mu\right) \frac{\left|\xi_{1}\right|^{\bar{\sigma}} f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) d \mu_{1}}{\left\langle\xi_{1}\right\rangle^{\bar{s}+\bar{\sigma}}\left\langle\lambda_{1}\right\rangle^{\bar{b}}\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{2}\right\rangle^{b}}\right\|_{L_{\mu}^{2}} \lesssim\left\|f_{1}\right\|_{L^{2}}\left\|f_{2}\right\|_{L^{2}}
$$

Using duality, this estimate is equivalent to

$$
\begin{equation*}
\int_{A_{i j}} \frac{|\xi|\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{\bar{\sigma}} f_{1} f_{2} f_{3} d \mu_{1} d \mu}{|\xi|^{\sigma}\left\langle\xi_{1}\right\rangle^{\bar{s}+\bar{\sigma}}\left\langle\xi_{2}\right\rangle^{s}\langle\lambda\rangle^{-\tilde{b}}\left\langle\lambda_{1}\right\rangle^{\bar{b}}\left\langle\lambda_{2}\right\rangle^{b}} \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{4.12}
\end{equation*}
$$

for all $f_{i} \geq 0$, where we again used the convention that in an integral over $\mu_{1}$ and $\mu, f_{1} f_{2} f_{3}$ always means $f_{1}\left(\mu_{1}\right) f_{2}\left(\mu_{2}\right) f_{3}(\mu)$. The main ingredients we use in the proof of these estimates are the bilinear Strichartz type estimates of Section 3.4 and the "resonance identity" (3.44). We already noted that the two terms on the right hand side of (3.44) have the same sign. Therefore, we have

$$
\begin{equation*}
\left|\lambda_{\max }\right| \geq \frac{1}{3}\left|\lambda_{1}+\lambda_{2}-\lambda\right| \geq \frac{1}{3}|\nu| \geq \frac{\alpha}{3 \cdot 2^{\alpha}}\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha} \tag{4.13}
\end{equation*}
$$

where for the last inequality we used Lemma 3.13.

### 4.3 Estimates for the $Q_{i j}$

In this section we will derive suitable estimates for the "pieces" $Q_{i j}\left(u_{1}, u_{2}\right)$ of the bilinear term $\partial_{x}\left(u_{1} u_{2}\right)$ (see (4.10)). In most cases it will be possible to derive an estimate of the form (4.11) with $(\bar{b}, \bar{s}, \bar{\sigma})=(b, s, 0)$, i. e. with $u_{1}, u_{2} \in X_{0}^{b, s}$. We then use that by the embedding property of $X=X_{1}+X_{2}$ (cf. Proposition 2.27), we have $\|u\|_{X_{0}^{b, s}} \leq\|u\|_{X_{1}}$ and $\|u\|_{X_{0}^{b, s}} \leq\|u\|_{X_{2}}$. In these cases the integral inequality we have to prove reads

$$
\begin{equation*}
\int_{A_{i j}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\langle\lambda\rangle^{\tilde{b}}}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{4.14}
\end{equation*}
$$

Now, this is proven in most cases under various conditions on the parameters $b, s, \tilde{b}, \tilde{s}$ and $\sigma$. In the critical case, i. e. $(i, j)=(1,1)$ and $\alpha<4$, we cannot choose $u_{1} \in X_{0}^{b, s}$ but have to prove separate estimates suitable for the two cases $u_{1} \in X_{1}$ and $u_{1} \in X_{2}$ (cf. Lemma 4.13 and Lemma 4.14).

The following two conditions will be assumed in all cases:

$$
\begin{equation*}
s, \tilde{s} \in \mathbb{R}, 0 \leq \sigma \leq 1, b>\frac{1}{2},-\frac{1}{2}<\tilde{b} \leq 0 \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{b} \leq \frac{1}{\alpha+1}\left(\frac{\alpha}{4}-\frac{3}{2}+2 s-\tilde{s}\right) \tag{4.16}
\end{equation*}
$$

Let us now consider the different cases.

Lemma 4.11. We have that

$$
\begin{equation*}
\left\|Q_{00}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.17}
\end{equation*}
$$

provided that (4.15) and

$$
\begin{equation*}
\sigma \leq \frac{3}{2}-\frac{\alpha}{4} \tag{4.18}
\end{equation*}
$$

hold.
Proof. We have to prove (4.14) for $(i, j)=(0,0)$. Because in $A_{00}$ we have $|\xi| \leq 2\left|\xi_{2}\right| \leq 2$ and $\left|\xi_{1}\right| \leq\left|\xi_{2}\right| \leq 1$, it follows that $\langle\xi\rangle \sim\left\langle\xi_{1}\right\rangle \sim\left\langle\xi_{2}\right\rangle \sim 1$. Hence, it suffices to show

$$
\int_{A_{00}} k_{00}\left(\mu_{1}, \mu\right) \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{00}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}}|\xi|^{1-\sigma}\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{\alpha}{4}}$. If we show that $k_{00}$ is bounded on $A_{00}$, then the claim follows from the bilinear estimate (3.45).

In $A_{00}$, we have $\left|\xi_{1}\right| \leq\left|\xi_{2}\right|$ and $|\xi| \leq 2\left|\xi_{2}\right|$. Furthermore, $\tilde{b} \leq 0$ and $1-\sigma \geq 0$ by (4.15). Altogether, it follows that $k_{00}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{2}\right|^{\frac{3}{2}-\frac{\alpha}{4}-\sigma} \lesssim 1$, where the last inequality follows from (4.18).

Lemma 4.12. We have that

$$
\begin{equation*}
\left\|Q_{10}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{\delta}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.19}
\end{equation*}
$$

provided that (4.15), (4.16) and

$$
\begin{equation*}
\tilde{b} \leq \frac{1}{\alpha}\left(\frac{\alpha}{4}-1+s-\tilde{s}\right) \tag{4.20}
\end{equation*}
$$

hold.
Proof. We have to prove (4.14) for $(i, j)=(1,0)$. Because in $A_{10}$ we have $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi| \sim\left|\xi_{2}\right|$ and $\langle\lambda\rangle^{\tilde{b}} \lesssim|\xi|^{\alpha \tilde{b}}\left|\xi_{1}\right|^{\tilde{b}}$, it suffices to show

$$
\int_{A_{10}} k_{10}\left(\mu_{1}, \mu\right) \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where

$$
\begin{equation*}
k_{10}\left(\mu_{1}, \mu\right):=|\xi|^{1-\frac{\alpha}{4}+\alpha \tilde{b}+\tilde{s}-s}\left\langle\xi_{1}\right\rangle^{-s}\left|\xi_{1}\right|^{\frac{1}{2}+\tilde{b}} \tag{4.21}
\end{equation*}
$$

If we show that $k_{10}$ is bounded on $\Xi_{1}$, then it is especially bounded on $A_{10} \subset \Xi_{1}$ and the lemma follows from the bilinear estimate (3.45).

Let us first consider the case $\left|\xi_{1}\right| \leq 1$. Then $\left\langle\xi_{1}\right\rangle \sim 1$. We have $\frac{1}{2}+\tilde{b}>0$ because of (4.15) and $1-\frac{\alpha}{4}+\alpha \tilde{b}+\tilde{s}-s \leq 0$ because of (4.20). Since $|\xi| \gtrsim 1$ in $\Xi_{1}$, we conclude that $k_{10}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Now, we consider the case $\left|\xi_{1}\right| \geq 1$. Then $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$. Using this and $|\xi| \gtrsim\left|\xi_{1}\right|$ in $\Xi_{1}$, it follows from $(4.20)$ that $k_{10}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{1}\right|^{\frac{3}{2}-\frac{\alpha}{4}+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)}$. Because (4.16) implies $\frac{3}{2}-\frac{\alpha}{4}+(\alpha+1) \tilde{b}+(\tilde{s}-2 s) \leq 0$, we also obtain $k_{10}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Lemma 4.13. We have that

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{0, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b-\tilde{b}, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.22}
\end{equation*}
$$

provided that (4.15), (4.16) and (4.20) hold.
Proof. We have to prove that

$$
\int_{A_{11}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma} f_{1} f_{2} f_{3}}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{1}\right\rangle^{b-\tilde{b}}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

In $A_{11}$ we have $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi| \sim\left|\xi_{2}\right|$ and $\left\langle\lambda_{1}\right\rangle^{\tilde{b}} \lesssim|\xi|^{\alpha \tilde{b}}\left|\xi_{1}\right|^{\tilde{b}}$, so it suffices to show

$$
\int_{A_{11}} k_{10}\left(\mu_{1}, \mu\right) \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{10}$ is defined as in (4.21). In Lemma 4.12, it was shown that under the conditions $(4.15),(4.16)$, and $(4.20), k_{10}$ is bounded on $\Xi_{1}$. This implies that it is especially bounded on $A_{11} \subset \Xi_{1}$. Therefore, (4.22) follows from the bilinear estimate (3.45).

Lemma 4.14. We have that

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.23}
\end{equation*}
$$

provided that (4.15), (4.16), $b_{1} \geq 0$ and

$$
\begin{align*}
\tilde{b}-b_{1} & \leq \frac{1}{\alpha}\left(\frac{\alpha}{4}-\frac{3}{2}+s-\tilde{s}\right)  \tag{4.24}\\
\sigma & \geq b_{1}-\tilde{b} \tag{4.25}
\end{align*}
$$

hold.

Proof. We have to prove that

$$
\int_{A_{11}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{\sigma}\langle\lambda\rangle^{\tilde{b}} f_{1} f_{2} f_{3}}{\left\langle\xi_{1}\right\rangle^{s-(\alpha+1) b_{1}+\sigma}\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{1}\right\rangle^{b+b_{1}}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

In $A_{11}$ we have $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi| \sim\left|\xi_{2}\right|$, so it suffices to show

$$
\int_{A_{11}} k_{11}\left(\mu_{1}, \mu\right) \frac{|\xi|^{-\frac{1}{4}+\frac{\alpha}{8}}\left|\xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}}{\langle\lambda\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{11}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{1}\right\rangle^{-b-b_{1}}|\xi|^{\frac{3}{2}-\frac{\alpha}{4}+\tilde{s}-s}\left\langle\xi_{1}\right\rangle^{-s+(\alpha+1) b_{1}-\sigma}\left|\xi_{1}\right|^{\sigma}$. Now, the lemma follows from the bilinear Strichartz estimate (3.38) if we show that $k_{11}$ is bounded on $A_{11}$.

Because of $|\lambda| \leq\left|\lambda_{1}\right|$ in $A_{11}$ and $\tilde{b}+b>0$ by (4.15), we find that $\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{1}\right\rangle^{-b-b_{1}} \leq\left\langle\lambda_{1}\right\rangle^{\tilde{b}-b_{1}}$. In $A_{11}$ we have $\left|\lambda_{1}\right| \gtrsim|\xi|^{\alpha}\left|\xi_{1}\right|$. Since $\tilde{b}-b_{1} \leq 0$, we obtain

$$
k_{11}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{\frac{3}{2}-\frac{\alpha}{4}+\alpha\left(\tilde{b}-b_{1}\right)+\tilde{s}-s}\left\langle\xi_{1}\right\rangle^{-s+(\alpha+1) b_{1}-\sigma}\left|\xi_{1}\right|^{\tilde{b}-b_{1}+\sigma}
$$

Let us first suppose that $\left|\xi_{1}\right| \leq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim 1$. Note that $|\xi| \gtrsim 1$ in $A_{11}$. Because $\frac{3}{2}-\frac{\alpha}{4}+\alpha\left(\tilde{b}-b_{1}\right)+\tilde{s}-s \leq 0$ by (4.24) and $\tilde{b}-b_{1}+\sigma \geq 0$ by (4.25), it follows that $k_{11}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Let us now consider the case $\left|\xi_{1}\right| \geq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$. By (4.24) and since $|\xi| \gtrsim\left|\xi_{1}\right|$ in $A_{11}$, we find that $k_{11}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{1}\right|^{\frac{3}{2}-\frac{\alpha}{4}+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)}$. Now, (4.16) implies $k_{11}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

If $\alpha \geq 4$, we shall rely on the following lemma to estimate $Q_{11}$ instead of Lemmata 4.13 and 4.14.

Lemma 4.15. We have that

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.26}
\end{equation*}
$$

provided that (4.15), (4.16) and

$$
\begin{align*}
& \tilde{s} \leq s+\frac{\alpha}{4}-1  \tag{4.27}\\
& \tilde{b} \leq-\frac{1}{2 \alpha} \tag{4.28}
\end{align*}
$$

hold.

Proof. We have to prove (4.14) for $(i, j)=(1,1)$. We split $A_{11}=A_{11}^{\leq} \cup A_{11}^{\geq}$, where

$$
A_{11}^{\leq}:=\left\{\left(\mu_{1}, \mu\right) \in A_{11}| | \xi_{1} \mid \leq 1\right\}, \quad A_{11}^{\geq}:=\left\{\left(\mu_{1}, \mu\right) \in A_{11}| | \xi_{1} \mid \geq 1\right\}
$$

Using $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi|$ in $A_{11},\left\langle\xi_{1}\right\rangle \sim 1$ in $A_{11}^{\leq}$, and $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$ in $A_{11}^{\geq}$, we see that it suffices to show

$$
\begin{equation*}
\int_{A_{11}^{\leq}} \frac{|\xi|^{1+\tilde{s}-s}\langle\lambda\rangle^{\tilde{b}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{4.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{A_{11}^{\geq}} \frac{|\xi|^{1+\tilde{s}-s}\left|\xi_{1}\right|^{-s}\langle\lambda\rangle^{\tilde{b}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{4.30}
\end{equation*}
$$

Let us first consider the case $A_{11}^{\leq}$. Because $\tilde{b} \leq 0$ by (4.15), it follows that $\langle\lambda\rangle^{\tilde{b}} \leq 1$. Furthermore, since $|\xi| \sim\left|\xi_{2}\right|,\left|\xi_{1}\right| \leq 1$ in $A_{11}^{\leq}$, and $1+\tilde{s}-s-\frac{\alpha}{4} \leq 0$ by (4.27), we obtain

$$
\frac{|\xi|^{1+\tilde{s}-s}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} \lesssim \frac{\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}}
$$

Therefore, (4.29) follows from the bilinear estimate (3.45).
Let us now consider the case $A_{11}^{\geq}$. Then since $|\xi| \sim\left|\xi_{2}\right|$ in $A_{11}^{\geq}$, we see that (4.30) follows from

$$
\int_{A_{11}^{\geq}} \tilde{k}_{11}\left(\mu_{1}, \mu\right) \frac{|\xi|^{-\frac{1}{4}+\frac{\alpha}{8}}\left|\xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}}{\langle\lambda\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $\tilde{k}_{11}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{1}\right\rangle^{-b}|\xi|^{\frac{3}{2}-\frac{\alpha}{4}+\tilde{s}-s}\left|\xi_{1}\right|^{-s}$. If we prove that $\tilde{k}_{11}$ is bounded on $A_{11}^{\geq}$, then the claim follows from the bilinear estimate (3.38).

As $|\lambda| \leq\left|\lambda_{1}\right|$ in $A_{11}^{\geq}$and $\tilde{b}+b>0$ by (4.15), we have $\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{1}\right\rangle^{-b} \leq\left\langle\lambda_{1}\right\rangle^{\tilde{b}}$. Using $\left|\lambda_{1}\right| \gtrsim|\xi|^{\alpha}\left|\xi_{1}\right|$ in $A_{11}^{\geq}$and $\tilde{b} \leq 0$ by (4.15), we find that

$$
\tilde{k}_{11}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{\frac{3}{2}-\frac{\alpha}{4}+\alpha \tilde{b}+\tilde{s}-s}\left|\xi_{1}\right|^{\tilde{b}-s}
$$

Now, (4.27) and (4.28) imply $\frac{3}{2}-\frac{\alpha}{4}+\alpha \tilde{b}+\tilde{s}-s \leq 0$. Because $|\xi| \gtrsim\left|\xi_{1}\right|$ in $A_{11}^{\geq}$, we obtain $\tilde{k}_{11}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{1}\right|^{\frac{3}{2}-\frac{\alpha}{4}+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)} \lesssim 1$, where the last inequality follows from (4.16).

Lemma 4.16. We have that

$$
\begin{equation*}
\left\|Q_{12}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\delta, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.31}
\end{equation*}
$$

provided that (4.15), (4.16) and (4.20) hold.

Proof. We have to prove (4.14) with $(i, j)=(1,2)$. Because $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi|$ in $A_{12}$, it suffices to show

$$
\int_{A_{12}} k_{12}\left(\mu_{1}, \mu\right) \frac{\left.\left|\xi_{1}\right|^{-\frac{1}{2}} \right\rvert\, \xi \xi^{\frac{\alpha}{4}}}{\left\langle\lambda_{1}\right\rangle^{b}\langle\lambda\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{12}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{2}\right\rangle^{-b}|\xi|^{1-\frac{\alpha}{4}+\tilde{s}-s}\left\langle\xi_{1}\right\rangle^{-s}\left|\xi_{1}\right|^{\frac{1}{2}}$. If we show that $k_{12}$ is bounded on $A_{12}$, then (4.31) follows from the bilinear estimate (3.46).

Since $|\lambda| \leq\left|\lambda_{2}\right|$ in $A_{12}$ and $\tilde{b}+b>0$ by (4.15), we get $\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{2}\right\rangle^{-b} \leq\left\langle\lambda_{2}\right\rangle^{\tilde{b}}$. Furthermore, we have $\left|\lambda_{2}\right|=\left|\lambda_{\max }\right| \gtrsim|\xi|^{\alpha}\left|\xi_{1}\right|$ in $A_{12}$. Because $\tilde{b} \leq 0$ by (4.15), we find that $k_{12}\left(\mu_{1}, \mu\right) \lesssim k_{10}\left(\mu_{1}, \mu\right)$, where $k_{10}$ is defined as in (4.21). In Lemma 4.12, it was shown that $k_{10}$ is bounded on $\Xi_{1}$ under the conditions (4.15), (4.16) and (4.20). Therefore, it is especially bounded on $A_{12} \subset \Xi_{1}$ and the claim follows.

Lemma 4.17. We have that

$$
\begin{equation*}
\left\|Q_{20}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\bar{b}, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.32}
\end{equation*}
$$

provided that (4.15), (4.16) and

$$
\begin{equation*}
\max (\tilde{b}, \sigma-1) \leq \frac{1}{\alpha}\left(\frac{\alpha}{4}-\frac{1}{2}+2 s\right) \tag{4.33}
\end{equation*}
$$

hold.
Proof. We have to prove (4.14) for $(i, j)=(2,0)$. As $\left\langle\xi_{2}\right\rangle \sim\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right| \sim\left|\xi_{2}\right|$ and $|\lambda|=\left|\lambda_{\max }\right|$ in $A_{20}$, it suffices to show

$$
\int_{A_{20}} k_{20}\left(\mu_{1}, \mu\right) \frac{\left|\xi_{1}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}\left|\xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{8}}}{\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where

$$
\begin{equation*}
k_{20}\left(\mu_{1}, \mu\right):=\left\langle\lambda_{\max }\right\rangle^{\tilde{b}}|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{\frac{1}{2}-\frac{\alpha}{4}-2 s} \tag{4.34}
\end{equation*}
$$

If we show that $k_{20}$ is bounded on $\Xi_{2}$, then it is especially bounded on $A_{20} \subset \Xi_{2}$ and (4.32) follows from the bilinear Strichartz estimate (3.36).

Let us first consider the case $|\xi| \leq 1$. We then have that $\langle\xi\rangle \sim 1$. Let $m:=\max (\tilde{b}, \sigma-1)$. By (4.15) we have $m \leq 0$. Using this and $\left|\lambda_{\text {max }}\right| \gtrsim\left|\xi_{1}\right|^{\alpha}|\xi|$ in $\Xi_{2}$, we find that $\left\langle\lambda_{\max }\right\rangle^{\tilde{b}} \leq\left\langle\lambda_{\max }\right\rangle^{m} \lesssim\left|\xi_{1}\right|^{\alpha m}|\xi|^{m}$. This implies

$$
k_{20}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{1-\sigma+m}\left|\xi_{1}\right|^{\frac{1}{2}-\frac{\alpha}{4}+\alpha m-2 s}
$$

We have $1-\sigma+m \geq 0$ by the definition of $m$ and $\frac{1}{2}-\frac{\alpha}{4}+\alpha m-2 s \leq 0$ by (4.33). Taking into account that $\left|\xi_{1}\right| \gtrsim 1$ in $\Xi_{2}$, this implies $k_{20}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Let us now consider the case $|\xi| \geq 1$. We then have $\langle\xi\rangle \sim|\xi|$. Using this and $\left\langle\lambda_{\max }\right\rangle^{\tilde{b}} \lesssim\left|\xi_{1}\right|^{\alpha \tilde{b}}|\xi|^{\tilde{b}}$ in $\Xi_{2}$, it follows that

$$
k_{20}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{1+\tilde{b}+\tilde{s}}\left|\xi_{1}\right|^{\frac{1}{2}-\frac{\alpha}{4}+\alpha \tilde{b}-2 s}
$$

Because $\frac{1}{2}-\frac{\alpha}{4}+\alpha \tilde{b}-2 s \leq 0$ by (4.33) and $\left|\xi_{1}\right| \gtrsim|\xi|$ in $\Xi_{2}$, we conclude that $k_{20}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{\frac{3}{2}-\frac{\alpha}{4}+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)} \lesssim 1$, where the last inequality follows from (4.16).

Lemma 4.18. We have that

$$
\begin{equation*}
\left\|Q_{21}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.35}
\end{equation*}
$$

provided that (4.15), (4.16) and (4.33) hold.
Proof. We have to prove (4.14) for $(i, j)=(2,1)$. As $\left\langle\xi_{2}\right\rangle \sim\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right| \sim\left|\xi_{2}\right|$ in $A_{21}$, it suffices to show

$$
\int_{A_{21}} k_{21}\left(\mu_{1}, \mu\right) \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{\alpha}{4}}}{\langle\lambda\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{21}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{1}\right\rangle^{-b}|\xi|^{\frac{3}{2}-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{-\frac{\alpha}{4}-2 s}$. If we show that $k_{21}$ is bounded on $A_{21}$, then (4.35) follows from the bilinear estimate (3.47).

In $A_{21}$ we have $|\lambda| \leq\left|\lambda_{1}\right|=\left|\lambda_{\max }\right|$. Using this and $\tilde{b}+b>0$, which follows from (4.15), we conclude that $k_{21}\left(\mu_{1}, \mu\right) \leq\left\langle\lambda_{\max }\right\rangle^{\tilde{b}}|\xi|^{\frac{3}{2}-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{-\frac{\alpha}{4}-2 s}$. Taking into account that $|\xi|^{\frac{1}{2}} \lesssim\left|\xi_{1}\right|^{\frac{1}{2}}$ in $A_{21}$, we get $k_{21}\left(\mu_{1}, \mu\right) \lesssim k_{20}\left(\mu_{1}, \mu\right)$, where $k_{20}$ is defined as in (4.34). In Lemma 4.17, it was shown that under the conditions $(4.15),(4.16)$, and $(4.33), k_{20}$ is bounded on $\Xi_{2}$. Therefore, it is especially bounded on $A_{21} \subset \Xi_{2}$ and the claim follows.

Lemma 4.19. We have that

$$
\begin{equation*}
\left\|Q_{22}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.36}
\end{equation*}
$$

provided that (4.15), (4.16) and (4.33) hold.
Proof. We have to prove (4.14) for $(i, j)=(2,2)$. Because $\left\langle\xi_{2}\right\rangle \sim\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$ in $A_{22}$, it suffices to show

$$
\int_{A_{22}} k_{22}\left(\mu_{1}, \mu\right) \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{1}\right|^{\frac{\alpha}{4}}}{\langle\lambda\rangle^{b}\left\langle\lambda_{1}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{22}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{2}\right\rangle^{-b}|\xi|^{\frac{3}{2}-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{-\frac{\alpha}{4}-2 s}$. If we show that $k_{22}$ is bounded on $A_{22}$, then (4.36) follows from the bilinear estimate (3.48). However, the boundedness of $k_{22}$ on $A_{22}$ follows exactly in the same way as the boundedness of $k_{21}$ in Lemma 4.18.

### 4.4 Proof of the main bilinear estimate

In this section we will use the estimates of the last section to give the proof of Theorem 4.7.

Proof of Theorem 4.7. Let

$$
\begin{equation*}
b:=\frac{1}{2}+\frac{\varepsilon}{2}, \quad b^{\prime}:=-\frac{1}{2}+\varepsilon \tag{4.37}
\end{equation*}
$$

where $\varepsilon>0$ will be restricted by various upper bounds given in the course of the proof. By definition (4.37), we obviously have $b^{\prime}>b-1$. Let

$$
b_{1}:=\left\{\begin{array}{cc}
\frac{3}{2 \alpha}-\frac{3}{4}+\varepsilon & \left(\frac{4}{3}<\alpha \leq 2\right)  \tag{4.38}\\
0 & (2<\alpha \leq 6)
\end{array}\right.
$$

and

$$
\sigma:=\left\{\begin{array}{cc}
-b^{\prime}+b_{1} & \left(\frac{4}{3}<\alpha<4\right)  \tag{4.39}\\
\frac{3}{2}-\frac{\alpha}{4} & (4 \leq \alpha \leq 6)
\end{array}\right.
$$

As noted before, because of the symmetry of (4.7) in $u_{1}$ and $u_{2}$ (at least if we consider all combinations of $k, l \in\{1,2\}$ ), it suffices to show (4.7) for $\partial_{x} P_{1}\left(u_{1}, u_{2}\right)$ instead of $\partial_{x}\left(u_{1} u_{2}\right)$, where $P_{1}$ is the operator defined in (3.39). We decompose $\partial_{x} P_{1}\left(u_{1}, u_{2}\right)$ further as in (4.10). Therefore, we have to show that for every $Q_{i j}$ and every $k, l \in\{1,2\}$

$$
\begin{equation*}
\left\|Q_{i j}\left(u_{1}, u_{2}\right)\right\|_{Y} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{l}} \tag{4.40}
\end{equation*}
$$

By the embedding property of the space $X=X_{1}+X_{2}$, which was proven in Proposition 2.27, we see that (4.40) follows from

$$
\begin{equation*}
\left\|Q_{i j}\left(u_{1}, u_{2}\right)\right\|_{Y} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.41}
\end{equation*}
$$

which we actually prove in all cases, except the case $(i, j)=(1,1)$ and $\alpha<4$. By the definition (4.6) of $Y$, it suffices to prove

$$
\begin{equation*}
\left\|Q_{i j}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\bar{b}, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.42}
\end{equation*}
$$

in the two cases

$$
\begin{equation*}
(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right) \tag{4.43}
\end{equation*}
$$

and

$$
\begin{equation*}
(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right) \tag{4.44}
\end{equation*}
$$

We will now use the Lemmata 4.11-4.19 of Section 4.3 to prove (4.42) for all $(i, j) \neq(1,1)$. In order to apply any of these lemmata, we need that the conditions (4.15) and (4.16) are fulfilled. Let us, therefore, first show that there exists an $\varepsilon>0$ such that, in both cases (4.43) and (4.44), the conditions (4.15) and (4.16) indeed hold. If

$$
\begin{equation*}
\varepsilon \leq \frac{1}{16} \tag{4.45}
\end{equation*}
$$

then by the definitions (4.37), (4.38), and (4.39) and taking into account that $\alpha>\frac{4}{3}$, we see that (4.15) holds. Now, (4.16) is fulfilled if

$$
\begin{equation*}
\varepsilon \leq \frac{1}{\alpha+1}\left(\frac{3}{4} \alpha-1+s\right) \tag{4.46}
\end{equation*}
$$

where the right hand side of this inequality is positive because of (4.4).
Let us now turn to the proof of $(4.42)$ for all $(i, j) \neq(1,1)$. We will consider three cases:

1. $(i, j)=(0,0)$ : We will use Lemma 4.11 in order to prove (4.42) in this case. Therefore, we have to check that condition (4.18) holds. Taking into account the definition (4.39) of $\sigma$, we easily see that (4.18) holds.
2. $(i, j)=(1,0)$ and $(i, j)=(1,2)$ : In order to prove (4.42) in these two cases, we will use Lemma 4.12 and Lemma 4.16, respectively. Therefore, we have to check that $(4.20)$ holds for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=$ $\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. Now, (4.20) is fulfilled if

$$
\begin{equation*}
\varepsilon \leq \frac{1}{\alpha}\left(\frac{3}{4} \alpha-1\right) \tag{4.47}
\end{equation*}
$$

where the right hand side of this inequality is positive because $\alpha>\frac{4}{3}$.
3. $(i, j)=(2,0),(i, j)=(2,1)$ and $(i, j)=(2,2)$ : In order to prove (4.42) in these three cases, we will use Lemma 4.17, Lemma 4.18 and Lemma 4.19, respectively. Therefore, we have to check that condition (4.33) holds for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. Since $\tilde{s}$ does not appear in condition (4.33) and $b^{\prime} \leq b^{\prime}+b_{1}$, we see that we only have to verify this condition for $\left.(\tilde{b}, \tilde{s})=\overline{\left(b^{\prime}\right.}+b_{1}, s-(\alpha+1) b_{1}\right)$. In order to see that condition (4.33) holds, we have to show that

$$
\begin{equation*}
b^{\prime}+b_{1} \leq \frac{1}{\alpha}\left(\frac{\alpha}{4}-\frac{1}{2}+2 s\right) \tag{4.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma-1 \leq \frac{1}{\alpha}\left(\frac{\alpha}{4}-\frac{1}{2}+2 s\right) \tag{4.49}
\end{equation*}
$$

hold.
Let us first show (4.48). This follows from (4.46) if $\frac{4}{3}<\alpha \leq 2$ and from

$$
\begin{equation*}
\varepsilon \leq \frac{1}{\alpha}\left(\frac{3}{4} \alpha-\frac{1}{2}+2 s\right) \tag{4.50}
\end{equation*}
$$

if $\alpha>2$, where the right hand side of the last inequality is positive because of (4.4).
Let us now show (4.49). If $\frac{4}{3}<\alpha<4$, we find that $\sigma-1<b^{\prime}+b_{1}$ by the definition (4.39) of $\sigma$ and because of $b^{\prime}>-\frac{1}{2}$. On the other hand, if $\alpha \geq 4$, we also have

$$
\sigma-1 \leq-\frac{1}{2}<b^{\prime}+b_{1}
$$

Therefore, (4.48) implies (4.49).
Let us now consider the case $(i, j)=(1,1)$. If $\alpha \geq 4$, we can also prove (4.42) in this case. We will use Lemma 4.15. Therefore, we have to show that the conditions (4.27) and (4.28) hold. But if $\varepsilon$ fulfills (4.45), it follows that these two conditions indeed hold. This ends the proof in the case $\alpha \geq 4$.

Let us now suppose that $\frac{4}{3}<\alpha<4$. We show that

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{Y} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.51}
\end{equation*}
$$

holds for $k \in\{1,2\}$. Then it follows from Proposition 2.27 again that this implies (4.40) for all $k, l \in\{1,2\}$. By the definition of $Y$, it suffices to prove

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.52}
\end{equation*}
$$

for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$ and for $k \in\{1,2\}$.
Let us treat the cases $k=1$ and $k=2$ separately.

1. $k=1$ : We will use Lemma 4.13 in this case. By the embedding properties of the Bourgain spaces, we have

$$
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \leq\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{0, s}}
$$

for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. Therefore, it suffices to show

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{0, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b-b^{\prime}, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.53}
\end{equation*}
$$

This follows from Lemma 4.13 with $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$. We have to check that (4.20) holds for this choice of $(\tilde{b}, \tilde{s})$. However, this was already proven to hold under the assumption (4.47).
2. $k=2$ : By the definition of $X_{2}$, we find that

$$
\left\|u_{1}\right\|_{X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}} \leq\left\|u_{1}\right\|_{X_{2}}
$$

so that it suffices to show

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\delta, s}} \lesssim\left\|u_{1}\right\|_{X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{4.54}
\end{equation*}
$$

for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. We use Lemma 4.14 in order to prove this. Therefore, we have to show that the conditions (4.24) and (4.25) hold. If $\frac{4}{3}<\alpha \leq 2$, then the definition (4.38) of $b_{1}$ implies that (4.24) holds. If $\alpha>2$, then (4.24) is fulfilled provided that

$$
\begin{equation*}
\varepsilon \leq \frac{1}{\alpha}\left(\frac{3}{4} \alpha-\frac{3}{2}\right) \tag{4.55}
\end{equation*}
$$

where the right hand side of this inequality is positive because of $\alpha>2$. Since $\alpha<4$, (4.25) follows from the definition (4.39) of $\sigma$.

This ends the proof also in the case that $\frac{4}{3}<\alpha<4$.

### 4.5 Notes and references

The use of the Picard iteration scheme in Bourgain spaces to obtain local wellposedness for the Cauchy problem of the Kadomtsev-Petviashvili II equation goes back to the seminal work [5] of Bourgain. In this work, Bourgain showed the (global) well-posedness of (4.1) (on $\mathbb{T}^{2}$ rather than on $\mathbb{R}^{2}$ ) with initial values in $L^{2}$, i. e. for $s_{1}=s_{2}=0$. This result has been improved afterwards by Takaoka and Tzvetkov [31] and Isaza and Mejía [13] to the local well-posedness of (4.1) for $s_{1}>-\frac{1}{3}$ and $s_{2} \geq 0$. (For previous results see also [33], [34], [29].) In [30], TaKaoka showed local well-posedness for $s_{1}>-\frac{1}{2}, s_{2}=0$, but only if the additional low frequency condition $\left|D_{x}\right|^{-\frac{1}{2}+\varepsilon} u_{0} \in L^{2}$, with suitably chosen $\varepsilon$, is imposed on the initial values. Note that global well-posedness for equation (4.1) holds for $s_{1}>-\frac{1}{14}$ and $s_{2}=0$. This was shown by Isaza and Mejía in [14].

For the fifth order Kadomtsev-Petviashvili II equation (4.3), SAUT and Tzvetkov [25] proved local well-posedness for $s_{1} \geq-\frac{1}{4}$ and $s_{2} \geq 0$ under the additional low frequency condition $\partial_{x}^{-1} u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{2}\right)^{4}$ (which is removed for
$s_{1}=s_{2}=0$ by the same authors in [26]). Note that the equation considered in $[25,26]$ is slightly more general than (4.3) because it also contains the third order term. Very recently, Isaza, López and Mejía [12] have improved the local well-posedness result to $s_{1}>-\frac{5}{4}$ and $s_{2} \geq 0$. (These authors also show global well-posedness of (4.3) for $s_{1}>-\frac{4}{7}$ and $s_{2}=0$.) In [26], Saut and Tzvetioov also showed local well-posedness for the fifth order Kadomtsev-Petviashvili II equation with periodic boundary condition, i. e. posed on $(-T, T) \times \mathbb{T}^{2}$, for initial values in the subset of the non-isotropic Sobolev space with $s_{1} \geq-\frac{1}{8}$ and $s_{2}=0$ with constant mean value in $x$.

For general $\alpha \in\left(\frac{4}{3}, 6\right]$, Iório and Nunes [10] showed the local wellposedness for initial values $u_{0}$ in the isotropic Sobolev space $H^{s}\left(\mathbb{R}^{2}\right), s>2$ with the additional low frequency condition $\partial_{x}^{-1} u_{0} \in H^{s}\left(\mathbb{R}^{2}\right)$ using parabolic regularization. Note that these authors consider much more general equations and do not use the dispersive structure of the equation.

## Chapter 5

## The three dimensional case

In this chapter we consider the three dimensional Kadomtsev-Petviashvili II equation

$$
\begin{equation*}
\left(u_{t}+u_{x x x}+\left(u^{2}\right)_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{3}, \quad u(0)=u_{0} \tag{5.1}
\end{equation*}
$$

and the more general dispersion generalised Kadomtsev-Petviashvili II type equation

$$
\begin{equation*}
\left(u_{t}-\left|D_{x}\right|^{\alpha} u_{x}+\left(u^{2}\right)_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{3}, \quad u(0)=u_{0} \tag{5.2}
\end{equation*}
$$

with $2 \leq \alpha \leq 6$. Note that (5.1) is just (5.2) for $\alpha=2$. For $\alpha=4,(5.2)$ is the three dimensional fifth order Kadomtsev-Petviashvili II equation

$$
\begin{equation*}
\left(u_{t}-u_{x x x x x}+\left(u^{2}\right)_{x}\right)_{x}+\Delta_{\vec{y}} u=0 \quad \text { in }(-T, T) \times \mathbb{R}^{3}, \quad u(0)=u_{0} \tag{5.3}
\end{equation*}
$$

### 5.1 Main results

Our main result for the Kadomtsev-Petviashvili II equation in three space dimensions (5.1) is the following.

Theorem 5.1. Let $s_{1}>\frac{1}{2}$ and $s_{2}>0$. Then there exist a Banach space $X \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right)\right)$ and a non increasing function $T:(0, \infty) \rightarrow(0, \infty)$ such that the following holds true:
a) For every $r>0$ and $u_{0} \in \mathcal{B}_{r}:=\left\{u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right) \mid\left\|u_{0}\right\|_{H^{s_{1}, s_{2}\left(\mathbb{R}^{3}\right)}}<r\right\}$ there is a unique solution $u \in X_{T(r)} \hookrightarrow C\left([-T(r), T(r)] ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right)\right)$ of (5.1).
b) For every $r>0$ the flow map $F_{r}: \mathcal{B}_{r} \rightarrow X_{T(r)}, u_{0} \mapsto u$ defined by a) is analytic.
c) If $r_{2}>r_{1}>0$ and $u_{0} \in \mathcal{B}_{r_{1}}$, then $R_{T\left(r_{2}\right)} F_{r_{1}}\left(u_{0}\right)=F_{r_{2}}\left(u_{0}\right)$.

We also have the following theorem concerning solutions of the generalised equation (5.2) in three space dimensions.

Theorem 5.2. For $2<\alpha \leq 6$ let $s_{1}>\max \left(\frac{3}{2}-\frac{\alpha}{2}, \frac{1}{4}-\frac{5}{24} \alpha\right)$ and $s_{2} \geq 0$. Then there exist a Banach space $X \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right)\right)$ and a non increasing function $T:(0, \infty) \rightarrow(0, \infty)$ such that the following holds true:
a) For every $r>0$ and $u_{0} \in \mathcal{B}_{r}:=\left\{u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right) \mid\left\|u_{0}\right\|_{H^{s_{1}, s_{2}\left(\mathbb{R}^{3}\right)}}<r\right\}$ there is a unique solution $u \in X_{T(r)} \hookrightarrow C\left([-T(r), T(r)] ; H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right)\right)$ of (5.2).
b) For every $r>0$ the flow map $F_{r}: \mathcal{B}_{r} \rightarrow X_{T(r)}, u_{0} \mapsto u$ defined by a) is analytic.
c) If $r_{2}>r_{1}>0$ and $u_{0} \in \mathcal{B}_{r_{1}}$, then $R_{T\left(r_{2}\right)} F_{r_{1}}\left(u_{0}\right)=F_{r_{2}}\left(u_{0}\right)$.

Theorem 5.1 and Theorem 5.2 follow from Theorem 2.22 and the bilinear estimates of Theorem 5.6 and Theorem 5.7, respectively (cf. Section 5.2).
Remark 5.3. In the particular case $\alpha=4$ of the fifth order KadomtsevPetviashvili II equation in three space dimensions, Theorem 5.2 shows the local well-posedness of (5.3) for $s_{1}>-\frac{1}{2}$ and $s_{2} \geq 0$.
Remark 5.4. Just as in the two dimensional case, we have that if $u$ is a solution of (5.2), so is

$$
u_{\delta}(t, x, \vec{y})=\delta^{\alpha} u\left(\delta^{\alpha+1} t, \delta x, \delta^{\frac{\alpha}{2}+1} \vec{y}\right)
$$

Considering the homogeneous Sobolev norm

$$
\left\|u_{0}\right\|_{\dot{H}^{s_{1}, s_{2}}}:=\left\||\xi|^{s_{1}}|\vec{\eta}|^{s_{2}} \mathcal{F} u_{0}\right\|_{L_{\xi \vec{\eta}}^{2}}
$$

we get $\left\|u_{\delta}(0, \cdot \cdot \cdot)\right\|_{\dot{H}^{s_{1}, s_{2}}}=\delta^{\frac{\alpha}{2}-\frac{3}{2}+s_{1}+\left(\frac{\alpha}{2}+1\right) s_{2}}\|u(0, \cdot, \cdot)\|_{\dot{H}_{1}, s_{2}}$. This scaling argument suggests that we have ill-posedness for $s_{1}+\left(1+\frac{\alpha}{2}\right) s_{2}<\frac{3}{2}-\frac{\alpha}{2}$. Note that, for $\alpha=2$, we again come arbitrarily close to the scale invariant space $\dot{H}^{\frac{1}{2}, 0}\left(\mathbb{R}^{3}\right)$ but in this case we "loose an $\varepsilon$ " in the $x$ - as well as the $\vec{y}$-regularity. For $2<\alpha \leq \frac{30}{7}$, though, we can let $s_{2}=0$ in Theorem 5.2 and reach the critical value $\frac{3}{2}-\frac{\alpha}{2}$ of $s_{1}$, except for the endpoint. Note that this result includes the case of the fifth order Kadomtsev-Petviashvili II equation in three space dimensions (5.3). For $\alpha>\frac{30}{7}$, we have that $\frac{1}{4}-\frac{5}{24} \alpha>\frac{3}{2}-\frac{\alpha}{2}$, so that we do not reach the scaling limit in this case.

For $\alpha>3$, Theorem 5.2 shows, in particular, the local in time wellposedness of (5.2) for $u_{0} \in L^{2}\left(\mathbb{R}^{3}\right)$. By combining this local well-posedness result with the conservation of the $L^{2}$-norm, which holds for real valued solutions of (5.2), we get the following global result, where $H^{s_{1}, 0}\left(\mathbb{R}^{3} ; \mathbb{R}\right)$ denotes the subspace of all real valued functions in $H^{s_{1}, 0}\left(\mathbb{R}^{3}\right)$.

Theorem 5.5. For $3<\alpha \leq 6$ let $s_{1} \geq 0$ Then there exists a Banach space $X \hookrightarrow C_{b}\left(\mathbb{R} ; H^{s_{1}, 0}\left(\mathbb{R}^{3} ; \mathbb{R}\right)\right)$ such that for every $u_{0} \in H^{s_{1}, 0}\left(\mathbb{R}^{3} ; \mathbb{R}\right)$ and $T>0$, there is exactly one solution $u$ of equation (5.2) in $X_{T}$.

Theorem 5.5 follows from Theorem 2.28 and the bilinear estimate which is proven in Theorem 5.7 (cf. Section 5.2).

### 5.2 The main bilinear estimate

Let us announce the theorem first in the case $\alpha=2$. We denote the regularity in $x$ by $s$ instead of $s_{1}$ as in the case of two space dimensions.

Theorem 5.6. For $\alpha=2, s>\frac{1}{2}$ and $s_{2}>0$ there exist $b>\frac{1}{2}, b^{\prime} \in(b-1,0]$, $b_{1} \in\left[0,-b^{\prime}\right]$ and $\sigma \in[0,1]$ such that for the spaces $X_{1}, X_{2}$, and $Y$ defined by

$$
\begin{align*}
X_{1}:=X_{0}^{b-b^{\prime}, s, s_{2}}, \quad X_{2} & :=X_{\sigma}^{b, s, s_{2}} \cap X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}, s_{2}}  \tag{5.4}\\
Y & :=X_{\sigma}^{b^{\prime}, s, s_{2}} \cap X_{\sigma}^{b^{\prime}+b_{1}, s-(\alpha+1) b_{1}, s_{2}} \tag{5.5}
\end{align*}
$$

we have that

$$
\begin{equation*}
\left\|\partial_{x}\left(u_{1} u_{2}\right)\right\|_{Y} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{l}} \tag{5.6}
\end{equation*}
$$

for $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ and $k, l \in\{1,2\}$.
In the case $\alpha>2$ we will formulate and prove the main bilinear estimate only for $s_{2}=0$. The general case $s_{2} \geq 0$ then follows by the same arguments as in the two dimensional case (see the beginning of Section 4.2).

Theorem 5.7. Let $2<\alpha \leq 6$ and

$$
\begin{equation*}
s>\max \left(\frac{3}{2}-\frac{\alpha}{2}, \frac{1}{4}-\frac{5}{24} \alpha\right) \tag{5.7}
\end{equation*}
$$

Then there exist $b>\frac{1}{2}, b^{\prime} \in(b-1,0], b_{1} \in\left[0,-b^{\prime}\right]$ and $\sigma \in[0,1]$ such that for the spaces $X_{1}, X_{2}$, and $Y$ defined by

$$
\begin{align*}
X_{1}:=X_{0}^{b-b^{\prime}, s}, \quad X_{2} & :=X_{\sigma}^{b, s} \cap X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}  \tag{5.8}\\
Y & :=X_{\sigma}^{b^{\prime}, s} \cap X_{\sigma}^{b^{\prime}+b_{1}, s-(\alpha+1) b_{1}} \tag{5.9}
\end{align*}
$$

we have that

$$
\begin{equation*}
\left\|\partial_{x}\left(u_{1} u_{2}\right)\right\|_{\tilde{X}} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{l}} \tag{5.10}
\end{equation*}
$$

for $u_{1}, u_{2} \in \mathcal{S}_{-\infty}$ and $k, l \in\{1,2\}$
The proofs of Theorem 5.6 and Theorem 5.7 go along the same lines as the proof of Theorem 4.7 in Chapter 4: We use the decompositions (4.9) and (4.10) of the bilinear term $\partial_{x}\left(u_{1} u_{2}\right)$ and then give estimates for the "pieces" $Q_{i j}\left(u_{1}, u_{2}\right)$ in suitable $X_{\sigma}^{b, s_{1}, s_{2}}$-spaces. In the case $\alpha>2$, i. e. when we have $s_{2}=0$, this means showing estimates of the form (4.11) which are equivalent to the integral estimates (4.12). If $\alpha=2$, then we need the presence of $\vec{y}$-regularity, i. e. that $s_{2}>0$, in order to be able to prove the estimates for some of the $Q_{i j}\left(u_{1}, u_{2}\right)$. We then show estimates of the form

$$
\begin{equation*}
\left\|Q_{i j}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}, s_{2}}} \lesssim\left\|u_{1}\right\|_{X_{\bar{\sigma}}^{\bar{b}, \bar{s}, s_{2}}}\left\|u_{2}\right\|_{X_{0}^{b, s, s_{2}}} \tag{5.11}
\end{equation*}
$$

Note, however, that even if $\alpha=2$, we do not need the $\vec{y}$-regularity in all of the cases $Q_{i j}$ and that (5.11) for all $s_{2} \geq 0$ follows from (4.11) because of $\frac{\langle\vec{\eta}\rangle^{s_{2}}}{\left\langle\vec{\eta}_{1}\right\rangle^{s_{2}}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}} \lesssim 1$.

As in the two dimensional case, the main ingredients in the proof of these estimates are the bilinear Strichartz type estimates of Section 3.5 and the "resonance identity" (3.63), which again implies by Lemma 3.13 that

$$
\begin{equation*}
\left|\lambda_{\max }\right| \gtrsim\left|\xi_{\min }\right|\left|\xi_{\max }\right|^{\alpha} \tag{5.12}
\end{equation*}
$$

### 5.3 Estimates for the $Q_{i j}$

In this section we will derive suitable estimates for the "pieces" $Q_{i j}\left(u_{1}, u_{2}\right)$ of the bilinear term $\partial_{x}\left(u_{1} u_{2}\right)$ (see (4.10)). As in the two dimensional case, it will, in most cases, be possible to derive an estimate of the form (4.11) with $(\bar{b}, \bar{s}, \bar{\sigma})=(b, s, 0)$, i. e. with $u_{1}, u_{2} \in X_{0}^{b, s}$. In these cases, the integral inequality we have to prove reads

$$
\begin{equation*}
\int_{A_{i j}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\langle\lambda\rangle^{\tilde{b}}}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}} \tag{5.13}
\end{equation*}
$$

This is proven under various conditions on the parameters $b, s, \tilde{b}, \tilde{s}$ and $\sigma$.
In the critical case, i. e. $(i, j)=(1,1)$, we will not choose $u_{1} \in X_{0}^{b, s}$ but prove separate estimates suitable for the two cases $u_{1} \in X_{1}$ and $u_{1} \in X_{2}$ (cf. Lemma 5.10 and Lemma 5.11). Also, in the case $\alpha=2$, we need some extra estimates which require the presence of $\vec{y}$-regularity (cf. Lemmata 5.17-5.19).

The following two conditions will be assumed in all cases:

$$
\begin{equation*}
s, \tilde{s} \in \mathbb{R}, 0 \leq \sigma \leq 1, b>\frac{1}{2},-\frac{1}{2}<\tilde{b} \leq 0 \tag{5.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{b}<\frac{1}{\alpha+1}(-2+2 s-\tilde{s}) \tag{5.15}
\end{equation*}
$$

Let us now consider the different cases.
Lemma 5.8. We have that

$$
\begin{equation*}
\left\|Q_{00}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{\delta}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.16}
\end{equation*}
$$

provided that (5.14) and

$$
\begin{equation*}
\sigma \leq \frac{1}{2} \tag{5.17}
\end{equation*}
$$

hold.
Proof. We have to prove (5.13) for $(i, j)=(0,0)$. Since in $A_{00}$ we have $|\xi| \leq 2\left|\xi_{2}\right| \leq 2$ and $\left|\xi_{1}\right| \leq\left|\xi_{2}\right| \leq 1$, it follows that $\langle\xi\rangle \sim\left\langle\xi_{1}\right\rangle \sim\left\langle\xi_{2}\right\rangle \sim 1$. Therefore, it suffices to show

$$
\int_{A_{00}} k_{00}\left(\mu_{1}, \mu\right) \frac{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{1}{2}}}{\left\langle\xi_{1}\right\rangle^{\frac{1}{2}+\delta}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{00}\left(\mu_{1}, \mu\right):=|\xi|^{\frac{1}{2}-\sigma}\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}\langle\lambda\rangle^{\tilde{b}}$ and $\delta>0$ can be chosen arbitrarily. $k_{00}$ is bounded on $A_{00}$ because of (5.17) and $\tilde{b} \leq 0$. Therefore, the claim follows from the bilinear estimate (3.53).

Lemma 5.9. We have that

$$
\begin{equation*}
\left\|Q_{10}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.18}
\end{equation*}
$$

provided that $(5.14),(5.15)$ and

$$
\begin{equation*}
\tilde{b} \leq \frac{1}{\alpha}(-1+s-\tilde{s}) \tag{5.19}
\end{equation*}
$$

hold.
Proof. We have to prove (5.13) for $(i, j)=(1,0)$. Using that in $A_{10}$ we have $\langle\xi\rangle \sim\left\langle\xi_{2}\right\rangle \sim\left|\xi_{2}\right| \sim|\xi|$ and $\langle\lambda\rangle^{\tilde{b}} \lesssim|\xi|^{\alpha \tilde{b}}\left|\xi_{1}\right|^{\tilde{b}}$, we see that it suffices to show

$$
\int_{A_{10}} k_{10}\left(\mu_{1}, \mu\right) \frac{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{1}{2}}}{\left\langle\xi_{1}\right\rangle^{\frac{1}{2}+\delta}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where

$$
\begin{equation*}
k_{10}\left(\mu_{1}, \mu\right):=|\xi|^{1+\alpha \tilde{b}+\tilde{s}-s}\left|\xi_{1}\right|^{\frac{1}{2}+\tilde{b}}\left\langle\xi_{1}\right\rangle^{-s+\frac{1}{2}+\delta} \tag{5.20}
\end{equation*}
$$

and $\delta>0$ will be chosen later. We show that $k_{10}$ is bounded on $\Xi_{1}$, then it follows that it is especially bounded on $A_{10} \subset \Xi_{1}$. The lemma then follows from the bilinear estimate (3.53).

Let us first consider the case $\left|\xi_{1}\right| \leq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim 1$. Because of (5.14) and (5.19), we have $\frac{1}{2}+\tilde{b}>0$ and $1+\alpha \tilde{b}+\tilde{s}-s \leq 0$. Because we have $|\xi| \gtrsim 1$ in $\Xi_{1}$, we find that $k_{10}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Let us now consider the case $\left|\xi_{1}\right| \geq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$. Using this and $|\xi| \gtrsim\left|\xi_{1}\right|$ in $\Xi_{1}$, we get $k_{10}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{1}\right|^{2+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)+\delta}$. Because of $(5.15)$, there exists a $\delta>0$ such that $2+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)+\delta \leq 0$. It follows that $k_{10}\left(\mu_{1}, \mu\right) \lesssim 1$.
Lemma 5.10. We have that

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{0, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b-\tilde{b}, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.21}
\end{equation*}
$$

provided that (5.14), (5.15) and (5.19) hold.
Proof. We have to prove that

$$
\int_{A_{11}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma} f_{1} f_{2} f_{3}}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{1}\right\rangle^{b-\tilde{b}}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

In $A_{11}$ we have $\langle\xi\rangle \sim\left\langle\xi_{2}\right\rangle \sim\left|\xi_{2}\right| \sim|\xi|$ and $\left\langle\lambda_{1}\right\rangle^{\tilde{b}} \lesssim|\xi|^{\alpha \tilde{b}}\left|\xi_{1}\right|^{\tilde{b}}$. Therefore, it suffices to show

$$
\int_{A_{11}} k_{10}\left(\mu_{1}, \mu\right) \frac{|\xi|^{\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{1}{2}}}{\left\langle\xi_{1}\right\rangle^{\frac{1}{2}+\delta}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{10}$ is defined as in (5.20) and $\delta>0$ is chosen as in Lemma 5.9. In Lemma $5.9, k_{10}$ was shown to be bounded on $\Xi_{1}$ under the conditions (5.14), (5.15) and (5.19). Hence, it is especially bounded on $A_{11} \subset \Xi_{1}$ and the lemma follows from the bilinear estimate (3.53).

Lemma 5.11. We have that

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.22}
\end{equation*}
$$

provided that (5.14), (5.15) and

$$
\begin{align*}
\tilde{b}-b_{1} & \leq-\frac{1}{4}  \tag{5.23}\\
-\sigma-\frac{1}{2}+\frac{\alpha}{12} \leq \tilde{b}-b_{1} & \leq-\frac{3}{2 \alpha}-\frac{1}{12}+\frac{s-\tilde{s}}{\alpha} \tag{5.24}
\end{align*}
$$

hold.

Proof. We have to prove that

$$
\int_{A_{11}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{\sigma}\langle\lambda\rangle^{\tilde{b}} f_{1} f_{2} f_{3}}{\left\langle\xi_{1}\right\rangle^{s-(\alpha+1) b_{1}+\sigma}\left\langle\xi_{2}\right\rangle^{s}\left\langle\lambda_{1}\right\rangle^{b+b_{1}}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

Because of $\langle\xi\rangle \sim\left\langle\xi_{2}\right\rangle \sim\left|\xi_{2}\right| \sim|\xi|$ in $A_{11}$, it suffices to show

$$
\int_{A_{11}} k_{11}\left(\mu_{1}, \mu\right) \frac{\left|\xi \xi_{1} \xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{12}}}{\left\langle\lambda_{1}\right\rangle^{\frac{1}{4}}\langle\lambda\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where

$$
k_{11}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{1}\right\rangle^{-b-b_{1}+\frac{1}{4}}|\xi|^{\frac{3}{2}-\frac{\alpha}{6}+\tilde{s}-s}\left|\xi_{1}\right|^{\sigma+\frac{1}{4}-\frac{\alpha}{12}}\left\langle\xi_{1}\right\rangle^{-s+(\alpha+1) b_{1}-\sigma}
$$

Now, (5.22) follows from the bilinear estimate (3.50) if we show that $k_{11}$ is bounded on $A_{11}$.

Because of (5.14), we have $\tilde{b}+b>0$. Using this and $|\lambda| \leq\left|\lambda_{1}\right|$ in $A_{11}$, we get $\langle\lambda\rangle^{\tilde{b}+b}\left\langle\lambda_{1}\right\rangle^{-b-b_{1}+\frac{1}{4}} \leq\left\langle\lambda_{1}\right\rangle_{\tilde{b}-b_{1}+\frac{1}{4}}^{\tilde{b}}$. Furthermore, $\left|\lambda_{1}\right| \gtrsim|\xi|^{\alpha}\left|\xi_{1}\right|$ in $A_{11}$, so using that by (5.23) we have $\tilde{b}-b_{1}+\frac{1}{4} \leq 0$, we find that

$$
k_{11}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{\frac{3}{2}+\frac{\alpha}{12}+\alpha\left(\tilde{b}-b_{1}\right)+(\tilde{s}-s)}\left|\xi_{1}\right|^{\sigma+\frac{1}{2}-\frac{\alpha}{12}+\left(\tilde{b}-b_{1}\right)}\left\langle\xi_{1}\right\rangle^{-s+(\alpha+1) b_{1}-\sigma}
$$

Let us first consider the case $\left|\xi_{1}\right| \leq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim 1$. By (5.24), it follows that $\frac{3}{2}+\frac{\alpha}{12}+\alpha\left(\tilde{b}-b_{1}\right)+(\tilde{s}-s) \leq 0$ and $\sigma+\frac{1}{2}-\frac{\alpha}{12}+\left(\tilde{b}-b_{1}\right) \geq 0$. Using that $|\xi| \gtrsim 1$ in $A_{11}$, we obtain $k_{11}\left(\mu_{1}, \mu\right) \lesssim 1$.

Let us now consider the case $\left|\xi_{1}\right| \geq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$. Using this and $|\xi| \gtrsim\left|\xi_{1}\right|$ in $A_{11}$, we find that $k_{11}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{1}\right|^{2+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)}$. Therefore, $k_{11}\left(\mu_{1}, \mu\right) \lesssim 1$ follows from (5.15).

Lemma 5.12. We have that

$$
\begin{equation*}
\left\|Q_{12}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.25}
\end{equation*}
$$

provided that (5.14), (5.15) and (5.19) hold.
Proof. We have to show (5.13) for $(i, j)=(1,2)$. Using $\langle\xi\rangle \sim\left\langle\xi_{2}\right\rangle \sim\left|\xi_{2}\right| \sim|\xi|$ in $A_{12}$, we see that it suffices to show

$$
\int_{A_{12}} k_{12}\left(\mu_{1}, \mu\right) \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}{\left\langle\xi_{1}\right\rangle^{\frac{1}{2}+\delta}\langle\lambda\rangle^{b}\left\langle\lambda_{1}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{12}\left(\mu_{1}, \mu\right):=\left\langle\lambda_{2}\right\rangle^{-b}\langle\lambda\rangle^{\tilde{b}+b}|\xi|^{1+\tilde{s}-s}\left|\xi_{1}\right|^{\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-s+\frac{1}{2}+\delta}$ and $\delta>0$ is chosen as in Lemma 5.9. If we show that $k_{12}$ is bounded on $A_{12}$, then (5.25) follows from the bilinear estimate (3.56).

Because of (5.14), we have $\tilde{b}+b>0$. Since $|\lambda| \leq\left|\lambda_{2}\right|=\left|\lambda_{\max }\right|$ in $A_{12}$, we get $\left\langle\lambda_{2}\right\rangle^{-b}\langle\lambda\rangle^{\tilde{b}+b} \leq\left\langle\lambda_{2}\right\rangle^{\tilde{b}} \lesssim|\xi|^{\alpha \tilde{b}}\left|\xi_{1}\right|^{\tilde{b}}$. Therefore, $k_{12}\left(\mu_{1}, \mu\right) \lesssim k_{10}\left(\mu_{1}, \mu\right)$, where $k_{10}$ is defined as in (5.20). Because, in Lemma 5.9, $k_{10}$ was shown to be bounded on $\Xi_{1}$ under the conditions (5.14), (5.15) and (5.19), it is especially bounded on $A_{12} \subset \Xi_{1}$.

Lemma 5.13. We have that

$$
\begin{equation*}
\left\|Q_{20}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \bar{s}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.26}
\end{equation*}
$$

provided that (5.14), (5.15) and

$$
\begin{equation*}
\sigma-\frac{3}{2}+\frac{\alpha}{12} \leq \tilde{b} \leq \min \left(-\frac{1}{4},-\frac{1}{2 \alpha}-\frac{1}{12}+\frac{2 s}{\alpha}\right) \tag{5.27}
\end{equation*}
$$

hold.
Proof. We have to prove (5.13) for $(i, j)=(2,0)$. As $\left\langle\xi_{2}\right\rangle \sim\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right| \sim\left|\xi_{2}\right|$ in $A_{20}$, we see that it suffices to show

$$
\int_{A_{20}} k_{20}\left(\mu_{1}, \mu\right) \frac{\left|\xi \xi_{1} \xi_{2}\right|^{-\frac{1}{4}+\frac{\alpha}{12}}}{\langle\lambda\rangle^{\frac{1}{4}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{20}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+\frac{1}{4}}|\xi|^{\frac{5}{4}-\frac{\alpha}{12}-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{-2 s+\frac{1}{2}-\frac{\alpha}{6}}$. If we show that $k_{20}$ is bounded on $A_{20}$, then (5.26) follows from (3.49).

Because of (5.27), we have $\tilde{b}+\frac{1}{4} \leq 0$. Using this and $|\lambda| \gtrsim\left|\xi_{1}\right|^{\alpha}|\xi|$ in $A_{20}$, we find that $k_{20}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{\frac{3}{2}-\frac{\alpha}{12}+\tilde{b}-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{\frac{1}{2}+\frac{\alpha}{12}+\alpha \tilde{b}-2 s}$.

Let us first suppose that $|\xi| \leq 1$. We then have $\langle\xi\rangle \sim 1$. By (5.27), it follows that $\frac{3}{2}-\frac{\alpha}{12}+\tilde{b}-\sigma \geq 0$ and $\frac{1}{2}+\frac{\alpha}{12}+\alpha \tilde{b}-2 s \leq 0$. Because $\left|\xi_{1}\right| \gtrsim 1$ in $A_{20}$, we obtain $k_{20}\left(\mu_{1}, \mu\right) \lesssim 1$.

Now, suppose that $|\xi| \geq 1$. Then we have $\langle\xi\rangle \sim|\xi|$. Because $\left|\xi_{1}\right| \gtrsim|\xi|$ in $A_{20}$, we find that $k_{20}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{2+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)} \lesssim 1$, where the last inequality follows from (5.15).

Lemma 5.13 can only be used if $\tilde{b} \leq-1 / 4$. Since we also have to deal with values of $\tilde{b}$ greater than $-1 / 4$ (at least in the case $\alpha \leq 9 / 4$ ), we also need

Lemma 5.14. We have (5.26) provided that (5.14), (5.15), $\sigma \leq \frac{1}{2}, \alpha \leq 9$ and

$$
\begin{equation*}
-\frac{1}{4}<\tilde{b}<\frac{12 s-9}{24+4 \alpha} \tag{5.28}
\end{equation*}
$$

hold.

Proof. We have to prove (5.13) for $(i, j)=(2,0)$. Let $\theta:=-4 \tilde{b}$, then $\tilde{b}=-\frac{\theta}{4}$. By (5.14) and (5.28), we have $\theta \in[0,1)$. Because $\left\langle\xi_{2}\right\rangle \sim\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right| \sim\left|\xi_{2}\right|$ in $A_{20}$, we see that it suffices to show

$$
\int_{A_{20}} \tilde{k}_{20}\left(\mu_{1}, \mu\right) \frac{\left.\left|\xi \xi^{\frac{1}{2}-\theta\left(\frac{3}{4}-\frac{\alpha}{12}\right)}\right| \xi_{1}\right|^{-\frac{3}{2}+\theta\left(1+\frac{\alpha}{6}\right)-\delta}}{\langle\lambda\rangle^{\frac{\theta}{4}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $\tilde{k}_{20}\left(\mu_{1}, \mu\right):=|\xi|^{\frac{1}{2}+\theta\left(\frac{3}{4}-\frac{\alpha}{12}\right)-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{-2 s+\frac{3}{2}-\theta\left(1+\frac{\alpha}{6}\right)+\delta}$ and $\delta>0$ will be chosen later. If we show that $\tilde{k}_{20}$ is bounded on $A_{20}$, then (5.26) follows from the bilinear estimate (3.59).

By the definition of $\theta$, we have

$$
\tilde{k}_{20}\left(\mu_{1}, \mu\right)=|\xi|^{\frac{1}{2}-\tilde{b}\left(3-\frac{\alpha}{3}\right)-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\left|\xi_{1}\right|^{-2 s+\frac{3}{2}+\tilde{b}\left(4+\frac{2}{3} \alpha\right)+\delta}
$$

Let us first consider the case $|\xi| \leq 1$. (5.28) implies $-2 s+\frac{3}{2}+\tilde{b}\left(4+\frac{2}{3} \alpha\right)<0$. Therefore, for $\delta$ sufficiently small, we have $-2 s+\frac{3}{2}+\tilde{b}\left(4+\frac{2}{3} \alpha\right)+\delta \leq 0$. Because $\sigma \leq \frac{1}{2}$, we obtain $\frac{1}{2}-\sigma \geq 0$. Since $\alpha \leq 9$ and $\tilde{b} \leq 0$, we have $-\tilde{b}\left(3-\frac{\alpha}{3}\right) \geq 0$. Altogether, we get $\frac{1}{2}-\sigma-\tilde{b}\left(3-\frac{\alpha}{3}\right) \geq 0$. It follows that $\tilde{k}_{20}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Let us now consider the case $|\xi| \geq 1$. We then have $\langle\xi\rangle \sim|\xi|$. Because $\left|\xi_{1}\right| \gtrsim|\xi|$ in $A_{20}$, we find that $\tilde{k}_{20}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{2+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)+\delta} \lesssim 1$, where the last inequality follows from (5.15) if we choose $\delta$ sufficiently small.

Lemma 5.15. We have that

$$
\begin{equation*}
\left\|Q_{21}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\bar{b}, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.29}
\end{equation*}
$$

provided that (5.14), (5.15) and

$$
\begin{equation*}
\tilde{b} \leq \frac{2 s}{\alpha} \tag{5.30}
\end{equation*}
$$

hold.
Proof. We have to prove (5.13) for $(i, j)=(2,1)$. As $\left\langle\xi_{1}\right\rangle \sim\left\langle\xi_{2}\right\rangle \sim\left|\xi_{2}\right| \sim\left|\xi_{1}\right|$ and $\langle\lambda\rangle^{\tilde{b}}\left\langle\lambda_{1}\right\rangle^{-b} \leq\langle\lambda\rangle^{-b}\left\langle\lambda_{1}\right\rangle^{\tilde{b}}=\langle\lambda\rangle^{-b}\left\langle\lambda_{\max }\right\rangle^{\tilde{b}}$ in $A_{21}$, it suffices to show

$$
\int_{A_{21}} k_{21}\left(\mu_{1}, \mu\right) \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{1}\right|^{\frac{1}{2}}\left|\xi_{2}\right|^{-\frac{1}{2}}}{\langle\xi\rangle^{\frac{1}{2}+\delta}\langle\lambda\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where

$$
\begin{equation*}
k_{21}\left(\mu_{1}, \mu\right):=\left\langle\lambda_{\max }\right\rangle^{\tilde{b}}|\xi|^{\frac{3}{2}-\sigma}\langle\xi\rangle^{\frac{1}{2}+\tilde{s}+\sigma+\delta}\left|\xi_{1}\right|^{-2 s} \tag{5.31}
\end{equation*}
$$

and $\delta>0$ will be chosen later. If we show that $k_{21}$ is bounded on $\Xi_{2}$, then it is especially bounded on $A_{21} \subset \Xi_{2}$ and the lemma follows from (3.57).

Because $\left|\lambda_{\text {max }}\right| \gtrsim\left|\xi_{1}\right|^{\alpha}|\xi|$ in $\Xi_{2}$, we obtain

$$
k_{21}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{\frac{3}{2}+\tilde{b}-\sigma}\langle\xi\rangle^{\frac{1}{2}+\tilde{s}+\sigma+\delta}\left|\xi_{1}\right|^{-2 s+\alpha \tilde{b}}
$$

Let us first consider the case that $|\xi| \leq 1$. We then have $\langle\xi\rangle \sim 1$. Because of (5.14), we have $\frac{3}{2}+\tilde{b}-\sigma>0$. By (5.30), it follows that $-2 s+\alpha \tilde{b} \leq 0$. Since $\left|\xi_{1}\right| \gtrsim 1$ in $\Xi_{2}$, this implies $k_{21}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Let us now consider the case that $|\xi| \geq 1$. This implies $\langle\xi\rangle \sim|\xi|$. Using this and $\left|\xi_{1}\right| \gtrsim|\xi|$ in $\Xi_{2}$, we get $k_{21}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{2+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)+\delta}$. Because of (5.15), there exists a $\delta>0$ such that $2+(\alpha+1) \tilde{b}+(\tilde{s}-2 s)+\delta \leq 0$. We then obtain $k_{21}\left(\mu_{1}, \mu\right) \lesssim 1$.

Lemma 5.16. We have that

$$
\begin{equation*}
\left\|Q_{22}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.32}
\end{equation*}
$$

provided that (5.14), (5.15) and (5.30) hold.
Proof. We have to prove (5.13) for $(i, j)=(2,2)$. As $\left\langle\xi_{1}\right\rangle \sim\left\langle\xi_{2}\right\rangle \sim\left|\xi_{2}\right| \sim\left|\xi_{1}\right|$ and $\langle\lambda\rangle^{\tilde{b}}\left\langle\lambda_{2}\right\rangle^{-b} \leq\langle\lambda\rangle^{-b}\left\langle\lambda_{2}\right\rangle^{\tilde{b}}=\langle\lambda\rangle^{-b}\left\langle\lambda_{\max }\right\rangle^{\tilde{b}}$ in $A_{22}$, it suffices to show

$$
\int_{A_{22}} k_{21}\left(\mu_{1}, \mu\right) \frac{|\xi|^{-\frac{1}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left|\xi_{2}\right|^{\frac{1}{2}}}{\langle\xi\rangle^{\frac{1}{2}+\delta}\langle\lambda\rangle^{b}\left\langle\lambda_{1}\right\rangle^{b}} f_{1} f_{2} f_{3} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $k_{21}$ is defined as in (5.31) and $\delta>0$ is chosen as in Lemma 5.15. It was shown in Lemma 5.15 that $k_{21}$ is bounded on $\Xi_{2}$ under the conditions (5.14), (5.15) and (5.30). Therefore, it is especially bounded on $A_{22} \subset \Xi_{2}$ and (5.32) follows from the bilinear estimate (3.58).

The lemmata proven so far are sufficient to give the proof of well-posedness for $\alpha>2$. For $\alpha=2$, however, we see that (5.14) and (5.19) for $\tilde{s}=s$ imply

$$
-\frac{1}{2}<\tilde{b} \leq-\frac{1}{\alpha}=-\frac{1}{2}
$$

which is a contradiction. Therefore, we need substitutes for Lemma 5.9, Lemma 5.10 and Lemma 5.12 in this case.

Lemma 5.17. Let $\alpha=2$. We have that

$$
\begin{equation*}
\left\|Q_{10}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\bar{b}, \tilde{s}, s_{2}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s, s_{2}}}\left\|u_{2}\right\|_{X_{0}^{b, s, s} s_{2}} \tag{5.33}
\end{equation*}
$$

provided that (5.14), (5.15) and

$$
\begin{equation*}
\tilde{b} \leq \frac{1}{2}\left(-1+\frac{s_{2}}{2+2 s_{2}}+(s-\tilde{s})\right) \tag{5.34}
\end{equation*}
$$

hold.
Proof. We have to prove that

$$
\int_{A_{10}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\langle\vec{\eta}\rangle^{s_{2}}\langle\lambda\rangle^{\tilde{b}} f_{1} f_{2} f_{3}}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\xi_{2}\right\rangle^{s}\left\langle\vec{\eta}_{1}\right\rangle^{s_{2}}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

Let $\theta=s_{2} /\left(1+s_{2}\right)$ and $\delta=\theta / 2$. Then $0<\theta<s_{2}$ and $(1-\theta) / 2+\delta=1 / 2$. Using $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi|$ and $\langle\lambda\rangle^{\tilde{b}} \lesssim|\xi|^{2 \tilde{b}}\left|\xi_{1}\right|^{\tilde{b}}$ in $A_{10}$, we see that it suffices to show

$$
\int_{A_{10}} \tilde{k}_{10}\left(\mu_{1}, \mu\right) \frac{|\xi|^{\frac{\theta}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-\frac{1}{2}}\left\langle\vec{\eta}^{s_{2}} f_{1} f_{2} f_{3}\right.}{\left\langle\vec{\eta}_{1}\right\rangle^{s_{2}}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where

$$
\begin{equation*}
\tilde{k}_{10}\left(\mu_{1}, \mu\right):=|\xi|^{1+2 \tilde{b}-\frac{\theta}{2}+\tilde{s}-s}\left|\xi_{1}\right|^{\frac{1}{2}+\tilde{b}}\left\langle\xi_{1}\right\rangle^{-s+\frac{1}{2}} \tag{5.35}
\end{equation*}
$$

If we show that $\tilde{k}_{10}$ is bounded on $\Xi_{1}$, then it is especially bounded on $A_{10} \subset \Xi_{1}$ and the lemma follows from the bilinear estimate (3.64).

Let us first consider the case that $\left|\xi_{1}\right| \leq 1$. This implies $\left\langle\xi_{1}\right\rangle \sim 1$. Because of (5.14), we have $\frac{1}{2}+\tilde{b}>0$. Using (5.34) and the definition of $\theta$, it follows that $1+2 \tilde{b}-\frac{\theta}{2}+\tilde{s}-s \leq 0$. Because $|\xi| \gtrsim 1$ in $\Xi_{1}$, we obtain $\tilde{k}_{10}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Let us now consider the case $\left|\xi_{1}\right| \geq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$. Using this and $|\xi| \gtrsim\left|\xi_{1}\right|$ in $A_{10}$, we find that $\tilde{k}_{10}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{1}\right|^{2+3 \tilde{b}+\tilde{s}-2 s-\frac{\theta}{2}} \lesssim 1$, where the last inequality follows because of (5.15) and $\theta>0$.

Lemma 5.18. Let $\alpha=2$. We have that

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{0, \tilde{y}, s_{2}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b-b, s, s, s_{2}}}\left\|u_{2}\right\|_{X_{0}^{b, s, s} s_{2}} \tag{5.3.3}
\end{equation*}
$$

provided that (5.14), (5.15) and (5.34) hold.
Proof. We have to prove that

$$
\int_{A_{11}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s} \sigma}\left\langle\vec{\eta}^{s_{2}} f_{1} f_{2} f_{3}\right.}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\xi_{2}\right\rangle^{s}\left\langle\vec{\eta}_{1}\right\rangle^{2}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}\left\langle\lambda_{1}\right\rangle^{b-\tilde{b}}\left\langle\lambda_{2}\right\rangle^{d}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

Let $\theta=s_{2} /\left(1+s_{2}\right)$ and $\delta=\theta / 2$ as in Lemma 5.17. Because $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi|$ and $\left\langle\lambda_{1}\right\rangle^{\tilde{b}} \lesssim|\xi|^{2 \tilde{b}}\left|\xi_{1}\right|^{\tilde{b}}$ in $A_{11}$, it suffices to show

$$
\int_{A_{11}} \tilde{k}_{10}\left(\mu_{1}, \mu\right) \frac{|\xi|^{\frac{\theta}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-\frac{1}{2}}\langle\vec{\eta}\rangle^{s_{2}} f_{1} f_{2} f_{3}}{\left\langle\vec{\eta}_{1}\right\rangle^{s_{2}}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $\tilde{k}_{10}$ is defined as in (5.35). In Lemma 5.17, it was shown that $\tilde{k}_{10}$ is bounded on $\Xi_{1}$ under the conditions (5.14), (5.15) and (5.34). Therefore, it is especially bounded on $A_{11} \subset \Xi_{1}$ and (5.36) follows from (3.64).

Lemma 5.19. Let $\alpha=2$. We have that

$$
\begin{equation*}
\left\|Q_{12}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\bar{b}, s, s_{2}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s, s_{2}}}\left\|u_{2}\right\|_{X_{0}^{b, s, s_{2}}} \tag{5.37}
\end{equation*}
$$

provided that (5.14), (5.15) and

$$
\begin{align*}
-\frac{1}{2}+\frac{2}{3}\left(b-\frac{1}{2}\right) \leq \tilde{b} & \leq-\frac{1}{2}+\frac{2}{3}\left(b-\frac{1}{2}\right)+\frac{s_{2}}{8}+\frac{s-\tilde{s}}{2}  \tag{5.38}\\
\tilde{b} & \leq-\frac{1}{2}+\frac{4}{3}\left(b-\frac{1}{2}\right)+(s-\tilde{s}) \tag{5.39}
\end{align*}
$$

hold.
Proof. Without loss of generality, we can assume $s_{2} \leq 1$. We have to show

$$
\int_{A_{12}} \frac{|\xi|^{1-\sigma}\langle\xi\rangle^{\tilde{s}+\sigma}\langle\vec{\eta}\rangle^{s_{2}}\langle\lambda\rangle^{\tilde{b}} f_{1} f_{2} f_{3}}{\left\langle\xi_{1}\right\rangle^{s}\left\langle\xi_{2}\right\rangle^{s}\left\langle\vec{\eta}_{1}\right\rangle^{s 2}\left\langle\vec{\eta}_{2}\right\rangle^{s 2}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{b}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

Let $\theta=\min \left(2 \tilde{b}+1, s_{2} / 2\right)$. Due to $s_{2}>0$ and (5.14), we have $0<\theta<s_{2} \leq 1$. Furthermore, let $\bar{b}=1 / 3+b / 3$. Then,

$$
\begin{equation*}
b-\bar{b}=\frac{2}{3}\left(b-\frac{1}{2}\right) \tag{5.40}
\end{equation*}
$$

and $1 / 2<\bar{b}<b$. Using that $\left\langle\xi_{2}\right\rangle \sim\langle\xi\rangle \sim|\xi|$ in $A_{12}$, it suffices to show

$$
\int_{A_{12}} \frac{\tilde{k}_{12}\left(\mu_{1}, \mu\right)|\xi|^{\frac{\theta}{2}}\left|\xi_{1}\right|^{-\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-\frac{1-\theta}{2}-\delta}\langle\vec{\eta}\rangle^{s_{2}} f_{1} f_{2} f_{3}}{\left\langle\vec{\eta}_{1}\right\rangle^{s_{2}}\left\langle\vec{\eta}_{2}\right\rangle^{s_{2}}\left\langle\lambda_{1}\right\rangle^{b}\left\langle\lambda_{2}\right\rangle^{\theta \bar{b}}\langle\lambda\rangle^{(1-\theta) \bar{b}}} d \mu_{1} d \mu \lesssim \prod_{i=1}^{3}\left\|f_{i}\right\|_{L^{2}}
$$

where $\tilde{k}_{12}\left(\mu_{1}, \mu\right):=\langle\lambda\rangle^{\tilde{b}+(1-\theta) \bar{b}}\left\langle\lambda_{2}\right\rangle^{-b+\theta \bar{b}}|\xi|^{1-\frac{\theta}{2}+\tilde{s}-s}\left|\xi_{1}\right|^{\frac{1}{2}}\left\langle\xi_{1}\right\rangle^{-s+\frac{1}{2}+\frac{\theta}{2}}$ and $\delta:=\theta$. If we show that $k_{12}$ is bounded on $A_{12}$, then the lemma follows from (3.65).

Because of $\theta \leq 2 \tilde{b}+1$, it follows that $\tilde{b}+(1-\theta) \bar{b} \geq(1-2 \bar{b}) \tilde{b} \geq 0$, where the last inequality follows from $\bar{b}>1 / 2$ and $\tilde{b} \leq 0$. Since $|\lambda| \leq\left|\lambda_{2}\right|$ in $A_{12}$, we get $\langle\lambda\rangle^{\tilde{b}+(1-\theta) \bar{b}}\left\langle\lambda_{2}\right\rangle^{-b+\theta \bar{b}} \leq\left\langle\lambda_{2}\right\rangle^{\tilde{b}-(b-\bar{b})}$. Because $\tilde{b}-(b-\bar{b})<0$, it follows that

$$
\tilde{k}_{12}\left(\mu_{1}, \mu\right) \lesssim|\xi|^{1+2 \tilde{b}-\frac{4}{3}\left(b-\frac{1}{2}\right)-\frac{\theta}{2}+\tilde{s}-s}\left|\xi_{1}\right|^{\frac{1}{2}+\tilde{b}-\frac{2}{3}\left(b-\frac{1}{2}\right)}\left\langle\xi_{1}\right\rangle^{-s+\frac{1}{2}+\frac{\theta}{2}}
$$

where we used (5.40).
Let us first consider the case $\left|\xi_{1}\right| \leq 1$. This implies $\left\langle\xi_{1}\right\rangle \sim 1$. Because of (5.38), (5.39) and the definition of $\theta$, we have $1+2 \tilde{b}-\frac{4}{3}\left(b-\frac{1}{2}\right)-\frac{\theta}{2}+\tilde{s}-s \leq 0$. By (5.38), we have $\frac{1}{2}+\tilde{b}-\frac{2}{3}\left(b-\frac{1}{2}\right) \geq 0$. Since $|\xi| \gtrsim 1$ in $A_{12}$, we altogether obtain $\tilde{k}_{12}\left(\mu_{1}, \mu\right) \lesssim 1$ in this case.

Let us now consider the case $\left|\xi_{1}\right| \geq 1$. We then have $\left\langle\xi_{1}\right\rangle \sim\left|\xi_{1}\right|$. Using that $|\xi| \gtrsim\left|\xi_{1}\right|$ in $A_{12}$, we get $\tilde{k}_{12}\left(\mu_{1}, \mu\right) \lesssim\left|\xi_{1}\right|^{2+3 \tilde{b}+\tilde{s}-2 s-2\left(b-\frac{1}{2}\right)}$. By (5.14) and (5.15), it follows that $2+3 \tilde{b}+\tilde{s}-2 s-2\left(b-\frac{1}{2}\right)<0$. Therefore, we obtain $\tilde{k}_{12}\left(\mu_{1}, \mu\right) \lesssim 1$.

### 5.4 Proof of the main bilinear estimates

We now give the proofs of Theorem 5.6 and Theorem 5.7.
Proof (of Theorem 5.6). Let

$$
\begin{equation*}
b:=\frac{1}{2}+\frac{3}{4} \varepsilon, \quad b^{\prime}:=-\frac{1}{2}+\varepsilon \tag{5.41}
\end{equation*}
$$

where $\varepsilon>0$ will be restricted by various upper bounds given in the course of the proof. We obviously have that $b^{\prime}>b-1$. Let

$$
\begin{equation*}
b_{1}:=\frac{1}{3}+\varepsilon \tag{5.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma:=\frac{1}{2} \tag{5.43}
\end{equation*}
$$

Just as in the proof of the two dimensional case (cf. Section 4.4), we see that it suffices to show for all $(i, j) \neq(1,1)$

$$
\begin{equation*}
\left\|Q_{i j}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}, s_{2}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s, s} s_{2}}\left\|u_{2}\right\|_{X_{0}^{b, s, s_{2}}} \tag{5.44}
\end{equation*}
$$

in the two cases

$$
\begin{equation*}
(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right) \tag{5.45}
\end{equation*}
$$

and

$$
\begin{equation*}
(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-3 b_{1}\right) \tag{5.46}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}, s_{2}}} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{0}^{b, s, s_{2}}} \tag{5.47}
\end{equation*}
$$

in the cases (5.45) and (5.46) for $k \in\{1,2\}$.
We will use the Lemmata 5.8-5.19 of Section 5.3 to prove this. Since we need that conditions (5.14) and (5.15) are fulfilled to apply any of these lemmata, we will first show that we can choose $\varepsilon>0$ in such a way that, in both cases (5.45) and (5.46), the conditions (5.14) and (5.15) indeed hold. If

$$
\begin{equation*}
\varepsilon \leq \frac{1}{32} \tag{5.48}
\end{equation*}
$$

then by the definitions $(5.41),(5.42)$ and (5.43) of $b, b^{\prime}, b_{1}$, and $\sigma$, we certainly have that condition (5.14) holds. Now, (5.15) is fulfilled if

$$
\begin{equation*}
\varepsilon<\frac{1}{3}\left(-\frac{1}{2}+s\right) \tag{5.49}
\end{equation*}
$$

where the right hand side of this inequality is positive because of $s>\frac{1}{2}$.
Let us now prove (5.44) for all possible choices of $(i, j) \neq(1,1)$. We will consider four cases:

1. $(i, j)=(0,0)$ : We will use Lemma 5.8 to prove (5.44) in this case.

Therefore, we have to check that condition (5.17) holds. This is obviously the case, as $\sigma=\frac{1}{2}$.
2. $(i, j)=(1,0)$ and $(i, j)=(1,2)$ : In order to prove (5.44) in these two cases, we will apply Lemma 5.17 and Lemma 5.19, respectively. Therefore, we have to check that conditions (5.34), (5.38) and (5.39) hold for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and for $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-3 b_{1}\right)$. If

$$
\begin{equation*}
\varepsilon \leq \frac{s_{2}}{4+4 s_{2}} \tag{5.50}
\end{equation*}
$$

where the right hand side of this inequality is positive because of $s_{2}>0$, then (5.34) holds. Now, (5.50) implies that $\varepsilon \leq \frac{s_{2}}{4}$. From this and the definitions (5.41) of $b$ and $b^{\prime}$, it follows that also (5.38) and (5.39) hold.
3. $(i, j)=(2,0)$ : In order to prove (5.44) in this case, we use Lemma 5.13 if $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and Lemma 5.14 if $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-3 b_{1}\right)$.
Let us first consider the case $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$. We have to check that condition (5.27) holds. The left inequality of (5.27) holds because of $\sigma=\frac{1}{2}$ and $b^{\prime}>-\frac{1}{2}$. By $s>\frac{1}{2}$, we see that the right inequality of (5.27) also holds.

Now, let us suppose $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-3 b_{1}\right)$. We obviously have $\sigma \leq \frac{1}{2}$. We have to check that (5.28) holds. We find that $b^{\prime}+b_{1}=-\frac{1}{6}+2 \varepsilon>-\frac{1}{4}$. Now, (5.48) and $s>\frac{1}{2}$ imply that (5.28) holds.
4. $(i, j)=(2,1)$ and $(i, j)=(2,2)$ : In order to prove (5.44) in these two cases, we apply Lemma 5.15 and Lemma 5.16, respectively. Therefore, we have to check that (5.30) holds for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and for $(\tilde{b}, \tilde{s})=$ $\left(b^{\prime}+b_{1}, s-3 b_{1}\right)$. This follows from $s>\frac{1}{2}$.

Let us finally consider (5.47). We have to distinguish the two cases $k=1$ and $k=2$.

1. $k=1$ : As in the two dimensional case, we see, by the embedding properties of the Bourgain spaces, that it suffices to show

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{0, s, s_{2}}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b-b^{\prime}, s, s_{2}}}\left\|u_{2}\right\|_{X_{0}^{b, s, s_{2}}} \tag{5.51}
\end{equation*}
$$

This follows from Lemma 5.18 if we show that condition (5.34) holds for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$. However, it was already shown above that (5.34) is implied by (5.50).
2. $k=2$ : As in the two dimensional case, we see that it suffices to show

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\tilde{b}, \tilde{s}}} \lesssim\left\|u_{1}\right\|_{X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.52}
\end{equation*}
$$

for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and for $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-3 b_{1}\right)$. This follows from Lemma 5.11 if we show that conditions (5.23) and (5.24) hold for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-3 b_{1}\right)$. By (5.48), we obviously have (5.23). By the definitions (5.41) of $b^{\prime}$ and (5.42) of $b_{1}$, we have $b^{\prime}-b_{1}=-\frac{5}{6}$. Using this and $\sigma=\frac{1}{2}$, we find that (5.24) also holds.

This ends the proof of Theorem 5.6.
Now, we give the proof of Theorem 5.7.
Proof (of Theorem 5.7). Let

$$
\begin{equation*}
b:=\frac{1}{2}+\frac{\varepsilon}{2}, \quad b^{\prime}:=-\frac{1}{2}+\varepsilon \tag{5.53}
\end{equation*}
$$

where $\varepsilon>0$ will be restricted by various upper bounds given in the course of the proof. We have by (5.53) that $b^{\prime}>b-1$. Let

$$
b_{1}:=\left\{\begin{array}{cc}
\frac{3}{2 \alpha}-\frac{5}{12}+\varepsilon & \left(2<\alpha \leq \frac{18}{5}\right)  \tag{5.54}\\
0 & \left(\frac{18}{5}<\alpha \leq 6\right)
\end{array}\right.
$$

and

$$
\begin{equation*}
\sigma:=\frac{1}{2} \tag{5.55}
\end{equation*}
$$

If $\alpha>\frac{9}{4}$, we have $\frac{1}{3}-\frac{3}{4 \alpha}>0$. Let us then choose

$$
\begin{equation*}
\varepsilon \leq \frac{1}{3}-\frac{3}{4 \alpha} \tag{5.56}
\end{equation*}
$$

This implies $b^{\prime}+b_{1} \leq-\frac{1}{4}$ for $\frac{9}{4}<\alpha \leq 6$.
Just as in the proof of the two dimensional case (cf. Section 4.4), we see that it suffices to show for all $(i, j) \neq(1,1)$

$$
\begin{equation*}
\left\|Q_{i j}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\bar{b}, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.57}
\end{equation*}
$$

in the two cases

$$
\begin{equation*}
(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right) \tag{5.58}
\end{equation*}
$$

and

$$
\begin{equation*}
(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right) \tag{5.59}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\bar{b}, s}} \lesssim\left\|u_{1}\right\|_{X_{k}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.60}
\end{equation*}
$$

in the cases (5.58) and (5.59) for $k \in\{1,2\}$.
We will use the Lemmata $5.8-5.16$ of Section 5.3 to prove this. Because we need that conditions (5.14) and (5.15) are fulfilled to apply any of these Lemmata, we first prove that there exists an $\varepsilon>0$ such that, in both cases (5.58) and (5.59), the conditions (5.14) and (5.15) indeed hold. If

$$
\begin{equation*}
\varepsilon \leq \frac{1}{12} \tag{5.61}
\end{equation*}
$$

then by the definitions (5.53), (5.54) and (5.55) of $b, b^{\prime}, b_{1}$, and $\sigma$ and taking into account that $\alpha>2$, we see that we have (5.14). Now, (5.15) is fulfilled if

$$
\begin{equation*}
\varepsilon<\frac{1}{\alpha+1}\left(\frac{\alpha}{2}-\frac{3}{2}+s\right) \tag{5.62}
\end{equation*}
$$

where the right hand side of this inequality is positive because of (5.7).
Let us now prove (5.57) for all possible choices of $(i, j) \neq(1,1)$. We will consider four cases:

1. $(i, j)=(0,0)$ : We will apply Lemma 5.8 in order to prove (5.57) in this case. Therefore, we have to show that condition (5.17) is fulfilled. However, this follows from $\sigma=\frac{1}{2}$.
2. $(i, j)=(1,0)$ and $(i, j)=(1,2)$ : In order to prove (5.57) in these two cases, we apply Lemma 5.9 and Lemma 5.12, respectively. Therefore, we have to check that (5.19) holds for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=$ $\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. This follows if

$$
\begin{equation*}
\varepsilon \leq \frac{1}{\alpha}\left(\frac{\alpha}{2}-1\right) \tag{5.63}
\end{equation*}
$$

where the right hand side of this inequality is positive because of $\alpha>2$.
3. $(i, j)=(2,0)$ : Let us first prove (5.57) in the case $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$. We apply Lemma 5.13. Therefore, we have to show that condition (5.27) holds. Now, the left inequality in (5.27) holds because of $\sigma=\frac{1}{2}, b^{\prime}>-\frac{1}{2}$ and $\alpha \leq 6$. By (5.61), we certainly have $b^{\prime} \leq-\frac{1}{4}$. Furthermore, if

$$
\begin{equation*}
\varepsilon \leq \frac{1}{\alpha}\left(\frac{5}{12} \alpha-\frac{1}{2}+2 s\right) \tag{5.64}
\end{equation*}
$$

where the right hand side of this inequality is positive because of (5.7), then we also have the right inequality of (5.27).
Let us now prove (5.57) for $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. Since $b_{1}=0$ for $\alpha>\frac{18}{5}$, we can suppose $2<\alpha \leq \frac{18}{5}$. We apply Lemma 5.13, if $\frac{9}{4}<\alpha \leq \frac{18}{5}$, and Lemma 5.14, if $2<\alpha \leq \frac{9}{4}$.
Let us first consider the case $\frac{9}{4}<\alpha \leq \frac{18}{5}$. We have to check that condition (5.27) holds. The left inequality in (5.27) holds because of $\sigma=\frac{1}{2}, b^{\prime}+b_{1}>-\frac{1}{2}$ and $\alpha \leq 6$. By (5.56), we have that $b^{\prime}+b_{1} \leq-\frac{1}{4}$. If

$$
\begin{equation*}
\varepsilon \leq \frac{1}{\alpha}\left(\frac{5}{12} \alpha-1+s\right) \tag{5.65}
\end{equation*}
$$

where the right hand side is positive because of (5.7) and $\alpha \leq \frac{18}{5}$, then the right inequality of (5.27) holds.
Let us now consider the case $2<\alpha \leq \frac{9}{4}$. We apply Lemma 5.14 to prove (5.57). For this range of $\alpha$, we find that $b^{\prime}+b_{1}>-\frac{1}{4}$. Let

$$
\begin{equation*}
\varepsilon \leq \frac{1}{2}\left(\frac{9-6 \alpha}{24+4 \alpha}+\frac{11}{12}-\frac{3}{2 \alpha}\right) \tag{5.66}
\end{equation*}
$$

where the right hand side of this inequality is positive for $2<\alpha \leq \frac{9}{4}$. Then (5.66) and (5.7) imply (5.28).
4. $(i, j)=(2,1)$ and $(i, j)=(2,2)$ : In order to prove (5.57) in these two cases, we apply Lemma 5.15 and Lemma 5.16, respectively. Therefore,
we have to check that condition (5.30) holds for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. By (5.64), if $\alpha>\frac{18}{5}$, and (5.65), if $\alpha \leq \frac{18}{5}$, we see that (5.30) holds.

Let us finally consider (5.60). We have to distinguish the two cases $k=1$ and $k=2$.

1. $k=1$ : As in the two dimensional case, we have, by the embedding properties of the Bourgain spaces, that it suffices to show

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{0, s}} \lesssim\left\|u_{1}\right\|_{X_{0}^{b-b^{\prime}, s}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.67}
\end{equation*}
$$

This follows from Lemma 5.10 if we show that condition (5.19) holds for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$. However, it has already been shown that this follows from (5.63).
2. $k=2$ : As in the two dimensional case, we see that it suffices to show

$$
\begin{equation*}
\left\|Q_{11}\left(u_{1}, u_{2}\right)\right\|_{X_{\sigma}^{\delta, s}} \lesssim\left\|u_{1}\right\|_{X_{\sigma}^{b+b_{1}, s-(\alpha+1) b_{1}}}\left\|u_{2}\right\|_{X_{0}^{b, s}} \tag{5.68}
\end{equation*}
$$

for $(\tilde{b}, \tilde{s})=\left(b^{\prime}, s\right)$ and $(\tilde{b}, \tilde{s})=\left(b^{\prime}+b_{1}, s-(\alpha+1) b_{1}\right)$. This follows from Lemma 5.11 if we show that conditions (5.23) and (5.24) hold. Now, (5.23) follows obviously from (5.61). The left inequality in (5.24) holds by the definition (5.54) of $b_{1}$ and because of $\sigma=\frac{1}{2}$ and $2<\alpha \leq 6$. The right inequality in (5.24) follows from the definition (5.54) of $b_{1}$ if $2<\alpha \leq \frac{18}{5}$. If $\frac{18}{5}<\alpha \leq 6$, let

$$
\begin{equation*}
\varepsilon \leq \frac{5}{12}-\frac{3}{2 \alpha} \tag{5.69}
\end{equation*}
$$

where the right hand side of this inequality is positive because of $\alpha>\frac{18}{5}$. Then (5.69) implies the right inequality in (5.24) for $\frac{18}{5}<\alpha \leq 6$.

This ends the proof of Theorem 5.7.

### 5.5 Notes and references

Compared to the case of two space dimensions, there are only few wellposedness results concerning the Kadomtsev-Petviashvili II equation in three space dimensions. Local well-posedness for initial values in the isotropic Sobolev space $H^{s}\left(\mathbb{R}^{3}\right), s>\frac{3}{2}$, that obey the low-frequency condition $\partial_{x}^{-1} u_{0} \in$ $H^{s}\left(\mathbb{R}^{3}\right)$, was obtained by Tzvetkov [33]. Only recently, this result has been
improved by Isaza, López and Mejía [11] to the local well-posedness in non-isotropic Sobolev spaces which are similar to our spaces $H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right)$ for $s_{1}>1$ and $s_{2}>0$.

For the fifth order Kadomtsev-Petviashvili II equation in three dimensions, Saut And Tzvetkov [25] proved local well-posedness for $s_{1} \geq-\frac{1}{8}$ and $s_{2} \geq 0$ under the additional low frequency condition $\partial_{x}^{-1} u_{0} \in H^{s_{1}, s_{2}}\left(\mathbb{R}^{3}\right)$. Note that the equation considered in [25] is slightly more general than (5.3) because it also contains the third order term. In [26], Saut and Tzvetkov showed the local well-posedness of the fifth order Kadomtsev-Petviashvili II equation with periodic boundary conditions, i. e. posed on $(-T, T) \times \mathbb{T}^{3}$, for initial data in the subset of a non-isotropic Sobolev space with $s_{1}>0$ and $s_{2}=0$ with constant mean value in $x$.
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[^0]:    ${ }^{1}$ See [16].
    ${ }^{2}$ For an explanation how the Kadomtsev-Petviashvili equations are (formally) obtained from the one dimensional models (also for more general dispersion terms), see also the introduction of [22].

[^1]:    ${ }^{3}$ More precisely, because the product in the nonlinearity does not make sense a priori for very rough initial values, we consider an operator equation which coincides with the Duhamel formulation for smooth functions. However, we will show in Theorem 3.3 that the solutions thus constructed are, in fact, distributional solutions of the original equation.
    ${ }^{4}$ These spaces have already been used by Bourgain [3, 4] in the context of the Korteweg-de Vries and the nonlinear Schrödinger equation.
    ${ }^{5}$ For a good overview of the general scheme how to prove local well-posedness of the equation from the multilinear estimates see [6] or the first part of [7].
    ${ }^{6}$ A similar condition was already used by TAKaOKa [30] to get local well-posedness in the range $-\frac{1}{2}<s_{1}<-\frac{1}{3}$ but only if the initial value also satisfies a low frequency condition, i. e. for initial data in $H^{s_{1}, 0}\left(\mathbb{R}^{2}\right) \cap \dot{H}^{-\frac{1}{2}+\varepsilon, 0}\left(\mathbb{R}^{2}\right)$ with suitably chosen $\varepsilon$.
    ${ }^{7}$ Cf. also Remark 4.9.

[^2]:    ${ }^{8}$ This has been proven by Molinet, Saut and Tzvetkov [21]. Note, however, that a Picard iteration has been applied by Herr (cf. [8], Chapter 4) to prove well-posedness for initial values in Sobolev spaces which include a low frequency condition.
    ${ }^{9}$ Note that well-posedness for the same class of initial data has recently been obtained by Isaza, López and Mejía [12].

