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Upper and lower bounds are constructed for expectation values of functions of a real 
random variable with derivatives up to order N + 1 which are alternately negative and 
positive over the whole range of interest. The bounds are given by quadrature formulas 
with weights and abscissas determined by the first N +  1 moments of the underlying 
probability distribution. Application to a simple disordered phonon system yields sharp 
bounds on the specific heat. 

I. Introduction 

In view of the subtleties and uncertainties of per- 
turbation expansions of several kinds, inequalities 
have proven to be a valuable tool for reliable calcu- 
lations in statistical mechanics, as documented e.g. 
in the review of Girardeau and Mazo [1]. With 
some notable exceptions, however, (e.g. GKS-type 
bounds on correlation functions of ferromagnetic 
Ising spin systems [2] or Fisher's bounds on de- 
rivatives [-3]) most of the statistical-mechanical in- 
equalities derived up to now have provided bounds 
to partition functions or free energies but not to 
directly accessible physical quantities. In this contri- 
bution we wish to derive a hierarchy of (upper and 
lower) bounds to expectation values of a certain 
class of functions. These inequalities may be viewed 
as generalizations of Jensen's famous inequality 
which gives a lower bound to the expectation value 
of a function, provided the latter is convex and the 
zeroth and first moments of the underlying probabil- 
ity distribution are known. We generalize Jensen's 
inequality to the case where all moments up to a 
certain order are known and all derivatives up to a 
certain order of the function under consideration 
have alternately positive and negative signs over the 
whole interval of interest. Our bounds are given in 
terms of quadrature formulas the abscissas and 
weights of which are determined by a system of 
nonlinear equations involving only the given mo- 
ments. The existence of bounds of this type is shown 

in Sect. 2 by applying a modified Lagrange parame- 
ter method for solving constrained extremal prob- 
lems. We then show how to find the best possible 
bounds of this type (provided they exist). In Sect. 3 
we apply our method to the calculation of bounds 
on the specific heat of a simple (one-dim.) disordered 
system of masses and springs. By choosing a special 
complete system of states for the calculation of the 
traces involved, we are able to give analytically the 
moments of the "distribution of the squared 
frequencies" for each state. We then apply the for- 
malism derived formerly to each state separately and 
finally perform the sum over all states. The bounds 
on the specific heat obtained by this method prove 
to be quite sharp, the lower bounds going to zero 
linearly for low temperatures and the upper bounds 
tending to a finite but small limiting value as T---,0. 
We conclude by discussing the applicability of our 
method to other problems of interest. 
Two appendices serve to illustrate the essential fea- 
tures of the above-mentioned modified Lagrange pa- 
rameter method and to determine the properties of a 
certain function occuring in the calculation of the 
specific heat of oscillator systems. 

II. The Hierarchy of Bounds 

In this section we derive upper and lower bounds on 
expectation values of certain functions of a real ran- 
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dom variable x. These bounds may be viewed as 
generalizations of the well-known Jensen inequality 

( f(x))  > f ( ( x ) )  (1) 

for convex functions f. In (1) the zeroth and first 
moments of the probability density governing the 
distribution of x are used to bound the expectation 
value o f f ( x ) ;  we wish to point out how the knowl- 
edge of some further moments may be exploited to 
yield a series of increasingly sharp upper and lower 
bounds on ( f(x))  if f(x) and its derivatives f~")(x) 
fulfill certain conditions�9 
Let us consider a function f(x) which is defined on 
an interval I." = [a, b] and has the property 

( -  1)"f(")(x) >0  n=0,  1, . . . , N +  1 (2) 

for all xsl.  We are interested in bounds on the 
expectation value o f f (x )  

b 

( f ( x ) )  : = ~ dx p(x) f(x) (3) 
a 

with respect to a probability density p(x), given the 
moments 

m~.= ( x )  v = 0, 1, ..., N. (4) 

Surely we have 

b b 

sup ~ dx w(x) f(x) > ( f (x))  > inf ~ dx w(x) f(x) 
w(x) a w(x) a 

(5) 

where the functions w(x) are assumed to fulfill the 
conditions 

b 

~dxw(x)x~=m~ v=0,  1, . . . ,N  (6) 
a 

and 

w(x)>O for x d .  (7) 

The calculation of the sup and inf in (5) is the 
solution of a constrained extremal problem. The 
constraints (6) may be accounted for by Lagrange 
parameters as usual; for the treatment of inequality 
constraints such as (7) there exists a modified Lag- 
range parameter method which has been applied to 
physical problems earlier [4, 5].* Instead of search- 
ing for extremal values of the functional 
b 
~dxw(x)f(x) subject to the constraints (6) and (7) 
a 

we have to search for extremal values of the auxiliary 
functional 

b 

~b [w (x)]: = ~ dx w (x) f(x) 
a 

+ Y ~  dxw(x)x~-m~ + dxw(x),~(x) 
v = 0  

with Lagrange parameters e~ and a "Lagrange func- 
t ion" 2(x). The function 2(x) is non-negative with 
2(x)=0 for all x where w(x)>0 in the "sup" case. In 
the "inf" case 2(x) is non-positive in an analogous 
way. Taking the functional derivative of �9 with re- 
spect to w(x) we obtain the extremal condition 

N 

f(x)+ ~, c~x~+2(x)=0.  
v=0 

For x corresponding to non-vanishing w(x) we have 

N 

F(x):=f(x)+ Z a~ x*=O" (8) 
v=O 

If we assume temporarily that in addition to (2) we 
also have ftN+l)(x):#O we see that the solutions of 
(8) are isolated points* and thus the extremal proba- 
bility densities are combinations of b-functions lo- 
cated at these points. If we call the abscissas of the 
b-functions x i and their corresponding weights w i we 
have 

w ( X  ) = ~ w i ( } (x  - -  Xi) (9) 
i 

and thus 

m~=~wix ~ v=0,  1 , . . . ,N .  (10) 
i 

Note that (sets of) abscissas and weights may be 
determined from the non-linear equations (10) alone 
without any recourse to properties of the funct ionf  
Let us now ask for the number of abscissas given by 
(8). For definiteness we consider the sup case. From 
the properties of 2 we know that F(x)<O in the 
interval I. Thus the zeros of F(x) in the interior Io 
of I are necessarily of multiplicity two (or four, etc.). 
Let us assume that F(x) has K zeros in I o and S 
zeros on the boundary 0I. Then by applying Rolle's 
theorem the first derivative F'(x) has at least 2K+S 
- 1  zeros in Io, namely the K double zeros of F(x) 
and at least K+S--1 ones between the zeros of 
F(x). Applying Rolle's theorem repeatedly, we see 
that F(U)(x) has at least 2 K + S - N  zeros in I 0. On 
the other hand the equation 

* For the sake of completeness we have included an appendix * This is of course true only for one-dimensional random vari- 
illustrating the modified Lagrange method on an intuitive level ables 
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F(N)(x) = ftN)(x) + N!  aN = 0 

has at most  one solution in I o and we obtain the 
following restriction on the number  of abscissas 

2 K + S < N + I .  (11) 

We now abandon the additional condition 
f(N+*)(x)+O and assume that we have found so- 
lutions to the equations 

K + S  

my= ~ x ~ w  i v=0 ,  1, . . . , N  (12) 
i = i  

subject to the condition (11). If  necessary, we add 
additional abscissas with weight zero in the interior 
10 of the interval such that 

2 K + S = N + I .  

This is of course possible only if 

s = f l  for N even 

10 or 2 for N odd. 

By construction, these solutions fulfill 

b K + S  b 

sup ~ dx w ( x ) f ( x ) >  ~ f(x~) w~ > inf ~dx w(x)f(x) .  
w(x) ~ i= 1 w(~), (13) 

We shall now demonstrate that among the solutions 
described above we can find ones in which one of 
the inequality signs in (13) is replaced by an equality 
sign. To this end we construct an interpolating poly- 
nomial P(x) of degree N with the properties 

P(xi)=f(xi )  for xleI ,  

P'(xi)= f '(xl)  for xieI  o. 

As the "quadrature  formula" involving the abscissas 
x i and weights wi is exact for polynomials up to 
order N, we have 

b b 

A:=  J dx w(x) ( f  (x) - P(x)) = ~ dx w (x) f (x) 
a a 

K + S  

- ~, e(xi)w, 
i = 1  

b K + S  

= 5dx w ( x ) f ( x ) -  ~ f(xl)  w i 
a i - -J .  

for every w(x) with the given set of moments. 
Consider now the function 

(p (t): = ( f  (x) -- P(x)) co(t)-- ( f  (t) -- P(t)) co (x) 

with the (N + 1) th order polynomial co(x) defined by 

co(x):= H ( x - x i )  2 [I  ( x - x j ) .  (14) 
x i a l o  x j a ~ I  

The function r has zeros at t=x l  for all xi~I and 
for t=x ,  furthermore q)'(t) has zeros for t = x ~ I  o. By 
applying Rolle's theorem we conclude that q0(N+l)(t) 
has at least one zero, say at t = ~ which leads to 

0 = cp (N+ 1)(~) = ( f (x)  - P(x)) (N + 1)! _f(N+ 1)({) co(x) 

or equivalently 

f ( x ) - e ( x ) = f  (N+ I)({) co(x) 
( N + I ) ! "  

Now we have to distinguish between special cases. 
Let us assume that N is even so that we obtain one 
abscissa in 81, say at x = b .  In this case f(N+j-)(x) and 
co(x) are non-positive in I by (2) and (14), respec- 
tively, and thus A > 0 or equivalently 

K + S  b 

f (xi) w i < S dx w(x) f (x) (15) 
i = 1  a 

for every admissible w(x), so that (15) remains true if 
we replace the r.h.s, by its infimum; but then we 
obtain the converse of the rightmost part  of (13). 
Thus we have shown that the special solution dis- 
cussed above yields the infimum in (13). The other 
special cases are treated similarly and we obtain the 
results summarized in the following table 

N even N odd 

inf S = 1 S = 0 
abscissa at 
x = b  

sup S = 1 S = 2 
abscissa at 
x = a  

To summarize, we have developed bounds on 
( f ( x ) )  in terms of quadrature formulas the weights 
and abscissas of which are expressible in terms of 
the given moments. For  p(x)--1,  i.e. for m,=(b ~ 
-a~)/(v+ 1) these quadrature formulas reduce to the 
well-known Gauss, Radau, and Lobat to  formulas for 
S=0 ,  1, 2, respectively [6]. The existence of connec- 
tions between quadrature formulas and the "reduced 
moment  problem" is of course well-known to 
mathematicians, cf. e.g. [7]. The possibility of con- 
structing a sequence of upper and lower bounds in 
the special case f ( x ) = ( x + a )  -1 (x and a positive) 
was already observed earlier [8] but only the first 
approximation was used. The solution of the system 
of nonlinear equations (12) may become rather cum- 
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bersome if N is large. The direct solution may how- 
ever be circumvented by the use of Pad6 approx- 
imant techniques which allow the abscissas and 
weights to be expressed by the poles and residues of 
Pad6 approximants of a suitably constructed "mo- 
ment-generating polynomial" [9]. 
For the case a = 0 ,  b = 2  and r a o = l  (normalized 
probabili ty distribution) we give explicit formulas 
for the weights and abscissas in terms of moments  
for the first orders: 

Sup: 

m l  
1. Order: x l = 0  , x z = 2 ,  w 2 = - ~ - ,  W l = l - w  2 

m 2 m l  2 
2. Order: x l = 0  , x 2 = - -  , w 2 = - - ,  w l = l - w  2 

m 1 m 2 

2m 2 - m  3 
= , X3=2 3. Order: x1=0 ,  x 2 2 m r _ m 2  

w 2 = (2m 1 - mz) / (2x  2 - x~) 

w 3 = (m 1 x z - m2)/(2x 2 -- 4) 

W l : ] - -  W 3 - - W  2 

4. Order: x l = 0  , X z , 3 = - y l + + _ ] / / y ~ - y 2  

with Yl =(ml  m 4 - m 2  m3) /2 (mZz-ml  m3) 

Y2 = ( m2 - m2 m4)/( m2 - rnl m3) 

W 2 = (rn 2 - x 3 ml ) /x2  (x2 - x3) 

W 3 = (m 2 -- x 2 ml)/X3 (x3 -- X2) 

W l = l - - w 2 - - w  3 
Inf." 

1. Order: x l = m  1, w1=1 

2. Order: X l = ( 2 m t - m 2 ) / ( 2 - m O ,  x 2 = 2 ,  

w 1 = (2 - m0/(2 - x l ) ,  w 2 = 1 - w 1 

3. Order: xl. 2 = - Y l  + ~  

with Yl =(m3 - m l  m2)/2( m2 - m 2 )  

y 2  = - m 

m 1 - - x  2 
W 1 - -  , w 2 = l - - w  1. 

X!. - - X  2 

IIl. Application to a Disordered Phonon System 

Now we use our theory to obtain rigorous upper 
and lower bounds for the specific heat of a disor- 
dered elastic system. The specific heat (per site) is 
given by 

where f ( x ) = x / s i n h Z l / ~ ,  N the number of atoms, 2~ 
the eigenvalues of the dynamical matrix H, i.e. the 
frequencies c% of the eigenmodes are given by 21J 2. 
The summation is performed over all eigenmodes. It 
is shown in the Appendix A that the derivatives of 
f ( x )  for x > 0  are alternately either positive or nega- 
tive, but they do not change sign as x is varied. 
Expression (16) can be written as 

c = N -~ ~ d)~ f ( f l2  2/4) Tr 6 (2 - H). (17) 

Now one may choose N - I T r 6 ( 2 - H ) = p ( 2 )  for the 
weight function and determine its moments, but the 
resulting bounds would be very inaccurate*. Instead 
we choose a suitable unity-resolving set of normal- 
ized states {Iq)} [10] (i.e. ~ a q [ q ) ( q ] = l  where aq 

q 

are non-negative weight factors) and obtain 

c = N - ~ a q ~ d 2 f ( f i 2 2 / 4 ) ( q 1 6 ( 2 - H ) l q ) .  (18) 
q 

Now we choose (q[ 6 ( 2 - H ) [ q )  for our weight func- 
tion pq(J.) and apply our procedure; the last q-sum- 
mation has to be performed directly. If we were able 
to choose Iq) as the eigenstates of H our result 
would be exact, but for a disordered system this 
seems to be impossible. It  should be mentioned that 
the configuration average can be performed on the 
weight function pq(2), but in the thermodynamic lim- 
it the averaging procedure is (in most  cases) un- 
necessary. 
For the demonstrat ion of the applicability of our 
theory we use a one-dimensional model. We em- 
phasize that our theory is not at all restricted to 
one-dimensional situations, but the calculation of 
higher moments  becomes more tedious in higher 
dimensions. Our model consists of a chain of atoms 
of mass m with harmonic nearest-neighbour interac- 
tion with force constants K or K'. These force con- 
stants are distributed statistically and independently 
at the different sites (force constant disorder - FCD), 
thus the dynamical matrix is of the form 

Hii-~(Ki,  i + t -k Ki, i_ l) /m 

and 

H i ,  i+ l = H i +  l , i  = - Ki, i+ l /m 

where Ki.i+ 1 (=KI+I , i )  (the force constant of the 
harmonic interaction of the i-th and ( i+ 1)-th atoms) 
is equal to K or K'  (with the probabili ty p and 1 - p ,  
respectively). We regard the limit K ' - * o o ;  in this 
limit the one-dimensional model becomes equivalent 
to a mass-disordered (MD) system, because a whole 
cluster of atoms bound together by the strong forces 
acts as a single, but heavier particle. 

c = N -  1 ~ f ( f l2  2~/4) (16) * See 'Note Added in Proof' 
v 
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In the FCD model we can restrict the trace in (17) 
to the subspace R of those states where the displace- 
ments of all atoms within one duster are the same, 
and we can replace H by PHP, where P is the 
projection operator on this subspace. The spectrum 
of PHP is bounded from below by zero and from 
above by 4K/m for any given configuration�9 We can 
number the clusters (including "one-clusters"), start- 
ing at some arbitrary point, and v(i) shall denote the 
number of the cluster containing the site i; the 
length of this cluster is denoted by B~, and S is the 
total number of clusters. Obviously we have ( S ) / N  
=p, the concentration of "weak" forces, where ( ) 
denotes the configuration average. We define a set of 
states ]q) in R by 

<ilq) =S -~/2 exp(i q ~2 e~,~+ ~) (19) 
l < i  

where 

{10 if K c t + ~ = K  
el'l+1= if Kl,t+t = oe 

and 

q=27zvS- l ;  - S / 2 < v < s / 2 .  

In the MD picture [q) would simply be a plane 
wave. Further we define a set {[q)} in R by 

<il cl) = <i] q) B~( o ~ (20) 

Now we have (q [q>= l  and y ' [q ) (q l=P ,  the pro- 
q 

jection operator on our subspace R. Further we 
have 

PHPIq) = PHI@ = eq [q )  

with 

2K 
eq =--~- (1 - cos q). 

Now we obtain from (18) 

c = N-1  ~ S d2f(f l  2 2/4) Wq(2) (21) 
q 

with 

wq(2) = (~1 3 ( 2 -  PHP)Iq).  

Obviously wq(2) is normalized and non-zero only for 
O<_2<4K/m. 
Further we see 

,~ wq(2)= <ql 6(Z-  PHP) PHP Iq) 

= eq (c~[ 6 ( 2 -  PHP)1ci) >0  

thus Wq(}C) is also non-negative. 

Values 

C 

O.t~ 
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3. Order . . . .  
. . / ~ :  4. Order 
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..-~"' " " ' ~  3. Order - -  
~ 2. Order . . . .  
g t Order ............ 

I , I , I , I , 

o. 0.2 o.~, 0.6 O.B 1. T 

Fig. 1. Upper  and lower bounds for the specific heat are plotted 
as functions of temperature for concentration p = 1/2. Energy unit  
is (2K/rn) u2 

The first moments of wq (averaged over all con- 
figurations) can be calculated easily: 

t o o = l ,  r r / l = g q  g 1 

m2=8 q - 2Kin-  l(g2--g 2 cosq) 

m3=e q �9 (2K m- 1) 2 

�9 (g3 d- gl g2/2-  2 COS q gl g2 + COS 2q g~/2) 

m4=eq" (2Kin-  1) a {gg+g3 gl +g22/2 

- cos q (2 g3 g, + 5 g2;/4 + g~ g2/2) 

+ cos 2q 3 g2 g2/2_ cos 3 q g~/4} etc. 

where g~=g~(p) is given by the ( -v ) th  moment of 
the mass distribution in the MD model (in units of 
the elementary mass m), i.e. 

~ ( 1 ; p y  p 
g~(P)=l=l ~- l - p "  

We have calculated the upper bounds up to fourth 
order and the lower bounds up to third order for p 
--1/2. The abscissas and weights can be determined 
easily by hand up to this order, only the last q- 
integration requires some numerical effort. 
In Fig. 1 we give a plot of the bounds on the specific 
heat (per site) as a function of temperature (we use 
(2K/m) w2 as energy unit)�9 The upper bounds will 
always tend to a finite value for T ~ 0  because the 
weight for the abscissa zero (the lower boundary in 
the 2-integral of (21)) will not vanish for all q. All 
lower bounds tend to zero linearly with temperature. 
This is true also for the asymptotic behaviour of the 
exact result, as one can see by a continuum limit 
argument for long-wavelength excitations, where the 
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macroscopic compressibility and density enter into 
the wave equation. 
The slopes c~c/c~T at T = 0  can be calculated easily 
for all our lower bounds as well as for the exact 

solution; the results for ~ - -  are (numerical 

values are for p = 1/2) 

first order 

p -2 ] /~1 - r t / 3=0 .889  

second order 

P" 21/2" (gx +(g2 _ g2)/2 )-  1/2. r(3 =0.924 

third order 

P" 21/2 {gl - (g2  --  g2)2/(g3 -- 3gl g2/2 + g3/2)} - 1/2 

-7r/3 = 0.966 

exact 

(2p) 1/z. ~/3 = 1.047. 

It is valuable to notice that the inclusion of the 
finite upper integration limit in the 2-integral of (21) 
(i.e. the step from an even to a successive odd order 
for the upper bound and from an odd to the suc- 
cessive even order for the lower bound) yields a 
considerable improvement even at low temperatures, 
where the contribution of this abscissa itself is ex- 
ponentially small. 

polaron problem [11]. Unfortunately our method 
cannot be used in most cases to calculate bounds for 
partition functions directly for thermodynamic sys- 
tems of interacting particles. In most cases we have 
m l ~ N  and m2-mZ~N,  thus we cannot expect to 
obtain corrections beyond mean-field which survive 
in the thermodynamic limit. 

Appendix A 

This appendix provides the proof that the function 

x 

f(x)." - sinh2 l/~_ (A1) 

enjoys the property 

( -  1)nf(~)(x)>0 x > 0 ,  n>0 .  (A2) 

For  n =0  the result is obvious, for higher n we shall 
express f(")(x) as the n-th derivative of the Laplace 
transform of a positive function. To this end we 
observe that 

coth(  1 
R(X):= ] ~  . . . .  X "~/22 TO2 

= 5e -"  e-"~2'dt=~[O3(O[ir~t)] 
0 t t ~  - - o 9  

(A3) 

IV. Concluding Remarks 

We started in this contribution with the discussion 
of a hierarchy of upper and lower bounds for the 
expectation value of a function having some con- 
vexity properties in connection with the incomplete 
moment problem. It turned out that the well known 
"Jensen's inequality" is just the first (and most in- 
effective) lower bound in the hierarchy. 
We used our theory to calculate rigorous upper and 
lower bounds for the specific heat of a disordered 
harmonic system (disordered phonons). Although we 
chose a very simple set of states to calculate the 
traces (in the MD-picture simply plane waves) the 
results are astonishingly accurate. Our theory could 
be supplemented by a variational idea (for both 
upper and lower bounds) by choosing a set of states 
containing parameters (e.g. eigenstates of a para- 
metrized effective hamiltonian) and optimizing these 
parameters (as in mean-field theory). 
Our theory is not only applicable to disordered sys- 
tems; it may be used also for the discussion of 
interacting systems which can be reduced to effective 
one-particle "hamiltonians" as e.g. in the Feynman- 

where we have used the symbol ~o for Laplace 
transformation and 

03(zlz)..= ~ ei~n2cos2nz (A4) 
n =  - c o  

is one of Jacobi's theta functions [12]. From (A3) 
we conclude that for n > 1 

~ f ( x )  d" = dx ~ ( - x g(x) - 2x 2 g'(x)) 

=~' (-t)" 2t ~O3(OJirct)+ 3~O3(Olirct) . (A5) 

It remains to be shown that the function 

d 2 
d 03(O[i~t ) (A6) q~(t):= 2t )72 03(Olirct) + 3 

is positive, Using (A4) we obtain 

(p (t)= 2 ~ n 2 )-c 2 e-nZ'a2t (2 e n 2 r~ 2 -  3) (A 7) 
n=l 

which is obviously non-negative for t>3/2rt 2-~0.152. 
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Now we apply "Jacobi's imaginary transformation" 
[123 

0 3 (z[z) = ( -  i z)- 1/2 exp (z2/i rc z) O 3 (z z -  11 - z -  1) 

to (A4) in order to obtain an alternative repre- 
sentation for q)(0: 

q)(t) =rc-1/zt-7/2 ~ ,2 n 2 e - t  (2n 2 -  3 t) 
n =  - o o  

which is obviously non-negative for t <  2/3, such that 
@(t) is a non-negative function. This completes our 
proof. 

Appendix B 

In this appendix we wish to illustrate the essence of 
the Lagrange parameter method for inequality con- 
straints. To do this we first recall the usual method 
for equality constraints. 
Suppose we have to maximize a function F(x,y)  
subject to the constraint 

h (x, y) = q. (B l) 

To do this we maximize the auxiliary function 

L(x, y): : F(x, y) + 2(h(x, y) - t/) (B 2) 

with respect to x, y and 2 independently. 
Of course the location (Xo,Y0) of the maximum as 
well as the maximum value F(xo, Yo) depend on t/; 
in fact it is easy to show that 

dV(xo, Y0) 2 (B 3) 
d~ 

i.e. the Lagrange parameter describes the rate of 
change of the maximum value with respect to a 
change o f  the prescribed value of the constraint 
function. 
Let us now consider an inequality constraint of the 
form 

h (x, y) __> I/ (B 4) 

describing a region (or a union of regions) of the x 
- y  plane. If the maximum of F is situated in the 
interior of this region it is an unconstrained local 
maximum of F and we need not pay attention to 
(B4); the maximum value does not change if t/ in- 
creases by an infinitesimal amount. 
If, on the other hand, the maximum is situated on 
the boundary, (B4) is equivalent to an equality con- 

straint which has to be incorporated by a Lagrange 
parameter. We note that this Lagrange parameter 
has to be non-negative, as the maximum value of F 
is forced to decrease if t/ increases and the region 
shrinks. 
We have thus demonstrated that a maximum prob- 
lem with an inequality constraint of the form (B4) 
may be treated by maximizing an auxiliary function 
of the form (B2) with 

2 = 0  if h(x , y )>t  1 

and 

~ > 0  if h(x ,y )=q .  

The method illustrated above can be generalized to 
the case of several (or even infinitely many) con- 
straints. For  a more thorough mathematical dis- 
cussion of the method the reader is referred to [13]. 
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Note Added in Proof 

After submission of this paper we became aware of the article by 
J.C. Wheeler, R.G. Gordon; J. Chem. Phys. 51, 5566 (1969) in 
which the same sequence of upper and lower bounds was used to 
study the specific heat and other thermal properties of an ordered 
harmonic face-centered-cubic lattice. These authors however used 

the total density of eigenvalues of the dynamical matrix 
(N-~ Tr3(H-2) )  as a weight function, and thus their bounds, for 
a given number of moments, are not as tight as those obtainable 
by the method discussed here. 


