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#### Abstract

We study the long time behavior of waves in a strongly heterogeneous medium, starting from the one-dimensional scalar wave equation with variable coefficients. We assume that the coefficients are periodic with period $\varepsilon$ and $\varepsilon>0$ is a small length parameter. Our main result is the rigorous derivation of two different dispersive models. The first is a fourth-order equation with constant coefficients including powers of $\varepsilon$. In the second model, the $\varepsilon$-dependence is completely avoided by considering a third-order linearized Korteweg-de-Vries equation. Our result is that both simplified models describe the long time behavior well. An essential tool in our analysis is an adaption operator which modifies smooth functions according to the periodic structure of the medium.
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## 1 Introduction

In recent years, many approaches have been developed for the homogenization of waves in periodic media. Powerful methods such as two-scale convergence (Allaire, [1]), the method of oscillating test-functions (Tartar) or compensated compactness, see [11], have been used to prove rigorous convergence results. By now, it is well known that, analogous to elliptic problems, the homogenization limit $(\varepsilon \rightarrow 0)$ of

$$
\partial_{\tau}^{2} \bar{u}_{\varepsilon}(x, \tau)=\partial_{x}\left(a\left(\frac{x}{\varepsilon}\right) \partial_{x} \bar{u}_{\varepsilon}(x, \tau)\right)
$$

is a linear wave equation with a constant coefficient $a^{*}$, called the effective coefficient. In other words, the problem fits the following picture: On bounded domains and short time intervals $\tau \in(0, T)$, the original solution $\bar{u}_{\varepsilon}$ coincides up to corrections of order $O(\varepsilon)$ with a limit function $\bar{u}$, which solves the effective wave equation $\partial_{\tau}^{2} \bar{u}-a^{*} \partial_{x}^{2} \bar{u}=0$.

[^0]Nevertheless, the limit $\bar{u}_{\varepsilon} \rightarrow \bar{u}$ is a weak convergence and, in particular, the energy of the $\varepsilon$-solutions need not converge to the energy of $\bar{u}$, see [4].

In the present work we are interested in very long time scales, i.e. observation times of order $O\left(1 / \varepsilon^{2}\right)$. Numerical results and formal asymptotic expansions, see [6], suggest that the shape of the propagating wave is considerably modified at long sight. Our aim is to catch this effect with a uniformly valid dispersive model. The difficulty is, taking into account the long time scale $t:=\varepsilon^{2} \tau$, that we are now dealing with a true three-scale problem whose homogenization limit is not given by the solution to the effective wave equation. The interest in this question is not new, see [2] for dispersive limits in the case of large potentials and [3] in the case of high frequency initial data. Likewise, works such as $[7,8,9,12]$ deal with the long time behavior of waves and give formal calculations. Nevertheless, it seems that a rigorous mathematical statement (or even an effective equation) is still missing. With this paper, we would like to fill this gap by proposing two different dispersive models and proving that they both are well-posed and approximate the original problem for long observation times. While the first model (weakly dispersive equation) still depends on powers of $\varepsilon$, the second model (linearized Korteweg-de-Vries equation) is $\varepsilon$-independent. The general concept of our homogenization proofs can be described with the following three steps. 1) We state and solve the homogenized system. 2) We modify the solution of the homogenized system to construct an approximate solution to the original system. 3) We show by a testing procedure that the result of this construction is close to the original solution. This principle is flexible and can be applied in complex applications, e.g. to another three-scale problem in [13] or to problems with hysteresis in [14, 15, 16].

Let us start with a detailed description of the original problem. We assume that the coefficient $a(y)$ is a real, smooth and periodic positive function with period $Y=(0,1)$. To be more precise, we assume that there exist $\alpha, \beta>0$ such that $a(y) \in C^{\infty}(\mathbb{R})$ with $0<\alpha \leq a(y) \leq \beta$ and $a(y+1)=a(y) \forall y$. Moreover, we are dealing with smooth initial data with compact support being perturbated at order $O(\varepsilon)$ by high frequency terms. To sum up, we consider the following problem on the long-time interval $\left(0, T / \varepsilon^{2}\right)$.

Definition 1.1 (Homogenization problem). Let $T, R>0$. Denote by $\bar{u}_{\varepsilon}(x, t)$ the unique solution to the wave equation

$$
\begin{aligned}
\partial_{\tau}^{2} \bar{u}_{\varepsilon}(x, \tau) & =\partial_{x}\left(a\left(\frac{x}{\varepsilon}\right) \partial_{x} \bar{u}_{\varepsilon}(x, \tau)\right), \\
\bar{u}_{\varepsilon}(x, 0) & =c_{0}(x)+\varepsilon L_{1}\left(\frac{x}{\varepsilon}\right) \partial_{x} c_{0}(x)+\varepsilon^{2} L_{2}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{2} c_{0}(x), \\
\partial_{\tau} \bar{u}_{\varepsilon}(x, 0) & =d_{0}(x)+\varepsilon L_{1}\left(\frac{x}{\varepsilon}\right) \partial_{x} d_{0}(x)
\end{aligned}
$$

for $(x, \tau) \in \mathbb{R} \times\left(0, T / \varepsilon^{2}\right)$. We assume that the initial data are smooth, $c_{0}, d_{0} \in$ $C_{c}^{\infty}((-R, R))$. The functions $L_{1}(y), L_{2}(y) \in C^{2}(\mathbb{R})$ are $Y$-periodic and solve auxiliary cell problems. They are defined in Definition 5.1.

Here, $C_{c}^{\infty}((-R, R))$ as usually denotes the set of all infinitely differentiable functions with compact support. Let us remark that the existence of a unique weak solu-
tion $\bar{u}_{\varepsilon} \in L^{\infty}\left(0, T / \varepsilon^{2} ; H^{2}(\mathbb{R})\right)$, with $\partial_{\tau} \bar{u}_{\varepsilon} \in L^{\infty}\left(0, T / \varepsilon^{2} ; H^{1}(\mathbb{R})\right)$, to the homogenization problem is a classical result.

## 2 Rescaled problem and main results

In this section we introduce three different long time problems and state our main results. We start with a time-scaled version of the homogenization problem. Considering the long time variable $t:=\varepsilon^{2} \tau$ and setting $u_{\varepsilon}(x, t):=\bar{u}_{\varepsilon}\left(x, t / \varepsilon^{2}\right)$, one arrives at the following definition.

Definition 2.1 (Time-scaled homogenization problem). Let $(x, t) \in \mathbb{R} \times(0, T)$. Denote by $u_{\varepsilon}(x, t)$ the unique solution to

$$
\begin{aligned}
\varepsilon^{4} \partial_{t}^{2} u_{\varepsilon}(x, t) & =\partial_{x}\left(a\left(\frac{x}{\varepsilon}\right) \partial_{x} u_{\varepsilon}(x, t)\right) \\
u_{\varepsilon}(x, 0) & =c_{0}(x)+\varepsilon L_{1}\left(\frac{x}{\varepsilon}\right) \partial_{x} c_{0}(x)+\varepsilon^{2} L_{2}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{2} c_{0}(x) \\
\partial_{t} u_{\varepsilon}(x, 0) & =\frac{1}{\varepsilon^{2}}\left(d_{0}(x)+\varepsilon L_{1}\left(\frac{x}{\varepsilon}\right) \partial_{x} d_{0}(x)\right)
\end{aligned}
$$

Let us discuss here what we expect in view of the classical homogenization results. The effective coefficient $a^{*}$ is, in the one-dimensional case, given by the harmonic mean

$$
a^{*}=\left(\int_{Y} \frac{1}{a(y)} d y\right)^{-1}
$$

The associated homogenized wave speed is $c^{*}:=\sqrt{a^{*}}$. Homogenization hence suggests that waves $\bar{u}_{\varepsilon}$ move with speed $c^{*}$. Accordingly, in the time-scaled version of Definition 2.1, we expect that waves $u_{\varepsilon}$ propagate with an asymptotic speed $c^{*} / \varepsilon^{2}$.

In the next step, we introduce a fourth-order weakly dispersive solution. A proof of existence and uniqueness as well as energy estimates can be found in Section 4.

Definition 2.2 (Weakly dispersive problem). Denote by $v_{\varepsilon}(x, t)$ the unique solution to the following problem

$$
\begin{aligned}
\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t) & -a^{*} \partial_{x}^{2} v_{\varepsilon}(x, t)-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} v_{\varepsilon}(x, t)=0 \\
v_{\varepsilon}(x, 0) & =c_{0}(x) \\
\partial_{t} v_{\varepsilon}(x, 0) & =\frac{1}{\varepsilon^{2}} d_{0}(x)
\end{aligned}
$$

for $(x, t) \in \mathbb{R} \times(0, T)$ and $a_{2}^{*}>0$ introduced in Definition 5.1.
Finally, after a decomposition of the initial data into a right-going and a left-going part $c_{0}=c_{0}^{+}+c_{0}^{-}$(strongly depending on the initial time derivative $d_{0}$, see Section 3 for details), let us now define the $\varepsilon$-independent linearized Korteweg-de-Vries (lKdV) equations as follows.


Figure 1: Numerical solution $W^{+}$to the right going lKdV-problem, evaluated in $t=1$. It is obtained with a finite difference scheme for initial data $W^{+}(x, 0)=\operatorname{sech}(x)=$ $\frac{2}{e^{x}+e^{-x}}$. The solution $W^{-}$is obtained by symmetry.

Definition 2.3 (The lKdV equations). We distinguish between a right moving and a left moving wave. Denote by $W^{ \pm}(x, t)$ the unique solution to

$$
\begin{aligned}
\partial_{t} W^{ \pm}(x, t) & \pm \frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} W^{ \pm}(x, t)=0 \\
W^{ \pm}(x, 0) & =c_{0}^{ \pm}(x)
\end{aligned}
$$

for $(x, t) \in \mathbb{R} \times(0, T)$.
The existence and uniqueness of a solution is a direct consequence of the results in [10], see Section 3 for more details. We are now able to state the two main results of the paper. The first shows that the weakly dispersive problem of Definition 2.2 provides a good approximation of the original problem.

Theorem 1. Let $c_{0}, d_{0} \in C_{c}^{\infty}((-R, R))$. Consider $u_{\varepsilon}$ from the time-scaled homogenization problem in Definition 2.1 and the weakly dispersive solution $v_{\varepsilon}$ of Definition 2.2. Then the following convergence holds

$$
\begin{equation*}
\left\|u_{\varepsilon}(x, t)-v_{\varepsilon}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \rightarrow 0 \text { for } \varepsilon \rightarrow 0 \tag{2.1}
\end{equation*}
$$

We note that in (4.6),(4.7) a slightly stronger convergence is derived.
The weakly dispersive solution and the lKdV-solution can be compared as follows.
Theorem 2. Consider the weakly dispersive solution ve of Definition 2.2 and the shifts $w_{\varepsilon}^{ \pm}$of the lKdV-solutions of Definition 2.3

$$
\begin{equation*}
w_{\varepsilon}^{+}(x, t):=W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right), \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
w_{\varepsilon}^{-}(x, t):=W^{-}\left(x+\frac{c^{*}}{\varepsilon^{2}} t, t\right) . \tag{2.3}
\end{equation*}
$$

Then there exists an $\varepsilon$-independent constant $C$ such that

$$
\begin{equation*}
\left\|\partial_{x} v_{\varepsilon}(x, t)-\partial_{x}\left(w_{\varepsilon}^{+}+w_{\varepsilon}^{-}\right)(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \varepsilon^{2} . \tag{2.4}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left\|v_{\varepsilon}(x, t)-\left(w_{\varepsilon}^{+}+w_{\varepsilon}^{-}\right)(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \rightarrow 0 \text { for } \varepsilon \rightarrow 0 \tag{2.5}
\end{equation*}
$$

Theorem 2 is shown in Section 3. It's proof is rather elementary. By contrast, the proof of Theorem 1 requires more computationally intensive methods and is performed in the last section. By applying the triangle inequality to (2.1) and (2.5) one directly obtains the following result.

Corollary 1. Consider $u_{\varepsilon}$ from the time-scaled homogenization problem and the $l K d V$-solutions $W^{ \pm}$. Then the following convergence holds

$$
\begin{equation*}
\left\|u_{\varepsilon}(x, t)-W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)-W^{-}\left(x+\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \rightarrow 0 \text { for } \varepsilon \rightarrow 0 \tag{2.6}
\end{equation*}
$$

The corollary suggests that the solution to the time-scaled homogenization problem of Definition 2.1 is approximatively equal to two waves propagating with speed $c^{*} / \varepsilon^{2}$ in opposite directions. Moreover, it shows that the shape of the right going wave is well described by the solution $W^{+}$to the lKdV-problem, those of the left going wave by $W^{-}$.

## 3 Weakly dispersive equation and lKdV-problem

This section is devoted to the proof of Theorem 2.

### 3.1 The lKdV-problems and their shifts

Let us start with some preliminaries concerning the left going and the right going part of the initial data. In fact, due to classical theory, each solution to the one-dimensional wave equation

$$
\partial_{t}^{2} u(x, t)-\left(c^{*}\right)^{2} \partial_{x}^{2} u(x, t)=0
$$

is given by

$$
u(x, t)=f\left(x-c^{*} t\right)+g\left(x+c^{*} t\right)
$$

In particular,

$$
u(x, 0)=f(x)+g(x) \quad \text { and } \quad \partial_{t} u(x, 0)=-c^{*} \partial_{x} f(x)+c^{*} \partial_{x} g(x)
$$

Consequently, the following definition is useful.

Definition 3.1 (Decomposition of the initial data). Let $c^{*}>0$. We define $P_{c^{*}}^{+}\left(c_{0}, d_{0}\right)$ and $P_{c^{*}}^{-}\left(c_{0}, d_{0}\right)$ as the solutions of

$$
\begin{aligned}
\left(P_{c^{*}}^{+}\left(c_{0}, d_{0}\right)\right)(x)+\left(P_{c^{*}}^{-}\left(c_{0}, d_{0}\right)\right)(x) & =c_{0}(x), \\
-c^{*} \partial_{x}\left(P_{c^{*}}^{+}\left(c_{0}, d_{0}\right)\right)(x)+c^{*} \partial_{x}\left(P_{c^{*}}^{-}\left(c_{0}, d_{0}\right)\right)(x) & =d_{0}(x) .
\end{aligned}
$$

In particular, in the case of smooth initial data, $c_{0}, d_{0} \in C_{c}^{\infty}((-R, R))$, also their projections are smooth, i.e. $c_{0}^{+}:=P_{c^{*}}^{+}\left(c_{0}, d_{0}\right), c_{0}^{-}:=P_{c^{*}}^{-}\left(c_{0}, d_{0}\right) \in C_{c}^{\infty}((-R, R))$.

Let us remark that in our case the wave speed as well as the initial data are rescaled, i.e. we consider the wave speed $c^{*} / \varepsilon^{2}$ and initial data $\left(c_{0}, d_{0} / \varepsilon^{2}\right)$. Nevertheless, a simple calculation shows that $P_{c^{*} / \varepsilon^{2}}^{ \pm}\left(c_{0}, d_{0} / \varepsilon^{2}\right)=P_{c^{*}}^{ \pm}\left(c_{0}, d_{0}\right)$.
Next, let us discuss existence and properties of the 1 KdV -solution $W^{+}(x, t)$. We omit the analysis of left moving initial data $c_{0}^{-}=P_{c^{*}}^{-}\left(c_{0}, d_{0}\right)$ for convenience, since it can be handled in exactly the same way.

Proposition 3.2 (Existence of the 1 KdV -solution and its shift on $\mathbb{R}$ ). Let $c_{0}^{+} \in$ $C_{c}^{\infty}((-R, R))$. Consider the right going lKdV-problem of Definition 2.3. Then,
(i) there exists a unique solution $W^{+}$and a constant $C$ such that

$$
\begin{align*}
\left\|\partial_{t} \partial_{x}^{3} W^{+}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2} & \leq C\left\|c_{0}^{+}(x)\right\|_{H^{6}((-R, R))}^{2} \\
\left\|\partial_{t}^{2} \partial_{x}^{2} W^{+}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2} & \leq C\left\|c_{0}^{+}(x)\right\|_{H^{9}((-R, R))}^{2} \tag{3.1}
\end{align*}
$$

(ii) The shifted function $w_{\varepsilon}^{+}$of (2.2) satisfies $w_{\varepsilon}^{+}, \partial_{t} w_{\varepsilon}^{+}, \partial_{t}^{2} w_{\varepsilon}^{+} \in L^{\infty}\left(0, T ; H^{2}(\mathbb{R})\right)$.

Here, $H^{n}((-R, R))$ as usually denotes the Sobolev-space
$H^{n}((-R, R)):=\left\{u(x) \in L^{2}((-R, R))\right.$ with $\partial_{x}^{i} u(x) \in L^{2}((-R, R))$ for $\left.i=1, \ldots, n\right\}$ equipped with the norm $\|u\|_{H^{n}((-R, R))}:=\sum_{i=0}^{n}\left\|\partial_{x}^{i} u\right\|_{L^{2}((-R, R))}$.
Moreover, $H^{0}((-R, R)):=L^{2}((-R, R))$.
Proof. The proof consists of two steps.
First step. In the first step we show the existence of a solution $W^{+}$on bounded intervals $\Omega=(-L, L)$.

Claim 1. On a fixed bounded domain $\Omega=(-L, L)$ with $L>R$, the lKdV-problem with boundary condition

$$
W^{+}(-L, t)=W^{+}(L, t)=\partial_{x} W^{+}(L, t)=0
$$

has a unique classical solution $W^{+}$. Moreover, there exists an $\Omega$-independent constant $C$, such that

$$
\begin{align*}
&\left\|\partial_{t} \partial_{x}^{3} W^{+}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \leq C\left\|c_{0}^{+}(x)\right\|_{H^{6}(\Omega)}^{2}  \tag{3.2}\\
&\left\|\partial_{t}^{2} \partial_{x}^{2} W^{+}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \leq C\left\|c_{0}^{+}(x)\right\|_{H^{9}(\Omega)}^{2} \tag{3.3}
\end{align*}
$$

A proof of existence and uniqueness of a classical solution can be found in [10]. Let us merely remark that fixing the spatial derivative of $W^{+}$at the right endpoint of the interval is necessary to ensure the well-posedness of the problem.
We have to show the energy estimates in (3.2) and (3.3). Actually, multiplying the lKdV-equation by $W^{+}(x, t)$, integrating over $\Omega$ and applying integration by parts leads to

$$
\begin{aligned}
0 & =\frac{1}{2} \frac{d}{d t}\left\|W^{+}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}-\frac{a_{2}^{*}}{2 c^{*}} \int_{\Omega} \frac{1}{2} \frac{d}{d x}\left(\partial_{x} W^{+}\right)^{2}(x, t) d x \\
& =\frac{1}{2} \frac{d}{d t}\left\|W^{+}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}-\frac{a_{2}^{*}}{4 c^{*}}\left(\left(\partial_{x} W^{+}\right)^{2}(L, t)-\left(\partial_{x} W^{+}\right)^{2}(-L, t)\right) \\
& =\frac{1}{2} \frac{d}{d t}\left\|W^{+}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\frac{a_{2}^{*}}{4 c^{*}}\left(\partial_{x} W^{+}\right)^{2}(-L, t) \\
& \geq \frac{1}{2} \frac{d}{d t}\left\|W^{+}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

and thus for each $t \in(0, T)$

$$
\begin{equation*}
\left\|W^{+}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \leq\left\|W^{+}(\cdot, 0)\right\|_{L^{2}(\Omega)}^{2}=\left\|c_{0}^{+}(x)\right\|_{L^{2}(\Omega)}^{2} \tag{3.4}
\end{equation*}
$$

Next, we differentiate the 1 KdV -equation twice with respect to $t$ arriving at

$$
\begin{aligned}
\partial_{t}\left(\partial_{t}^{2} W^{+}(x, t)\right) & +\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3}\left(\partial_{t}^{2} W^{+}(x, t)\right)=0 \\
\partial_{t}^{2} W^{+}(x, 0) & =\frac{\left(a_{2}^{*}\right)^{2}}{4\left(c^{*}\right)^{2}} \partial_{x}^{6} c_{0}^{+}(x)
\end{aligned}
$$

In exactly the same way as above we conclude

$$
\left\|\partial_{t}^{2} W^{+}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \leq C\left\|c_{0}^{+}(x)\right\|_{H^{6}(\Omega)}^{2}
$$

and thus, taking into account $\partial_{t}^{2} W^{+}=-\frac{a_{2}^{*}}{2 c^{*}} \partial_{t} \partial_{x}^{3} W^{+}$, estimate (3.2) follows. To obtain (3.3) we differentiate once more with respect to $t$ to find

$$
\left\|\partial_{t}^{2} \partial_{x}^{3} W^{+}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2} \leq C\left\|c_{0}^{+}(x)\right\|_{H^{9}(\Omega)}^{2}
$$

An interpolation argument provides the control of $\left\|\partial_{t}^{2} \partial_{x}^{2} W^{+}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}$.
Second step. Since the estimates in (3.2),(3.3) are independent of $\Omega=(-L, L)$, one obtains a solution $W^{+}$to the 1 KdV -problem on $\mathbb{R}$ by considering $L \rightarrow \infty$. Then $W^{+}$satisfies the same bounds as its approximations.

### 3.2 Equation for $v_{\varepsilon}$ in the moving frame

In what follows, we use that $v_{\varepsilon}$ from Definition 2.2 has some regularity; a proof of existence and regularity can be found in Section 4.1. To motivate the statement of Theorem 2, let us firstly decompose the weakly dispersive solution $v_{\varepsilon}=v_{\varepsilon}^{+}+v_{\varepsilon}^{-}$as in

Definition 3.1. To be more precise, we solve the weakly dispersive problem of Definition 2.2 with initial data that belong to a right going wave,

$$
\begin{equation*}
v_{\varepsilon}^{+}(x, 0)=c_{0}^{+}(x) \quad \text { and } \quad \partial_{t} v_{\varepsilon}^{+}(x, 0)=-\frac{c^{*}}{\varepsilon^{2}} \partial_{x} c_{0}^{+}(x) \tag{3.5}
\end{equation*}
$$

We remark that the analysis of the left going part $v_{\varepsilon}^{-}$is analogous.
Observation 1 (Equation in the moving frame). Let $v_{\varepsilon}^{+}$be the weakly dispersive solution of Definition 2.2 with initial data (3.5). Then the shift

$$
V_{\varepsilon}^{+}(x, t):=v_{\varepsilon}^{+}\left(x+\frac{c^{*} t}{\varepsilon^{2}}, t\right)
$$

satisfies the equation

$$
\begin{equation*}
-2 c^{*} \partial_{x}\left(\partial_{t} V_{\varepsilon}^{+}+\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} V_{\varepsilon}^{+}\right)=-\varepsilon^{2} \partial_{t}\left(\partial_{t} V_{\varepsilon}^{+}+2 \frac{a_{2}^{*}}{c^{*}} \partial_{x}^{3} V_{\varepsilon}^{+}\right)+\varepsilon^{4} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} V_{\varepsilon}^{+} \tag{3.6}
\end{equation*}
$$

Proof. Due to $v_{\varepsilon}^{+}(x, t)=V_{\varepsilon}^{+}\left(x-\frac{c^{*} t}{\varepsilon^{2}}, t\right)$ one obtains

$$
\begin{align*}
& \partial_{x} v_{\varepsilon}^{+}=\partial_{x} V_{\varepsilon}^{+}  \tag{3.7}\\
& \partial_{t} v_{\varepsilon}^{+}=-\frac{c^{*}}{\varepsilon^{2}} \partial_{x} V_{\varepsilon}^{+}+\partial_{t} V_{\varepsilon}^{+},  \tag{3.8}\\
& \partial_{t}^{2} v_{\varepsilon}^{+}=\frac{a^{*}}{\varepsilon^{4}} \partial_{x}^{2} V_{\varepsilon}^{+}-\frac{2 c^{*}}{\varepsilon^{2}} \partial_{t} \partial_{x} V_{\varepsilon}^{+}+\partial_{t}^{2} V_{\varepsilon}^{+} \tag{3.9}
\end{align*}
$$

A direct calculation now gives the result, using $c^{*} / a^{*}=1 / c^{*}$. In what follows, we use in (1) that $v_{\varepsilon}$ solves the weakly dispersive problem, equality (2) is a direct consequence of the chain rule (3.7)-(3.9).

$$
\begin{aligned}
0 \stackrel{(1)}{=} & \varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}^{+}-a^{*} \partial_{x}^{2} v_{\varepsilon}^{+}-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} v_{\varepsilon}^{+} \\
\stackrel{(2)}{=} & a^{*} \partial_{x}^{2} V_{\varepsilon}^{+}-2 \varepsilon^{2} c^{*} \partial_{t} \partial_{x} V_{\varepsilon}^{+}+\varepsilon^{4} \partial_{t}^{2} V_{\varepsilon}^{+}-a^{*} \partial_{x}^{2} V_{\varepsilon}^{+} \\
& \quad-\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} V_{\varepsilon}^{+}+\frac{2 \varepsilon^{4} a_{2}^{*}}{c^{*}} \partial_{t} \partial_{x}^{3} V_{\varepsilon}^{+}-\frac{\varepsilon^{6} a_{2}^{*}}{a^{*}} \partial_{x}^{2} \partial_{t}^{2} V_{\varepsilon}^{+} \\
= & \varepsilon^{2}\left(-2 c^{*} \partial_{t} \partial_{x} V_{\varepsilon}^{+}-a_{2}^{*} \partial_{x}^{4} V_{\varepsilon}^{+}+\varepsilon^{2} \partial_{t}^{2} V_{\varepsilon}^{+}+\frac{2 \varepsilon^{2} a_{2}^{*}}{c^{*}} \partial_{t} \partial_{x}^{3} V_{\varepsilon}^{+}-\frac{\varepsilon^{4} a_{2}^{*}}{a^{*}} \partial_{x}^{2} \partial_{t}^{2} V_{\varepsilon}^{+}\right)
\end{aligned}
$$

and hence (3.6).
Loosely speaking, Observation 1 suggests that the shift $V_{\varepsilon}^{+}$satisfies the lKdVequation

$$
\partial_{t} V_{\varepsilon}^{+}(x, t)+\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} V_{\varepsilon}^{+}(x, t)=O\left(\varepsilon^{2}\right)
$$

and can therefore be compared to leading order with $W^{+}(x, t)$. In order to make the connection precise, we now start from the $1 K d V$-solution $W^{+}(x, t)$ and derive a corresponding equation for $w_{\varepsilon}^{+}(x, t)$.

Lemma 3.3. Consider the lKdV-solution $W^{+}(x, t)$ of Definition 2.3 and its left shift $w_{\varepsilon}^{+}(x, t)=W^{+}\left(x-\frac{c^{*} t}{\varepsilon^{2}}, t\right)$. Then $w_{\varepsilon}^{+}(x, t)$ solves the following problem

$$
\begin{aligned}
& \varepsilon^{4} \partial_{t}^{2} w_{\varepsilon}^{+}(x, t)-a^{*} \partial_{x}^{2} w_{\varepsilon}^{+}(x, t)-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} w_{\varepsilon}^{+}(x, t) \\
&=-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)+\varepsilon^{4} \frac{3 a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} \partial_{t} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right), \\
& w_{\varepsilon}^{+}(x, 0)=c_{0}^{+}(x), \\
& \partial_{t} w_{\varepsilon}^{+}(x, 0)=-\frac{c^{*}}{\varepsilon^{2}} \partial_{x} c_{0}^{+}(x)-\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} c_{0}^{+}(x) .
\end{aligned}
$$

Proof. As in Observation 1, omitting the arguments $(x, t)$ for convenience, the chain rule yields

$$
\begin{align*}
\partial_{x} W^{+} & =\partial_{x} w_{\varepsilon}^{+} \\
\partial_{t} W^{+} & =\frac{c^{*}}{\varepsilon^{2}} \partial_{x} w_{\varepsilon}^{+}+\partial_{t} w_{\varepsilon}^{+}, \\
\partial_{t}^{2} W^{+} & =\frac{a^{*}}{\varepsilon^{4}} \partial_{x}^{2} w_{\varepsilon}^{+}+\frac{2 c^{*}}{\varepsilon^{2}} \partial_{t} \partial_{x} w_{\varepsilon}^{+}+\partial_{t}^{2} w_{\varepsilon}^{+} \tag{3.10}
\end{align*}
$$

and thus

$$
\begin{equation*}
0=\partial_{t} W^{+}+\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} W^{+}=\frac{c^{*}}{\varepsilon^{2}} \partial_{x} w_{\varepsilon}^{+}+\partial_{t} w_{\varepsilon}^{+}+\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} w_{\varepsilon}^{+} \tag{3.11}
\end{equation*}
$$

Now, we apply the partial differential operator $\varepsilon^{4} \partial_{t}-\varepsilon^{2} c^{*} \partial_{x}$ to (3.11). Inserting the term $\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} w_{\varepsilon}^{+}$and observing that the expression $\varepsilon^{2} c^{*} \partial_{t} \partial_{x} w_{\varepsilon}^{+}$appears twice with different sign, one arrives at

$$
\begin{aligned}
& 0= \varepsilon^{4} \partial_{t}^{2} w_{\varepsilon}^{+}-a^{*} \partial_{x}^{2} w_{\varepsilon}^{+}-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} w_{\varepsilon}^{+} \\
&+\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} w_{\varepsilon}^{+}+\varepsilon^{2} \frac{a_{2}^{*}}{2 c^{*}}\left(\varepsilon^{2} \partial_{t} \partial_{x}^{3} w_{\varepsilon}^{+}-c^{*} \partial_{x}^{4} w_{\varepsilon}^{+}\right) \\
& \stackrel{(3.10)}{=} \varepsilon^{4} \partial_{t}^{2} w_{\varepsilon}^{+}-a^{*} \partial_{x}^{2} w_{\varepsilon}^{+}-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} w_{\varepsilon}^{+} \\
&+\frac{a_{2}^{*}}{a^{*}} \varepsilon^{6} \partial_{x}^{2} \partial_{t}^{2} W^{+}-\varepsilon^{4} \frac{3 a_{2}^{*}}{2 c^{*}}\left(\frac{c^{*}}{\varepsilon^{2}} \partial_{x}^{4} w_{\varepsilon}^{+}+\partial_{x}^{3} \partial_{t} w^{+}\right) \\
& \stackrel{(3.10)}{=} \varepsilon^{4} \partial_{t}^{2} w_{\varepsilon}^{+}-a^{*} \partial_{x}^{2} w_{\varepsilon}^{+}-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} w_{\varepsilon}^{+} \\
&+\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{x}^{2} \partial_{t}^{2} W^{+}-\varepsilon^{4} \frac{3 a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} \partial_{t} W^{+},
\end{aligned}
$$

which is the claimed result. It remains to verify the initial conditions. Actually,

$$
-\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} W^{+}(x, 0)=\partial_{t} W^{+}(x, 0)=\frac{c^{*}}{\varepsilon^{2}} \partial_{x} w_{\varepsilon}^{+}(x, 0)+\partial_{t} w_{\varepsilon}^{+}(x, 0) .
$$

Taking into account

$$
\begin{aligned}
-\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} W^{+}(x, 0) & =-\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} c_{0}^{+}(x), \\
\frac{c^{*}}{\varepsilon^{2}} \partial_{x} w_{\varepsilon}^{+}(x, 0) & =\frac{c^{*}}{\varepsilon^{2}} \partial_{x} c_{0}^{+}(x),
\end{aligned}
$$

one finally arrives at

$$
\partial_{t} w_{\varepsilon}^{+}(x, 0)=-\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} c_{0}^{+}(x)-\frac{c^{*}}{\varepsilon^{2}} \partial_{x} c_{0}^{+}(x) .
$$

This shows the equation for $w_{\varepsilon}^{+}$and concludes the proof.

### 3.3 Proof of Theorem 2

We are now in the position to prove Theorem 2. The main estimate is contained in Proposition 3.4 below for right moving initial data. We will observe later that Theorem 2 can easily be derived from that proposition. In what follows, $C$ denotes different $\varepsilon$-independent constants. We will use the following integration by parts formula for $H^{1}(\mathbb{R})$-functions.

Claim 2 (Integration by parts). Let $f(x), g(x) \in H^{1}(\mathbb{R})$. Then

$$
\begin{equation*}
\int_{\mathbb{R}} \partial_{x} f(x) g(x) d x=-\int_{\mathbb{R}} f(x) \partial_{x} g(x) d x . \tag{3.12}
\end{equation*}
$$

This result is easily obtained by approximating the function $f(x) \in H^{1}(\mathbb{R})$ with $\phi_{k}(x) \in C_{c}^{\infty}(\mathbb{R})$ such that $\left\|f-\phi_{k}\right\|_{H^{1}(\mathbb{R})} \rightarrow 0$.

Proposition 3.4. Let $v_{\varepsilon}^{+}$be the solution to the weakly dispersive problem of Definition 2.2 with initial data (3.5). Let $W^{+}$be the solution to the right going lKdV-problem of Definition 2.3 and let $w_{\varepsilon}^{+}$be its shift, $w_{\varepsilon}^{+}(x, t)=W^{+}\left(x-\frac{c^{*} t}{\varepsilon^{2}}, t\right)$. Then there exists an $\varepsilon$-independent constant $C$, such that

$$
\begin{align*}
\left\|\partial_{x} v_{\varepsilon}^{+}-\partial_{x} w_{\varepsilon}^{+}\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} & \leq C \varepsilon^{2}  \tag{3.13}\\
\left\|v_{\varepsilon}^{+}-w_{\varepsilon}^{+}\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} & \leq C . \tag{3.14}
\end{align*}
$$

Proof. Since $v_{\varepsilon}^{+}$solves the weakly dispersive equation, Lemma 3.3 yields that the difference $w_{\varepsilon}^{+}-v_{\varepsilon}^{+}$satisfies

$$
\begin{align*}
\varepsilon^{4} \partial_{t}^{2}\left(w_{\varepsilon}^{+}\right. & \left.-v_{\varepsilon}^{+}\right)(x, t)-a^{*} \partial_{x}^{2}\left(w_{\varepsilon}^{+}-v_{\varepsilon}^{+}\right)(x, t)-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2}\left(w_{\varepsilon}^{+}-v_{\varepsilon}^{+}\right)(x, t) \\
& =-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)+\varepsilon^{4} \frac{3 a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} \partial_{t} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right) \tag{3.15}
\end{align*}
$$

Now, we multiply (3.15) by $\partial_{t}\left(w_{\varepsilon}^{+}-v_{\varepsilon}^{+}\right)$and integrate over $\mathbb{R}$. According to (3.12), we then apply integration by parts to obtain

$$
\begin{aligned}
\frac{1}{2} & \frac{d}{d t}\left(\varepsilon^{4}\left\|\partial_{t} w_{\varepsilon}^{+}(\cdot, t)-\partial_{t} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}+a^{*}\left\|\partial_{x} w_{\varepsilon}^{+}(\cdot, t)-\partial_{x} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}\right. \\
& \left.+\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}}\left\|\partial_{t} \partial_{x} w_{\varepsilon}^{+}(\cdot, t)-\partial_{t} \partial_{x} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}\right) \\
= & -\int_{\mathbb{R}}\left(\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} W^{+}+\varepsilon^{4} \frac{3 a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} \partial_{t} W^{+}\right)\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\left(\partial_{t} w_{\varepsilon}^{+}-\partial_{t} v_{\varepsilon}^{+}\right)(x, t) d x \\
\leq & \frac{4}{\varepsilon^{4}}\left(\left\|\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} W^{+}\left(\cdot-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|\varepsilon^{4} \frac{3 a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} \partial_{t} W^{+}\left(\cdot-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}(\mathbb{R})}^{2}\right) \\
& \left.+\frac{\varepsilon^{4}}{2}\left\|\partial_{t} w_{\varepsilon}^{+}(\cdot, t)-\partial_{t} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}\right) \\
= & \left(\varepsilon^{8}\left\|\frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} W^{+}\left(\cdot-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}(\mathbb{R})}^{2}+\varepsilon^{4}\left\|\frac{3 a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} \partial_{t} W^{+}\left(\cdot-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}(\mathbb{R})}^{2}\right) \\
& +\frac{\varepsilon^{4}}{2}\left\|\partial_{t} w_{\varepsilon}^{+}(\cdot, t)-\partial_{t} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}
\end{aligned}
$$

for almost every $t \in[0, T]$. Next, we define

$$
\begin{aligned}
A(t):= & \frac{1}{2}\left(\varepsilon^{4}\left\|\partial_{t} w_{\varepsilon}^{+}(\cdot, t)-\partial_{t} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}+a^{*}\left\|\partial_{x} w_{\varepsilon}^{+}(\cdot, t)-\partial_{x} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}\right. \\
& \left.+\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}}\left\|\partial_{t} \partial_{x} w_{\varepsilon}^{+}(\cdot, t)-\partial_{t} \partial_{x} v_{\varepsilon}^{+}(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}\right) .
\end{aligned}
$$

Taking into account

$$
\left(w_{\varepsilon}^{+}-v_{\varepsilon}^{+}\right)(x, 0)=0 \quad \text { and } \quad \partial_{t}\left(w_{\varepsilon}^{+}-v_{\varepsilon}^{+}\right)(x, 0)=-\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} c_{0}^{+}(x)
$$

and applying the Gronwall Lemma finally leads to

$$
\begin{aligned}
A(t) \leq & C\left(\frac{\varepsilon^{4}}{2}\left\|\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} c_{0}^{+}(x)\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{\varepsilon^{6} a_{2}^{*}}{2 a^{*}}\left\|\frac{a_{2}^{*}}{2 c^{*}} \partial_{x}^{4} c_{0}^{+}(x)\right\|_{L^{2}(\mathbb{R})}^{2}\right. \\
& \left.+\varepsilon^{8}\left\|\frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}\right) \\
& \left.+\varepsilon^{4}\left\|\frac{3 a_{2}^{*}}{2 c^{*}} \partial_{x}^{3} \partial_{t} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}\right) \\
\leq & C\left(\varepsilon^{4}\left\|c_{0}^{+}(x)\right\|_{H^{4}((-R, R))}^{2}+\varepsilon^{8}\left\|\partial_{t}^{2} \partial_{x}^{2} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}\right. \\
& \left.+\varepsilon^{4}\left\|\partial_{x}^{3} \partial_{t} W^{+}\left(x-\frac{c^{*}}{\varepsilon^{2}} t, t\right)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}\right) \\
& (1) \\
\leq & C \varepsilon^{4}\left\|c_{0}^{+}(x)\right\|_{H^{9}((-R, R))}^{2} \leq C \varepsilon^{4} .
\end{aligned}
$$

for almost every $t \in[0, T]$. Let us remark that inequality (1) is a consequence of Proposition 3.2. This shows (3.13) and that

$$
\begin{equation*}
\left\|\partial_{t} w_{\varepsilon}^{+}-\partial_{t} v_{\varepsilon}^{+}\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \tag{3.16}
\end{equation*}
$$

Finally, to prove inequality (3.14), one simply writes

$$
\begin{aligned}
\left(w_{\varepsilon}^{+}-v_{\varepsilon}^{+}\right)(x, t) & =\left(w_{\varepsilon}^{+}-v_{\varepsilon}^{+}\right)(x, 0)+\int_{0}^{t}\left(\partial_{t} w_{\varepsilon}^{+}-\partial_{t} v_{\varepsilon}^{+}\right)(x, \tau) d \tau \\
& =\int_{0}^{t}\left(\partial_{t} w_{\varepsilon}^{+}-\partial_{t} v_{\varepsilon}^{+}\right)(x, \tau) d \tau
\end{aligned}
$$

and applies (3.16).
In exactly the same way the analogous result can be stated for the left going weakly dispersive solution $v_{\varepsilon}^{-}$and its shift $w_{\varepsilon}^{-}(x, t):=W^{-}\left(x+\frac{c^{*} t}{\varepsilon^{2}}, t\right)$. Due to $v_{\varepsilon}=v_{\varepsilon}^{+}+v_{\varepsilon}^{-}$ and the linearity of the weakly dispersive problem one obtains

Proposition 3.5. Let $v_{\varepsilon}$ be the weakly dispersive solution of Definition 2.2 and let $w_{\varepsilon}^{+}, w_{\varepsilon}^{-}$be as in Theorem 2. Then the following estimates are valid

$$
\begin{align*}
\left\|\partial_{x} v_{\varepsilon}-\partial_{x}\left(w_{\varepsilon}^{+}+w_{\varepsilon}^{-}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} & \leq C \varepsilon^{2}  \tag{3.17}\\
\left\|v_{\varepsilon}-\left(w_{\varepsilon}^{+}+w_{\varepsilon}^{-}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} & \leq C . \tag{3.18}
\end{align*}
$$

We are now in the position to prove Theorem 2.
Proof of Theorem 2. Inequality (2.4) appears in Proposition 3.5.
We have to prove (2.5), that

$$
\begin{equation*}
\left\|v_{\varepsilon}(x, t)-\left(w_{\varepsilon}^{+}+w_{\varepsilon}^{-}\right)(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \rightarrow 0 \text { for } \varepsilon \rightarrow 0 \tag{3.19}
\end{equation*}
$$

Considering the difference $z_{\varepsilon}(x, t):=\left(v_{\varepsilon}-\left(w_{\varepsilon}^{+}+w_{\varepsilon}^{-}\right)\right)(x, t)$, we claim that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|z_{\varepsilon}(\cdot, t)-z_{\varepsilon}(y, t)\right\|_{L^{\infty}(\mathbb{R})} \leq C \varepsilon^{2} \tag{3.20}
\end{equation*}
$$

for each $y \in \mathbb{R}$. Actually, due to Proposition 3.5 one obtains

$$
\begin{aligned}
\sup _{t \in[0, T]}\left\|z_{\varepsilon}(\cdot, t)-z_{\varepsilon}(y, t)\right\|_{L^{\infty}(\mathbb{R})}^{2} & =\sup _{t \in[0, T]}\left\|\left(\int_{y} \partial_{x} z_{\varepsilon}(\xi, t) d \xi\right)\right\|_{L^{\infty}(\mathbb{R})}^{2} \\
& \leq\left\|\partial_{x} z_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2} \leq C \varepsilon^{4}
\end{aligned}
$$

It remains to prove that there exists $y_{0} \in \mathbb{R}$ such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|z_{\varepsilon}\left(y_{0}, t\right)\right| \xrightarrow{\varepsilon \rightarrow 0} 0 \tag{3.21}
\end{equation*}
$$

Then, by applying the triangle inequality, convergence (3.19) follows directly,

$$
\begin{aligned}
\left\|z_{\varepsilon}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} & \leq \sup _{t \in[0, T]}\left\|z_{\varepsilon}(\cdot, t)-z_{\varepsilon}\left(y_{0}, t\right)\right\|_{L^{\infty}(\mathbb{R})}+\sup _{t \in[0, T]}\left|z_{\varepsilon}\left(y_{0}, t\right)\right| \\
& \leq C \varepsilon^{2}+\sup _{t \in[0, T]}\left|z_{\varepsilon}\left(y_{0}, t\right)\right| \xrightarrow{\varepsilon \rightarrow 0} 0 .
\end{aligned}
$$

To show (3.21) we assume that, for $y_{0} \in \mathbb{R}$, there exist $\delta>0$ and sequences $\varepsilon_{k} \rightarrow 0$ and $t_{k} \in[0, T]$ such that

$$
\left|z_{\varepsilon_{k}}\left(y_{0}, t_{k}\right)\right|>\delta .
$$

Then, due to (3.20) one obtains

$$
\left|z_{\varepsilon_{k}}\left(x, t_{k}\right)\right|>\delta / 2
$$

for every $x \in \mathbb{R}$ and $k$ sufficiently large. This contradicts inequality (3.18) in Proposition 3.5 and thus convergence (3.21) follows.

## 4 The original homogenization problem and the weakly dispersive equation

This section is devoted to the proof of Theorem 1. We will study properties of the weakly dispersive problem in Subsection 4.1. In Subsection 4.2 we discuss the adaption operator $\mathcal{A}_{\varepsilon}$. Finally, in Subsection 4.3 the proof of Theorem 1 is given.

### 4.1 The weakly dispersive problem

In this subsection, we prove existence and uniqueness of a solution to the weakly dispersive problem of Definition 2.2. Besides, energy estimates and regularity properties are discussed. As for the lKdV-problem, we firstly construct solutions on bounded intervals $\Omega=(-L, L)$ and show that the corresponding energy estimates are $\Omega$-independent.

Proposition 4.1 (Existence on $\mathbb{R}$ and energy estimates). Let $k \geq 1$ and $c_{0}, d_{0} \in$ $C_{c}^{\infty}((-R, R))$. Consider the weakly dispersive problem of Definition 2.2. Then there exists a unique solution $v_{\varepsilon}$ such that $v_{\varepsilon} \in L^{\infty}\left(0, T ; H^{k}(\mathbb{R})\right), \partial_{t} v_{\varepsilon} \in L^{\infty}\left(0, T ; H^{k-1}(\mathbb{R})\right)$, $\partial_{t}^{2} v_{\varepsilon} \in L^{2}\left(0, T ; H^{k-1}(\mathbb{R})\right)$. Moreover, the following energy estimates are valid

$$
\begin{align*}
\left\|\partial_{x} v_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; H^{k-1}(\mathbb{R})\right)} & +\varepsilon^{2}\left\|\partial_{t} v_{\varepsilon}\right\|_{L^{\infty}\left(0, T ; H^{k-1}(\mathbb{R})\right)} \\
& +\varepsilon^{5}\left\|\partial_{t}^{2} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; H^{k-1}(\mathbb{R})\right)} \leq C K_{k}\left(c_{0}, d_{0}\right), \tag{4.1}
\end{align*}
$$

where the constant $C$ is independent of $\varepsilon$ and
$K_{k}\left(c_{0}, d_{0}\right):=\left(\left\|\partial_{x} c_{0}\right\|_{H^{k-1}((-R, R))}^{2}+\left\|d_{0}\right\|_{H^{k-1}((-R, R))}^{2}+\varepsilon^{2}\left\|\partial_{x} d_{0}\right\|_{H^{k-1}((-R, R))}^{2}\right)^{1 / 2}$.
Proof. Our aim is to apply the Rothe time discretization method. More precisely, we discretize the time variable by introducing a finite number of time-steps $t_{j}$ and replace the time-derivative by a difference quotient $\partial_{t} v_{\varepsilon}\left(t_{j}\right):=\frac{v_{\varepsilon}\left(t_{j}\right)-v_{\varepsilon}\left(t_{j-1}\right)}{\Delta t}$. In each time-step
$t_{j}$ we then solve an ordinary differential equation on $\Omega=(-L, L)$ and derive a priori estimates which are independent of the domain $\Omega$. Considering $L \rightarrow \infty$ provides a solution on $\mathbb{R}$ in each time-step. Finally, we consider the limit $\Delta t \rightarrow 0$ in the discretization scheme. In the following we will merely give the proof of the corresponding a priori estimates for $k=1$ and omit the details of the method. Actually, one derives estimates for higher order spatial derivatives by differentiating the weakly dispersive equation with respect to $x$.

First energy estimates. Multiplying the weakly dispersive equation of Definition 2.2 by $\partial_{t} v_{\varepsilon}$ and integrating over $\Omega$, one obtains

$$
\frac{1}{2} \frac{d}{d t}\left(\varepsilon^{4}\left\|\partial_{t} v_{\varepsilon}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+a^{*}\left\|\partial_{x} v_{\varepsilon}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}}\left\|\partial_{t} \partial_{x} v_{\varepsilon}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}\right)=0
$$

Next, we integrate over $[0, t]$ arriving at

$$
\begin{aligned}
\varepsilon^{4}\left\|\partial_{t} v_{\varepsilon}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} & +a^{*}\left\|\partial_{x} v_{\varepsilon}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2}+\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}}\left\|\partial_{t} \partial_{x} v_{\varepsilon}(\cdot, t)\right\|_{L^{2}(\Omega)}^{2} \\
& =\varepsilon^{4}\left\|\frac{1}{\varepsilon^{2}} d_{0}(x)\right\|_{L^{2}(\Omega)}^{2}+a^{*}\left\|\partial_{x} c_{0}(x)\right\|_{L^{2}(\Omega)}^{2}+\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}}\left\|\frac{1}{\varepsilon^{2}} \partial_{x} d_{0}(x)\right\|_{L^{2}(\Omega)}^{2} \\
& =\left\|d_{0}(x)\right\|_{L^{2}((-R, R)}^{2}+a^{*}\left\|\partial_{x} c_{0}(x)\right\|_{L^{2}((-R, R))}^{2}+\varepsilon^{2} \frac{a_{2}^{*}}{a^{*}}\left\|\partial_{x} d_{0}(x)\right\|_{L^{2}((-R, R))}^{2} \\
& \leq C\left(K_{1}\left(c_{0}, d_{0}\right)\right)^{2}
\end{aligned}
$$

for each $t \in[0, T]$, which proves the estimates for the first two terms in (4.1).
Second energy estimates. It remains to verify the estimate for $\partial_{t}^{2} v_{\varepsilon}(x, t)$. Actually,

$$
\begin{equation*}
\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t)-\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{x}^{2} \partial_{t}^{2} v_{\varepsilon}(x, t)-a^{*} \partial_{x}^{2} v_{\varepsilon}(x, t)=0 \tag{4.2}
\end{equation*}
$$

Multiplying equation (4.2) by $\partial_{t}^{2} v_{\varepsilon}(x, t)$, integrating over $\Omega \times(0, T)$ and applying integration by parts leads to

$$
\begin{aligned}
\varepsilon^{4}\left\|\partial_{t}^{2} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} & +\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}}\left\|\partial_{t}^{2} \partial_{x} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \\
& =-\int_{0}^{T} \int_{\Omega} a^{*} \partial_{x} v_{\varepsilon}(x, t) \partial_{t}^{2} \partial_{x} v_{\varepsilon}(x, t) d x d t \\
& \leq\left\|a^{*} \partial_{x} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\left\|\partial_{t}^{2} \partial_{x} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \\
& \leq \varepsilon^{6} \gamma\left\|\partial_{x} \partial_{t}^{2} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\frac{1}{\varepsilon^{6} \gamma}\left\|a^{*} \partial_{x} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}
\end{aligned}
$$

where we choose $\gamma \in\left(0, \frac{a_{2}^{*}}{a^{*}}\right)$. Hence,

$$
\begin{aligned}
\varepsilon^{4}\left\|\partial_{t}^{2} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\varepsilon^{6}\left\|\partial_{t}^{2} \partial_{x} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} & \leq \frac{C}{\varepsilon^{6}}\left\|\partial_{x} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2} \\
& \leq \frac{C}{\varepsilon^{6}}\left(K_{1}\left(c_{0}, d_{0}\right)\right)^{2}
\end{aligned}
$$

due to the first energy estimates. Consequently,

$$
\left\|\partial_{t}^{2} v_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq \frac{1}{\varepsilon^{5}} C K_{1}\left(c_{0}, d_{0}\right)
$$

which is the claimed result.

### 4.2 The adaption operator

The aim of this section is to adapt a function $f(x, t)$ to the micro-structure of the material. More precisely, our aim is to construct an operator $\mathcal{A}_{\varepsilon}$ such that $\partial_{x}\left(a\left(\frac{x}{\varepsilon}\right) \partial_{x}\left(\mathcal{A}_{\varepsilon}(f)\right)\right)$ can be expanded in derivatives of $f$, i.e.

$$
\begin{equation*}
\partial_{x}\left(a\left(\frac{x}{\varepsilon}\right) \partial_{x}\left(\mathcal{A}_{\varepsilon}(f)\right)\right)-\mathcal{A}_{\varepsilon}\left(\sum_{i=0}^{m} \varepsilon^{i} a_{i}^{*} \partial_{x}^{2+i} f\right)=\rho \tag{4.3}
\end{equation*}
$$

where $\rho$ is a small error, $m \in \mathbb{N}$ and $a_{i}^{*} \in \mathbb{R}$. If (4.3) is satisfied, we have a way to replace the elliptic operator with oscillating coefficients by a finite sum of differential operators with constant coefficients.
Let us start with some preliminaries. Considering $Y=(0,1)$ as in the introduction, we denote by $H_{p e r}^{1}(Y)$ the closure of $\left\{u(\cdot) \in C^{\infty}(\mathbb{R}) \mid u\right.$ is $Y$-periodic $\}$ with respect to the Sobolev-norm $\left\|\|_{H^{1}(Y)}\right.$. Moreover, let

$$
\langle u(\cdot)\rangle_{Y}:=\frac{1}{|Y|} \int_{Y} u(y) d y=\int_{Y} u(y) d y
$$

be the mean value of $u(\cdot)$ and let $C_{p e r}^{2}(Y):=\left\{L(\cdot) \in C^{2}(\mathbb{R}) \mid L(\cdot)\right.$ is Y-periodic $\}$. Then, formal series expansions in powers of $\varepsilon$ and numerical results (see, for instance, $[6,7])$ suggest that the solution to the time-scaled homogenization problem of Definition 2.1 can be approximated by functions which obey the following general structure. We cut off the expansion after the sixth expansion term.

Definition 4.2 (Adaption operator $\mathcal{A}_{\varepsilon}$ ). Let $f(\cdot, t) \in H^{8}(\mathbb{R})$ for each $t$ and let $L_{1}(\cdot), \ldots, L_{6}(\cdot) \in C_{p e r}^{2}(Y)$ be the smooth functions introduced in Definition 5.1. We define the adapted function $\mathcal{A}_{\varepsilon}(f)(x, t)$ by

$$
\mathcal{A}_{\varepsilon}(f)(x, t):=f(x, t)+\sum_{i=1}^{6} \varepsilon^{i} L_{i}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{i} f(x, t)
$$

We now discuss the regularity of an adapted function $\mathcal{A}_{\varepsilon}(f)$.
Claim 3 Let $f(\cdot, t) \in H^{8}(\mathbb{R})$ for each $t$. Then

$$
\mathcal{A}_{\varepsilon}(f)(\cdot, t) \in H^{2}(\mathbb{R})
$$

Indeed, since $L_{i}(\cdot) \in C_{\text {per }}^{2}(Y)$, there exists an $\varepsilon$-independent constant $C$ such that

$$
\left\|\mathcal{A}_{\varepsilon}(f)(\cdot, t)\right\|_{H^{2}(\mathbb{R})}=\left\|f(\cdot, t)+\sum_{i=1}^{6} \varepsilon^{i} L_{i}\left(\frac{\cdot}{\varepsilon}\right) \partial_{x}^{i} f(\cdot, t)\right\|_{H^{2}(\mathbb{R})} \leq \frac{C}{\varepsilon}\|f(\cdot, t)\|_{H^{8}(\mathbb{R})}
$$

Our aim is to construct the auxiliary functions $L_{i}(y)$ such that (4.3) is satisfied. This is possible as we show in Appendix A. Actually, if the error $\rho=O\left(\varepsilon^{5}\right)$ and $m=4$, the functions $L_{i}(y)$ and the coefficients $a_{i}^{*}$ are uniquely determined, see Appendix A for details.
Next, let us make the implications of characterization (4.3) more precise. Setting $a^{\varepsilon}(x):=a\left(\frac{x}{\varepsilon}\right)$, one immediately discovers

Observation 2 Let $\mathcal{A}_{\varepsilon}$ be the adaption operator of Definition 4.2. Let $\mathcal{A}_{\varepsilon}$ satisfy characterization (4.3) with $m=4$ and let $f(x, t)$ solve the constant coefficient problem

$$
\varepsilon^{4} \partial_{t}^{2} f(x, t)-\sum_{i=0}^{4} \varepsilon^{i} a_{i}^{*} \partial_{x}^{2+i} f(x, t)=0
$$

Then the adaption of $f$ is an approximative solution of the time-scaled homogenization problem of Definition 2.1 in the sense that

$$
\begin{aligned}
& \varepsilon^{4} \partial_{t}^{2}\left(\mathcal{A}_{\varepsilon}(f)(x, t)\right)-\partial_{x}\left(a^{\varepsilon}(x) \partial_{x}\left(\mathcal{A}_{\varepsilon}(f)\right)(x, t)\right) \\
& =\mathcal{A}_{\varepsilon}\left(\varepsilon^{4} \partial_{t}^{2} f(x, t)-\sum_{i=0}^{4} \varepsilon^{i} a_{i}^{*} \partial_{x}^{2+i} f(x, t)\right)-\rho=\mathcal{A}_{\varepsilon}(0)-\rho=-\rho
\end{aligned}
$$

is small.
In the light of classical homogenization theory, we can expect for the first coefficient $a_{0}^{*}$ that $a_{0}^{*}=a^{*}=\left(c^{*}\right)^{2}$, where $c^{*}$ denotes the homogenized wave speed. This fact is also shown in Appendix A.
Finally, we make the connection between the adaption operator $\mathcal{A}_{\varepsilon}$ of Definition 4.2 and formula (4.3) more precise. Following the construction of Appendix A we insert $\mathcal{A}_{\varepsilon}(f)$ with appropriate $L_{i}(\cdot)$ in the left hand side of characterization (4.3).
Claim 3 suggests that the application of the differential operator $\partial_{x}\left(a^{\varepsilon}(x) \partial_{x}\right)$ to $\mathcal{A}_{\varepsilon}(f)(x, t)$ produces an $L^{2}(\mathbb{R})$-function.

Lemma 4.3 (Algebraical Lemma). Let $f(x, t) \in H^{8}(\mathbb{R})$ for each $t$ and let $\mathcal{A}_{\varepsilon}$ be the adaption operator of Definition 4.2. Then

$$
\begin{aligned}
& \partial_{x}\left(a^{\varepsilon}(x) \partial_{x} \mathcal{A}_{\varepsilon}(f)(x, t)\right) \\
& =a^{*} \partial_{x}^{2} f(x, t)+\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} f(x, t)+\varepsilon^{4} a_{4}^{*} \partial_{x}^{6} f(x, t) \\
& \quad+\varepsilon L_{1}\left(\frac{x}{\varepsilon}\right) \partial_{x}\left(a^{*} \partial_{x}^{2} f(x, t)+\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} f(x, t)\right) \\
& \quad+\varepsilon^{2} L_{2}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{2}\left(a^{*} \partial_{x}^{2} f(x, t)+\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} f(x, t)\right)
\end{aligned}
$$

$$
\begin{equation*}
+\varepsilon^{3} L_{3}\left(\frac{x}{\varepsilon}\right) a^{*} \partial_{x}^{5} f(x, t)+\varepsilon^{4} L^{4}\left(\frac{x}{\varepsilon}\right) a^{*} \partial_{x}^{6} f(x, t)+\tilde{\rho}(x, t) \tag{4.4}
\end{equation*}
$$

with

$$
\begin{aligned}
\tilde{\rho}(x, t)= & \varepsilon^{5} \partial_{x}^{7} f(x, t) \partial_{y}\left(a(.) L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right)+\varepsilon^{5} \partial_{x}^{7} f(x, t) a^{\varepsilon}(x)\left(L_{5}\left(\frac{x}{\varepsilon}\right)+\partial_{y} L_{6}\left(\frac{x}{\varepsilon}\right)\right) \\
& +\varepsilon^{6} a^{\varepsilon}(x) \partial_{x}^{8} f(x, t) L_{6}\left(\frac{x}{\varepsilon}\right) .
\end{aligned}
$$

Proof. The lemma follows from formula (5.2) and Lemmas 5.2 and 5.3 of the appendix.

Regarding the characterization (4.3), the Algebraical Lemma yields that

$$
\partial_{x}\left(a^{\varepsilon}(x) \partial_{x} \mathcal{A}_{\varepsilon}(f)(x, t)\right)=\mathcal{A}_{\varepsilon}\left(a^{*} \partial_{x}^{2} f(x, t)+\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} f(x, t)+\varepsilon^{4} a_{4}^{*} \partial_{x}^{6} f(x, t)\right)+O\left(\varepsilon^{5}\right)
$$

in $L^{2}(\mathbb{R})$ independent of $t$. We consider only terms up to the fourth derivative of $f$. Observation 2, exploiting $a_{1}^{*}=0, a_{3}^{*}=0$, then suggests to consider the problem

$$
\begin{equation*}
\varepsilon^{4} \partial_{t}^{2} f(x, t)-a^{*} \partial_{x}^{2} f(x, t)-\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} f(x, t)=0 \tag{4.5}
\end{equation*}
$$

Remark: Keeping in mind that $a_{2}^{*}>0$, we observe that Problem (4.5) is ill-posed. However, to lowest order, one formally can replace $\partial_{x}^{4} f$ by $\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} f$ arriving at the weakly dispersive equation of Definition 2.2.

### 4.3 Proof of Theorem 1

We are now in the position to prove Theorem 1. In what follows, $u_{\varepsilon}$ denotes the solution of the time-scaled homogenization problem of Definition 2.1 and $v_{\varepsilon}$ the weakly dispersive solution of Definition 2.2. Actually, in our first step we show that the difference between $u_{\varepsilon}$ and $\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)$ is small. In the second step the adaption $\mathcal{A}_{\varepsilon}$ is omitted. Our first result is analogous to Proposition 3.5.

Proof of Theorem 1.
First step. The crucial point is to show that there exists an $\varepsilon$-independent constant $C$ such that

$$
\begin{align*}
\left\|\partial_{x} u_{\varepsilon}(x, t)-\partial_{x}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} & \leq C \varepsilon^{2}  \tag{4.6}\\
\left\|u_{\varepsilon}(x, t)-\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, t)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} & \leq C . \tag{4.7}
\end{align*}
$$

The idea is to apply the partial differential operator $\varepsilon^{4} \partial_{t}^{2}-\partial_{x}\left(a^{\varepsilon}(x) \partial_{x}\right)$ to $\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)$. The difference between $u_{\varepsilon}$ and $\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)$ is then controlled by standard energy estimates.
In the subsequent calculation, equality (1) holds due to the Algebraical Lemma 4.3. Using in (2) that $v_{\varepsilon}$ solves the weakly dispersive problem of Definition 2.2 $\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}-a^{*} \partial_{x}^{2} v_{\varepsilon}=\varepsilon^{6} \frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} v_{\varepsilon}$, we obtain

$$
\begin{aligned}
& \varepsilon^{4} \partial_{t}^{2}\left(\mathcal{A}_{\varepsilon} v_{\varepsilon}\right)(x, t)-\partial_{x}\left(a^{\varepsilon}(x) \partial_{x}\left(\mathcal{A}_{\varepsilon} v_{\varepsilon}\right)(x, t)\right) \\
& \quad \stackrel{(1)}{=} \varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t)-a^{*} \partial_{x}^{2} v_{\varepsilon}(x, t)-\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} v_{\varepsilon}(x, t)-\varepsilon^{4} a_{4}^{*} \partial_{x}^{6} v_{\varepsilon}(x, t)
\end{aligned}
$$

$$
\begin{align*}
&+\varepsilon L_{1}\left(\frac{x}{\varepsilon}\right) \partial_{x}\left(\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t)-a^{*} \partial_{x}^{2} v_{\varepsilon}(x, t)-\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} v_{\varepsilon}(x, t)\right) \\
&+\varepsilon^{2} L_{2}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{2}\left(\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t)-a^{*} \partial_{x}^{2} v_{\varepsilon}(x, t)-\varepsilon^{2} a_{2}^{*} \partial_{x}^{4} v_{\varepsilon}(x, t)\right) \\
&+\varepsilon^{3} L_{3}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{3}\left(\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t)-a^{*} \partial_{x}^{2} v_{\varepsilon}(x, t)\right) \\
&+\varepsilon^{4} L_{4}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{4}\left(\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t)-a^{*} \partial_{x}^{2} v_{\varepsilon}(x, t)\right) \\
&+\varepsilon^{9} L_{5}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{5} \partial_{t}^{2} v_{\varepsilon}(x, t)+\varepsilon^{10} L_{6}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{6} \partial_{t}^{2} v_{\varepsilon}(x, t) \\
&-\varepsilon^{5} \partial_{x}^{7} v_{\varepsilon}(x, t)\left(\partial_{y}\left(a(.) L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right)+a^{\varepsilon}(x)\left(L_{5}\left(\frac{x}{\varepsilon}\right)-\partial_{y} L_{6}\left(\frac{x}{\varepsilon}\right)\right)\right) \\
&-\varepsilon^{6} a^{\varepsilon}(x) \partial_{x}^{8} v_{\varepsilon}(x, t) L_{6}\left(\frac{x}{\varepsilon}\right) \\
& \stackrel{(2)}{=} a_{2}^{*} \varepsilon^{2}\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} v_{\varepsilon}-\partial_{x}^{4} v_{\varepsilon}\right)(x, t)+a_{2}^{*} \varepsilon^{3} L_{1}\left(\frac{x}{\varepsilon}\right)\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{3} v_{\varepsilon}-\partial_{x}^{5} v_{\varepsilon}\right)(x, t) \\
&+a_{2}^{*} \varepsilon^{4} L_{2}\left(\frac{x}{\varepsilon}\right)\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{4} v_{\varepsilon}-\partial_{x}^{6} v_{\varepsilon}\right)(x, t) \\
&-\varepsilon^{4} a_{4}^{*} \partial_{x}^{6} v_{\varepsilon}(x, t)-\varepsilon^{5} \partial_{x}^{7} v_{\varepsilon}(x, t)\left(\partial_{y}\left(a(.) L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right) a^{\varepsilon}(x)\left(L_{5}(.)+\partial_{y} L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right)\right) \\
&-\varepsilon^{6} a^{\varepsilon}(x) L_{6}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{8} v_{\varepsilon}(x, t)+\varepsilon^{9} \partial_{t}^{2} \partial_{x}^{5} v_{\varepsilon}(x, t)\left(\frac{a_{2}^{*}}{a^{*}} L_{3}\left(\frac{x}{\varepsilon}\right)+L_{5}\left(\frac{x}{\varepsilon}\right)\right) \\
&+\varepsilon^{10} \partial_{t}^{2} \partial_{x}^{6} v_{\varepsilon}(x, t)\left(\frac{a_{2}^{*}}{a^{*}} L_{4}\left(\frac{x}{\varepsilon}\right)+L_{6}\left(\frac{x}{\varepsilon}\right)\right) . \tag{4.8}
\end{align*}
$$

To sum up, the effect of the wave operator on $\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)$ is characterized by

$$
\varepsilon^{4} \partial_{t}^{2}\left(\mathcal{A}_{\varepsilon} v_{\varepsilon}\right)(x, t)-\partial_{x}\left(a^{\varepsilon}(x) \partial_{x}\left(\mathcal{A}_{\varepsilon} v_{\varepsilon}\right)(x, t)\right)=f_{\varepsilon}(x, t)
$$

The estimates for $f_{\varepsilon}$ are obtained in a quite elementary way and can be found in Appendix B. They provide

$$
\left\|f_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \varepsilon^{4} .
$$

Now, we consider the energy estimate for the time-scaled homogenization problem of Definition 2.1 and apply it to $u_{\varepsilon}-\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)$. We refer to Appendix C for details. Let us remark that due to classical regularity theory, Proposition 4.1 and Claim 3, $u_{\varepsilon}$ and $\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)$ are sufficiently regular.
Exploiting estimates for the initial data of Appendix B,

$$
\begin{aligned}
\left\|\partial_{x} u_{\varepsilon}(x, 0)-\partial_{x}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, 0)\right\|_{L^{2}(\mathbb{R})}^{2} & \leq C \varepsilon^{4} \\
\varepsilon^{4}\left\|\partial_{t} u_{\varepsilon}(x, 0)-\partial_{t}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, 0)\right\|_{L^{2}(\mathbb{R})}^{2} & \leq C \varepsilon^{4}
\end{aligned}
$$

and taking into account that $u_{\varepsilon}$ solves the time-scaled homogenization problem, one arrives at

$$
\left\|\partial_{x} u_{\varepsilon}-\partial_{x}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}+\varepsilon^{4}\left\|\partial_{t}\left(u_{\varepsilon}\right)-\partial_{t}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}
$$

$$
\begin{align*}
& \leq C\left(\left\|\partial_{x} u_{\varepsilon}(x, 0)-\partial_{x}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, 0)\right\|_{L^{2}(\mathbb{R})}^{2}\right. \\
&\left.+\varepsilon^{4}\left\|\partial_{t} u_{\varepsilon}(x, 0)-\partial_{t}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, 0)\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{1}{\varepsilon^{4}}\left\|f_{\varepsilon}\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}\right) \\
& \leq C \varepsilon^{4} . \tag{4.9}
\end{align*}
$$

Now (4.6) is a direct consequence of (4.9). Moreover, one obtains

$$
\left\|\partial_{t} u_{\varepsilon}-\partial_{t} \mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C
$$

and thus, writing

$$
\left(u_{\varepsilon}-\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, t)=\left(u_{\varepsilon}-\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, 0)+\int_{0}^{t} \partial_{t}\left(u_{\varepsilon}-\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, \tau) d \tau,
$$

inequality (4.7) follows directly.
Second step. We would like to show that

$$
\left\|u_{\varepsilon}(x, t)-v_{\varepsilon}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \xrightarrow{\varepsilon \rightarrow 0} 0 .
$$

Arguing in exactly the same way as in the proof of Theorem 2, inequalities (4.6), (4.7) yield

$$
\left\|u_{\varepsilon}(x, t)-\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \xrightarrow{\varepsilon \rightarrow 0} 0 .
$$

It remains to avoid the adaption operator $\mathcal{A}_{\varepsilon}$. Actually, in the subsequent calculation we use in (1) that $\left\|L_{1}\left(\frac{x}{\varepsilon}\right)\right\|_{L^{\infty}(\mathbb{R})}, \ldots,\left\|L_{6}\left(\frac{x}{\varepsilon}\right)\right\|_{L^{\infty}(\mathbb{R})}$ are uniformly bounded in $\varepsilon$. Inequality (2) is a consequence of Proposition 4.1 using once more the fundamental theorem of calculus.

$$
\begin{aligned}
&\left\|\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)(x, t)-v_{\varepsilon}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \\
&=\left\|\varepsilon L_{1}\left(\frac{x}{\varepsilon}\right) \partial_{x} v_{\varepsilon}(x, t)+\ldots+\varepsilon^{6} L_{6}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{6} v_{\varepsilon}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)} \\
& \stackrel{(1)}{\leq} C \varepsilon\left(\left\|\partial_{x} v_{\varepsilon}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)}+\ldots+\left\|\partial_{x}^{6} v_{\varepsilon}(x, t)\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\mathbb{R})\right)}\right) \\
& \\
& \text { (2) } C \varepsilon .
\end{aligned}
$$

This proves Theorem 1.

## 5 Appendix

Appendix A: Construction of $\mathcal{A}_{\varepsilon}$ and main properties. According to characterization (4.3), we derive in Appendix A. 1 the periodic boundary problems which determine the auxiliary functions $L_{1}(y), \ldots, L_{6}(y)$. Algebraical simplifications are performed in Appendix A.2. The Algebraical Lemma 4.3 is a direct consequence of the results in Appendix A. 1 and A.2.

Appendix A.1: Construction of the auxiliary problems. Our aim is to construct the adaption operator $\mathcal{A}_{\varepsilon}$ such that

$$
\begin{align*}
& \partial_{x}\left(a^{\varepsilon}(x) \partial_{x} \mathcal{A}_{\varepsilon}(f)(x, t)\right) \\
& =\mathcal{A}_{\varepsilon}\left(\sum_{i=0}^{4} \varepsilon^{i} a_{i}^{*} \partial_{x}^{i+2} f(x, t)\right)+O\left(\varepsilon^{5}\right) \tag{5.1}
\end{align*}
$$

for every smooth function $f$. We calculate the left hand side of (5.1) as

$$
\begin{align*}
& \left.\partial_{x}\left(a^{\varepsilon}(x) \partial_{x}\left(\mathcal{A}_{\varepsilon}(f)\right)(x, t)\right)\right) \\
= & \partial_{x}\left(a^{\varepsilon}(x)\left(1+\partial_{y} L_{1}\left(\frac{x}{\varepsilon}\right)\right) \partial_{x} f(x, t)+\sum_{i=2}^{6} \varepsilon^{i-1} a^{\varepsilon}(x)\left(L_{i-1}(.)+\partial_{y} L_{i}(.)\right)\left(\frac{x}{\varepsilon}\right) \partial_{x}^{i} f(x, t)\right) \\
& +\partial_{x}\left(\varepsilon^{6} a^{\varepsilon}(x) L_{6}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{7} f(x, t)\right) \\
= & \frac{1}{\varepsilon} \partial_{x} f(x, t) \partial_{y}\left(a(.)\left(1+\partial_{y} L_{1}(.)\right)\right)\left(\frac{x}{\varepsilon}\right)+\partial_{x}^{2} f(x, t) a^{\varepsilon}(x)\left(1+\partial_{y} L_{1}\left(\frac{x}{\varepsilon}\right)\right) \\
& +\sum_{i=1}^{5} \varepsilon^{i-1} \partial_{y}\left(a(.)\left(L_{i}(.)+\partial_{y} L_{i+1}(.)\right)\right)\left(\frac{x}{\varepsilon}\right) \partial_{x}^{i+1} f(x, t) \\
& +\sum_{i=2}^{6} \varepsilon^{i-1} a^{\varepsilon}(x)\left(L_{i-1}(.)+\partial_{y} L_{i}(.)\right)\left(\frac{x}{\varepsilon}\right) \partial_{x}^{i+1} f(x, t) \\
& +\varepsilon^{5} \partial_{y}\left(a(.) L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right) \partial_{x}^{7} f(x, t)+\varepsilon^{6} a^{\varepsilon}(x) L_{6}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{8} f(x, t) . \tag{5.2}
\end{align*}
$$

Considering terms of order $(1 / \varepsilon)$ in (5.1), one immediately derives the following equation for $L_{1}(y)$

$$
\begin{equation*}
\partial_{y}\left(a(y)\left(1+\partial_{y} L_{1}(y)\right)\right)=0 \tag{5.3}
\end{equation*}
$$

The additional claim $\left\langle L_{1}(y)\right\rangle_{Y}=0$ makes the periodic boundary problem (5.3) wellposed. Hence, a unique solution $L_{1}(y) \in H_{p e r}^{1}(Y)$ exists, see [5] for details.
At order (1), as a pre-factor of $\partial_{x}^{2} f$, the following equation arises

$$
\begin{equation*}
\partial_{y}\left(a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)\right)=a_{0}^{*}-a(y)\left(1+\partial_{y} L_{1}(y)\right) \tag{5.4}
\end{equation*}
$$

Considering the mean value

$$
\begin{aligned}
0=\left\langle\partial_{y}\left(a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)\right)\right\rangle_{Y} & =\left\langle a_{0}^{*}-a(y)\left(1+\partial_{y} L_{1}(y)\right)\right\rangle_{Y} \\
& =a_{0}^{*}-\left\langle a(y)\left(1+\partial_{y} L_{1}(y)\right)\right\rangle_{Y}
\end{aligned}
$$

one directly concludes $a_{0}^{*}=\left\langle a(y)\left(1+\partial_{y} L_{1}(y)\right)\right\rangle_{Y}$. Demanding $\left\langle L_{2}(y)\right\rangle_{Y}=0$, problem (5.4) determines $L_{2}(y)$ uniquely.

Next, considering terms of order $(\varepsilon)$, one finds as pre-factor of $\partial_{x}^{3} f$

$$
\begin{equation*}
\partial_{y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right)=a_{1}^{*}+a_{0}^{*} L_{1}(y)-a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right) \tag{5.5}
\end{equation*}
$$

where $a_{1}^{*}=\left\langle a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)\right\rangle_{Y}$, since

$$
\begin{aligned}
0=\left\langle\partial_{y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right)\right\rangle_{Y} & =\left\langle a_{1}^{*}+a_{0}^{*} L_{1}(y)-a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)\right\rangle_{Y} \\
& =a_{1}^{*}-\left\langle a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)\right\rangle_{Y}
\end{aligned}
$$

Then a unique solution to problem (5.5), with $\left\langle L_{3}(y)\right\rangle_{Y}=0$, exists. In an analogous manner, the equation at order $\left(\varepsilon^{2}\right)$ is given by

$$
\begin{align*}
& \partial_{y}\left(a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right)\right) \\
& \quad=a_{2}^{*}+a_{1}^{*} L_{1}(y)+a_{0}^{*} L_{2}(y)-a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right) \tag{5.6}
\end{align*}
$$

Again, the mean value yields

$$
\begin{aligned}
0 & =\left\langle\partial_{y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right)\right\rangle_{Y} \\
& =\left\langle a_{2}^{*}+a_{1}^{*} L_{1}(y)+a_{0}^{*} L_{2}(y)-a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right\rangle_{Y} \\
& =a_{2}^{*}-\left\langle a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right\rangle_{Y}
\end{aligned}
$$

and thus $a_{2}^{*}=\left\langle a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right\rangle_{Y}$. Problem (5.6) uniquely determines $L_{4}(y)$ with $\left\langle L_{4}(y)\right\rangle_{Y}=0$. Following this procedure up to order $\left(\varepsilon^{4}\right)$, one at least arrives at the following definition. By smoothness of $a(\cdot)$, the auxiliary functions are smooth, $L_{1}(y), \ldots, L_{6}(y) \in C_{p e r}^{2}(Y)$.
Definition 5.1 (Auxiliary problems). Denote by $L_{1}(y), \ldots, L_{6}(y)$ the unique solution to the following problem

$$
\begin{aligned}
\partial_{y}\left(a(y)\left(1+\partial_{y} L_{1}(y)\right)\right)= & 0 \\
\partial_{y}\left(a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)\right)= & a_{0}^{*}-a(y)\left(1+\partial_{y} L_{1}(y)\right), \\
\partial_{y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right)= & a_{1}^{*}+a_{0}^{*} L_{1}(y)-a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right), \\
\partial_{y}\left(a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right)\right)= & a_{2}^{*}+a_{1}^{*} L_{1}(y)+a_{0}^{*} L_{2}(y)-a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right), \\
\partial_{y}\left(a(y)\left(L_{4}(y)+\partial_{y} L_{5}(y)\right)\right)= & a_{3}^{*}+a_{2}^{*} L_{1}(y)+a_{1}^{*} L_{2}(y)+a_{0}^{*} L_{3}(y) \\
& -a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right) \\
\partial_{y}\left(a(y)\left(L_{5}(y)+\partial_{y} L_{6}(y)\right)\right)= & a_{4}^{*}+a_{3}^{*} L_{1}(y)+a_{2}^{*} L_{2}(y)+a_{1}^{*} L_{3}(y)+a_{0}^{*} L_{4}(y) \\
& -a(y)\left(L_{4}(y)+\partial_{y} L_{5}(y)\right)
\end{aligned}
$$

and

$$
\left\langle L_{1}(y)\right\rangle_{Y}=\left\langle L_{2}(y)\right\rangle_{Y}=\left\langle L_{3}(y)\right\rangle_{Y}=\left\langle L_{4}(y)\right\rangle_{Y}=\left\langle L_{5}(y)\right\rangle_{Y}=\left\langle L_{6}(y)\right\rangle_{Y}=0
$$

where

$$
\begin{aligned}
a_{0}^{*} & :=\left\langle a(y)\left(1+\partial_{y} L_{1}(y)\right)\right\rangle_{Y}, \\
a_{i}^{*}: & =\left\langle a(y)\left(L_{i}(y)+\partial_{y} L_{i+1}(y)\right)\right\rangle_{Y},
\end{aligned}
$$

for $1 \leq i \leq 4$.

## Appendix A. 2 Algebraical simplifications.

Lemma 5.2. The auxiliary functions $L_{1}(y), L_{2}(y) \in C_{p e r}^{2}(Y)$ satisfy

$$
\begin{align*}
a(y)\left(1+\partial_{y} L_{1}(y)\right) & =a_{0}^{*}=a^{*}  \tag{5.7}\\
a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right) & =a_{1}^{*}=0 . \tag{5.8}
\end{align*}
$$

Proof. Since $a_{0}^{*}=\left\langle a(y)\left(1+\partial_{y} L_{1}(y)\right)\right\rangle_{Y}$, one obtains

$$
\begin{aligned}
\partial_{y}\left(a(y)\left(1+\partial_{y} L_{1}(y)\right)\right)=0 \quad & \Rightarrow \quad a(y)\left(1+\partial_{y} L_{1}(y)\right)=a_{0}^{*} \\
\Rightarrow 1+\partial_{y} L_{1}(y)=\frac{a_{0}^{*}}{a(y)} & \Rightarrow \quad\left\langle 1+\partial_{y} L_{1}(y)\right\rangle_{Y}=a_{0}^{*}\left\langle\frac{1}{a(y)}\right\rangle_{Y} .
\end{aligned}
$$

Due to $L_{1}(y) \in C_{p e r}^{2}(Y)$ and thus $\left\langle\partial_{y} L_{1}(y)\right\rangle_{Y}=0$, we conclude

$$
1=a_{0}^{*}\left\langle\frac{1}{a(y)}\right\rangle_{Y}=\frac{a_{0}^{*}}{a^{*}} \quad \Rightarrow \quad a_{0}^{*}=a^{*}
$$

Inserting in the equation for $L_{2}$, it follows that $a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)=0$. This provides $a_{1}^{*}=0$ in the next equation.

Lemma 5.3 (The mean value $a_{3}^{*}$ ). Consider the mean value $a_{3}^{*}$ of Definition 5.1. Then in fact

$$
a_{3}^{*}=0
$$

Proof. In what follows, equalities (1) and (3) are direct consequences of Definition 5.1 and Lemma 5.2. Equality (2) is valid, since $a(y)\left(L_{1}(y)+\partial_{y} L_{2}(y)\right)=0$ and thus $\partial_{y} L_{2}(y)=-L_{1}(y)$. We calculate

$$
\begin{aligned}
& \partial_{y}\left(\partial_{y}\left(a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right)\right)\right) \\
& =\partial_{y}\left(a_{2}^{*}+a^{*} L_{2}(y)-a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right) \stackrel{(1)}{=} a^{*} \partial_{y} L_{2}(y)-a^{*} L_{1}(y) \\
& \stackrel{(2)}{=}-2 a^{*} L_{1}(y) \stackrel{(3)}{=}-2 \partial_{y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right)
\end{aligned}
$$

Consequently,

$$
\partial_{y}\left(a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right)\right)=-2 a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)+C
$$

for a constant $C$. Considering the mean value one discovers

$$
0=-2 a_{2}^{*}+C
$$

and thus

$$
\begin{aligned}
\partial_{y}\left(a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right)\right) & =-2 a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)+2 a_{2}^{*} \\
& =a_{2}^{*}+a^{*} L_{2}(y)-a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)
\end{aligned}
$$

The last equality is valid due to Definition 5.1. Consequently,

$$
-a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)+a_{2}^{*}=a^{*} L_{2}(y)
$$

and thus

$$
\begin{equation*}
\partial_{y}\left(a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right)\right)=2 a^{*} L_{2}(y) \tag{5.9}
\end{equation*}
$$

Next, multiplying equation (5.9) by $L_{1}(y)$, integrating over Y and applying integration by parts yields

$$
\begin{aligned}
-\int_{Y} \partial_{y} L_{1}(y) a(y)\left(L_{3}(y)+\partial_{y} L_{4}(y)\right) d y & =2 a^{*} \int_{Y} L_{2}(y) L_{1}(y) d y \\
\stackrel{(1)}{=}-2 a^{*} \int_{Y} L_{2}(y) \partial_{y} L_{2}(y) d y & =-a^{*} \int_{Y} \partial_{y}\left(L_{2}(y)\right)^{2} d y=0
\end{aligned}
$$

where (1) again uses the fact that $\partial_{y} L_{2}(y)=-L_{1}(y)$. Moreover, taking into account $\partial_{y} L_{1}(y)=\frac{a^{*}}{a(y)}-1$, see Lemma 5.2, one concludes

$$
0=\int_{Y} a(y)\left(L_{3}+\partial_{y} L_{4}\right)(y) d y-\int_{Y} a^{*}\left(L_{3}+\partial_{y} L_{4}\right)(y) d y=\int_{Y} a(y)\left(L_{3}+\partial_{y} L_{4}\right)(y) d y
$$

which is the claimed result.
Remark 5.4 (The mean value $a_{2}^{*}$ ). Consider the mean value $a_{2}^{*}$ of Definition 5.1. Then

$$
a_{2}^{*}>0
$$

Proof. As in the proof of Lemma 5.3, one multiplies the equation

$$
\partial_{y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right)=a^{*} L_{1}(y)
$$

by $L_{1}(y)$, integrates over $Y$ and applies integration by parts arriving at

$$
-\int_{Y} \partial_{y} L_{1}(y)\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right) d y=a^{*}\left\langle L_{1}(y) L_{1}(y)\right\rangle_{Y}>0
$$

Now, we again use that $\partial_{y} L_{1}(y)=\frac{a^{*}}{a(y)}-1$. Consequently,

$$
\begin{aligned}
-\int_{Y} \partial_{y} & L_{1}(y)\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right)\right) d y \\
& =\int_{Y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right) d y-\int_{Y} a^{*}\left(L_{2}(y)+\partial_{y} L_{3}(y)\right) d y\right. \\
& =\int_{Y}\left(a(y)\left(L_{2}(y)+\partial_{y} L_{3}(y)\right) d y=a_{2}^{*}\right.
\end{aligned}
$$

and thus the positivity of $a_{2}^{*}$.
The Algebraical Lemma 4.3 directly follows considering Definition 5.1 and inserting in (5.2) the results of Lemma 5.2 and Lemma 5.3.

Appendix B. In this appendix we show some estimates which are applied in the proof of Theorem 1.

Appendix B1: Effect of the wave operator on $\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)$. Our aim is to estimate the $\left\|\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}\right.$-norm of the following expressions

$$
\begin{aligned}
& \text { a) } a_{2}^{*} \varepsilon^{2}\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} v_{\varepsilon}-\partial_{x}^{4} v_{\varepsilon}\right)(x, t), \\
& \text { b) } a_{2}^{*} \varepsilon^{3} L_{1}\left(\frac{x}{\varepsilon}\right)\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{3} v_{\varepsilon}-\partial_{x}^{5} v_{\varepsilon}\right)(x, t), \\
& \text { c) } a_{2}^{*} \varepsilon^{4} L_{2}\left(\frac{x}{\varepsilon}\right)\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{4} v_{\varepsilon}-\partial_{x}^{6} v_{\varepsilon}\right)(x, t), \\
& \text { d) } \varepsilon^{4} a_{4}^{*} \partial_{x}^{6} v_{\varepsilon}(x, t) \\
& \text { e) } \varepsilon^{5} \partial_{x}^{7} v_{\varepsilon}(x, t)\left(a^{\varepsilon}(x)\left(L_{5}(.)+\partial_{y} L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right)+\partial_{y}\left(a(.) L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right)\right), \\
& \text { f) } \varepsilon^{6} L_{6}\left(\frac{x}{\varepsilon}\right) a^{\varepsilon}(x) \partial_{x}^{8} v_{\varepsilon}(x, t), \\
& \text { g) } \varepsilon^{9}\left(\frac{a_{2}^{*}}{a^{*}} L_{3}\left(\frac{x}{\varepsilon}\right)+L_{5}\left(\frac{x}{\varepsilon}\right)\right) \partial_{t}^{2} \partial_{x}^{5} v_{\varepsilon}(x, t), \\
& \text { h) } \varepsilon^{10}\left(\frac{a_{2}^{*}}{a^{*}} L_{4}\left(\frac{x}{\varepsilon}\right)+L_{6}\left(\frac{x}{\varepsilon}\right)\right) \partial_{t}^{2} \partial_{x}^{6} v_{\varepsilon}(x, t) .
\end{aligned}
$$

In what follows, we exploit that due to $L_{i}(y) \in C_{p e r}^{2}(Y)$, there exists an $\varepsilon$ - independent constant $K>0$, such that

$$
\begin{aligned}
\left\|L_{1}\left(\frac{x}{\varepsilon}\right)\right\|_{L^{\infty}(\mathbb{R})}, \ldots,\left\|L_{6}\left(\frac{x}{\varepsilon}\right)\right\|_{L^{\infty}(\mathbb{R})} & \leq K, \\
\left\|\partial_{y} L_{1}\left(\frac{x}{\varepsilon}\right)\right\|_{L^{\infty}(\mathbb{R})}, \ldots,\left\|\partial_{y} L_{6}\left(\frac{x}{\varepsilon}\right)\right\|_{L^{\infty}(\mathbb{R})} & \leq K .
\end{aligned}
$$

a) We start with expression a). Due to

$$
\begin{aligned}
\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} v_{\varepsilon}-\partial_{x}^{4} v_{\varepsilon}\right)(x, t) & =\partial_{x}^{2}\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} v_{\varepsilon}-\partial_{x}^{2} v_{\varepsilon}\right)(x, t)=\frac{\varepsilon^{6} a_{2}^{*}}{\left(a^{*}\right)^{2}} \partial_{t}^{2} \partial_{x}^{4} v_{\varepsilon}(x, t) \\
& =\frac{\varepsilon^{2} a_{2}^{*}}{\left(a^{*}\right)^{2}} \partial_{x}^{4}\left(\varepsilon^{4} \partial_{t}^{2} v_{\varepsilon}(x, t)\right)=\frac{\varepsilon^{2} a_{2}^{*}}{\left(a^{*}\right)^{2}}\left(a^{*} \partial_{x}^{6} v_{\varepsilon}(x, t)+\frac{a_{2}^{*}}{a^{*}} \varepsilon^{6} \partial_{t}^{2} \partial_{x}^{6} v_{\varepsilon}(x, t)\right),
\end{aligned}
$$

one obtains

$$
\begin{aligned}
& \left\|a_{2}^{*} \varepsilon^{2}\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{2} v_{\varepsilon}-\partial_{x}^{4} v_{\varepsilon}\right)(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \\
& \leq \frac{\varepsilon^{4}\left(a_{2}^{*}\right)^{2}}{\left(a^{*}\right)^{2}}\left(\left\|a^{*} \partial_{x}^{6} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}+\varepsilon^{6}\left\|\frac{a_{2}^{*}}{a^{*}} \partial_{t}^{2} \partial_{x}^{6} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}\right) \\
& \leq C \varepsilon^{4},
\end{aligned}
$$

where the last inequality is a consequence of Proposition 4.1.
b),c) Expressions b) and c) have the same structure and can be handled in an analogous way. We consider expression b) and observe that

$$
\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{3} v_{\varepsilon}-\partial_{x}^{5} v_{\varepsilon}\right)(x, t)=\varepsilon^{6} \frac{a_{2}^{*}}{\left(a^{*}\right)^{2}} \partial_{t}^{2} \partial_{x}^{5} v_{\varepsilon}(x, t)
$$

Consequently,

$$
\begin{aligned}
& \left\|a_{2}^{*} \varepsilon^{3} L_{1}\left(\frac{x}{\varepsilon}\right)\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{3} v_{\varepsilon}-\partial_{x}^{5} v_{\varepsilon}\right)(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \\
& \quad \leq a_{2}^{*} \varepsilon^{3}\left\|L_{1}\left(\frac{x}{\varepsilon}\right)\right\|_{L^{\infty}(\mathbb{R})}\left\|\left(\frac{\varepsilon^{4}}{a^{*}} \partial_{t}^{2} \partial_{x}^{3} v_{\varepsilon}-\partial_{x}^{5} v_{\varepsilon}\right)(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \\
& \quad \leq K \varepsilon^{9} \frac{\left(a_{2}^{*}\right)^{2}}{\left(a^{*}\right)^{2}}\left\|\partial_{t}^{2} \partial_{x}^{5} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \\
& \quad \leq C \varepsilon^{4}
\end{aligned}
$$

due to Proposition 4.1.
d) The estimate of expression d) is a direct consequence of Proposition 4.1. One obtains

$$
\left\|\varepsilon^{4} a_{4}^{*} \partial_{x}^{6} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \varepsilon^{4}
$$

e), f) Expressions e) and f) have the same structure. Taking into account $0<\alpha \leq$ $a\left(\frac{x}{\varepsilon}\right) \leq \beta$ and applying Proposition 4.1, one arrives at

$$
\left\|\varepsilon^{6} L_{6}\left(\frac{x}{\varepsilon}\right) a^{\varepsilon}(x) \partial_{x}^{8} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq \varepsilon^{6} K \beta\left\|\partial_{x}^{8} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \varepsilon^{6} .
$$

In the same manner,

$$
\left\|\varepsilon^{5} \partial_{x}^{7} v_{\varepsilon}(x, t)\left(a^{\varepsilon}(x)\left(L_{5}(.)+\partial_{y} L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right)+\partial_{y}\left(a(.) L_{6}(.)\right)\left(\frac{x}{\varepsilon}\right)\right)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \varepsilon^{5}
$$

g ), h) The last two expressions can be estimated in an analogous way. Application of Proposition 4.1 leads to

$$
\begin{aligned}
& \left\|\varepsilon^{9}\left(\frac{a_{2}^{*}}{a^{*}} L_{3}\left(\frac{x}{\varepsilon}\right)+L_{5}\left(\frac{x}{\varepsilon}\right)\right) \partial_{t}^{2} \partial_{x}^{5} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \\
\leq & C \varepsilon^{9} K\left\|\partial_{t}^{2} \partial_{x}^{5} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \varepsilon^{4} \\
& \left\|\varepsilon^{10}\left(\frac{a_{2}^{*}}{a^{*}} L_{4}\left(\frac{x}{\varepsilon}\right)+L_{6}\left(\frac{x}{\varepsilon}\right)\right) \partial_{t}^{2} \partial_{x}^{6} v_{\varepsilon}(x, t)\right\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)} \leq C \varepsilon^{5}
\end{aligned}
$$

Appendix B2: Estimates of the initial data. We have to show that

$$
\begin{align*}
\left\|\partial_{x} u_{\varepsilon}(x, 0)-\partial_{x}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, 0)\right\|_{L^{2}(\mathbb{R})}^{2} & \leq C \varepsilon^{4}  \tag{5.10}\\
\varepsilon^{4}\left\|\partial_{t} u_{\varepsilon}(x, 0)-\partial_{t}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)(x, 0)\right\|_{L^{2}(\mathbb{R})}^{2} & \leq C \varepsilon^{4} \tag{5.11}
\end{align*}
$$

Proof. Actually,

$$
\begin{aligned}
&\left(\partial_{x}\left(\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}\right)\right)-\partial_{x} u_{\varepsilon}\right)(x, 0) \\
&= \varepsilon^{2} \partial_{y} L_{3}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{3} c_{0}(x)+\varepsilon^{3}\left(L_{3}\left(\frac{x}{\varepsilon}\right)+\partial_{y} L_{4}\left(\frac{x}{\varepsilon}\right)\right) \partial_{x}^{4} c_{0}(x) \\
&+\varepsilon^{4}\left(L_{4}\left(\frac{x}{\varepsilon}\right)+\partial_{y} L_{5}\left(\frac{x}{\varepsilon}\right)\right) \partial_{x}^{5} c_{0}(x)+\varepsilon^{5}\left(L_{5}\left(\frac{x}{\varepsilon}\right)\right. \\
&\left.+\partial_{y} L_{6}\left(\frac{x}{\varepsilon}\right)\right) \partial_{x}^{6} c_{0}(x)+\varepsilon^{6} L_{6}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{7} c_{0}(x) .
\end{aligned}
$$

Since $c_{0}(x) \in C_{c}^{\infty}((-R, R))$, one directly obtains

$$
\left\|\varepsilon^{2} \partial_{y} L_{3}\left(\frac{x}{\varepsilon}\right) \partial_{x}^{3} c_{0}(x)\right\|_{L^{2}(\mathbb{R})}^{2} \leq \varepsilon^{4} K^{2}\left\|\partial_{x}^{3} c_{0}(x)\right\|_{L^{2}(\mathbb{R})}^{2} \leq C \varepsilon^{4}
$$

estimating the remaining terms in an analogous way. Similarly, we derive (5.11).

## Appendix C: Energy estimate for the long time wave equation.

Lemma 5.5. Let $u \in L^{\infty}\left(0, T ; H^{2}(\mathbb{R})\right)$ with $\partial_{t} u \in L^{\infty}\left(0, T ; H^{1}(\mathbb{R})\right), \partial_{t}^{2} u \in L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)$ be the unique solution to the long time wave equation

$$
\begin{align*}
\varepsilon^{4} \partial_{t}^{2} u(x, t) & -\partial_{x}\left(a\left(\frac{x}{\varepsilon}\right) \partial_{x} u(x, t)\right)=f(x, t)  \tag{5.12}\\
u(x, 0) & =a_{0}(x) \\
\partial_{t} u(x, 0) & =b_{0}(x)
\end{align*}
$$

with $f \in L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)$, $a_{0} \in H^{2}(\mathbb{R})$ and $b_{0} \in H^{1}(\mathbb{R})$.
Then, there exists an $\varepsilon$-independent constant $C$ such that

$$
\begin{aligned}
& \left\|\partial_{x} u\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}+\varepsilon^{4}\left\|\partial_{t} u\right\|_{L^{\infty}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2} \\
& \quad \leq C\left(\left\|\partial_{x} a_{0}\right\|_{L^{2}(\mathbb{R})}^{2}+\varepsilon^{4}\left\|b_{0}\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{1}{\varepsilon^{4}}\|f\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2}\right) .
\end{aligned}
$$

Proof. We multiply the time-scaled homogenization problem (5.12) by $\partial_{t} u(x, t)$, integrate over $\mathbb{R}$ and apply integration by parts according to (3.12). Then

$$
\begin{aligned}
\varepsilon^{4} \frac{d}{d t}\left\|\partial_{t} u(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2} & +\frac{d}{d t} \int_{\Omega} a\left(\frac{x}{\varepsilon}\right)\left(\partial_{x} u\right)^{2}(x, t) d x=2 \int_{\mathbb{R}} f(x, t) \partial_{t} u(x, t) d x \\
& \leq\left(\frac{4}{\varepsilon^{4}}\|f(\cdot, t)\|_{L^{2}(\mathbb{R})}^{2}+\varepsilon^{4}\left\|\partial_{t} u(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}\right)
\end{aligned}
$$

for almost every $t \in[0, T]$. Taking into account $0<\alpha \leq a\left(\frac{x}{\varepsilon}\right) \leq \beta$ and integrating
over $(0, t)$, one arrives at

$$
\begin{aligned}
& \varepsilon^{4}\left\|\partial_{t} u(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2}+\alpha\left\|\partial_{x} u(\cdot, t)\right\|_{L^{2}(\mathbb{R})}^{2} \\
& \quad \leq \varepsilon^{4}\left\|b_{0}(x)\right\|_{L^{2}(\mathbb{R})}^{2}+\beta\left\|\partial_{x} a_{0}(x)\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{4}{\varepsilon^{4}}\|f(x, t)\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2} \\
&+\int_{0}^{t} \varepsilon^{4}\left\|\partial_{t} u(\cdot, \tau)\right\|_{L^{2}(\mathbb{R})}^{2} d \tau \\
& \leq \varepsilon^{4}\left\|b_{0}(x)\right\|_{L^{2}(\mathbb{R})}^{2}+\beta\left\|\partial_{x} a_{0}(x)\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{4}{\varepsilon^{4}}\|f(x, t)\|_{L^{2}\left(0, T ; L^{2}(\mathbb{R})\right)}^{2} \\
& \quad+\int_{0}^{t} \varepsilon^{4}\left\|\partial_{t} u(\cdot, \tau)\right\|_{L^{2}(\mathbb{R})}^{2}+\alpha\left\|\partial_{x} u(\cdot, \tau)\right\|_{L^{2}(\mathbb{R})}^{2} d \tau .
\end{aligned}
$$

Application of the Gronwall lemma finally leads to the claimed result.
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