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Chapter 1

Introduction

1.1 Motivation

In October 2008, the U.S. congress authorized a total of $bilddn for the stabiliza-
tion of heavily distressed financial institutions via the&gency Economic Stabiliza-
tion Act. Not only banks but also insurance companies unebepdy had to be bailed
out by the government to rebuild confidence in the stabilityhe financial system.
Since then, financial economists and regulators are havigging discussions about
the origins and consequences of the near collapse of thecfadaector and about the
actions required to preserve financial stability in the fetu

This dissertation empirically discusses and investigétesimpact of regulation,
monitoring, and supervision of banks and insurers on firsrstability. Further, it
investigates how investor sentiment, as a measure of chaavior market participants’
perceptions of financial institutions and firm fundamentaffects the shareholder val-
ues of insurers and movements in bank deposits.

The financial system faces numerous risks that could lead,tatileast partial, col-
lapse. As the recent financial crisis has revealed, the We&fasingle institutions can
create distress across other business partners and thergggr a cascade of events
that destabilize the (financial) system. For example, bémkisare connected through

the interbank market are more likely to be exposed to theutteda to toxic assets
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of a counterparty and thus, face higher systemic risk. Orother hand, the default
of financial institutions with a high market share could pasel spread devastating
risks across other entities. Clearly, this situation is mikely for larger banks that
excessively engage in financial markets. Not only word of tinduwt also regulators
denote such institutions as “too-big-to-fail”, “too-iné®@nnected-to-fail”’, or formally
“Systemically Important Financial Institutions” (SIFlak their default would cause
severe damages to the financial system [(see Financiali§t&wnhrd, 2011). Conse-
quently, these institutions have a higher probability tdobded out by governments.
Before the financial crisis, these financial institutions evifrought to be banks only,
but since the government bailout of the insurance compangrfuan International
Group (AIG), it is clear that systemic risk is not limited teetbanking sector. How-
ever, the exposure and contribution of insurers to systémaacial distress is thought
to be tied to those insurers who engage more in non-coreitagtiguch as extensive
use of derivatives. In reaction to the global financial stithe Bank for International
Settlements (BIS), the Financial Stability Board (FSB), amltiternational Associa-
tion of Insurance Supervisors (IAIS) published a list ofteysically important banks
and insurers along with a methodology to identify theseveaie banks and insurers
(see_Financial Stability Board, 2011, IAIS, 2013, BIS, 201h)this framework, the
key indicators of systemic relevance include the size rbeye complexity, and inter-
connectedness of a financial firm. Members of this list ofitusbns are subject to
stronger monitoring and have tighter capital restrictitmsnitigate the likelihood of
failure. While this might be useful to limit the default riskan individual institution, it
could also limit business opportunities as well as profits @eate moral hazard since
financial managers could be driven to higher risk-takingtstgies, e.g., using more
investment banking instead of the core banking businessge with the restrictions.
Another facet that is sometimes neglected in the dicussidmancial stability is

the behavioral aspect to analyze investors’ decisions ekample, some insurers ex-
perienced huge losses in shareholder value, even thoudiofitbe insurers were not

distressed and thus, contributors to the banking crisig Vdluation might have orig-
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inated in the attitudes of investors measuring insurerkstedgth the same yardstick
as bank stocks. Market-wide or idiosyncratic sentimentamdy afects asset prices
but also influences decision-making in the real economyadtiteen shown that nega-
tive sentiment, past experiences, or possible “too-bitaild perceptions can prevent
investors from using specific vehicles or institutions foeit investments (see, e.g.,
Osili and Paulson, 2014, Oliveira et al., 2014). Also, a ‘lbeam” as a classical exam-
ple of the impact of investor behavior on financial stabiligs long been a motivator
for financial regulation. Thus, the importance of analyzihg influence of investor

behavior on financial stability is not negligible.

This dissertation contributes to the discussion on findrstability and regulation
in the form of five independent articles that empirically kexp different facets of
systemic risk of banks and insurers.

Chapter two and three deal with the topic of systemic risk aitilsurance sector
and explore the methodology of regulators to identify syétally important banks
and insurers. Before the bailout of AIG, neither economisisregulators expected
insurance companies to féer from systemic risk féects or to be systemically rele-
vant enough to even contribute to it. Insurers are not asevabie to runs or liquidity
shortages as banks and also smaller in size and less intexcted. The paper in
chapter two is the first to empirically investigate the tinwelation of the proposed
systemic risk measures for an international panel of insur®espite ongoing de-
bates on the key elements that induce systemic risk, thestdlino consensus on the
proper measurement of such risks. The three most promigstdrsic risk measures
suggested in the literature are tharginal Expected ShortfalMES) proposed by
Acharya et al. [ (2010)ACoVaR byl Adrian and Brunnermeier (2014), aBRISKby
Brownlees and Engle (2012), which are used in this study.e8ystrisk in the insur-
ance sector is expected to be driven by the insurer’s se@terconnectedness with
the rest of the financial sector, and the engagement in nmnaudivities that do not
underwrite risk. Key variables in this analysis include $iee and leverage of an in-

surer but also a measure of interconnectedness introdad8lio et all (2012) that
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is constructed using a principal component analysis of tvargance of financial in-
stitutions’ stock returns. The regression analyses ratakhe interconnectedness of
a large insurer drives its exposure to systemic risk andtttesystemic risk contri-
bution is higher for levered insurers. Although the progbseasures are considered
by regulators, they have been heavily critized to fall siorneasuring systemic risk
accurately, since they are mostly based on the equity retirthe firms (see, e.g.,
Benoit et al., 2013).

The follow-up study presented in chapter three exploresrtbthodology of regu-
lators to identify systemically important banks and inssingsing cross-sectional re-
gressions for the crisis period. Using the two common messMES and\CoVaR as
dependent variables yields counterintuitive results wéraploying the key indicators
of systemic risk as explanatory variables. For example, does not play a major role
for both exposure and contribution to systemic risk of baakg insurers and higher
leverage and interconnectedness even decrease MESGoWMBR. Furthermore, the
study explains the nomination of banks and insurers to bstésyically relevant” via
probit regressions on proposed drivers of systemic retsvaimterestingly, the size of
a bank or insurer seems to be the key indicator when idengf@iFls.

The fourth chapter of this dissertation is dedicated to &lation of stock perfor-
mance and dierences in regulation and supervision of banks around thielw&hile
economists and regulators are calling for increased sigi@nvand higher capital re-
quirements, banks argue that these tougher restrictiamatically decrease profits
and, eventually, shareholder value and capitéiidra. As the first comprehensive study
on the interplay of annual stock performance and bank réguland bank supervi-
sion standards in fferent countries, a large international panel is analyzext the
time period from 1999 to 2012, which makes use of a databasecounntry’s regula-
tory and supervisory system taken from Barth et al. (2013kg mMain finding is that
higher capital requirements (Tier-one capital) are indesghtively related to a bank’s
stock performance. This relation, however, is reversedneg of crisis, during which

stocks of well-capitalized banks perform significantlytbet
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In great parts, regulation and supervision of financialitusbns are intended to
limit excessive risk-taking of financial managers and shalders, which displays the
importance of behavioral facets of financial stability. fdfere, the final two chapters
of this dissertation deal with the measurement of risks@ated with investor behav-
ior. It has long been recognized that sentiment plays an itapbrole in financial
markets, e.g., asset prices that affe@ed by noise traders (see, €.g., De Long et al.,
1990), and the decision making of investors. Very oftentisent measures have
been derived by analyzing media outlets and by using liiguischniques (see, e.g.,
Tetlock, 2007, Baker and Wurgler, 2006, Antweiler and Fr&Q4). In the informa-
tion age, however, researchers are given new tools to neastive investor attention
to specific topics instead of relying on passive sentimerdsuees. A new branch of
literature is benefiting from internet search volume datactvhas been used to detect
and predict economic trends, such as unemployment clainnsflaenza epidemics
(see, e.g., Choi and Varian, 2009, Ginsberg et al.,|2009).fihhetwo chapters build
upon this growing literature and analyze the impact of itmesentiment on insurer
stocks and movements in U.S. bank deposits.

Chapter five follows Da et al. (2011) and employs internetdeaolume data from
Google Inc.for stock ticker symbols to propose an index for “crisis saett”. The
Crisis Sentiment Indebs constructed using correlations of search volumes ofscris
related search terms and the search volume for ticker syanb@roxy the association
of a single insurer stock with financial crises. Using theskdes, the hypothesis that
insurer stocks dtered to a large extent from bad sentiment and associatidnaalit
verse @ects from the banking crisis is then tested. The results wép@gressions of
the insurers’ stock performance on market-level and indial crisis sentiment show
that stocks of large insurers were indeed negativégcsed by idiosyncratic crisis sen-
timent and thus, were assessed irrationally rather thamctoyabexposure to the crisis.
Also, market-level crisis sentiment is found to be highlgrgficant factor explaining
negative insurers’ stock performance for the period fro2® 2012.

The final chapter of this dissertation empirically inveat&s the impact of deposi-
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tor attention and depositor sentiment on movements in bapksits. Building upon
the ideas of the theoretical framework for bank run modesitbiamond and Dybvig
(1983), the internet search volume on the “Federal Depasiirbnce Corporation”
(FDIC) is used as a proxy for household-level attention toodégnsurance to test
whether more knowledge of deposit insurance mitigatesikieéHood of a bank run.
In theory, a deposit insurance scheme is the optimal way rtdemirational and in-
formed depositors from withdrawing their bank depositsaiifear that a bank might
fail. Analyzing a panel of FDIC-insured banks in the Unitedt8$ reveals that higher
levels of attention to deposit insurance are positivelgatesl to quarterly changes in
deposits and thus, supports the theoretical results. ibadily, a measure for house-
hold sentiment (see Da etlal., 2015) is included in the pasgkssions and is found
to have a strong negative influence on movements in demandiraaddeposits for
smaller and medium-sized banks. For larger banks, howavegher level of bad sen-
timent induces positive flows in bank deposits, which isrie lvith many analyses that
propose “too-big-to-fail’-&ects for larger banks. Also, the results from logistic panel
regressions in chapter six suggest that more informatitmeval on deposit insur-
ance mitigates the probability of extreme deposit withddawThus, the final chapter
stresses the importance of an adequate assessment ofdvahasgks for preserving
financial stability.

This dissertation consists of five chapters that can be refependent of each other
and are based on distinct research papers. The followirigpeagives an overview of

the papers and provides publication details.
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1.2 Publication details

Paper | (Chapter[2):

Systemic Risk of Insurers Around the Globe
Authors:

Christopher Bierth, Felix Irresberger, Gregor Weil3
Abstract:

We study the exposure and contribution of 253 internatiifeaand non-life insurers
to systemic risk between 2000 and 2012. For our full sampl®gewe find systemic
risk in the international insurance sector to be small. Intast, the contribution
of insurers to the fragility of the financial system peakedythe recent financial
crisis. In our panel regressions, we find the interconneessl of large insurers with
the insurance sector to be a significant driver of the insuiexposure to systemic risk.
In contrast, the contribution of insurers to systemic risgears to be primarily driven

by the insurers’ leverage.
Publication details:

Journal of Banking and Financeb, 232-245, 2015.



1.2. PUBLICATION DETAILS 8

Paper Il (Chapter B):

Size is everything: How should we measure systemic rel@vahbanks and insurers?
Authors:

Felix Irresberger, Christopher Bierth, Gregor Weil3

Abstract:

In this paper, we study the determinants of the systemic itapoe of banks and insur-
ers during the financial crisis. Using a cross-sectionahtjigaregression approach, we
find that Marginal Expected Shortfall amdCoVaR as two common measures of sys-
temic risk appear to produce inconclusive results conngrttie systemic relevance
of banks and insurers during the crisis. Furthermore, wéoegphe methodology of
regulators to identify global systemically important fig&i institutions and find that
firm size is the only significant predictor of the decision efjulators to designate a

financial institution as global systemically important.

Publication details:

Working paper.
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Paper Il (Chapter 4):

Bank stock performance and bank regulation around the globe
Authors:

Matthias Pelster, Felix Irresberger, Gregor Weil3

Abstract:

We analyze theféect of bank capital, regulation, and supervision on the ahstock
performance of global banks during the period of 1999-20A/2.study a large com-
prehensive panel of international banks and find that higreerl capital decreases a
bank’s stock performance over the whole sample period. Mewe&uring turbulent
times stocks of more highly capitalized banks perform gigaitly better. Addition-
ally, we find strong evidence that banks that are more likelyeteive government
bailout during financial distress realize smaller stockigremnance. In contrast, we
find no convincing evidence that banks that generate highetimterest income have

a higher performance.

Publication details:

Working paper.
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Paper IV (Chapter B):

Crisis Sentiment and Insurer Performance
Authors:

Felix Irresberger, Fee #hig, Gregor Weil3
Abstract:

We propose two simple metrics to proxy for crisis sentimeat, the bearish investor
sentiment &ecting stocks which was brought on by the recent financiaicriVe first

estimate a measure of market-level crisis sentiment byguSioogle Trends search
volume data on crisis-related queries. Second, we estithateorrelation between
search request volumes on Google for insurer ticker synmdoadscrisis-related search
terms as a proxy for idiosyncratic crisis sentiment. We tieshwhether the bad stock
performance of insurers during the crisis was due to suchtiveginvestor sentiment
accounting for the insurer’s actual exposure to systensi. riVe find that market-

level crisis sentiment was a highly significant predictostafck performance between
2004 and 2012. During the financial crisis, market-levedisrsentiment ffected the

performance of all insurers while idiosyncratic crisistsment (negatively) influenced

the stock performance of large insurers.
Publication details:

Revise and resubmit at tleurnal of Risk and Insurance
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Paper V (Chapter[g):
Depositor Sentiment
Author:

Felix Irresberger
Abstract:

We use internet search volume data to measure househoicheenhand attention for
deposit insurance in the U.S. to explain depositor behaVilerfind market-level sen-
timent to cause depositors to withdraw both demand and tepesits from small and
medium-sized banks and to run to big banks. By contrast, teatain of households
to deposit insurance as revealed by the volume of queriageteto the Federal De-
posit Insurance Corporation is positively related to changealeposits. In addition, a
higher level of information procurement by households gmodé insurance mitigates

the probability of a bank run.
Publication details:

Working paper.
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Chapter 2

Systemic Risk of Insurers Around the

Globe

“SIFls are financial institutions whose distress or disonydrilure, because of their
size, complexity and systemic interconnectedness, wousskagnificant disruption

to the wider financial system and economic activity:

Financial Stability Board, 1042011

2.1 Introduction

At the climax of the financial crisis of 2007-2009, Americamtdrnational Group

(AlG) became the first example of an insurance company tlogtired (and received)
a bailout due to it being regarded as systemically importsot only did AIG’s near-

collapse come to the surprise of most economists who camsldg/stemic risk to be
confined to the banking sector, but it also spurred a realgrrof insurance regula-
tion towards a macroprudential supervision of so-calledbal systemically important
insurers (G-SlIs). As a consequence, the Financial StaBibard (FSB) together with
the International Association of Insurance Supervisoh$S) recently published a list
of nine G-SllIs which will ultimately face higher capital atabs absorbency require-

ments. In their methodology, insurers are deemed to be ¢tésys relevance to the
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global financial sector, if they are of such size and glob@rosonnectedness that their
default would cause severe disruptions in the financiabsectd subsequently the real
economy.

However, the (heavily criticizeg)nethodology proposed by the IAIS has only un-
dergone limited empirical scrutiny so far. Most importgnthe relation between the
interconnectedness and systemic risk of insurers has eotdrealyzed before. In this
paper, we intend to fill this gap in the literature by inveatigg whether the intercon-
nectedness of insurers with the global financial sector dit@d to their size increased
the insurers’ individual contribution to systemic risk. #& main result of our analysis
of a panel of global insurers from 2000 to 2012, we find thagritdnnectedness only
increases the systemic vulnerability of large life and titsminsurers. In contrast, the
impact of an insurer’s interconnectedness on its contohub systemic risk is much
less clear.

Economists have long neglected the potential of the inggraector to destabilize
the whole financial system. In contrast to banks, insuregsiat subject to depositor
runs and thus do not face the risk of a sudden liquidity didinld more capital (see
Harrington| 2009) and are less interconnected horizgniath the rest of the financial
sector. However, the case of American International Gréuf) showed that insurers
can become systemically important nonetheless if theygmgzo heavily in business
activities outside the traditional insurance sector. Aesequence, the Financial Sta-
bility Board urged the IAIS to identify G-Slis that could patally destabilize the
global financial sector and to implement new regulationtiese insurers. Building on
the experiences made during the AIG case/ thellAIS (201@ntgcpublished a pro-
posal for a methodology for identifying G-Sllis that citeswrmore and non-insurance

activities, insurer size and interconnectedness as therrdayers of systemic risk in

'For example, the Secretary General of the Geneva Assatjatiahn Fitzpatrick, criticized the IAIS
indicators for penalizing risk diversification.

2Although one could possibly think of an “insurer run” on lifssurance policies, this possibility appears
to be highly unlikely as insurance customers are often ptetkby guarantees and as cancelling a long-
term life insurance policy often implies the realizationsafvere losses. Consequently, there exists
no example of a default of an insurer in the past that cauggtdfisint contagion féects (see, e.g.,
Eling and Pankoke, 2014).
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the insurance industry.

Both the question whether insurers can actually becomersicd#ly important and
the question whether the 1AIS’s proposed methodology itable for identifying G-
SlIs remain relatively unanswered in the literature. Eadgtments of the topic of sys-
temic risk in insurance include the works by Acharya et ad0€p), Harrington! (2009)
and| Cummins and Welss (20%1)ln the latter, it is hypothesized that non-core ac-
tivities and high degrees of interconnectedness are tmeapyi causes of insurers’
systemic relevance. The interconnectedness of insureisasempirically analyzed
by Billio et al| (2012) who argue that illiquid assets of instg could create systemic
risks in times of financial crisis. In a related study, Baluthle(2011) conclude that
systemic risks exist in the insurance sector even thoughareesmaller than in bank-
ing. More importantly, systemic risk in insurance appearbdve grown partly as a
consequence to the increasing interconnectedness oemssamd their activities out-
side the traditional insurance business. Chenlet al. (2Qit4) gpecial emphasis on the
insurance sector but find in their analysis of credit defswtip and intraday stock price
data that the insurance sector is exposed but does notlmaetto systemic risks in
the banking sector. While the former two studies are only eaomed with the intercon-
nectedness of banks and insurers, Weil? aiittivickel (2014b) also study the impact
of size, leverage and other idiosyncratic characterigtidsided in the IAIS methodol-
ogy on the systemic risk exposure and contribution of U.&uiers during the financial
crisistl Most importantly, they find that insurer size seems to haes@major driver
of the systemic risk exposure and contribution of U.S. iastur Several of the IAIS
indicators (like, e.g., geographical diversification)wewer, do not appear to be signif-
icantly related to the systemic risk of insurers. Finallyei/and Mihinickel (2014a)
support the too-big-to-fail conjecture for insurers bywhg that insurer mergers tend

to increase the systemic risk of the acquiring insurers.

30Other analyses of systemic risk in insurance include theksvarf |Eling and Schmeiset (2010),
Lehmann and Hofmann (2010) and van Lelyveld et al. (2011).

4In a related study, Cummins and Weiss (2014) analyze theacteaistics of U.S. insurers that are
systemically important based on the insurers’ SRISK [(sdeA@ et al., 2012).
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We complement the existing empirical literature on systensk in insurance by
performing the first panel regression analysis of the syisteisk exposure and con-
tribution of international insurers. In particular, wettbgpotheses that size and inter-
connectedness could drive the systemic importance onatenal insurers. To mea-
sure an insurer’s exposure and contribution to the frggiftthe financial sector, we
follow Anginer et al. (2014b,a) and Weil3 andilnickel (2014a,b) and employ the
Marginal Expected Shortfall (MES) of Acharya ef al. (2018gaCoVaR methodol-
ogy of|Adrian and Brunnermeler (2014), respectively. We thstimate these mea-
sures for a sample of 253 international life and non-lifeuness for the period from
2000 to 2012 and perform panel regressions of the quarteB$ MndACoVaR esti-
mates. As independent variables, we use insurer-spectimacroeconomic variables
that have been discussed in the literature as potentiardrivf systemic risk. Most
importantly, we employ the measure of interconnectednessogsed by Billio et al.
(2012) which is based on a principal component analysisestbck returns of finan-
cial institutiong

Based on a sample of 253 life and non-life insurers, we findegysst risk in the
international insurance sector to be small in comparisoprévious findings in the
literature for banks. However, confirming the results of Bhlet al. (2011), we find a
strong upward trend in both the exposure and contributionsfrers to the fragility
of the global financial system during the financial crisisour panel regressions, we
find the interconnectedness of large insurers with the fiahsector to be a signif-
icant driver of the insurers’ exposure to systemic risk. dmtcast, the contribution
of insurers to systemic risk appears to be primarily drivgrthe insurers’ size and
leverage.

The remainder of this article is structured as follows. BedP.2 introduces the
data and the methodology used in our empirical study. SE2i® presents the results

of our investigation into the determinants of systemic iiskhe insurance industry.

SOther potential measures of the interconnectedness ofcfaanstitutions include the measures pro-
posed by Billio et al. (2012) and Chen et al. (2014) which athlbased on Granger causality tests.
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Concluding remarks are given in Section|2.4.

2.2 Data

This section describes the construction of our sample aesepis the choice of our

main independent variables as well as descriptive stisfiour data.

2.2.1 Sample construction

We construct our data sample by first selecting all publisled international insurers
from the dead and active firm lists ithomson Reuters Financial Datastrearfor
reasons of relevance, we concentrate on insurance firmdat@hassets in excess of
$ 1 billion at the end of 2000. We then omit all firms for whiclalt price data are
unavailable inDatastream Next, we exclude all secondary listings and nonprimary
issues from our sample. Further, we exclude Berkshire Hathawhich is listed as
an insurance company Datastreamdue to its unusually high stock price. Balance-
sheet and income statement data are retrieved fromhbenson Worldscopsatabase
and all stock market and accounting data are collected in dboars to minimize a
possible bias in our results stemming from currency risk.

Finally, we split our data sample into life and non-life insxs. The definition of
life and non-life insurance companies in the company list©atastreamis some-
what fuzz;H Therefore, the industry classification Dfatastreamis cross-checked
with the firms’ SIC code (Worldscope data item WC07021, SIC sddl&ll, 6321,
6331) and the Industry Classification Benchmark (ICB) code (M¢adpe data item
WC07040, ICB supersector 8500) to exclude firms which cannotdzelg classified
as life or non-life insurance compan&sz\dditionally, all company names are manu-
ally screened for words suggesting a non-insurance natuhe companies’ business

and the respective companies being excluded from the sampt&al, we end up with

5For example, several medical service plans and medicalesht# companies are listed as life insurance
companies iDatastreans company lists.
’Consequently, HMO, managed care and title insurance coegpare not included in the final sample.



2.2. DATA 17

an international sample of 253 insurers, containing 1¥ifiturers and 141 non-life
insurers. For increased transparency, the names of afiersun our sample are listed
in AppendixA.l.

In the following subsections, we define and discuss tiffer@int dependent and in-
dependent variables we use in our empirical study. An oeenaf all variables and

data sources is given in AppendixA.2.

2.2.2 Systemic risk measures

Our analysis focuses on the exposure and contribution a¥ichaal insurers to the
systemic risk of the global financial sector during the pg&2600 through 2012. Con-
sequently, we employ an insurer’s Marginal Expected SAb(ES), Systemic Risk
IndexCapital Shortfall (SRISK) andCoVaR as main dependent variables in our re-
gression analyses. We estimate the three measures of gysitgnfor each quarter in
our sample using daily stock market data for our sample @rsuOur choice of these
systemic risk measures is motivated by the fact that thessssunes have been ex-
tensively discussed in the literature and are also usedduylamrs and central banks
for monitoring financial stability (see Benoit et al., ZOHEAS our first measure of sys-
temic risk, we use the quarterly Marginal Expected Shdnifalch is a static structural
form approach to measure an individual insuregdosureo systemic risk. It is de-
fined by Acharya et all (2010) as the negative average retuemandividual insurer’s
stock on the days a market index experienced its 5% worsbmes. As a proxy for
the market’s return, we use the World Datastream Bank Indexiirmain analysis.
Next, we implement th\CoVaR method proposed by Adrian and Brunnermeier
(2014), which is based on the tail covariation between thams of individual finan-
cial institutions and the financial system. We ugéoVaR as an additional measure

of an insurer'scontributionto systemic risk as Adrian and Brunnermeler (2014) criti-

8All three systemic risk measures we employ share the prppleat they are all based on economic
theory and capture fierent aspects of systemic risk. Since the recent finandgbcseveral other
measures of systemic risk have been proposed in the literakurther examples for such measures
apart from those used in this study are due to De Jorighe!(ZBL@ng et al.|(2012), Schwaab et al.
(2011)/Hautsch et al. (2014), Hovakimian et al. (2012)landt&\ét al. (2012).
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cize the MES measure for not being able to adequately adtlregsocyclicality that
arises from contemporaneous risk measurememhile the unconditionaACoVaR
estimates are constant over time, the conditiok@bVaR is time-varying and esti-
mated using a set of state variables that capture the ewolofitail risk dependence
over time. However, since we calcul&t€oVaR based on stock prices for a given quar-
ter, the standard state variables used for estimating thditbanal CoVaR show almost
no time-variation. Consequently, we focus on estimatinguth@nditional version of
ACoVaR in our analysis. An insurer’s contribution to systems& is then measured
as the diference between CoVaR conditional on the insurer being undegess and
the CoVaR in the median state of the institution. A lower vadidCoVaR indicates
a higher contribution to systemic risk, while a positive Mia8icates an exposure to
systemic risk rather than a stabilizinfiext.

As our third systemic risk measure, we use SRISK which attertpptmeasure
the expected capital shortfall of a firm. SRISK is given as therage quar-
terly estimate of the Systemic Risk Index as proposed by Aeheral. (2012) and
Brownlees and Engle (2012). An insurer's SRISK is estimatethkyinsurer’s book
value of debt weighted with a regulatory capital ratio (se8%) plus the weighted long

run Marginal Expected Shortfall multiplied by the insusamarket value of equity.

2.2.3 Explanatory variables

In this subsection, we characterize the main independeiaiblas we use in our panel
regressions and robustness checks later on. In our analgsadtempt to capture the
key features that make insurers become systemically r@leVée thus concentrate on
the factors that have recently been suggested by the |AI$1(22013) as potential

sources of systemic risk in insurance. We therefore inciaaeir regressions proxies
for an insurer’s size, its capital structure, non-corevéas, and interconnectedness

with the financial system.

9Conversely, Acharya et al. (2010) criticize th€oVaR measure as being based on a non-coherent risk
measure.
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To proxy for the latter, we make use of the measure of intereotedness of a
financial institution proposed hy Billio et al. (2012). L&tbe the standardized stock
returns of the ¥ institutions andG = Co9Z;, Z)ij be the covariance matrix of the
institutions’s daily stock returns. Using principal conmgnt analysis, we are able to
decompose this matrix into a matrx, which is a diagonal matrix of the eigenvalues
A1,..., Ay Of G, and a matrix. = (Li)ik that contains the eigenvectors of the returns’

correlation matrix. Billio et al.[(2012) then define the sys¥variance as

N N N
Z Z ZO-IO- |k|-Jk/1k

i=1 j=1 I=1
In their work, Billio et al. (2012) argue that the more intemoected a system is, the
less eigenvalues are necessary to explain a proportit¢h aff the system’s variance
ag A univariate measure of an institution’s interconnectesnaith the system of
N financial institutions is then given by

n 2

g
PCAS, = ) U' L2 Ay

k=1

b

hn>H

wherePCAS, is the contribution of institutiom to the risk of the system, ang is
M with a prescribed threshold
Zkzl Ak

The more interconnected an insurer is with the rest of thediiahsector, the higher
its systemic relevance will be. We therefore expect our pfokinterconnectedness to
enter our regressions alCoVaR with a significant negative sign. Similarly, we expect
interconnectedness to have a positiffeet on both MES and SRISK, since being more
interconnected with the financial system exposes insurersritagion risks from other

banks and insurers.

To proxy for the size of an insurer, we use the natural logariof an insurer’s total

10Following a suggestion in Billio et al. (2012), we $ét= 0.33.

\We calculate the proxy for interconnectedness using datasamers and banks. To be precise, we
employ data on all insurance companies in our sample as walhta on all banks available from
Datastreamwith total assets in excess of $ 1 billion at the end of 2000e tal sample used for
estimating the interconnectedness of individual insutersprises 1,491 banks and 253 insurers.
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asset@ We expect insurer size to be an economically significantedrof systemic
risk. On the one hand, a larger company is less likely téesdrom cumulative losses
due to its broader range of pooled risks and better risk siifteation. On the other
hand, an insurer could become more systemically relevahelg too-big-to-fail and
too-complex-to-fail (see 1AIS, 2013).

Another important explanatory variable in our regressisnan insurer’s leverage
ratio. We follow. Acharya et all (2010) and Fahlenbrach e(2012) and approximate
an insurer’s leverage as the book value of assets minus labo& of equity plus market
value of equity, divided by market value of equity. We haveprediction for the sign of
the codficient on leverage in our regression. High leverage is a falotd incentivizes
managers into excessive risk-taking to increase a firm’sﬁtptlblity. In contrast,
Vallascas and Hagend®(2011) argue that managers of companies with high leverage
could feel pressured by investors to provide enough ligeskes to cover the payment
of interests. Consequently, a higher leverage could exersaptining function on
managers leading to a decrease in an insurer’s total risk.

Furthermore, we employ several other insurer- and cowyggific characteristics
as control variables. We include the variable debt matwitych is defined as the
ratio of total long term debt to total debt. There exists aevabnsensus among
economists and regulators that the dependence of certaks laad insurers on short-
term funding exposed these institutions to liquidity riskgring the financial crisis
and ultimately led to significant systemic risks (see Brunreer and Pedersen, 2009,
Cummins and Weiss, 2014, Fahlenbrach et al., 2012). Consiyjube IAIS has in-
cluded the ratio of the absolute sum of short-term borrovand total assets in its
methodology as a key indicator of systemic relevance. Wettieir line of thought
but use total long-term debt instead of short term debt.

To include a proxy for an insurer’s investment success inpaunel regression, we

12In our robustness checks, we use net revenues, given asgtivallee of an insurer’s total operating
revenue, as an alternative proxy for firm size.

13Support for this view is found byl Acharyaetall (2010), Fableach etal. [(2012) and
Hovakimian et al.|(2012) who present empirical evidence baanks with low leverage during the
crisis performed better and had a smaller contribution sbesyic risk.
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use the ratio of investment income to net revenues. It is ééfas the ratio of an

insurer’s absolute investment income to the sum of absalwstment income and
absolute earned premiums. To characterize the qualityeointburance portfolio, in

our analysis we compute the insurer’s loss ratio, consttuby adding claim and loss
expenses plus long term insurance reserves and dividingdyipms earned. We
expect insurers with higher loss ratios to contribute moresytstemic risk. In our

regressions, we also use an insurer’'s market-to-book dgimed as the market value
of common equity divided by the book value of common equity.

Next, we employ the insurers’ operating expense ratio,rgiwethe ratio of operat-
ing expenses to total assets, to control for the quality cﬂiagemer@ Furthermore,
we follow the reasoning of the IAIS (2013) and control for ttegree to which an
insurer engages in non-traditional and non-insuranceiaes. We use the variable
Other income defined as other pre-tax income and expenseebeperating income.
If an insurer operates more outside the traditional instgdousiness, e.g., by mimick-
ing banks or becoming a central counterparty for creditvdéries, the more will it be
exposed to systemic risks from the financial sector as iegnetations with other fi-
nancial institutions increase. Therefore, we expect digesiorrelation between other
income and systemic risk.

Another variable that captures the non-core activitiessdirers is non-policyholder
liabilities, which is given by the total on balance-sheabiiities divided by total in-
surance reserves. We suspect a positive correlation opobeyholder liabilities and
systemic risk as policyholder liabilities are indicatiiedmraditional insurance activities
(see lAIS| 2013). To proxy for an insurer’s profitability goalst performance in our re-
gressions, we use the standard measures Return on Equity ERO@Return on Assets
(ROA). Higher profits can act as afiier against future losses thus shielding an insurer
against adversdiects spilling over from the financial sector. Additionailye employ

the quarterly buy-and-hold returns on an insurer’s stockraisidependent variable. It

n our robustness checks, we also compute the operatingegpatio by dividing operating expenses
by earned premiums.
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is very likely that insurers that performed well in the pagt @ontinue to perform well
over time. However, institutions that took on too many riskhe past could also stick
to their culture of risk-taking (see Fahlenbrach et al.,2)@hd increase their exposure
and contribution to systemic risk. We therefore expectitemsure to have a positive
impact on the systemic risk of insurers.

Finally, we also consider macroeconomic and country-$igecariables like the
GDP growth rate (in %) and the log of the annual change of th& @&flator. More-
over, we employ a country’s stock market turnover definedhaddtal value of shares
traded in a given country divided by the average market akgdtion to proxy for
the development of a country’s equity market (see, e.g.inee&nd Zervos, 1998,

Bartram et all, 2012).

2.2.4 Descriptive statistics

Tablel 2.1 presents descriptive statistics for the deperadehexplanatory variables we
use in our analysis.

For our full sample of life and non-life insurers, we only filgited evidence of a
systemic importance of insurers. Although weakly econaiftycsignificant, insurers
had mean estimates of MES an@€oVaR of only 1% during our full sample period.
The summary statistics on SRISK also underline the findingttieamayjority of insur-
ers did not significantly contribute to the instability oktfinancial sector. However,
the minimum estimate oACoVaR and the maximum SRISK estimate show that at
least some insurers contributed significantly to systemicat some point during our
sample period. Intuitively, we would expect insurers toehaxperienced the extreme
values of systemic relevance during the financial crisiss Trituition is proven in Fig-
ure[2.1 in which we plot the time evolution of the three systensk measures we use
over the course of our complete sample period.

We can see from Figufe 2.1 that the mean MES is relativelytaoh®ver time,

showing a significant peak during the financial crisis. Theosxire to systemic risk



Table 2.1: Descriptive statistics.

The table presents descriptive statistics of the quartstimates of dferent systemic risk measures for a sample of 253 interradtiosurers. The sample period runs
from Q1 2000 to Q4 2012. Additionally, the table presentcdpsve statistics for our set of explanatory variablese Wport the number of observations, minimum and
maximum values, percentiles and moments. All variablesdata sources are defined in Apperdix]A.2.

Percentiles Moments

Obs Min 1th 5th 20th 80th 95th 99th Max Mean St. Dev. Skewnessurtdsis
MES 12,808 -0.11 -0.02 -0.01 0.00 0.02 0.05 0.09 0.45 0.01 200.0 3.44 35.53
ACoVaR 4,893 -0.12 -0.04 -0.02 -0.01 0.00 0.00 0.00 0.00 @.01 0.010 -3.90 29.98
SRISK (in billions) 8,997 0.000 0.000 0.000 0.065 2.457 93.2 42.091 166.22 2.8 8.5 7.56 81.36
Interconnectedness 11,361 0.000 0.000 0.000 0.000 0.1583702. 123.990 399,010.800 386.980 8,929.084 29.260 982.910
Total assets (in billions) 10,998 0.02 0.59 1.18  29.03 61.3B31.62 865.13 2076.19 65.63 165.79 5.40 38.05
Leverage 12,066 1.01 1.32 1.77 3.10 13.37 30.41 86.80 446980 30.27 819.12 52.16 2,796.82
Debt maturity 11,104 0.00 0.00 0.00 0.58 1.00 1.00 1.00 1.00 78 0. 0.32 -1.45 0.78
Foreign sales 7,131 -63.41 0.00 0.00 0.00 50.42 82.85 109.82 202.64 23.63 30.11 1.23 1.26
Investment success 12,065 -22.10 0.04 0.23 0.59 0.89 095 3 1.0 4.13 0.71 0.49 -34.67 1,614.19
Loss ratio 11,994 -1,717.91 3.39 38.53 64.26 109.65 196.1970.7D 8,439.29 107.48 211.37 20.09 681.64
Market-to-book 12,038 -14.10 0.26 0.55 0.91 2.27 4.16 7.49 5.12 1.78 1.67 8.32 167.10
Non-policyholder liabilities 12,025 0.56 1.01 1.05 1.12 74Q. 4.78 35.67 1,144.63 4.03 35.510 21.250 524.18
Operating expenses 12,510 -0.18 0.01 0.05 0.11 0.32 054 8 0.7 1.39 0.23 0.16 2.06 7.81
Other income (in millions) 12,669 -4.87 -0.93 -0.10 -0.00 0.01 0.17 1.19 17.95 0.02 0.53 0.00 0.00
ROA 12,423 -30.22 -5.56 -1.09 0.39 3.44 6.94 10.90 38.08 1.88 3.22 1.30 30.09
Performance 12,744 -0.91 -0.43 -0.25 -0.09 0.12 0.30 0.57 6410. 0.02 0.21 11.83 559.55
Net Revenues (in billions) 10,954 0.00 0.08 0.26 0.73 11.40 4.614 105.30 172.37 9.70 19.15 3.95 18.57
ROE 9,853 -77.86 -66.22 -6.84 5.66 16.29 25.82 34.29 36.69 .1610 12.84 -3.39 19.27
GDP Growth 12,598 -8.54 -5.49 -3.11 0.81 4.10 5.54 9.30 1478 2.21 2.57 -0.45 2.25
Inflation 12,598 -14.45 -2.22 -1.20 0.88 3.12 6.01 8.86 2757 2.15 2.16 1.49 12.38
Stock market turnover 12,648 0.15 1.99 6.80 63.14 189.07 5848. 404.07 404.07 130.21 85.64 1.17 1.78

viva '¢'¢
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Figure 2.1: Time evolution of the systemic risk measureségeriod from 2000 to
2012.

This figure plots the evolution of the systemic risk measwesginal Expected Shortfalls (MES),
SRISK, andACoVaR over our full sample period from 2000 to 2012. The sangunsists of 253
international life and non-life insurers. In each plot, thean of the respective risk measure (black line)
is plotted against the corresponding 10% and 90% percemtitgsa(grey lines). All variables and data
sources are defined in AppendixA.2.
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during this peak, however, is highly economically significavith insurers, on aver-
age, stiering losses of 5% on their stocks on those days the marketrpéted. Some
insurers were hit even harder with MES estimates of up to 10%e second plot

for our estimates of the insurersCoVaR shows a similar picture. The contribution to
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systemic risk by insurers was low to non-existent until 2@@én both mean and mini-
mumACoVaR estimates decreased dramatically. After the crisgsateragadCoVaR
of insurers increased again showing that the average batiom of insurers to sys-
temic risk was again limited. This result is corroboratedthy plot of the insurers’
SRISK estimatelg

Although the summary statistics for our full sample yieldn&instructive infor-
mation on our sample, some of our variablefatisignificantly for life and non-life
insurers. To get a better understanding of the composifioniosample, we therefore
split our sample into life and non-life insurers and compsiected summary statistics
across both lines of business. The resulting summary titatend tests of the equality
of sample means are presented in Tablé 2.2. Summary sisig8 given separately
for our full sample period in Panel A and for the sub-samplthefquarters during the
financial crisis in Panel B.

In Panel A of Tablé 2]2, we compare the values of the systeislicrneasures to-
gether with the three main (presumed) determinants of systask (size, leverage,
and interconnectedness) for the life and non-life insureoar sample.

We can see from both Talle 2.2 that the means of the varialffes substantially
for life and non-life insurers. First, both the mean estesadbf MES andACoVaR
are higher for life insurers than for non-life insurers. bntrast, on average, non-life
insurers have significantly higher SRISK estimates thanrigarers. These fierences
are statistically significant although the absolute leeélhe average contribution and
exposure to systemic risk are again not economically signifi(at least not across our
full panel)

Concerning the potential drivers of systemic risk in insgegithe univariate analysis

SFurther summary statistics for our explanatory variabliesrgin Table[Z1L show that the average
interconnectedness of the insurers in our sample is limitedme insurers, however, are strongly
interconnected with the rest of the global insurance sebtost notably, AIG, AON, AXA, Genworth,
and MunichRe are above the 99% quantile of our intercondeetss variable. The average size of a
sample insurer is ca. $ 65 billion. Note that our sample idetuboth very small (5% quantile: $ 1.2
billion) and very large insurers (95% quantile: $ 331.6ibil).

8Furthermore, the dierences in the mean SRISK an€oVaR estimates are most likely due to the
different sizes of the samples for which both measures can beutedip



Table 2.2: Descriptive statistics for main variables oémest: life and non-life insurer.

The table compares the characteristics of insurers inflaénsurance sector relative to those in the non-life se@ar sample consists of 253 international insurers (listed
in Appendix[A.1) and covers the period from Q1 2000 to Q4 2@2ngel A) and from Q3 2008 to Q2 2009 (Panel B). We report themim, maximum, mean, 5%-
and 95%-quantiles, and the standard deviation of the Vagali'he equality of means of thefidirent variables is tested using Welch's t test for unequalp$a sizes and

possibly unequal variances of the two samples. All varbled data sources are defined in AppehdiX A.2. ***** * damestimates that are significant at the 1%, 5%, and
10% level, respectively.

Non-life Life
No. obs. Min 25% Mean 75% Max St. dev. No. obs. Min 25% Mean 75% axM St. dev. t-statistic
Panel A: Q1 2000 - Q4 2012
MES 6,386 -0.082  0.003 0.014 0.019 0.452 0.020 4,991 -0.0470040 0.016 0.023 0.304 0.020 -7.274%*
ACoVaR 2,272 -0.119 -0.009 -0.007 -0.003 0.001 0.010 1,582 .08 -0.010 -0.008 -0.003 0.001 0.010 2.331*
SRISK (in billions) 5,150 0.000 0.103 3.210 1.718 1.662 80.2 3,847 0.000 0.108 2.242 1.836 79.23 5.190 5.842%**
Interconnectedness 6462 0.000 0.000 679.690 0.100 399WN0. 11831.450 4899 0.000 0.000 0.879 0.095 350.900 9.680 11@&6*
Total assets (in billions) 6,180 0.020 2.748 43.00 2413 83@0 134.65 4,818 0.114 7.22 94.66 93.280 2,076.00 194.9115.706***
Leverage 5,974 1.01 2.89 16.01 8.606 7,100.00 200.04 4588 25 1 6.25 56.52 16.22  44,180.00 1,308.26 -2.079**
Panel B: Q3 2008 - Q2 2009
MES 520 -0.032 0.012 0.034 0.049 0.195 0.031 388 -0.032  0.000.040 0.059 0.227 0.039 -2.591%**
ACoVaR 109 -0.100 -0.021 -0.018 -0.006 -0.001 0.017 84 -0.089.024 -0.020 -0.009 -0.003 0.019 0.957
SRISK (in millions) 369 0.000 0.440 5.988 4.863 88.650 13.040 262 0.000 0.376 4.970 5.156 79.230 9.330 1.144
Interconnectedness 529 0.000 0.000 0.001 0.000 0.295 0.014 405 0.000 0.000 0.000 0.000 0.000 0.000 1.296
Total assets (in billions) 443 0.16 3.63 47.89 27.45 1476.00 143.59 328 0.73 12.38 126.30 125.90 2076.00 248.28 -5.320**
Leverage 443 1.32 3.02 11.67 9.88 210.60 23.42 322 1.50 7.1897.02 22.93 44180.00 3475.01 -1.473

viva '¢'¢

9
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given in Tablé 2.2 shows that non-life insurers are, on aesralightly more intercon-
nected but are significantly smaller and less levered tifamisurers. Non-life insurers
have mean total assets of $ 43 billion while life insurerssagmificantly larger with
mean total assets of $ 94.66 billion. The leverage of theameenon-life insurer is 16
whereas the average life insurer has a leverage 56. Alththegmean estimates are
again distorted in part by the presence of few extreme ostliee quantiles presented
in Table[2.2 underline the finding that life insurer are digantly larger and more
levered.

Before turning to our panel regression analysis of the syistestevance of global
insurers, we shortly comment on the subset of nine GlobaleBysally Important
Insurers (G-SlIs) as identified by the Financial StabilityaBbin July 2013. In Table
2.3, we repeat our analysis of the summary statistics ofyaiemic risk measures and
selected explanatory variables for the nine G-Slls.

Table 2.3: Descriptive statistics for main variables oémest: Global Systemically
Important Insurers.

This table shows the respective descriptive statisticthi®nine global systemically important insurers
(G-Sllis) as defined by the international association ofriasce supervisors (IAIS) in the period from
Q1 2000 to Q4 2012 (Panel A) and from Q3 2008 to Q2 2009 (Panell®) nine G-Sllis are Allianz,
American International Group, Assicurazioni Generali,iv@y Axa, MetLife, Ping An Insurance
(Group) Company of China, Prudential Financial and PrudkenAll variables and data sources are
defined in Appendik’/Al2.

G-SlIs
No. obs. Min 25% Mean 75% Max St. dev.
Panel A: Q1 2000 - Q4 2012

MES 434 -0.001 0.011 0.028 0.035 0.452 0.031
ACoVaR 249 -0.119 -0.014 -0.011 -0.004 0.000 0.012
SRISK (in billions) 378 0.000 2.065 18.209 27.387 125.494 .936

Interconnectedness 460 0.000 0.000 0.352 0.094 30.800 51.78
Total assets (in billions) 424 2455 293.00 521.20 730.90 831D  315.38
Leverage 416 1.36 3.71 10.69 14.67 55.08 10.76

Panel B: Q3 2008 - Q2 2009

MES 36 0.000 0.035 0.065 0.090 0.169 0.042
ACoVaR 20 -0.100 -0.039 -0.028 -0.012 -0.008 0.025
SRISK (in billions) 28 0.037 6.544  25.198 36.902 79.229 24.3
Interconnectedness 32 0.000 0.000 0.113 0.037 0.850 0.239
Total assets (in billions) 32 107.80 438.20 615.00 844.80 76120  330.19
Leverage 32 2.918 16.909 42,930 32.141 210.612 62.609

During our full sample period, the nine G-SlIs had averageSwiadACoVaR es-

timates that did not significantly fler from those of insurers that were not deemed



2.2. DATA 28

to be systemically important by the Financial Stability BhaHowever, global sys-
temically important insurers had a significantly higher m&RISK than insurers in
our full sample. Most importantly, however, average estandor the three systemic
risk measures of G-SllIs increased significantly during tharfcial crisis as shown in

Figure[Z.2.

Figure 2.2: Time evolution of systemic risk measures fos{asically relevant)
insurers in the period from 2000 to 2012.

This figure plots the evolution of the systemic risk measwesginal Expected Shortfalls (MES),
SRISK, andACoVaR over a sample period from 2000 to 2012. The sample stsnsf 253 interna-
tional life and non-life insurers. In each plot, the meanhaf tespective risk measure in each quarter is
given for a sample of 253 international insurers (yellowdgtharea) and for the nine insurers identified
as global systemically important by the IAIS (2013) (blackd). All data are winsorized at the 1%
level. Variables and data sources are defined in Appéndix A.2
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As expected, G-Slls, on average also had significantly nigtal assets and were
more interconnected. Interestingly, the mean leverag@éehine G-Slis was lower
than the leverage of both the average life and non-life grsur our full sample. Not
surprisingly, all variables are on average significantlyhieir during the crisis than in

our full sample. Again, however, these univariate reswitotir full sample period do
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not take into account the (possibly strong) correlatiortsvben size, interconnected-

ness, and leverage.

2.3 The determinants of systemic risk of insurers

In this section, we investigate the question which factetemine an insurer’s contri-
bution and exposure to systemic risk. First, we comment emehults of our baseline
panel regressions. Afterwards, we report and comment thétseof various robust-

ness checks.

2.3.1 Panel regressions

Based on the findings from our univariate analysis, we nowoperfa multivariate
panel regression analysis of our sample of internatiorgdrgrs. In particular, we
intend to test the hypothesis that systemic risk in inswgasipredominantly driven by
an insurer’s size, its leverage, and its interconnectexwéh the rest of the insurance
sector. In our baseline setting, we perform several pamggkssions with the three
systemic risk measures introduced in Secfion 2.2 as oumdiepe variables. The set
of independent variables includes both the set of key feataf systemic relevance as
proposed by the IAIS (2013) and various control variablesudkned in Sectiof 2.213

and Tablé_A.R. The econometric strategy we use is illusdrbatow.

SystemicRisk= By + B:- Interconnectednegs; + 3, - Leverage.»
+ B3 - Total assets , + Q- Insurer controlg;_» (2.1)

+ ©-Country controlg_1 + &y,

whereS ystemicRiskis the value of one of the three systemic risk measures farems
i in quartert andInsurer controlg;_, as well aLCountry controlg_, are various firm-
specific and country-specific control variables, respebtivio mitigate the possibility

of reverse causality between our dependent and explanao@ables driving our re-
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sults, we lag all explanatory variables based on accoustatg@ments by two quarters.
The interconnectedness measure and country controlsggeddy one quarter. Fur-
thermore, we perform separate regressions for life andif@msurers to account for
systematic dferences in accounting infé&rent lines of insurance business. In addi-
tion, we estimate all panel regressions with clustereddstaherrors on the country
level and with insurer- and time-fixedfects to account for unobserved heterogeneity.
The results of our baseline regressions are presented ie[Zah

Starting with regressions (1) and (2) of the insuré&xf€oVaR, we can see that nei-
ther the life insurers’ interconnectedness nor their siza significant driver of the
contribution to systemic risk. This first finding is in stmkj contrast to the hypotheses
formulated by the IAIS on the pivotal role of size and intamsectedness for an in-
surer’s systemic importance. For the leverage of a firm, wktfiat leverage enters the
regressions with a negative sign. Our results suggestitbamore levered a life insurer
is, the more it contributes to the system’s fragility. Thesult is statistically significant
at the 10%- and 1% level, respectively. Furthermore, theceis also economically
significant. For life insurers, an increase in leverage by standard deviation leads
to a decrease of -13% iiCoVaR (1308.26¢ -0.0001) whereas for non-life insurers,
such an increase is associated with an increase in the lmatn to systemic risk by
4% (200.04x -0.0002). Our result implies that the use of high leveragi@insur-
ance business therefore decreases the vala€olaR and consequently increases a
non-life insurer’s contribution to systemic risk.

Next, we report the results of our regressions (3) and (4hefinsurers’ Marginal
Expected Shortfall as the dependent variable. Interdgfimge find a positive rela-
tion between the interconnectedness of a non-life insurerita exposure to systemic
risk spilling over from the insurance sector. We thus codelthat being highly inter-
connected does not necessarily lead to a significantly highetribution to systemic
fragility, but rather to a higher exposure to adverse sypdiodfects. Additionally,
leverage enters both regressions for life and non-lifergrsuwith a statistically and

economically significant positive sign. In our regressjcm®ne standard deviation
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Table 2.4: Baseline panel regressions.

This table shows the results of panel regressions of qljadstimates of three systemic risk measures
for a sample of international insurers on key indicatorsystamic relevance and various control vari-
ables. All panel regressions are estimated with insured- cqararter-fixed #ects and with clustered
standard errors on the country level. The estimated model is

SystemicRisk= Bo + B1 - Interconnectednegs; + (2 - Leverage., + B3 - Total assets_»
+ Q- Insurer controlg;_» + © - Country controlg._1 + &iy,

whereS ystemicRiskis the value of one of the three systemic risk measures foréngin quartert
andlInsurer controlg;._, as well asCountry controlg_; are various firm-specific and country-specific
control variables. The sample includes insurer-quartsenkations of 112 international life insurers
and 141 international non-life insurers over the time @ 2000 to Q4 2012. P-values are reported
in parentheses. All insurer characteristics based on aticgustatements are lagged by two quarters
and Interconnectedness and country control are lagged éyoarter. Variable definitions and data
sources are provided in Tallle A.2 in the Appendix. ***** ®edote cofficients that are significant at
the 1%, 5%, and 10% level, respectively. Adf. iR adjusted R-squared.

Dependent variable:  ACoVaR ACoVaR MES MES SRISK SRISK
Sample: Life Non-Life Life Non-Life Life Non-Life
(1) (2 3 4 (5) (6)
Interconnectedness  0.0000 0.0000*** 0.0000 0.0000** -0.0021 0.0000**
(0.728) (0.002) (0.308) (0.011) (0.556) (0.047)
Total assets  -0.0030 0.0005 0.0049* -0.0004 1.0075* 5.5704**
(0.216) (0.568) (0.051) (0.820) (0.094) (0.016)
Leverage -0.0001*  -0.0002*** 0.0002* 0.0004*** -0.0072 -0.1228***
(0.056) (0.000) (0.094) (0.000) (0.443) (0.000)
Debt maturity -0.0011 -0.0006 0.0019 0.0009 0.0754 -3.1216*
(0.403) (0.485) (0.309) (0.580) (0.837) (0.097)
Investment success  0.0008 -0.0067 -0.0049*** 0.0091 -0.4141 -2.1429
(0.652) (0.281) (0.004) (0.221) (0.434) (0.484)
Loss ratio 0.0000 0.0000* 0.0000 0.0000 0.0001 -0.0015
(0.183) (0.067) (0.128) (0.898) (0.666) (0.156)
Market-to-book ratio 0.0005* 0.0004 -0.0006 0.0002 0.1047 0.0943
(0.096) (0.348) (0.177) (0.155) (0.176) (0.486)
Non-policyholder liabilities ~ -0.0002** 0.0012** 0.0000 0.0000 -0.0043*** 0.0149
(0.030) (0.035) (0.637) (0.376) (0.003) (0.611)
Operating expenses -0.0291** -0.0041 0.0253** 0.0155* -1.9027 14.5905
(0.034) (0.304) (0.022) (0.050) (0.437) (0.101)
Other income 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
(0.226) (0.875) (0.441) (0.947) (0.521) (0.461)
ROA (0.0002) 0.0000 0.0002 0.0000 0.0158 0.1567
(0.649) (0.802) (0.512) (0.820) (0.693) (0.147)
Performance -0.0012 0.0011 -0.0027 -0.0001 -0.3072 0.1843
(0.409) (0.471) (0.158) (0.966) (0.165) (0.726)
GDP growth 0.0003 0.0002 -0.0002 0.0002 -0.0796 -0.0908
(0.150) (0.365) (0.516) (0.499) (0.150) (0.424)
Inflation -0.0001 -0.0001 -0.0004* -0.0011*** -0.0269 -0.2008*
(0.397) (0.750) (0.074) (0.002) (0.648) (0.051)
Stock market turnover 0.0000 0.0000 0.0000%*** 0.0000*** 0.0019 0.0268***
(0.801) (0.225) (0.008) (0.003) (0.520) (0.000)
Insurer-fixed effects Yes Yes Yes Yes Yes Yes
Time-fixed dfects Yes Yes Yes Yes Yes Yes
Observations 925 1333 2658 3569 2508 3426

Adj. R? 0.5865 0.5752 0.4422 0.4225 0.2040 0.1412
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increase in the leverage of life insurers is associated avig6.1% higher MES and
therefore an increase of an insurer’s exposure to systeski¢1r308.26x 0.0002). For
comparison, a one standard deviation increase in the lgeeyha non-life insurer is
associated with an 8% increase in MES (200:00.0004). In line with our expec-
tation, higher leverage thus appears to significantly eeean insurer’'s exposure to
systemic risk. Higher operating to total assets ratios ssecated with a higher MES
of insurers.

Finally, in model specifications (5) and (6), we employ theurrers’ SRISK as
the dependent variable. Underlining our previous findinmgsnf the regressions of
ACoVaR, we find no evidence for the hypothesis that the contobudf insurers to
systemic risk is significantlyféected by the interconnectedness of an individual life
insurer within financial system. For non-life insurers, waia find leverage to have a
mitigating fect on systemic risk with theffiect being both statistically and economi-
cally significant. However, in contrast to our previous Bsgions, insurer size is now
statistically and economically significantly related te tBRISK of insurers. For the
life insurers in our sample, we find an increase of total askebe associated with
an increase in SRISK of approx. 196 million (194.91.0075). For non-life insur-
ers, we find the economic significance of size to be even lamgéra one standard
deviation increase in size being associated with an inereaSRISK by approx. 750
million (134.65x 5.5704). These findings for SRISK have to be taken with careful
consideration, however, since the adjusted R-squared iretiressions of SRISK is

considerably lower than in the regressions of MES AGdVaR.

2.3.2 Additional analyses

The results of our baseline regressions have produced adi evidence that size, in-
terconnectedness, and leverage are fundamental drivegsiamic risk in insurance.
To get a deeper understanding of the relation between idgvagic insurer character-

istics and systemic risk, we perform several additionalys®s in this subsection.
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First, we examine the question whether the exposure andilmatdn of large in-
surers to systemic risk are driven byffdrent factors than the systemic risk measures
of insurers in our full sample. To this end, we restrict ounp& to insurer-quarter
observations of institutions in the top 75% quantile of tatsets. The motivation be-
hind our analysis is that the relation between some of oulaegpory variables and
the systemic risk of an insurer might be mitigated or exaated by the insurer’s size.
The results for the regression using insurers in the top &ssets quartile only are
presented in Table2.5.

Several of the results from our baseline regressions camy t our analysis of
large insurers. For example, the inferences for the insul@rerage remain more or
less unchanged. Higher leverage increases both the aamdriband the exposure of
large life and non-life insurers to systemic risk. While lege is positively related to
the purely equity-based measures of systemic risk, we fingh#isant negative corre-
lation between leverage and SRISK as our third measure armsystisk. However, in
regression (2) in Table 2.5 we find one strikingfelience. In contrast to our baseline
regressions, the interconnectedness of an insurer is neitivyety related to its con-
tribution to systemic risk. An increased interconnectednaf large insurers induces
more contribution to overall systemic risk. This is intuéj since an interconnected
insurance company could possibly contribute to systersiG but only if it is relevant
or large enough to have devastatirfipets through a default. Similarly to the analysis
of our full sample, insurer size is significant in the regr@s®f the SRISK of non-life
insurers. Furthermore, and in line with our expectationfing higher loss ratios to be
positively associated with the contribution of large iressrto systemic risk.

Next, we address the question whether the drivers of systeskiin insurance dier
across countries. In fact, it is very possible that insueacmmpanies and even whole
sectors function in a fierent way than their counterparts in foreign countries. nEve
more importantly, insurance regulatiorfférs substantially from country to country.
Although we control for these systematidfdrences by the use of country-fixed ef-

fects in our robustness checks, it is nevertheless insteuttt analyze these country
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Table 2.5: Panel regressions - Large insurers.

This table shows the results of panel regressions of qliadstimates of three systemic risk measures
for a sample of international insurers on key indicatorsystamic relevance and various control vari-
ables. All panel regressions are estimated with insured- cqararter-fixed #ects and with clustered
standard errors on the country level. The estimated model is

SystemicRisk= Bo + 1 - Interconnectednegs: + B2 - Leverage—» + B3 - Total assets_»
+ Q- Insurer controlg_, + © - Country controlg._; + &iy,

whereS ystemicRiskis the value of one of the three systemic risk measures faréngin quartert
andInsurer controlg;_» as well asCountry controlg._1 are various firm-specific and country-specific
control variables. The sample includes insurer-quartsenkations of 112 international life insurers
and 141 international non-life insurers over the time k@l 2000 to Q4 2012. In contrast to
our baseline setting, in these regressions, we only useenguarters of insurers in the top total
assets quartile. P-values are reported in paranthesesnséiler characteristics based on accounting
statements are lagged by two quarters and Interconnec®admel country control are lagged by one
guarter. Variable definitions and data sources are proviidé@ble[A.2 in the Appendix. ******
denote cofficients that are significant at the 1%, 5%, and 10% level, misedy. Adj. R? is adjusted
R-squared.

Dependent variable:  ACoVaR ACoVaR MES MES SRISK SRISK
Sample: Life Non-Life Life Non-Life Life Non-Life
1) &) 3 4 (5) (6)
Interconnectedness 0.0011 -0.0003** 0.0000 0.0005 0.0004 -0.2056
(0.179) (0.023) (0.120) (0.112) (0.337) (0.500)
Total assets  -0.0008 -0.0037 0.0016 -0.0026 4.6792 11.8426%**
(0.885) (0.117) (0.626) (0.415) (0.122) (0.000)
Leverage 0.0001 -0.0001***  0.0004***  0.0003*** -0.0616 -0.0758**
(0.297) (0.001) (0.003) (0.000) (0.242) (0.047)
Debt maturity -0.0032 0.0032 -0.0007 -0.0082 -1.3610 -19.8851
(0.243) (0.292) (0.867) (0.208) (0.330) (0.105)
Investment success  -0.0114 -0.0347** 0.0174 0.0232 3.8998 -20.3975*
(0.212) (0.032) (0.147) (0.418) (0.380) (0.023)
Lossratio  -0.0001** -0.0001* 0.0000** 0.0000 0.0000 0.0019
(0.022) (0.097) (0.028) (0.362) (0.987) (0.892)
Market-to-book ratio 0.0026** -0.0013 0.0004 0.0021 -0.4833 8.5890*
(0.0112) (0.447) (0.605) (0.547) (0.294) (0.065)
Non-policyholder liabilities 0.0005 -0.0010 0.0000 -0.0002 0.0100 -0.0592
(0.685) (0.306) (0.341) (0.800) (0.367) (0.877)
Operating expenses  0.0220 -0.0730***  0.0331** 0.0722 14.8526 79.9298*
(0.482) (0.004) (0.025) (0.119) (0.165) (0.056)
Otherincome  0.0000%** 0.0000 0.0000 0.0000 0.0000%*** 0.0000
(0.003) (0.767) (0.872) (0.774) (0.004) (0.306)
ROA -0.0006* -0.0007 0.0005* 0.0020* 0.1670 0.9932**
(0.078) (0.183) (0.099) (0.070) (0.290) (0.038)
Performance  -0.0046** 0.0047** -0.0081**  -0.0147*** -0.9752 -2.4596
(0.037) (0.024) (0.013) (0.005) (0.132) (0.298)
GDP growth 0.0000 0.0003 -0.0006 0.0002 -0.2241 -0.6056
(0.984) (0.421) (0.233) (0.837) (0.115) (0.337)
Inflation -0.0004 -0.0011 0.0005 0.0007 0.6069** 0.7485
(0.465) (0.120) (0.415) (0.670) (0.019) (0.494)
Stock market turnover 0.0000 0.0000** 0.0000 0.0001* -0.0083 0.0686***
(0.167) (0.027) (0.315) (0.055) (0.185) (0.002)
Insurer-fixed effects Yes Yes Yes Yes Yes Yes
Time-fixed effects Yes Yes Yes Yes Yes Yes
Observations 377 296 858 560 843 554

Adj. R? 0.630 0.840 0.556 0.512 0.300 0.395
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differences in the relation between systemic risk and the irsudeosyncratic char-
acteristics in more detail. Our sample is composed of 95r@rsuwith headquarters
located in the United States and 158 insurers from othertoesn To analyze the dif-
ferential drivers of systemic risk, we estimate separateepegressions for U.S. and
non-U.S. insurers. The results are given in Tablé 2.6.

For U.S. non-based life insurers, interconnectednessribe regression of
ACoVaR with a positive cdécient that is statistically significant at the 1% level while
for non-U.S. insurers it is significant for both lines of mess. On the other hand,
interconnectedness seems to slightly increase the vafu®RISK for non-life insur-
ers in the U.S. and for life insurers outside the United Stafehese mixed findings
indicate no clear trend on the impact of our interconneatedmeasure on the contri-
bution of insurers to systemic risk. With the exception & thgressions of the SRISK
estimates of non-life insurers outside the U.S., totaltassenot a statistically signif-
icant determinant of systemic risk. In contrast, leveraggignificantly related to the
exposure to systemic risk of non-life insurers (U.S. and-bd®.) and life insurers
(only non-U.S.). Our results suggest that the impact ofrkeye on the exposure and
contribution of systemic risk does not vary across cousinielines of business.

Finally, we investigate the question whether our resulenge significantly if we
restrict our sample to the time period of the financial crisisparticular, we hypoth-
esize that size, interconnectedness, and leverage mighhawve been key drivers of
systemic risk in insurance during the financial crisis. Tie #nd, in Tablé€ 217, we re-
peat our previous baseline regressions but restrict oupleaim a smaller time period
covering the period from Q1 2006 to Q4 2010 (i.e., the timeuadoand during the
financial crisis).

This time, we find no statistically significant impact of irtennectedness on any of
the systemic risk measures. Again, insurer size does n@aapgp be systematically
related to systemic risk of insurers except for SRISK of némihsurers where we,
again, find a positive relation. While the signs of thefGoents for leverage remain

the same, we only find a statistically significant impact ostemic risk for non-life



Table 2.6: Panel regressions for U.S. and non-U.S. insurers

This table shows the results of panel regressions of qyadstimates of three systemic risk measures for a sampletefiational insurers on key indicators of systemic
relevance and various control variables. All panel regoessare estimated with insurer- and quarter-fixéfdats and with clustered standard errors on the country.level
The estimated model is:

SystemicRisk= Bo + B1 - Interconnectednegs: + B2 - Leverage.» + B3 - Total assets_»
+ Q- Insurer controlg;_, + © - Country controlg_1 + sy,

whereS ystemicRiskis the value of one of the three systemic risk measures forénsin quartert andInsurer controlg;_, as well agCountry controlg._; are various
firm-specific and country-specific control variables. Thexgkes include insurer-quarter observations of 95 U.S. &8Inbn-U.S. insurers over the time period Q1 2000 to
Q4 2012. P-values are reported in parentheses. All instiamacteristics based on accounting statements are laggeeblnjuarters and Interconnectedness and country
control are lagged by one quarter. Variable definitions aatd dources are provided in Table ]A.2 in the Appendix. ****enote coéicients that are significant at the
1%, 5%, and 10% level, respectively. Adj> R adjusted R-squared.

us Non-US
Dependent variable: ACoVaR ACoVaR MES MES SRISK SRISK ACoVaR ACoVaR MES MES SRISK SRISK
Sample: Life Non-Life Life Non-Life Life Non-Life Life Non-Life Life Non-Life Life Non-Life
Interconnectedness  0.0000 0.0000***  -0.0001 0.0000* 0.0036 0.0000* 0.0000*** 0.0000** 0.0000* 0.0000 0.0000* -0.0001
(0.470) (0.000) (0.295) (0.085) (0.810) (0.064) (0.000) .04a) (0.085) (0.771) (0.064) (0.833)
Total assets  0.0005 0.0026 0.0070 -0.0021 0.9090 1.6734 0.0026 0.0002 .0020 -0.0012 1.6734 6.1613**
(0.952) (0.126) (0.105) (0.340) (0.272) (0.124) (0.126) .919) (0.340) (0.555) (0.124) (0.021)
Leverage  0.0002 -0.0002***  0.0001  0.0004**  0.0020 -0.1180*** -0002***  -0.0002**  0.0004**  0.0006**  -0.1180*** 0.0368
(0.545) (0.000) (0.537) (0.000) (0.822) (0.000) (0.000) .04®) (0.000) (0.016) (0.000) (0.573)
Other control varialbes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Insurer-fixed effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Time-fixed dfects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 258 812 723 1917 678 1807 812 521 1917 1652 1807 1619
Adj. R? 0.589 0.574 0.452 0.540 0.379 0.221 0.574 0.689 0.540 0.377 .2210 0.195
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Table 2.7: Panel regressions for the crisis period

This table shows the results of panel regressions of qiaggstemic risk of international insurers on
key indicators of systemic relevance and various controafstes. All panel regressions are estimated
with insurer- and quarter-fixedfects and with clustered standard errors country level. Dneeptual
approach is the following:

SystemicRisk= Bo + B1 - Interconnectednegs; + B, - Leverage.—, + B3 - Total assets_,
+ Q- Insurer controlgi_, + @ - Country controlg._1 + &iy,

The sample includes insurer-quarter observations of 2&8national insurers over the time period Q1
2006 to Q4 2010. P-values are reported in parantheses. sAlién characteristics based on accounting
statements are lagged by two quarters and Interconnecgadmel country control are lagged by one
quarter. Variable definitions and data sources are providé@ble[A.2 in the Appendix. ******
denote cofficients that are significant at the 1%, 5%, and 10% level, misedy. Adj. R? is adjusted
R-squared.

Dependent variable: ACoVaR ACoVaR MES MES SRISK SRISK
Sample: Life Non-Life Life Non-Life Life Non-Life
(€)] 2 3 4 ) (6)
Interconnectedness 0.0006 0.0000 0.0000 0.0000 0.0298 -0.0023
(0.252) (0.920) (0.962) (0.377) (0.833) (0.851)
Total assets -0.0192 0.0042 -0.0001 -0.0072 3.9042 6.9138**
(0.269) (0.539) (0.994) (0.537) (0.214) (0.016)
Leverage 0.0002 -0.0003*** 0.0005 0.0006*** 0.2112 -0.0841***
(0.480) (0.000) (0.254) (0.000) (0.180) (0.000)
Debt maturity -0.0146 -0.0049 0.0015 0.0061 -2.0916 1.1335
(0.226) (0.274) (0.774) (0.251) (0.547) (0.684)
Investment success  -0.0281 -0.0585** -0.0127 -0.0016 -6.1390 -0.5964
(0.316) (0.020) (0.555) (0.722) (0.439) (0.581)
Loss ratio -0.0001 0.0000 0.0000 0.0000 -0.0096* -0.0011*
(0.432) (0.979) (0.298) (0.941) (0.062) (0.057)
Market-to-book ratio 0.0011 -0.0003 -0.0002 0.0000 -1.4385 -0.0573
(0.686) (0.732) (0.930) (0.754) (0.305) (0.471)
Non-policyholder liabilities ~ -0.0108*** -0.0017 0.0005 -0.0002 -0.7026 0.0131
(0.001) (0.233) (0.764) (0.340) (0.370) (0.787)
Operating expenses  0.0157*** -0.0061 0.0031 0.0187 5.1510 -1.1348
(0.005) (0.476) (0.820) (0.316) (0.538) (0.796)
Other income 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000**
(0.224) (0.429) (0.182) (0.970) (0.597) (0.021)
ROA -0.0009 -0.0034** 0.0003 0.0005 0.0776 0.0673
(0.776) (0.023) (0.549) (0.559) (0.628) (0.422)
Performance  -0.0091** -0.0031 0.0088 0.0004 2.4556** 4.7450
(0.024) (0.294) (0.356) (0.947) (0.046) (0.180)
GDP growth 0.0003 -0.0002 0.0011 0.0007 0.1959 0.3530
(0.770) (0.753) (0.243) (0.328) (0.373) (0.517)
Inflation 0.0004 0.0019 -0.0003 -0.0024 0.2310 -0.4832*
(0.656) (0.107) (0.801) (0.143) (0.320) (0.058)
Stock market turnover 0.0000 0.0000* 0.0001*  0.0001** 0.0043 0.0346**
(0.679) (0.068) (0.018) (0.035) (0.654) (0.012)
Insurer-fixed effects Yes Yes Yes Yes Yes Yes
Time-fixed dfects Yes Yes Yes Yes Yes Yes
Observations 130 239 387 788 379 772

Adj. R? 0.787 0.847 0.575 0.470 0.244 0.155
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insurers. The economic significance of thiteet is, however, moderate with a one
standard deviation increase in leverage causing a charejenost minus one percent
in ACoVaR during the crisis period (23.42-0.0003=-0.7026). In the cross-section
of non-life insurers’ MES during the crisis period, a onenslard deviation increase in

leverage is associated with an 1.4% higher exposure torsicstesk (23.42x 0.0006).

2.3.3 Insurers and the systemic risk in the financial sector

While we have investigated the factors influencing the matggstemic risk of insur-
ers at the micro-level, we have not yet addressed the ovevall of systemic risk that
emanates from the insurance sector (and its possible nw@mromic consequences).
In our final analysis, we therefore employ a macro-level mea®f systemic risk
to capture the insurance sector’s propensity to cause raalaeconomic downturns.
More, specifically, we employ the CATFIN measure introducg@dben et al. (2012)
and compare their results with the CATFIN measure estimaiedudr sample of in-
surers. CATFIN is defined as the average of three Value-at-&skates of monthly
stock returns in excess of the 1-month treasury bill rate fiviee Generalized Pareto
Distribution and the Skewed Generalized Error Distribaitio generate Value-at-Risk
estimates from the cross-section of our insurers’ monthdglsreturns at the 99%
level. Additionally, the third estimate is from the crosszgonal 1% sample quantile.
The resulting CATFIN measures are plotted in Fiduré 2.3 fertime period 072001
to 122012.

From the figure, we can see that the time evolution of the tme Beries of CATFIN
estimates are very similar, but vary in magnitude. Beforectiss, the estimated index
values are closely together until the beginning of the srigfhile the insurer CATFIN
peaks at around 60% in the beginning of 2009, the originaheses from Allen et al.
(2012) reach a maximum of over 70%. The monthly values fortiginal CATFIN
index seem to be higher than the insurer CATFIN for the most qfiéer the crisis.

Despite the small dierence in the magnitude of the peaks of both CATFIN time series
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Figure 2.3: Time evolution of CATFIN.

This figure plots the time evolution of the CATFIN measureaduced in Allen et al! (2012). CATFIN
is calculated by averaging the three Value-at-Risk esémfibm the Generalized Pareto Distribution,
the Skewed Generalized Error Distribution, and the nonpatdac sample quantiles for the cross-
section of stock returns of financial institutions in excesshe 1-month treasury bill rate. The red
line represents the CATFIN measure for the cross sectionsairérs in our sample and the black line
is the original CATFIN measure calculatedlin Allen et al. 12D taken from the authors’ website at
httpy/faculty.msbh.ediigb27workingpapers.html. The sample used for calculating th& &N of the
insurance sector consists of 253 international life andliferinsurers.

Time evolution of CATFIN
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the plot in Figuré 2.3 underlines the finding that the ovdemlél of systemic risk in
the insurance sector was significant and high, especialiynglthe crisis. However,
another important insight from Figure 2.3 is that the oudealel of systemic risk in
the insurance sector fails to predict economic downturinsgsnsurer stocks seem to

lag behind the overall financial sector.

2.3.4 Robustness checks

We also estimate regressions in which we employ alternateasures of an insurer’s

size (net revenues instead of total assets), profitabRQE instead of ROA) and in-
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vestment activity (ratio of the insurers investment incameet revenues instead of
the ratio of the insurers absolute investment income touhe o absolute investment
income and absolute earned premiums), respectively. baditregressions using the
beta of an insurer’s stock yield no change in our results. Astioned before, we also
replace total assets with premiums earned in the calculafi@ur variable operating

expenses. However, our previous conclusions remain valid.

Next, it could be argued that our results are driven by theipemanner in which
we estimate the Marginal Expected Shortfall and the othstesyic risk measures. To
control for this potential bias, we recalculate MES a@@bVaR using three alternative
indexes. To be precise, we employ the World DS Full Lin Inslimelex, the MSCI
World Banks Index and the MSCI World Insurance Index taken flatastream The
results show that our conclusions remain unchanged.

Another potential concern with our analysis could be thahes®f the insurers in
our sample might in fact just be locally rather than inteiovally active market partic-
ipants. Consequently, the presence of local insurers inssupke could bias our results
on systemic risk as the systemic relevance of locally actigarers should generally
lower than for globally important insurers. However, weidat that the inclusion of
locally active insurers in the context of our analysis iss#igle for the following rea-
sons. First, we cannot rule out the possibility that insuiveith insurance activities in
only their home country contribute to global systemic risiedo df-balance sheet and
non-insurance activities. Second, sheer size and releva@m insurer’s home country
might be enough to destabilize a nation’s economy and thuseoglobal financial sta-
biIity. Nevertheless, we perform an additional robustness chewkiich we include
in our baseline regressions the variable Foreign saleghwsithe ratio of an insurer’s
international sales to its total sales, to control for basgactivities abroad. Including
this factor does neither change our main results, nor is @n@ie significant in any

of the regressions.

"The anecdotal evidence of the inclusion of the Ping An InsceaGroup in the list of the nine G-Slls
underlines this notion.
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Additionally, we employ GMM-sys regressions (see Blundetl 8ond, 1998) that
include one lag of our dependent variables and explanatangiMes lagged by one
quarter. In these regressions, double-lagged values ahslueer characteristics are
used as instruments for estimation. In doing so, we mitigatcerns on possible
endogeneity in our regression models. Our main resultseheryremain valid.

Finally, we winsorize all data at the 1% and 99% quantiles tainmize a possible
bias due to outliers and reestimate all our regressiongyusinsorized data. The
results of these alternative regressions are qualitgtietl quantitatively similar to

those reported in the paper.

2.4 Conclusion

In this paper, we analyze the exposure and contribution 8figternational life and
non-life insurers to global systemic risk in the period fr@a000 to 2012. As our main
result, we find systemic risk in the international insuraseetor to be small in com-
parison to previous findings in the literature for banks in fuli sample. During the
financial crisis, however, insurers did contribute sigaifitty to the instability of the
financial sector. Further, we conclude that systemic riskisdirers is determined by
various factors including an insurer’s interconnectedragsl leverage, the magnitudes
and significances of thesé&ects, however, dier depending on the systemic risk mea-
sure used and with the analyzed insurer line and geogragdiar. Most interestingly,
we find the interconnectedness of large insurers with theamee sector to be a signif-
icant driver of the insurers’ exposure to systemic risk. dntcast, the contribution of
insurers to systemic risk appears to be driven by (among®theverage, loss ratios,
and the insurer’s funding fragility.

Our results also show that life insurers do not contribugaificantly more to global
systemic risk than non-life insurers. In addition, thererse to be little diference in
the interconnectedness of life and non-life insurers. Insbudy, we find no convinc-

ing evidence in support of the hypothesis that insurer sizefundamental driver of
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the contribution of an insurer to systemic risk. In contitasthe banking sector, we
show that the insurance sector predominantljess from being exposed to systemic
risk, rather than adding to the financial system’s fragilignally, our study reveals
that both the systemic risk exposure and the contributiontefnational insurers were
limited prior to the financial crisis with all measures oft®msic risk increasing signifi-
cantly during the crisis. In contrast to the banking sed¢towever, systemic risk in the
insurance sector does not appear to lead but rather follosvasaonomic downturns

as evidenced by our analysis of the insurers’ CATFIN estimate
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Chapter 3

Size Is Everything: How Should We
Measure Systemic Relevance of Banks

and Insurers?

“The omission of Standard Chartered from the list of G-Sifisljgl systemically
important financial institutions) shows size is not evenygtii

The Observer, 062011

3.1 Introduction

At the climax of the financial crisis of 2007-2009, Americatdrnational Group (AIG)

became the first international insurer that required (atichately received) a bailout
as regulators considered AlG to be too systemically impotadefault. At the time,

AIG’s near-collapse came to the surprise of most analystabso financial economists
as systemic risk was considered to be a problem confined tortzgribut not insurance.
As a response to this wakeup-call, regulators have recstdltyed to realign the reg-
ulation of international insurance companies towards aropradential supervision.
Most prominently, on July 18th, 2013, the Financial StépiBoard (FSB) together

with the International Association of Insurance Supemaq®AlS) published a list of
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nine Global Systemically Important Insurers (G-SlIs) whwall ultimately face higher
capital and loss absorbency requirements. In essencegissare deemed to be glob-
ally systemically important in the views of regulators iéthare of such size and global
interconnectedness that their default would trigger seaeverse féects on the finan-
cial sector. Similarly, in November 2011, the FSB had presig identified a set of 29
banks as Global Systemically Important Financial Ingtig (G-SIFIs). However, the
validity of these classifications and the actual deterntmafithe decision of regulators
to designate a financial institution as global systemicafigortant remain relatively
unknown.

Until the financial crisis, economists had never expectstesyic risks to arise from
the insurance sector. In contrast to banking, insuranceaaras are not vulnerable to
runs by customers and thus are not subject to sudden sheitaguidity. Although
theoretically, one could think of runs on life insuranceigek, there has not been a
single example in history for such a run to take place andecaystemwide defaults of
insurers (see, e.g., Eling and Pankoke, :Zgﬁ)urthermore, even the largest interna-
tional insurers are significantly smaller in size, are les¢srconnected and hold more
capital (see Harrington, 2009) than the largest global bafhk light of this, the case
of AIG seems to have been a major exception to the rule thatens do not create
systemic risks.

Based on the experiences from the financial crisis, the| IA[BL$2? published in
2012 a methodology for assessing the systemic risk of iatemmal insurers. In this
methodology, the key determinants of systemic risk in iasae are non-core and non-
insurance activities, insurer size and interconnectesinies

However, the empirical evidence on the questions whethsirars can become

systemically relevant and whether these factors reallyedsystemic risk is lim-

BAn “insurer run” is regarded as unlikely by most economisiscastomers are often protected by
guarantees that are similar to explicit deposit insuracbemes in banking.

19The non-core activities listed by the IAIS include credifaidt swaps (CDS) transactions for non-
hedging purposes, leveraging assets to enhance investetents, as well as products and activities
that concern bank-type (or investment bank-type) actigiti Furthermore, the IAIS argues that in-
surance companies which engage in non-traditional inserantivities are morefected to financial
market developments and contribute more to systemic risheoinsurance sector.
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ited. Shortly after the financial crisis, Acharya et al. (20Harrington |(2009), and
Cummins and Weiss (2014) discussed the role of insurersglthenfinancial crisi

More recently, due to the increased attention regulategyaing this topic, several
studies have analyzedftrent aspects of systemic risk in insurance. For example,
Cummins and Weiss (2014) and Weil3 andiNhickel (2014b) study thefiect of dif-
ferent factors from the IAIS methodology on the systemik aBU.S. insurers.

In this paper, we analyze the question whether common messafr systemic
risk are significantly driven by the size, the interconndntss, and the leverage of
global banks and insurers. As systemic risk measures, wéogrtipe institutions’
Marginal Expected Shortfall (MES) (see Acharya et al., 2Gfl theirACoVaR (see
Adrian and Brunnermeier, 2014). We then perform separatati@aegressions for
both a sample of the world’s largest banks and insurers sketh®o measures of sys-
temic risk on size, interconnectedness, leverage, and@settrol variables. For both
banks and insurers, the results of these quantile regressaie inconclusive to coun-
terintuitive. While the extreme quantiles of both MES ax@oVaR (i.e., institutions
that are most exposed and contribute the most to systerkijcatie not significantly
affected by size, higher leverage and interconnectednesdecouuitively seem to
decrease systemic risk. We then turn to probit regressibtierobability of mem-
bership in the groups of G-SIFls and G-SlIs. Our results anemely revealing: the
decision of regulators to declare a financial institutioanfoor insurer) as systemically
relevant is only driven by the institution’s size.

The rest of this paper is structured as follows. Relatedalitee is presented in
Sectioni3.R. The data and variables used in our empiricdystre discussed in Section
[3.3. The outline and the results of our empirical study avergin Sectiofn 3}4. Section

3.3 concludes.

20Additional analyses of systemic risk in insurance are duelEtmg and Schmeiser| (2010),
Lehmann and Hofmahn (2010), and van Lelyveld et al. (2011).
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3.2 Related literature

The case of systemic risk in the banking sector has beengdisdiextensively in the
recent literature. However, the question whether inswansactually become system-
ically relevant for the financial system and the questiontiviethe IAIS’s proposed
methodology is suitable for identifying G-SlIs remain telaly unanswered in the lit-
erature so far. Only few studies focus on the exposure anttilbotion of insurers
to systemic risk and the key determinants that could causreseonsequences for
insurers. Reviewing the academic literature, Trichet (3@0§ued that the traditional
insurance business is not vulnerable to “insurance runstfzet interconnectedness in
the insurance sector is weak in contrast to the banking sedfter the financial crisis,
this view changed significantly. For example, Baluch et @102 conclude that sys-
temic risks exist in the insurance sector even though thegmraller than in banking.
More importantly, systemic risk in insurance appears telgrown partially as a con-
sequence to the increasing interconnectedness of indarettser financial institutions
and their activities outside of the traditional insuranasibess.

In the empirical literature, several studies have focugethe the interconnected-
ness of insurers as a primary driver of systemc risk. Billiale{2012) analyze the
interconnectedness of global financial institutions basetheir stock prices and ar-
gue that illiquid assets of insurers could create systemlasrin times of financial
crisis. In a related study, Chen et al. (2014) analyze thedateectedness of banks
and insurers but find in their analysis of credit default swad intraday stock price
data that the insurance sector is exposed but does notlmaetto systemic risks in
the banking sector.

While the former two studies are only concerned with the gdenectedness of
banks and insurers, thé&ect of additional factor like size, leverage, and profiti&pdn

systemic risk in insurance is studied by Weil3 andHihickel [2014b@ Most impor-

2ln a related study, Cummins and Weiss (2014) also analyzehécteristics of U.S. insurers that are
systemically important.
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tantly, they find that insurer size seems to have been a mayer @f the systemic risk
exposure and contribution of U.S. insurers. Several of £18 indicators (like, e.g.,
geographical diversification), however, do not appear teiprificantly related to the
systemic risk of insurers. The hypotheses behind theseestespcausal relations are
similar to arguments brought forward in banking. Insureesfor example, could have
an increasingfect on systemic risk in insurance, because larger insur@ro@anies
have a wider range of flerent risks insured and thus are less prone ttesdrom
cumulative losses (see Hagenfli@t al.|2011). Yet, larger insurance companies could
become too-interconnected-to-fail and thus systemigaligvant (see Acharya etlal.,
2009).

Additionally, the IAIS has also argued that high leveragealdancrease the sys-
temic importance of individual insurers (especially in ¢onation with size and in-
terconnectedness). High leverage incentivizes managerexcessive risk-taking to
increase a firm’s profitability (see, e.g., Acharya et all(®JFahlenbrach et al., 2012).
However, leverage is obviously not bad per se. For exampléadtas and Hagendbr
(2011) stress the disciplining function of leverage as @sgures managers into se-
curing the payment of interest to investors and to secure liquidity. In addition,
insurers that engage too heavily in non-core activities e as derivatives trading
could also single-handedly destabilize the financial secto

Probably the most fundamental question, however, remalrether systemic risk
in insurance companies (even if it exists) is large enougihetiabilize the whole fi-
nancial sector. In this respect, Weil3 et ial. (2014) find sy&teisk in the international
insurance sector to be small in comparison to previous fglin the literature for

banks.

3.3 Data

This section describes the construction of our sample okdand insurers and

presents the choice of our dependent and main independeables as well as de-
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scriptive statistics of our data.

3.3.1 Sample construction

Balance-sheet and income statement data are retrieved iwhimbmson Worldscope
database and all stock market and accounting data areteallecU.S. dollars to min-
Imize a possible bias as a result from currency risk. To eansbur sample, we select
all publicly listed international insurers from the deadlactive firm list inThomson
Reuters Financial Datastreaand omit all firms for which stock price data are unavail-
able inDatastream We exclude Berkshire Hathaway due to its unusually highkstoc
price, although it is listed as an insureratastream For our analysis we restrict
our dataset to the one-hundred largest insurance companéssured by their total
assets at the end of the fiscal year 2006. A similar proceduwrsdd for the construc-
tion of our international sample of banks. Initially, werstaith a sample of all firms

in the active and dead-firm “banks” and “financial servicestslin Thomson Reuters
Financial Datastrea As in|[Fahlenbrach and Stulz (2011), we then select all com-
panies with SIC codes between 6000 and 6300 (i.e., we eltminaurers, real estate
operators, holding and investmerttioes as well as other non-bank companies in the
financial service industry from our sample of banks). It isotal for our analysis that
we have accounting price and stock price data availablehomson Worldscopand
Datastreamand we therefore exclude firms where these data are not bieaild/e ex-
clude a stock from our sample if it is identified Datastreamas a non-primary quote
or if it is an American Depositary Receipt (ADR). All OTC tradstbcks and prefer-
ence shares are also removed. Similar to the insurer samplestrict our data set to
the 150 largest banks, measured by their total assets anthef ¢he fiscal year 2006.
Due to secondary listings, we have to remove another twoshand two insurers from
the samples. The geographical distribution of our sampi$and insurers covers 36

countries where the most banks (25 out of 148) and insuré&re{2of 98) come from

22Since we cannot rule out that some banks are erroneousdy listthe “financial services” instead of
the “banks” category ilDatastreamwe use both lists to generate our final sample.
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the United States. After the U.S., the four most prominenint@es in our samples
are China (1@), Japan (1/®), the United Kingdom (1/B), and Germany (81). The
geographical spread of our sample firms is shown in Table?3.1.

Next, we define and discuss the main dependent and indeperatebles for our
analysis in the subsequent sections. Appehdix B.1 gives arview of all variable
definitions and data sources in our empirical study. To mizenthe possibly biasing
effect of extreme outliers in our sample on our results, all dagawinsorized at the

1% and 99% levels.

3.3.2 Systemic risk measures

In our study, we employ two fierent measures of systemic risk that proxy for an in-
stitution’s sensitivity or exposure and contribution tetmic risk in a larger financial
system. Systemic risk is calculated for the crisis perioittviwe define as the period
between July 2007 and the end of december 2008 (see Faldbrdiral., 2012). Sim-
ilar to the recent literature (see, e.g., Anginer et al., 4204, Weil3 and Nhlnickel,
2014b), we use as our measures of systemic risk the uncomaliiCoVaR as defined
by/Adrian and Brunnermeier (2014) and the Marginal Expecteattfall as defined by
Acharya et al.[(2010).

One of the more established measures of systemic risk taktdsised by regulators
is the unconditionahCoVaR measured as thefldirence of the Value-at-risk (VaR) of
a financial sector ind@conditional on the distress of a particular insurer and thie V
of the sector index conditional on the median state of therars ThereforeACoVaR
could be interpreted as the actual contribution to systeiskcin the financial system
by the respective observed company.

In contrast, the Marginal Expected Shortfall is defined aswgative average return

on afirm’s stock on the days an index (in our case the MSCI Wadéx) experienced

23The names of the 98 insurers and 148 banks in our final samglavailable from the authors upon
request.

24In our main analysis, we employ the MSCI World Index. For Hert robustness checks, we also
employ the the World DS Full Line Insurer Index, the MSCI WbBanks Index, and the MSCI World
Insurance index for the calculation A€CoVaR and Marginal Expected Shortfall.
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Table 3.1: Geographic sample distribution.

The table shows the geographic spread for the sample ofripestal 48 banks and for
the 98 largest international insurers. The minimum and mari values for the total
assets in 2006 are given in billion US$.

Country

AT
AU
BE
BM
BR
CA
CH
CN
DE
DK
ES
FI
FR
GB
GR
HK
IE
IL
IN
IS
T
JP
KR
LU
MY
NG
NL
NO
PT
RU
SE
SG
TR
W
us
ZA

Banks Insurer
Number Min Max Number Min Max
4 65.81 213.96 2 25.86 26.98
5 7773 453.41 4 19.04 72.99
3 97.64 667.95 1 979.41 979.41
- - - 1 19.55 19.55
1 123.21 123.21 - - -
6 99.94  458.57 7 19.48 326.43
3 84.34 1815.56 6 25.1 327.94
10 56.62 930.42 2 61.96 96.71
8 76.7 1324.18 11 2424 1311.58
1 433.14 433.14 - - -
5 85.01 972.82 1 28.07 28.07
- - - 1 58.96 58.96
5 25257 1697.21 4 20.38 907.91
10 77.85 1841.03 7 22.03 527.71
3 58.42 90.01 - - -
1 86.29 86.29 - - -
4 86.41 262.94 2 59.49 94.49
2 61.37 62.59 - - -
2 61.48 154.75 - - -
1 64.03 64.03 - - -
6 80.59 963.16 7 23.68  454.27
15 58.02 1578.76 5 26.12 143.65
6 70.71  209.69 - - -
1 72.85 72.85 - - -
1 59.01 59.01 - - -
1 130.39 130.39 - - -
1 1160.22 1160.22 2 404.42 1318.22
1 194.97 194.97 1 33.67 33.67
2 69.66 92.84 - - -
1 120.62 120.62 - - -
4 170  393.23 - - -
3 90.91 118.69 1 25.83 25.83
1 63.15 63.15 - - -
3 68.09 72.33 3 44.97 107.62
25 56.62 1841.03 27 1791 985.44
3 78.04  152.69 3 29.89 51.96
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its 5% worst outcome@ A positive MES thus indicates a positive exposure to sys-

temic risk rather than a stabilizingtect.

3.3.3 Explanatory variables

The focus of our analyses is to shed more light on the intgrplasystemic risk and
possible determining factors proposed by the FinancidtiBiaBoard and the IAIS
(2013). Thus, we concentrate on size, leverage, and theeameectedness of banks
and insurers. We intend to show whether these factors cdaiexpe decisions of
regulators to propose global systemic relevance for sontieedbanks and insurers in
the financial system. Furthermore, we compare the predigibwer of these factors
for explaining the cross-sectional variation in both th&iimtions’ MES and\CoVaR.

As a standard proxy for size we employ the natural logaritfiemanstitution’s total
assets at the end of the fiscal year 2006. Tfeceof size on systemic risk could be am-
biguous. On the one hand, if a bank or insurer is deemed “igpdebfail’, and hence
might receive subsidies from safety net policies in a sitmabf undercapitalization,
this could incentivize managers to take on more risks tharabp optimal. Conse-
quently, large banks or insurers should contribute sigifiy more to systemic risk
than smaller institutions (see, e.g., O’'Hara and Shaw, J188PBarya and Yorulmazer,
2008, Anginer et all, 2014a). On the other hand, a larger fenmegally has more op-
portunities to diversify and thus hedge against times ofifire turmoil, which could
decrease the firm’s systemic risk.

As the next main variable of interest, we measure a firm'srbye as the book
value of assets minus book value of equity plus market vafuegaity, divided by
market value of equity (see Acharya et al., 2010). High lageris a factor that
incentivizes managers into excessive risk-taking to mseea firm’s profitabilit

In contrast, managers could be disciplined by higher l@esince they could feel

25Additionally, we employ the Dynamic Marginal Expected SFaif calculated following the procedure
laid out by Brownlees and Engle (2012) for robustness chiatkson.

26Support for this view is found byl Acharyaetal. (2010), Fablechetal. |(2012) and
Hovakimian et al.|(2012) who empirically show that bankshwidw leverage during the crisis per-
formed better and had less contribution to systemic riskrassfivith high leverage ratios.
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more pressured to provide enough liquid assets to coveesttpayments (see, e.g.,
Vallascas and Hagend®r2011). This could in turn decrease a bank’s or insurera tot
risk. We therefore include leverage as a main independeiabla in our regressions
with no prediction for the sign of the ctieient.

The third important factor entering our analyses is theraaenectedness of banks
and insurers within the financial system. Since we do not r@eemation on, e.g.,
interbank lending markets, we make use of the measure atortaectedness of a fi-
nancial institution proposed by Billio et lal. (2012) basedstandardized stock returns
of individual banks and insurers. Billio et'al. (2012) propas univariate measure
PCAS of an institution’s interconnectedness with the systemllofirsancial institu-
tions in our sample (i.e., banks and insurers) which is basegl principal component
analysis of the correlations between all institutionst&® The measure then compute
the contribution of an individual institution to the ovdnask of the financial system.

The more interconnected an insurer or bank is with the resteofinancial sector,
the higher its systemic relevance will be. We therefore sasPCAS to enter our re-
gressions with a significant increasin@est on systemic risk (see Arnold et al., 2012,
Black et al.| 2013, 1AIS, 2013).

In addition to our three main independent variables thaectlve most important
(presumed) driving factors of systemic relevance, we el our regressions several
firm-specific characteristics that have shown to be sigmtidaivers of performance
and systemic risk of banks and insurers in the recent liiezatAn overview of all the
variable definitions, data sources and our hypothesesdiegathe analyses is given in

AppendixXB.1.

3.3.4 Descriptive statistics

Table[3.2 shows summary statistics for our two dependei#has for the time period

July 2007 to the end of 2008 (crisis period) and for our thraeraxplanatory variables
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of interest, total assets, leverage and interconnectedndise year 200

The summary statistics for the banks in our sample are grndpanel A and for
the insurers in Panel B of Talle B.2. First, we notice thatnieans of the variables
differ substantially for the banking and insurance sector. eeage MES is higher
for insurers than for banks while the opposite is trueA@oVaR. One explanation for
this finding could be the fact that both measures are puralgdan stock market data.
As insurers will most likely have a higher sensitivity of thasset side to downturns
in equity markets, so will their own equity. Consequentlg thgher MES estimates
for insurers could be indicative of a) a higher overall (agg) systemic importance
of insurers or b) a higher sensitivity of their equity to matrkrashes (which in part
could also indicate a higher systemic risk). Conversely,stheer size of the asset
management activities of the larger insurance companidscasis-related shifts in
their asset portfolios could also explain the lower averaGeVaR in our sample.

Insurers have mean total assets of $ 158 billion while bard&significantly larger
with mean total assets of $ 350 billion. Furthermore, thelage of banks on average
Is 13.430 whereas the average insurer has a leverage of, 2u2&rlining the usually
increased leverage in banking compared to other industhigexpected, on average,
banks had significantly higher total assets, leverage anel mwere interconnected than
insurers. Additionally, we find only little evidence of stiginterconnectedness of the
insurers in our sample compared to the bank sample. Base@ amiyariate analysis,
we could hypothesize that size and leverage appear to begisystemic risk while
interconnectedness does not play such an important rolexfdaining diferences in

MES andACoVaR.

3.4 The determinants of systemic relevance

In this section, we investigate the question which (pogdilifferential) factors deter-

mine the systemic relevance of banks and insurers. We fiesept the results of our

2"Note that the sample size is slightly reduced by the unabiitiaof some balance sheet items for
smaller banks and insurers\Worldscope



Table 3.2: Descriptive statistics: banks and insurers.

The table shows summary statistics for the sample of the$arg48 banks and for the 98 largest international insuréne values for the
systemic risk measures MES an@oVaR are given for the crisis period (July 2007 to Decemb@B82@nd the values for the three independent
variables are calculated for the fiscal year 2006. Variabfendions and data sources are documented in Appéndix BlHatd are winsorized

at the 1% and 99% levels.

Banks
No. Obs. Min. 10% 25% Median Mean 75% 90% Max.
MES 148 -0.166 -0.048 0.001 0.033 0.025 0.064 0.097 0.137
ACoVaR 148 -0.021 -0.015 -0.010 -0.001 -0.005 0.000 0.000 10.00
Total assets (in billions) 148 56.620 65.278 85.010 151.200350.800 345.500 1046.447 1841.000
Leverage 146 4071 5.221 6.585 9.046 13.430 14.110 22.114 .06@6

Interconnectedness (in 1Y) 148 0.000 0.000 0.012 15950.000 108900.000 149556.0009532800 1211000.000

Insurers
No. Obs.  Min. 10% 25% Median Mean 75% 90% Max.
MES 98 0.009 0.020 0.034 0.051 0.056 0.073 0.098 0.150
ACoVaR 98 -0.021 -0.019 -0.018 -0.015 -0.015 -0.013 -0.011 004.
Total assets (in billions) 98 17.910 23.187 27.080 56.390 8.71® 147.300 405.449 131.000
Leverage 98 1.729 3.322 5.273 7.309 9.285 11.350 17.265 6@2.2
Interconnectedness (in 19 98 0.000 0.003 0.012 0.078 0.078 0.211 0.368 1.001

JONVAITIH DINFLSAS 40 SINVNING31LId IHL V'€
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cross-sectional OLS and quantile regressions of the unistits’ MES andACoVaR
during the crisis. Afterwards, we report and comment on @seillts of our probit re-
gressions for the determination of factors influencingeayst relevance as stated by

regulators.

3.4.1 Cross-sectional regressions

Instead of only using the standard OLS approach for crossesel regressions, we
perform our multivariate analysis of the determinants dfezxe values of MES and
ACoVaR in two ways. In particular, we employ cross-sectionardile regressions
with bootstrapped standard erv@and simple OLS regressions with robust standard
errors of our systemic risk proxies during the crisis on ¢agged) main independent
and the various control variables in 2006. The use of quanggressions leaves us
with reasonable benefits compared to OLS regressions. Oldglsthe relationship
between the conditional mean of the dependent variable lamdntlependent vari-
ables. Generally, we could have included all active bankkiasurance companies
from Datastreamwith available data in our study. However, including evergnfuvill
bias the results of our regressions, since we would simpdyaaligh number of insti-
tutions that are not systemically relevant and thus, skewdtues of our systemic risk
measures (or the dummy variables for our probit regressin@smechanical way. The
guantile regression approachiby Koenker and Basset|(19t8hovents the problems
that arise in OLS due to heteroskedasticity in the data bynesing the change in a
specified quantile of the dependent variable given the ¢atesr produced by the inde-
pendent variables. Quantile regression models the qaeawmtithe dependent variable’s
distribution and therefore does notffar from the usual heteroskedasticity problem.
For the MES, we investigate the 95%-percentile andAGoVaR we are interested
in the 5%-percentile, with both indicating extreme systensk. The results of our

cross-sectional analysis for banks are shown in Table 31%8Bah

28By using bootstrapped standard errors, we are able to {padizviate possible biases by the non-i.i.d.
character of our data.
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Table 3.3: Cross-sectional regression of systemic risk ok&a

The table shows the OLS and quantile regression resultg assample of the 148
largest banks. Independent variables are calculated #ofighal year 2006 and the
systemic risk measures are calculated for the crisis pddoly 2007 to December
2008). Regressions on MES are on the 95%-percentile. The €r8gsions are esti-
mated using heteroskedasticity-robust standard errafrshenquantile regression uses
bootstrapped standard errors. P-values are given in perseg. *** ** and * denote
statistical significance at the 1%-,5%- and 10%-level retpaly. Variable definitions
and data sources are documented in Appehdix B.1. InterctedreEss is given in
millions. Test statistics and p-values for Breusch-Pagsts ten heteroskedasticity are
reported below.

Dependent variable: ACoVaR  ACoVaR ACoVaR ACoVaR ACoVaR  ACoVaR  ACoVaR ACoVaR
Estimation: OLS regression Quantile regression
Log(Total assets) 0.0008 0.0022 0.0008 0.0034*
(0.121) (0.100) (0.527) (0.090)
Leverage 0.0000 0.0000 0.0000 -0.0006
(0.529) (0.986) (0.914) (0.178)
Interconnectedness 0.0118*** 0.0000** 0.0153 0.0061
(0.001) (0.049) (0.410) (0.259)
Performance -0.0040 -0.0096*
(0.176) (0.082)
ROA -0.0019 -0.0012
0.177) (0.528)
Debt maturity -0.0021 -0.0033
(0.469) (0.647)
Deposits -0.0016 -0.0037
(0.761) (0.709)
Loan loss provision -0.0016 -0.0031
(0.346) (0.283)
Loans 0.0048 -0.0036
(0.371) (0.839)
Tier-1-capital 0.0939 0.1515
(0.175) (0.115)
Non-interest income -0.0024 -0.0074**
(0.340) (0.045)
No. Obs. 148 146 148 92 148 146 148 92
R? 0.0169 0.0025 0.1360 0.3204 - - - -
Pseudd?? - - - - 0.0108 0.0012 0.1066 0.4826
X2 1.01 0.05 4.02 23.23 - - - -
p-value 0.316 0.817 0.045 0.000

The first three regressions in all settings are concerndua thé individual &ects
of our three main dependent variables, size, leverage @aedctannectedness with the
financial system, and systemic risk.

In the OLS regressions of banks, we find no significdféa of the variables total
assets and leverage on our systemic risk measures exceptstorng signifiance at
the 1% level of interconnectedness AGoVaR. Surprisingly, the variable enters the
guantile regression with a positive ¢dbeient and thus increases the value\@foVaR,
which we interpret as a decrease in the systemic risk caimi of the bank, since
smaller values oACoVaR indicate a higher contribution to systemic risk. Hoarev
by adding our control variables, we lose only some of theiB@ance of interconnect-

edness and find no statistically significant influence of ahgiovariable omCoVaR.
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Table 3.4: Cross-sectional regression of systemic risk ok&a

The table shows the OLS and quantile regression resultg assample of the 148
largest banks. Independent variables are calculated #ofighal year 2006 and the
systemic risk measures are calculated for the crisis pddoly 2007 to December
2008). Regressions anCoVaR are on the 5%-percentile. The OLS regressions are
estimated using heteroskedasticity-robust standardsearad the quantile regression
uses bootstrapped standard errors. P-values are givemantpases. ***** and *
denote statistical significance at the 1%-,5%- and 10%-lesapectively. Variable
definitions and data sources are documented in Appéndix Btércbnnectedness is
given in millions. Test statistics and p-values for BreuB@gan tests on heteroskedas-
ticity are reported below.

Dependent variable: MES MES MES MES MES MES MES MES
Estimation: OLS regression Quantile regression
Log(Total assets) 0.0042 0.0062 0.0071 0.0022
(0.389) (0.669) (0.311) (0.888)
Leverage -0.0002 -0.0007 -0.0003 -0.0046
(0.475) (0.530) (0.589) (0.205)
Interconnectedness -0.1150** -0.2070*** 0.0192 -0.1920*
(0.018) (0.000) (0.483) (0.069)
Performance -0.0030 -0.0267
(0.889) (0.385)
ROA -0.0132 -0.0451**
(0.196) (0.027)
Debt maturity 0.0153 0.0382
(0.592) (0.462)
Deposits -0.0422 -0.2903*
(0.383) (0.051)
Loan loss provision 0.0040 0.0254
(0.844) (0.333)
Loans -0.0287 0.1026
(0.704) (0.197)
Tier-1-capital 0.5999 1.3814
(0.196) (0.173)
Non-interest income -0.0122 -0.0283
(0.567) (0.281)
No. Obs. 148 146 148 92 148 146 148 92
R? 0.0047 0.0028 0.1409 0.2975 - - - -
Pseudd?? - - - - 0.0212 0.0053 0.0003 0.2319
X2 571 0.02 34.21 0.14 - - - -
p-value 0.017 0.895 0.000 0.713

Looking at the respective quantile regressions on the 5&bvije of ACoVaR reveals
that only bank size is a slightly statistically significamegictor of extreme contri-
bution of banks to systemic risk. The variable enters thentjlearegression with a
positive sign of the cd@cient at a 10% level, which indicates an unintuitive impres-
sion that larger banks contribute less to systemic risk.

The OLS regressions of MES on our main variables of intefestvghat only the
interconnectedness of banks influenced the exposure o$lhaeikternal shocks during
the crisis. The ca@icient of interconnectedness enters both the OLS and thdilpuan
regression with a negative sign that is significant at theéwllin the regression of the
conditional mean and at the 10% level for the regressione98%-quantile. Thus, at

least for this sample, we find the counterintuitive resudt theing more interconnected
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does not necessarily increase the exposure of banks tarsgstisk. Interestingly,
we note a slightly significant decreasingeet of the variable deposits on MES which
leaves us with the interpretation that banks with higherodgdinancing were more
stable and less sensitive to external shocks during thedialagrisis.

The regressions of banks’ systemic risk on the indicatorsysfemic relevance re-
veal that only the interconnectedness of banks with the éiahsector helps in ex-
plaining the magnitude of the contribution or exposure teyic risk. In Tables 3.5
and[3.6, we show the results from the OLS and quantile regressf ACoVaR and

MES on the proposed factors of systemic relevance for imsure

Table 3.5: Cross-sectional regression of systemic risksafriers.

The table shows the OLS and quantile regression resultg asisample of the 98
largest insurance companies. Independent variables lndated for the fiscal year
2006 and the systemic risk measures are calculated for this period (July 2007
to December 2008). Regressions A6oVaR are on the 5%-percentile. The OLS
regressions are estimated using heteroskedasticitystadftandard errors and the
gquantile regression uses bootstrapped standard errovglu€s are given in paren-
theses. ***** and * denote statistical significance at th#-,5%- and 10%-level
respectively. Variable definitions and data sources aremeated in Appendik Bl1.
Test statistics and p-values for Breusch-Pagan tests orokkéslasticity are reported
below.

Dependent variable: ACoVaR ACoVaR ACoVaR ACoVaR ACoVaR  ACoVaR ACoVaR ACoVaR

Estimation:

Log(Total assets)

OLS regression

Quantile regression

-0.0006*

-0.0009

0.0003

0.0007

(0.082) (0.408) (0.367) (0.237)
Leverage 0.0001* 0.0002** 0.0001 0.0002*
(0.063) (0.043) (0.214) (0.078)
Interconnectedness 0.0032* 0.0022 0.0021 0.0058*
(0.089) (0.468) (0.344) (0.087)
Performance -0.0003 0.0006
(0.873) (0.743)
ROA 0.0006 0.0011%**
(0.237) (0.000)
Debt maturity 0.0014 -0.0006
(0.550) (0.804)
Investment success 0.0064 0.0063
(0.305) (0.094)
Loss ratio 0.0000 0.0000**
(0.651) (0.015)
Non-policyholder liab. -0.0004 0.0000
(0.283) (0.974)
Operating expenses -0.0124 -0.0036
(0.111) (0.353)
Other income 0.0000 0.0000
(0.623) (0.853)
Fixed income 0.0000 -0.0012**
(0.999) (0.025)
No. Obs. 98 98 98 71 98 98 98 71
R2 0.0307 0.0307 0.0315 0.1973 - - - -
Pseudd?? - - - - 0.0092 0.0283 0.0332 0.3263
x? 0.01 0.37 0.40 0.75 - - - -
p-value 0.909 0.544 0.53 0.385

From Tabld 3.5, we can see that an insurer’s size decregSe¥aR (significant

at the 10% level) and thus, indicates a higher contributtogyistemic risk by larger
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Table 3.6: Cross-sectional regression of systemic risksafriers.

The table shows the OLS and quantile regression resultg @sisample of the 98
largest insurance companies. Independent variables bmdatad for the fiscal year
2006 and the systemic risk measures are calculated for this period (July 2007
to December 2008). Regressions on MES are on the 95%-pdecerithe OLS
regressions are estimated using heteroskedasticitystoftandard errors and the
guantile regression uses bootstrapped standard errov&lu€s are given in paren-
theses. ***** and * denote statistical significance at th#-,5%- and 10%-level
respectively. Variable definitions and data sources areirdeated in Appendik Bl1.
Test statistics and p-values for Breusch-Pagan tests oroBkéglasticity are reported
below.

Dependent variable: MES MES MES MES MES MES MES MES
Estimation: OLS regression Quantile regression
Log(Total assets) 0.0095*** 0.0019 0.0111 -0.0106
(0.000) (0.806) (0.269) (0.442)
Leverage -0.0006 -0.0009 -0.0009 -0.0013
(0.131) (0.204) (0.752) (0.575)
Interconnectedness -0.0275** 0.0156 -0.0734 -0.0141
(0.020) (0.453) (0.179) (0.795)
Performance -0.0390*** -0.0594**
(0.001) (0.012)
ROA 0.0024 -0.0018
(0.551) (0.805)
Debt maturity 0.0048 -0.0022
(0.762) (0.967)
Investment success 0.1042* 0.1318
(0.063) (0.199)
Loss ratio -0.0001** -0.0001
(0.025) (0.363)
Non-policyholder liab. 0.0006 -0.0055
(0.858) (0.651)
Operating expenses -0.0934 -0.1014
0.277) (0.497)
Other income 0.0000 0.0000
(0.422) (0.691)
Fixed income 0.0077 0.0188
(0.210) (0.206)
No. Obs. 98 98 98 71 98 98 98 71
R? 0.1128 0.0154 0.0339 0.4932 - - - -
Pseudd?? - - - - 0.0432 0.0098 0.0394 0.4905
X2 0.88 0.02 1.55 5.13 - - - -
p-value 0.347 0.880 0.213 0.024

insurers. This signifiance, however, vanishes when inolydither control variables
and is also never significant when we regress the conditoprettile of systemic risk.
A very similar pattern can be found when looking at the restidincerning insurer size
in Table[3.6, where total assets seems to increase the erggosystemic risk. On the
other hand, we find that a higher leverage induces a loweemsystrisk contribution.
Again, this counterintuitive result could be due to our pesxof systemic risk not
being able to fully capture all facets of an institution’ssemic relevance. For the
interconnectedness variable, we find the saffexts on systemic risk as in the models
involving our sample of banks, but with statistically leggsficant results.
Additionally, we find that profitability and higher loss radi also have a decreasing

effect on the contribution to systemic risk. Throughout allle# tegressions, neither
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size nor leverage consistently enters the analysis witgrafgiant codficient. Conse-
guently, a simple analysis of MES anCoVaR could lead to the conclusion that both

size and leverage are not significant drivers of systemikami®anking and insurance.

3.4.2 Probit regressions

In this section, we try to explaing the probability of beingcthred a global systemi-
cally important bank or insurer by regulators. To this end,employ a probit regres-
sion approach. Employing a probit regression model allssvw®@explain the probabil-
ity that a bank or an insurer will be declared systemicallgvant or not. To this end,
we employ the same set of explanatory variables as befonerigu@antile regressions.

The results of the probit regressions for the 148 largeskfyameasured by their
total assets in 2006, are presented in Table 3.7.

The Tabld 3.7 shows the results of several probit regressiora dummy variables
that takes on the value of one if a bank was declared globsgsysally important by
the Financial Stability Board, and zero otherwise.

Starting with probit regressions (1) to (3) of systemicvalece of banks, we can see
that neither the banks’ leverage nor their interconneasslare significant indicators
of an institution’s systemic importance. This first findirsgim striking contrast to the
hypotheses formulated by the Financial Stability Board anilvotal role of lever-
age and interconnectedness for a bank’s systemic relevameeestingly, our results
in regression (4) imply that the banks’ Marginal Expectedr@hlls has a significant
influence on the global importance of a bank as perceived ¢giylaiors (from model
(5) we see thanCoVaR is not statistically significant). In model specifioas (6)
and (7), we include several control variables in our regoessbut only find size to
be the driving factor for the nomination to be systemicathportant. More precisely,
the MES of the banks which previously entered the regressitina significant pos-
itive codficient now loses all its statistical significance. Consedyene find strong

evidence that the nomination as a G-SIFl is only driven byirtsgtution’s size.
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Table 3.7: Systemic relevance of banks: probit regressions

The table shows the results of several probit regressiors @unmmy variables that

is one if a bank was nominated as global systemically importy the Financial
Stability Board and zero otherwise. Our sample consists ef1#8 largest banks
measured by their total assets at the end of the fiscal yed. 2Btbck market data
are retrieved fronThomson Reuters Financial Datastreavhile financial accounting
data are taken from thé/orldscopedatabase. P-values are given in parentheses and
*xx +x * denote statistical significance at the 1%,5% and%0devel. Definitions of
variables as well as descriptions of the data sources asmn giv Table B.lL in the
Appendix.

Model: (1) (2 [€)] @) (5) (6) (1)
Log(Total assets) 1.5630*** 1.5620***  1.8896***
(0.000) (0.000) (0.000)
Leverage 0.0020 -0.0157 0.0336
(0.811) (0.574) (0.480)
Interconnectedness 0.0000 0.0000
(0.939) (0.743)
MES 5.1186** 3.0310 3.4083
(0.031) (0.327) (0.325)
ACoVaR 14.5811
(0.462)
Market-to-book ratio 0.2961
(0.532)
Performance -0.0411
(0.975)
ROA 0.4492
(0.304)
Debt maturity 0.5344
(0.685)
Deposits 0.9625
(0.621)
Non-interest income 1.4046*
(0.052)
Observations 146 144 146 146 146 141 108
AIC 55.43 140.74  141.57 136.36 141.02 59.68 55.14

The probit regression results for the sample of insurerslame/n in Tablé 3]8.

Similar to the results for the banks, we can see from the prefgressions (1) to
(5) that neither the insurers’ leverage nor their inter@medness are significant in-
dicators of the nomination as a G-Sll by the FSB and the IAIgesE findings are
also in striking contrast to the hypotheses on the pivotal obleverage and intercon-
nectedness for an insurer’s systemic importance. In regne$5) we find an insurer’s
ACoVaR to be a significant determinant of the probability torbeuded in the list of
G-SllIs. However, this fect vanishes as soon as we add total assets and other con-
trols to our regression model. Similar to the probit regiess for banks, we find in

regression (6) that size is the only reliable predictor atesic relevance according to
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Table 3.8: Systemic relevance of insurers: probit regoessi

The table shows the results of several probit regressiors @unmmy variables that

is one if an insurer was nominated as global systemicallyomamt by the Financial
Stability Board and zero otherwise. Our sample consists ®f9® largest insurers
measured by their total assets at the end of the fiscal yed. 2Btbck market data
are retrieved fronThomson Reuters Financial Datastreavhile financial accounting
data are taken from thé/orldscopedatabase. P-values are given in parentheses and
*xx +* * denote statistical significance at the 1%,5% and%0devel. Definitions of
variables as well as descriptions of the data sources asmn giv Table  B.lL in the
Appendix.

Model: (2) (2) 3) (4) (5) (6)
Log(Total assets) 0.9546*** 1.526***
(0.000) (0.005)
Leverage 0.0287 -0.0760
(0.188) (0.482)
Interconnectedness -0.1704 1.468
(0.844) (0.567)
MES 7.0939
(0.177)

ACoVaR -145.0350** -64.3375
(0.032) (0.526)
Market-to-book ratio -0.027
(0.950)
Performance 1.9750
(0.227)
ROA -0.354
(0.672)
Debt maturity -0.3316
(0.810)
Observations 96 96 96 96 96 96

AlIC 37.95 62.67 64.08 62.51 58.28 41.86

regulators. This holds true even when we include variousrobvariables.

In summary, the results of our probit regression analysew shat the inclusion of
an institution in the list of G-SIFls or G-SllIs is only a questof size. While MES
and ACoVaR do appear to capture some of aspects of systemic risse timeasures
cannot explain the point of view of regulators. For them,ghstemic importance of a
financial institution (regardless whether it is a bank ounes) is only determined by

the institutions size.
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3.4.3 Robustness checks

To underline the validity of our results, we perform addiabrobustness checks. First,
our results could be biased by the manner in which we calettat systemic risk mea-
suresACoVaR and Marginal Expected Shortfall. Therefore, we reest the mea-
sures using the MSCI World Banks Index and MSCI World Insurandex, but find
no significant changes in our main results. For our crossesed analysis, we rees-
timate the OLS and quantile regression models with altemaalefinitions of our key
variables leverage (ratio of total liabilities to total ets§ and size (natural logarithm
of net revenues). Except for the OLS regression for banks BEMN control vari-
ables, where we find a statistical significance of leveragbeatl0% level, our main
inferences appear to be robust to these changes. Also, twttor an insurer’s line
of business, we include in our cross-sectional analysesrarguvariable that is one
if the company is a life insurer (SIC code 6311), and zeromilse. Including this
variable does neither change our main inferences, nor donglatfto be significant
in most of the regressions. However, in the regression ohsurersACoVaR on the
control variables, we find a positive relation of the lifeunsr dummy and\CoVaR
that is significant at the 10% level indicating that life insts in our sample have a
lower contribution to systemic risk than non-life insureFsnally, we reestimate our
probit regressions for banks and insurers using data froen {eears, i.e., 2009 and
2010 (if available) as it could be argued that regulatoratified systemically relevant
financial institutions based on post-crisis data rathen tteta from 2006. Our addi-
tional analyses, however, reveal no new information anal suigigest that size was the

most common factor when constructing the list of systertjicalevant institutions.

3.5 Conclusion

In this paper, we study the determinants of the systemic rtapoe of the world’s

largest banks and insurers during the financial crisis. @Jsirsample of the largest
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148 banks and 98 insurers in the world, we analyze the cexggal variation in two

popular measures of systemic risk of financial institutidngng the crisis. In the sec-
ond step of our analysis, we try to explain the decision ofil&grs to include certain
banks and insurers in the lists of global systemically ingoatr financial institutions

and global syetemically important insurers.

Our results show that our quantile regressions of banks’iasarers’ MES and
ACoVaR as our systemic risk proxies mainly produce counigtiné results. We
find little to none evidence that higher leverage and intenectedness increase the
exposure or contribution of individual institutions to ic risk.

As our second main finding, we show that regulators only seeoate about an
institution’s size proxied by its total assets in their d&mn to declare the institution
global systemically important. Although we find some catiein between the prob-
ability of being a G-SIFI and G-SlI, and the institution’s Ebanks) and\CoVaR
(insurers), these proxies of systemic risk cannot explarctassification of regulators
as soon as size is included in our probit regressions. Wedbnslude that despite
the methodologies published by regulators themselvesjebsion to include a bank
in the G-SIFI list was purely a question of bank size. Intengdy, and despite the
experiences made during the AIG episode, insurance regsilahare the same point
of view. Global systemically important insurers are clgadentifieable by a simple

look at the total assets in their balance sheet.
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Chapter 4

Bank Stock Performance and Bank

Regulation Around the Globe

“Banks are somehow making gigatons of money despite onemusegulations and
capital requirements. Why, it's almost like they’re notiteg] the truth when they
warn, repeatedly, that these new rules will destroy their pgafind the economy.”

The Hyfington Post, 0/462013

4.1 Introduction

Following the collapse of Lehman Brothers, excessive réddrig caused by a “search
foryield” (see Rajan, 2005) and the tendency of depositatakianks to earn more non-
interestincome through activities like, e.g., investnigariking have been criticized for
contributing to the severity of the recent financial crisied, e.g., Laeven and Levine,
2009, Brunnermeier et al., 20]@). Responding to these claims, many commenta-
tors have called for stricter bank regulation, bank suérw, and, in particular,
for higher capital requirements (see, e.q., Kashyap e2@08, Acharya et al., 2011,

Calomiris and Herring, 2011, Hart and Zingales, Zt(Qlﬁ?erhaps most prominently,

29The adverse sidefiects of bank risk-taking on financial stability have alsorbaddressed earlier by,
e.g., Bernanke (1933), Keeley (1990) and Calomiris and klg$897).

30The diverse causes of and lessons from the recent finanisisl are also discussed by Brunnermeier
(2009) and Gortor (2010).
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Ben Bernake argued in 2010 that “stronger regulation and sigo@n [...] would have
been a moreféective and surgical approach to constraining the housitdpleuthan

a general increase in interest raL@”On the other side, banks have repeatedly and
insistently contended that tougher capital requiremeritsutimately decrease their
profitability, thus in turn decreasingtective capital bffers (see Matutes and Vives,
200()) In the aftermath of the financial crisis, several studieshm financial eco-
nomics literature have tried to examine these claims moyjecttely and in more
detail (see, e.g., Aivar et al., 2012, &#nez et all, 2012). The relation between the dif-
ferent facets of bank regulation and supervision on the and land bank performance
on the other hand, however, remains empirically unexplovéglinvestigate in this pa-
per how bank regulation and supervision can explaifecences in the performance
of banks around the world. In particular, we address thetgurewhether higher cap-
ital, tougher supervision, incentives and capabilitiastf@ private sector to monitor
banks, and higher capital requirements have led to shigrb@mk profits and losses in
shareholder value.

The theoretical and empirical literature suggests sewbstinct channels through
which the performance of banks might be related to bank adigul. With bank capi-
tal requirements at its core, the regulation of financiditusons predominantly aims
at limiting the risk-taking of banks by reducing the incentives of shareholders and
managers to take on more risks than socially optimal/(seedficlhSantomero, 1988).
At the same time, requirements to hold more bank capital tratgo prove counter-
productive as banks might react to more stringent capitalirements by pursuing a
riskier investment strategy (see Koehn and Santomero,, Ba8er et al., 1981). Fur-
thermore| Laeven and Levine (2009) show that the relatiawden bank risk-taking
and bank regulation depends critically on each bank’s osimprstructure. Turning

to the second facet of bank regulation, policy-makers caldd attempt to limit bank

31Joseph Stiglitz took the same line and argued that the laratign of U.S. banks prior to the Subprime
crisis was to be blamed for contributing significantly to thald-up of systemic risk.

32Economic theory does not completely negate the possiliiiéy higher capital requirements could
have adverse sidefects. As, e.gl, Diamond and Rajan (2001) show in their mddela bank has to
trade df liquidity creation against the cost of a bank run when degjdin its capital structure.
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risk-taking by introducing activity restrictions. For erple, banks could be prohib-
ited to engage in activities that are not related to depagitig and lending and that
are deemed to be too risky by regulators (see Boyd|et al., 1988 empirical evi-
dence on theféects of activity restrictions, however, is mixed with finggndifering
significantly over the past decades. For instance, Cornatt ¢2002) show in their
study that Section 20 activities undertaken by banks af87 Iesulted in increased
industry-adjusted operating cash flow return on assets lvattk risk remaining un-
changed. The argument that banks profit from less restgtan their activities is
also taken up by Barth etlal. (2004) who argue that activitirict®ns reduce compe-
tition, limit economies of scope, and may ultimately resukh loss in bank &iciency.
Further key aspects of a regulatory regime include entryirements, the supervisory
policy, and governance (see, e.g., Ellis etal., 2014).

As economic theory and empirical work provide conflictinguks, our paper con-
tributes significantly to this rich literature in banking.eVdddress the need for a com-
prehensive analysis of the relation between bank regulatal bank performance and
study the determinants of the buy-and-hold return for agagmple of international
banks from 1999 to 2012. We concentrate on the banks’ regylaind supervisory
environment and estimate panel regressions of the stofirpence of banking firms
on variables on a country’s regulatory and supervisoryesysgaken from the database
of Barth et al. [(2013a) while controlling for several idiosyactic factors (e.g., bank
size, Tier 1 capital, non-interest income, interconnauésd, and leverage).

We empirically test various hypotheses from the financidrimediation literature
on the dfects of bank capital, bank regulation, and supervisiongusirsample of
11,803 bank-year observations from 1,659 publicly liste@rnational banks from
74 countries. Over our complete sample period, we find eeielém support of the
view that higher bank capital decreases a bank’s stock peaioce. However, we
find strong evidence that higher Tier 1 capital ratios sigaiiily increase banks’ stock
performance during times of a financial crisis. Additiogale observe that private

monitoring, guidelines on asset diversification, and ergguirements into the bank-
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ing sector are negatively related to the performance of ingrfikms. In contrast, we
show that with the ability of supervisory authorities todidine banks, their annual
buy-and-hold returns increase. Also, better corporategmnce yields better stock
performance. Analyzing theffect of implicit government bailout guarantees, we find
that banks that are more likely to receive government suppalize an inferior stock
performance. In particular, we find that both a bank’s siz# @ibank’s interconnect-
edness with the global financial sector are negativelyedlsd its stock performance.
Interestingly, while we do find that higher Tier 1 capital deases performance, we
find no convincing evidence that the extent to which banksgee non-interest in-
come significantly influences a bank’s performance. Moreas analysis of a large
sample of international banks yields insights to the infageaf financial crises on the
drivers of a banking firm’s performance. For example, we fimat tvhile leverage is
not a significant driver of bank performance over the wholega, it plays a signifi-
cant role during crisis periods.

The empirical work in this study is related to several req@apters on the factors that
influence banks’ performance. Our paper is most closelyaelm the recent study by
Berger and Bouwman (2013) which is concerned with thieats of bank capital on
both, survival rate and market share. The authors find thatatdelps small banks
to increase the probability of survival and their marketrehduring crises and nor-
mal periods while medium and large banks only have highesfivalrates and market
shares during crises periods. However, their study isicéstito U.S. banks and fo-
cuses on survival rates and market shares. Our analysieasthier hand focuses on
the dfects of regulation on banks’ stock performance for a largeepaf international
banks. Fahlenbrach etal. (2012) analyze the bank perfaeain347 U.S. banks us-
ing stock return data for 1998 and 2006. The authors find thak®that performed
poorly during the 1998 crisis also performed poorly during financial crisis of 2006.
As they further show, banking firms that relied more on shemta funding and had
more leverage are more likely to perform poorly during botises. However, the

authors are only concerned with U.S. banks during 1998 aé 2ile our study
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exploits the variation in national bank regulation and suigén over the period from
1999 to 2012 to explore the determinants of banks’ stoclopeidnce. Also, our study
is related to Beltratti and Stulz (2012) who study the buy-halll stock returns of a
sample of large international banks over the crisis penioohfJuly 2007 to December
2008. The authors find evidence that banks that rely on saortfinancing had poor
performance during the crisis. They show that better-pariiog banks had less lever-
age and lower returns immediately before the crisis. Howelre authors restrict their
study to large banks with total assets larger than $50bn atydaonsider the crisis
period. In contrast, our paper studies both crises and rieascperiods for a large
comprehensive panel of international banks. Hence, weiatdode smaller banks
in our analyses. Demiigg-Kunt et al. [(2013) analyze thdfect of diferent types of
capital ratios on bank stock returns and show that a highgitatgosition leads to
stronger performance during the latest crisis. The autifalghat this éect is partic-
ularly pronounced for large banks and stronger when highality forms of capital
are considered. Finally, Fahlenbrach and Stulz (2011)ystiuel connection between
bank performance and CEO incentives before the crisis usisgngle of 95 U.S.
banks from 2006.

The paper proceeds as follows. In Secfion 4.2, we describelata and discuss
the expected influence of various idiosyncratic and reguyatariables on financial
stability. In Sectiori_4)3, we document our main findings oa dhnivers of systemic

risk. Sectiori. 4.4 concludes.

4.2 Data

This section describes the construction of our sample aesepis the choice of our

main independent variables as well as descriptive stzisfiour data.
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4.2.1 Sample construction

Our initial sample consists of all 22,560 firms included ie #ctive and dead-firm
“banks” and “financial services” lists ifhomson Reuters Financial Datastreaifo
rule out the possibility that some commercial and investnib@mks are erroneously
listed in the “financial services” instead of the “banks”emadry in Datastream we
build our initial sample using both lists. We then follow Fatibrach and Stulz (2011)
and select all companies with SIC codes between 6000 and &800we eliminate
insurers, real estate operators, holding and investmiéices as well as other non-
bank companies in the financial service industry from ourgaejn Furthermore, we
require a bank to have available accounting da@&iomson Worldscope be included
in our sample. Next, we omit a stock from our sample if it isntiieed in Datastream
as a non-primary quote, if it is a secondary listing or if iais American Depositary
Receipt (ADR). Additionally, we exclude from our sample all©Traded stocks and
preference shares. Our final sample consists of 3,813 atterral banks for which we
have at least one year of accounting data available. Foramnpke banks, we need to
have daily stock price data availableDatastream Consequently, we remove another
45 banks from our sample, due to missing stock price datddrallowing, we apply
the filtering process proposed by Hou et al. (2011)land Kagblgl. (2012).

As noted first by Ince and Porter (2006), stock priceDatastreamsuter from
several minor data errors. To correct for the confoundifigce of these errors, we
perform several screening procedures on the daily retutheobanks’ stock prices.
First, we require a bank to have a minimum share price of $heaehd of a month
for the bank-month to be included in our sample. We treat asing any return above
300 percent that is reversed within one month. In case thébeuof zero return days
exceeds 80 percent of a given month, we follow Hou et al. (@b exclude the
entire bank-month. Furthermore, we define non-trading daythose days on which
90 percent or more of the listed stocks have zero returnsigkittrading days are then

excluded from our sample. Finally, as we are interestederirtluence of regulatory
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capital on banks’ stock performance, we exclude all bankls missing data on Tier
1 capital from our sample. In case we have no remaining baak-fpr an individual
bank, we exclude the bank from our sample. In total, we end itip avsample of
1,659 international banks from 74 countries for the timequef999 to 2012. Table
4.1 shows the distribution of the 11,803 bank-years acrasls eountry.

Table 4.1: Distribution of bank years.

The table shows the distribution of the 11,803 bank yean® fi@99 to 2012 among the countries in
our sample. The international sample consists of 1,659 ankl is constructed as documented in
Sectiorf4.R and by applying several filters as introducechbg bnd Porter (2006) and Hou et al. (2011).

Country No. of bank-years Country  No. of bank-years
Abu Dhabi 28 Lebanon 3
Argentina 7 Lithuania 7
Australia 80 Luxembourg 5
Austria 98 Macedonia 4
Bahrain 10 Malaysia 128
Bangladesh 21 Malta 1
Belgium 25 Mauritius 3
Botswana 1 Mexico 2
Brazil 11 Namibia 2
Bulgaria 3 Netherlands 35
Canada 97 Norway 281
Chile 7 Oman 21
China 69 Pakistan 30
Colombia 1 Peru 3
Croatia 4 Philippines 50
Cyprus 11 Poland 40
Czech Republic 9 Portugal 52
Denmark 441 Qatar 54
Dubai 13 Romania 2
Egypt 13 Russian Federation 32
Finland 32 Saudi Arabia 80
France 111 Serbia 3
Germany 167 Singapore 48
Greece 63 Slovakia 10
Hong Kong 97 Slovenia 3
Hungary 12 South Africa 62
Iceland 7 South Korea 9
India 80 Spain 118
Indonesia 25 Sri Lanka 21
Ireland 26 Sweden 63
Israel 79 Switzerland 148
Italy 398 Taiwan 57
Japan 1,263 Thailand 110
Jordan 69 Turkey 74
Kazakhstan 6 Ukraine 1
Kenya 24 United Kingdom 138
Kuwait 35 United States 6,660
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4.2.2 Bank characteristics

Our analysis is concerned with the factors influencing stoeormances of banks
around the globe. Consequently, we use a bank’s annual lispra@ld stock return as
dependent variable in our panel regressions. In the fotigyive describe our indepen-
dent variables. To begin with, we control for several idio@yatic bank characteristics
that are well-known to influence bank stock prices. Furtleganfor each nation in our
sample, we collect a set of country-specific variables thatyfor a bank’s regulatory
environment and other macroeconomic factors.

First, we include information on a bank’s regulatory camtathe main independent
variable in our regressions. We use the variable Tier 1 ahpitich is defined as the
ratio of Tier 1 capital to total risk weighted assg.Tier 1 capital is the component
of a bank’s capital that has the highest quality and is tloeestapable to absorb losses
without afecting the day-to-day business of the bank and may thus wepseerall
bank performancg As already pointed out, regulators use capital requiresnent
limit the risk-taking of banks by having shareholders m#paite in the losses. For
example| Cilk et al. (2012) find that crisis countries used lower actagltal ratios.
Conversely, higher Tier 1 capital could induce less profitgbdf a bank, since it is
the most costly form of capital that a bank can raise. Alsokbaanagers argue that
more bank capital might lead banks to a riskier investmematexjy. As a result, we
do not have an undisputed expectation of the influence onsbatdck performance.
By including Tier 1 capital in our regression analyses, wdifectly) control for pos-
sible positive and negativefects of stricter capital requirements on a bank’s stock
performance.

Next, we control for diterences in the size of a bank by taking the natural logarithm

33Das and Syl (2012) study the usefulness of risk weighted sasset argue that they do not predict
market measures of risk. Additionally, Mariathasan andrislezhe [(2014) find that risk weighted
assets predict bank failure only when the risk of a crisisésyMow. See, e.g), Gauthier ef al.
(2012), Hanson et al. (2011) for a more detailed discussidheopotential disadvantages associated
with the use of risk weighted assets. Further studies cantgrrisk weighted assets include, e.g.,
Acharya et al.\(in press).

34We focus on the féect of Tier 1 capital on bank performance as, e.g., Angindri2emirgic-Kunt
(2014) show that Tier 2 capital has a destabilizifiget as it is less able to absorb losses.
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of a bank’s total assets at the end of the fiscal year. Thaliiez reveals ambiguous
findings on the interplay of the size of a bank and its indiaidstock performance.
Gandhi and Lustig (2015) find that, in contrast to non-finahftrms, size is a priced
factor in the cross-section of bank stock return. They shwt this finding is due to
the pricing of implicit bailout guarantees by stock markefstors. Irrespective of the
banks’ leverage, larger commercial bank stocks have signiiy lower risk-adjusted
returns than small- and medium-sized bank stocks. Undeglihis finding| Aebi et &l.
(2012) show that bank size was negatively related to the&kgiedormance of banks
during the recent financial crisis. On the other hand, irsgddank size might result in
a higher market power and as a consequence increase stéokpaice. As a result,
we have no clear prediction for the sign of the fm&ent on bank size in our panel
regressions.

In our analysis, we use several measures to control féerdnt types of bank risk.
To proxy for a bank’s systematic risk and thus a bank stoakrssiivity to a given
benchmark market index, we employ in our regressions th&'®deta. We calcu-
late a bank’s beta as the covariance between the returnsedmatik’s stock and the
returns of the MSCI World index divided by the variance of tlaakis stock returns.
A higher beta denotes a positive correlation of the bencknmatex and the stock’s
movements and should therefore reflect a good performantgegdgood economic
times and worse stock performance in financial crises.

To additionally control for the systemic risk of a bank, wes us/0 measures for
the exposure and contribution of an individual bank to systerisk. To be precise,
we employ two prominent measures of systemic risk from tieedture: the Marginal
Expected Shortfall (MES) and a bank*CoVaR. Formally, the Marginal Expected
Shortfall is defined as

j
MES' :E[Vﬁ—ll }

p% j p% |
WO

i
where= — 1 are the net equity returns of bankluring the bad market outcomes and
W quity n g
0

I % is an indicator variable for the market return being in if$ |g@o-tail. Hence, the
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Marginal Expected Shortfall is then computed as the averetgen on any given bank

(Rp) conditional on the market return being in th#® left tail:

Roy.

system is in % tail

- #days

In our analysis, the MES of an individual bank’s stock is o#ted as the negative
average stock return on the days the MSCI World Index expegikits 5% worst out-
comes (see Acharya et al., 2010). Adrian and Brunnermeidi{2@efine the uncon-
ditional ACoVaR as the dierence of the Value-at-risk (VaR) of a financial sector index
conditional on the distress (in the 5% quantile) of a pakticbank and the VaR of the
sector index conditional on the median state of the bankmgtby, theCoVaR' of the
financial sectos is defined as the Value-at-Risk &R given byPr(R < VaR) = «
conditional on some evefii(R) of institutioni, whereR, is the return of institution

for which theVaR, is defined. Th&€oVaR' is implicitly defined by thexr-quantile of

the conditional probability distribution:
Pr(Rs < CoVaR“®™ | C(R)) = a.
Thus, the contribution of institutionto the VaR of the financial systesis given by
ACOVaRC®) = CovarR—VaR _ covaRR-Mediar

Consequently, the measure captures an individual bankisilbotion to systemic risk.
Hence ACoVaR“®™ or simplyACoVaR denotes the dierence between the financial
system’s VaR conditional on a particular financial instant being in distress and the
VaR of the financial system conditional on the median staltélﬁnstitutioni We
would expect a bank’s exposure to crises to be negativelycagsed with the bank’s
stock performance. At the same time, however, we also expeahk’s contribution to

systemic risk to be negatively correlated with its stock@@anance as higher systemic

35We use the MSCI World Index for our calculations.
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importance increases the probability of a bailout (and tedsices the risk premia in
stock returns).

As a way of measuring firm value, we employ a bank’s markdidok ratio cal-
culated as the market value of common equity divided by theklvalue of common
equity. | Fahlenbrach et al. (2012) for instance find eviddocea positive relation of
a bank’s buy-and-hold returns and the market-to-book ratiwrefore, we would ex-
pect a positive impact of market-to-book ratio on a bankkiperformance. Next,
we include in our analysis the variable return on assets (R8/A standard measure of
a firm’s profitability. Naturally, we would expect a positivelation between a bank’s
profitability and its stock performance. Finally, to contiar differences in the banks’
stocks, we employ the Amihud measure of an individual swdkguidity adjusted
following the procedure proposed by Karolyi et al. (2012adsrther control variable
(Liquidity).

We include several variables to control foiffdrences in the business model of a
bank. First, we define the variable Loans as the ratio of a’bdatal loans to total
assets. When loans are higher, banks’ regulatory capitapesoted to be less impacted
by increases in credit spreads, which could reduce the salftisecurities (see, e.g.,
Beltratti and Stulz, 2012). Additionally, we define the vate@alLoan loss provisions
as the natural logarithm of a bank’s expenses set asidecagaaltes for uncollectable
or troubled loans divided by total loans. Uhde and Heimé&s{&®09) show that this
proxy for a bank’s quality of its loan portfolio is negatiyelelated to the bank’s per-
formance.

Another bank-specific variable we consider in our main regjons is Deposits,
which is calculated as total deposits divided by total liibs. A higher value for
Deposits indicates a less frajge funding of the bank, witichld serve as a stabiliz-

ing factor for firm performance| On the other hand, a bank that is mainly funded by

36Note that, in contrast to the original Amihud measure, theistdd Amihud measure proposed by
Karolyi et al. (201R) is increasing in the stock’s liquidity

37A low value for Deposits indicates high overnight money neafikinding and hence, fragile funding.
A a consequence, Basel Il integrates a ratio for stableifignd
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deposits might be less active in non-traditional bankintyeies, which could limit
possible streams of income. To investigate this hypothestsalso include the ra-
tio of non-interest income and total interest income in o@imregressions. In a
related study, Brunnermeier et al. (2012) empirically shbet tbanks that generate
higher non-interest income have a higher contribution gtesyic risk than traditional
banks. Next, we consider a bank’s funding in our analysesibjding the variable
Debt maturity. The latter is the ratio of total long term déthie in more than one
year) to total debt. Fahlenbrach et al. (2012) find evidehaéthe poor performance
of banks during the recent financial crisis was partly duesiv@nger reliance on short-
term funding. In our analyses, we expect thefioeent of debt maturity to enter our
regressions with a positive sign (see also Adrian and SIhQP | Fahlenbrach et al.
(2012) find empirical evidence that the leverage of a bankah@esgative influence on
a bank’s stock return during the crisis period. Therefore add a proxy for a bank’s
leverage to our set of independent variables. In particwarfollow Acharya et al.
(2010) and calculate the variable leverage as book valussaits.minus book value of
equity plus market value of equity, divided by market valiequity and expect it to

enter our regressions with a negative fticeent.

4.2.3 Regulatory and macroeconomic environment

The focus of our empirical study lies on an analysis of thatieh between the reg-
ulation of domestic banking sectors and an individual bsuskdck performance. In
particular, we investigate whetherfidirences in stock performance can be explained
by differences in the bank’s country-specific regulatory enviremm\We obtain data
on the regulatory environments from the database of Barth ¢€2@l3a) that is based
on four surveys performed between 1999 to 2012 on the regnland supervision of
banks in 180 countries. Unfortunately, not every variablavailable for every year
of our full sample period from 1999 to 2012. Nevertheless,update missing data

points with the most recent data since adjustments of thelatly and supervisory
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environment are relatively rare and result from a relagigbw political process (see
Barth et al.; 2004, Anginer etal., 2014b). First, we employeasure of the degree
to which dficial supervisory authorities are allowed to actively prévar correct in-
stances of corporate wrongdoing by banks. The index offiidal supervisory power
ranges from zero to 14, where higher values denote greavegrpaf the authorities.
One could argue that more powerful regulators are able i@pt&xcessive risk-taking
by banks before and during crises. At the same time, howewene powerful super-
visors could also limit banks in their range of investmenpapunities. Therefore, we
have no expectation regarding the sign of thefliccient in our regressions.

As our next step, we take advantage of a variable that prderedifferences across
countries in the way firms are restricted in their engagenrebanking activities or
are ostracized from banking markets. For example, Ongeala @013) find that the
lower the barriers to entry and the tighter the restrictionsbank activities in do-
mestic markets are, the more they are associated with loarekilg standards in do-
mestic and foreign markets. Additionally, empirical intrigations show that the risk-
taking of banks is sensitive to domestic regulation andiatgins on (foreign) mar-
ket entry and bank activities (see, elg., Barth et al., 20@éven and Levine, 2009,
Buch and DelLong, 2008). Ellis et'al. (2014) identify key plamd any well-defined
regulatory regime, one of which are entry requirements. Asresequence, we also
control for diferences in entry requirements in a country by employing dexrof
the legal requirements that need to be fulfilled before a ingnicense is issued. The
entry requirements index ranges from zero to eight, whegbtelenotes the greatest
stringency. Next, we consider the private monitoring indexl diversification index
from the database of Barth et al. (2013a). The former desctimincentives and ca-
pabilities that are provided by regulatory and supervisarthorities to encourage the
private monitoring of banks. Cék et al. |((2012) find evidence that the private sector in
crisis countries had weaker incentives to monitor bankingdi risks. Additionally,
Caprio Jr. et al/(2014) find that higher levels of private nanmg negatively impinge

the probability of a crisis. Thus, we expect that a small saafrthe index (which
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ranges from 0 to 12) is associated with weaker stock perfocena The diversifica-
tion index proxies for a country’s guidelines for asset dhifecation and loan giving
abroad. Higher guidelines on diversification lead to a malarced investment port-
folio. However, diversification does not necessarily i@ value for shareholders.
Also, one might argue that more diversification leads to #uk lof a core business.
This line of argumentation is also supported by the richditiere on mergers (see, e.g.,
DeYoung et all, 2009). Additionally, Mercieca et al. (200/yl no evidence in support
of beneficial &ects of direct diversification on bank performance. Finallg control
for the stringency of capital regulation on the banking egst The capital regulatory
index captures whether capital requirement reflects cerisk elements and deducts
certain market value losses from capital before minimumtabpdequacy is deter-
mined. It ranges from zero to ten, where ten indicates thiedsigdegree of stringency
of capital regulation. Barth et al. (2013a) show that capéglirements have been ad-
justed to greater stringency over the last decade. Unfatély) the capital regulatory
index is not available for all countries in our sample for #iwle sample period.

To control for the overall economic conditions and posshalsiness cycle fluctu-
ations in each country, we obtain data from the World Bank'slev®evelopment
Indicator (WDI) database on the annual growth rate of thegesds domestic product
(in %) and the inflation rate. We suspect that a bank’s oppdits for investments
are correlated with dierent business cycles. These opportunities might arisenast
of economic growth and, consequently, have a posititece on the overall perfor-
mance of a bank. For example, DentiggKunt and Detragiache (1998) find evidence
that both a low GDP growth and a high inflation rate increagelitelihood of sys-
temic banking sector problems which could worsen a bankiskgperformance due to
spillover dfects.

Finally, to control for the competition in a given countripanking sector, we employ
the Herfindahl-Hirschman Index computed as the sum of tharegumarket shares of
a country’s domestic and foreign banks. Anginer et al. (2()Ihd a positive relation

between bank competition and systemic stability as greaieipetition encourages
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banks to take on more diversified risks, hence making theibgrgystem as a whole
less fragile to shocks. Consequently, we expect an ambigefferst of competition

on banks’ stock performances. On the one hand, competitionld decrease the
profit margins of banks, leading to less pronounced buyeid-returns. However,
on the other hand, following the argumentation of Angineale(20143), competition
protects investors from an otherwise higher exposure ttesys risk, thus leading to

a better bank stock performance.

4.2.4 Additional variables controlling for possible government

bailouts

It could be argued that a bank’s interconnectedness rdtherits size drives its sys-
temic risk and thus the probability of a potential bailouthg governmentin a scenario
of market streslé Consequently, a bank’s stock performance could alsofieetad
by the bank’s degree of interconnectedness with the finesetor as investors price
implicit bailout guarantees for too-interconnected-ad{banks. To control for this, we
employ our variable Interconnectedness which is definedeasamber of in- and out-
going granger causalities of the banks’ stock returns gsqs@d by Billio et al. (2012).
As before for bank size, we expect an ambiguous influencetefdonnectedness on
the banks’ stock performance.

Next, [Bertray et al.1(2013) show that bank shareholdefierdintiate between a
bank’s absolute size and its systemic size. Thus, while veelcHior size and sys-
temic relevance of a bank, it is crucial to include an indcaif systemic relevance
relative to the local economic environment in our regressiol herefore, we define
the variable Systemic size as the ratio of a bank’s totalliieds to national GDP. As
Bertray et al.|(2013) show that growing to a size that is sy&témot in the interest of
a bank’s shareholders, we expect a negative influence amyssize on banks’ stock

performance.

38For the importance of the interconnectedness of financsitiriions for global financial stability, see,
e.g.,Black et &l (2013), Arnold etlal. (2012) and Billio &t(2012).
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Another key plank of a well-defined regulatory regime is goeace (see Ellis et al.,
2014). Hence, in our further analyses, we additionallyudelan index that measures
the quality of corporate governance in a given country. Ast&a(2001) notes, capi-
tal standards may be an important instrument to implemenogtimal governance of
banks because they can be used to define the threshold foatiséetr of control from
shareholders to regulators. Ideally, a good governanceoemeent should be the ba-
sis of a smooth bank business operation and should thetedaeflected in the annual
stock performance. Ellis et al. (2014) argue that this aspkea regulatory regime is
often neglected. We calculate two versions of a corporaterg@ance index, employ-
ing the Worldwide Governance Indicators provided by the [d/@&ank. The simpler
version is calculated as the arithmetic mean of the six domesit variables. Addition-
ally, we consolidate the six factors using a principal congrd analysis to account
for possible commonalities in the variables (see also Bdrdh €20130b). Aebi et al.
(2012) study bank performance during the financial cris@&7208 and find evidence

that better corporate governance is related to better ipegiace.

4.2.5 Bank stock performance

In the first step of our empirical study, we analyze severatdptive statistics of our
sample banks’ stock performance, the bank-specific exfdanaariables as well as
our controls regarding the banks’ regulatory environmdsigure[4.1 plots the time
evolution of the mean, 10%-, and 90%-quantile of the sampl&k$ buy-and-hold
returns across our full sample.

Average stock performance peaked in the year 2003 duringhndanks even in the
10% quantile of stock performance experienced a stock padoce of above 10%. As
expected, overall stock performance dropped in the yedtedinancial crisis with its
minimum in the year 2008. Here, the top-performing bankksgarchieved an annual
return of 8.4% on average. A similar result holds for the y2@t1. Interestingly,

the 90%-percentile of the annual buy-and-hold returns teageak in 2009, directly



4.2. DATA 81

Figure 4.1: Time evolution of bank stock performances.

The figure shows the time evolution of the annual buy-and-meturns across our full international
sample of banks. We report the 90%-quantiles (black ba}tza 10%-quantiles (green bars) as well
as the mean values (red areas) of annual buy-and-hold seturn
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after the crisis years, whereas the bottom percentilesireraitively low. These first
findings show that bank stocks performed quit&edently both before, during, and
after the financial crisis, thus underlining the importaateur main research question.
In Figure[4.2, we further investigate thigidirential stock performance of banks in our
sample by comparing the stock performance of banks in secsad countries.

A first striking finding in Figure_4.2 is that while the U.S. lkamg sector’'s aver-
age stock performance began to rise from 1999 to 2003, thed#htile of the stock
performance of Japanese banks declined. Interestingyppbosite trend can be ob-
served for the period from 2003 to 2005. However, for all ¢ #ix countries, we
find a sudden and steep drop in the average bank’s stock penfice in 2008 with
only slightly positive buy-and-hold returns in the 90%-qgtike in the U.S. and Japan.
After the crisis, the bank stocks recovered to a certain ateith some banks in the

United Kingdom and Germany having annual buy-and-holdrnstof above 50%. In



Figure 4.2: Time evolution of banks’ stock performances byrdry.

The figure shows the time evolution of the annual buy-and-neturns across our full international sample of banks. &gert the 10%- (green area) and 90%-percentiles
(black bars) of annual buy-and-hold returns in a given cgunt
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contrast, banks in India and Malaysia had extremely higtksteturns both before and
after 2008, with banks in the top 90%-percentile of annugtéad-hold returns being
well above 100%.

Next, we comment on several descriptive statistics for @petident and indepen-
dent variables presented in Tablel4.2 that are later usedaripanel regressions.

From Tabld 4.2, we can see that all our variables exhibitifagmt variation, both
across time and across banks. First, we can see that banks sample dier con-
siderably with respect to their respective business maatfanding strategy. In par-
ticular, the variables Loans and Non-interest income a$ ageleverage and Debt
Maturity show significant variation in our panel data set. &erage, the variable
Loans decreases steadily across all banks in our sampla @686 to 61%) while
Non-interest income increases significantly. However, INwarest income shows a
significant spike in 2009 and 2010. Also, the debt maturitpariks increases, on av-
erage, across all banks in our sample, as does leverage velowe average leverage
of banks exhibits a significant drop between 2005 and 2007.

Even more interestingly, the amount of regulatory capitd ahows significant vari-
ation, both across time and banks. For example, severakldeark the United States
feature high Tier 1 capital ratios, whereas 143 banks frofiier@dint countries show
regulatory capital ratios below 1% over our entire samplepe However, from 1999
to 2012, we observe a significant upward trend in averagelTeapital ratio

As far as the Interconnectedness between banks is concevedihd that the ten
most interconnected banks from our sample are all from thieedStates. Surprisingly
though, we observe the highest degree of interconnectedn2600. This is surprising
because, for example, Engle et al. (2014) argue that theedegrinterconnectedness
between banks has increased as a result of rising globahzatevertheless, we find
average values of our measure of a bank’s interconnectedodsve increased from

1999 to 2012. Finally, we also find significant time variatiarthe variables on the

39These findings are also underlined by Cohen and Scatign)201o confirm that capital ratios have
increased steadily since the financial crisis and analyZerdint channels of adjustment.



Table 4.2: Summary statistics.

This table shows selected descriptive statistics of viasabsed in our regressions. The sample consists of 1,69RIgubaded international banks from 74 countries over
the period 1999-2012. Stock market data are retrieved ffbamson Reuters Financial Datastrearhile financial accounting data are taken from erldscopelatabase.
Regulation variables come from Barth et al. (2013a) and tgpurharacteristics are retrieved from the World Bank’s Wdbevelopment Indicator (WDI) Database.

Definitions of variables as well as descriptions of the datases are given in Appendix C.1. Total assets is measureition U.S. Dollars; the Systemic Size is given in
terms of 103,

Variable

Observations  Observations Mean Std. Dev. Min Max etwRen Variation  Within Variation
banks bank-years
Buy-and-hold return 1,659 11,803 0.053 0.398 -0.982 4.273 209 0.372
Beta 1,659 11,803 0.041 0.083 -0.531 1.760 0.092 0.045
MES 1,659 11,803 0.015 0.075 -0.111 1.819 0.042 0.066
CoVaR 1,656 10,566 -0.897 4.947 -37.615 37.301 2.983 4.450
Total assets 1,659 11,803 .005 Q0233 Q0000 4770 Q167 Q109
Market-to-book 1,656 11,761 1.538 3.203 -293.851  93.803 12@. 2.823
Leverage 1,656 11,761 14.969 21.523 1.033 716.452 14.102 .6786
Non-interest income 1,659 11,806 0.362 4.890 -0.909 468.005 6.500 2.449
Loans 1,603 11,270 0.677 0.138 0 0.933 0.134 0.059
Loan loss provisions 1,600 11,248 0.007 0.019 -0.226 1.570 .0250 0.012
Debt maturity 1,644 11,648 0.499 0.293 0 1 0.256 0.191
Deposits 1,659 11,801 0.768 0.191 0 0.9922 0.184 0.059
Return on assets 1,558 10,644 1.090 1.417 -27.600 20.640 2515 0.964
Tier 1 capital 1,659 11,803 0.088 0.703 0.001 0.224 0.171 720.6
Liquidity 1,643 11,362 -0.001 0.003 -0.140 0.000 0.003 2.00
Interconnectedness 1,599 9,619 0.073 0.065 0.009 0.578 500.0 0.053
Systemic size 1,659 11,803 .080 Q335 Q000 1097 0249 Q117
Official Supervisory Power 1,586 10,114 12.281 2.169 4 16 2.002 .7950
Diversification Index 1,645 11,513 1.404 0.502 0 2 0.393 D.36
Entry requirements 1,645 11,440 7.480 0.789 0 8 0.697 0.477
Private Monitoring Index 1,628 11,295 8.966 1.189 5 11 0.999 0.798
Capital Requirements 925 3,678 6.785 1.322 3 10 1.211 0.637
Corp. Governance (PCA) 1,659 11,803 -0.231 1.173 -4.157 073.2 1.088 0.325
Corp. Governance 1,659 11,803 1.192 0.500 -1.177 1.986 90.62 0.088
GDP growth 1,656 11,802 2.445 2.672 -13.127 26.750 2.552 071.6
Inflation 1,643 11,700 2.276 3.264 -21.582 75.271 3.688 @.13
HHI 1,448 10,039 0.088 0.066 -2.459 0.760 0.060 0.021
Crisis dummy 1,659 11,803 0.270 0.444 0 1 0.302 0.377

viva ¢'v
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banks’ regulatory environment.

In Table[4.8, we present the Pearson correlations betwedndkpendent variables
used in our regression analyses.

As can be seen from the estimates in Tdbleé 4.3, most variaoesot signifi-
cantly correlated with each other. However, several of egulatory variables exhibit
stronger correlations with the macroeconomic controls.sgéquoently, these variables
are not used jointly in the regressions presented in thesaetion to minimize the risk
of multicollinearity biasing our findings.

In the upcoming sections, we try to explain the founfiiestences in the stock perfor-
mance of banks by estimating panel regressions in which waagrboth our country-

specific variables on bank regulation and the idiosynciaitk characteristics.

4.3 The influence of regulation on stock performance

In this section, we present the results of our panel regregsi which we analyze
the determinants of the banks’ stock performance. We begianalyzing whether
stricter regulation, e.g., in the form of higher regulatoapital requirements leads to a
decrease in stock performance. Next, we investigate whbtre&k stock performance
is significantly dected by regulators via implicit bailout guarantees. Fjnale take

a closer look at the determinants of banks’ stock performaeing times of financial

crises.

4.3.1 Does stricter bank regulation lead to worse stock perfor-

mance?

For the analysis of the determinants of a bank’s stock perdorce, we estimate panel

regressions with time-fixed and bank-fixefteets. The standard errors are clustered at



Table 4.3: Correlations of independent variables.

This table shows Pearson correlations between the indeperdriables used in our main regressions. The samplestsrmgil,659 publicly

traded international banks from 74 countries over the peti®99-2012. Stock market data are retrieved frbinomson Reuters Financial
Datastreamwhile financial accounting data are taken from Werldscopedatabase. Regulation variables come from Barth et al. (2C48&h)
country characteristics are retrieved from the World Banisld Development Indicator (WDI) Database. Definitions afigables as well as
descriptions of the data sources are given in Appendik C.1.

Log return MES ACoVaR Beta Total assets Market-to- Leverage Non-interest ~ Loans Loan loss pro-  Debt maturity Deposits Return on as-

book income vision sets

MES -0.07

ACoVaR 0.10 -0.01

Beta 0.02 -0.27 0.21

Total assets -0.17 0.20 -0.18 -0.07

Market-to-book -0.18 0.10 0.00 -0.04 0.27

Leverage -0.10 -0.07 -0.08 -0.10 0.03 -0.15

Non-interest income 0.04 0.15 -0.13 -0.18 0.41 0.05 -0.03

Loans -0.09 -0.10 -0.09 0.05 -0.15 0.01 0.00 -0.36

Loan loss provisions 0.01 -0.08 -0.07 -0.11 -0.07 -0.12 0.16 -0.03 0.12

Debt maturity 0.15 -0.09 0.02 0.04 -0.30 -0.14 0.07 -0.16 0.13 0.08

Deposits 0.26 -0.04 0.22 0.03 -0.58 -0.16 -0.15 -0.20 -0.02 0.10 0.21

Return on assets 0.05 0.10 -0.05 0.16 0.24 0.25 -0.38 0.08 -0.01 -0.50 -0.10 -0.22

Tier-1-capital 0.12 -0.08 0.10 0.20 -0.37 -0.21 -0.18 -0.18 -0.07 -0.00 0.10 0.10 0.11

Systemic size -0.27 0.05 -0.13 -0.10 0.58 0.14 0.24 0.10 -0.11 -0.08 -0.22 -0.51 0.04

Liquidity 0.01 -0.05 0.04 0.24 0.37 0.16 -0.23 0.17 -0.10 -0.09 -0.17 -0.07 0.26

Interconnectedness -0.04 -0.19 0.17 0.51 -0.03 0.01 -0.05 -0.14 0.03 0.02 - 0.09 0.09 0.07

Capital requirements 0.32 -0.14 0.07 0.17 -0.25 -0.03 -0.03 -0.10 -0.01 -0.06 0.20 0.15 0.19

Entry requirements 0.38 0.02 0.14 0.10 -0.21 -0.07 -0.15 -0.06 -0.16 .06 -0 0.16 0.33 0.09

Diversification index 0.12 0.11 -0.08 -0.05 0.45 0.17 0.04 0.09 -0.01 .13-0 -0.09 -0.38 0.21

Official ~ Supervisory  0.11 -0.06 0.12 0.10 -0.52 -0.26 0.01 -0.07 -0.05 0.03 0.29 0.37 -0.11

Power

Private monitoring in-  0.23 -0.08 0.18 0.12 -0.57 -0.31 -0.02 -0.09 -0.17 0.06 0.32 0.57 -0.23

dex

Governance 0.04 0.11 0.13 -0.15 -0.20 -0.13 0.06 0.05 -0.11 -0.09 0.08 0.12 -0.27

Governance (pca) 0.15 0.15 0.10 0.00 -0.11 -0.10 -0.06 -0.00 -0.11 -0.02 0.02 0.32 -0.08

GDP-growth -0.17 -0.01 -0.12 -0.08 0.46 0.39 -0.07 0.02 0.07 0.01 -0.25 27-0 0.21

HHI 0.01 0.25 -0.01 -0.18 0.30 0.12 -0.03 0.12 -0.09 -0.08 -0.18 -0.09 -0.00
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Table 4.4: Correlations of independent variables (contihue

Tier-1-capital Systemic size Liquidity Inter connect- Capital re-  Entry require-  Diversifica. Official Su-  Private moni-
edness quirements ments index pervisory toring index
Power

Governance

Governance
(pca)

GDP growth

MES

ACoVaR

Beta

Total assets
Market-to-book
Leverage
Non-interest income
Loans

Loan loss provisions
Debt maturity
Deposits

Return on assets
Tier-1-capital
Systemic size
Liquidity
Interconnectedness
Capital requirements
Entry requirements
Diversification index
Official ~ Supervisory
Power

Private monitoring in-
dex

Governance
Governance (pca)
GDP-growth

HHI

-0.32
-0.01 0.12
0.05 -0.04 0.12
0.21 -0.32 -0.05 0.09
0.09 -0.22 -0.07 0.06 0.46
-0.33 0.35 0.07 -0.04 0.03 0.23
0.34 -0.32 -0.10 0.09 0.52 0.13 -0.54

0.32 -0.55 -0.13 0.08 0.33 0.44 -0.45 0.55

0.02 0.06 -0.04 -0.12 -0.22 0.17 -0.10 0.21 0.33

0.08 -0.10 -0.03 -0.01 -0.31 0.31 -0.19 -0.18 0.24
-0.30 0.24 0.13 -0.04 -0.29 -0.26 0.38 -0.77 -0.56
-0.25 0.19 0.08 -0.16 -0.59 0.04 0.42 -0.60 -0.23

0.28
-0.55
0.31

-0.12
0.53

0.29
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the bank Ievﬂ More formally, we will estimate regressions of the follogiform:

Buy-and-hold retury = 3, - Tier-1-capital,_; + Bgank controls' Xit-1

+,8Regulatory' Yi,t—l +ﬁCountry controls’ Zi,t—l + U + Ve + 6t

We run several regressions to identify the determinantdaik’s stock performance.
In all our regressions, we use the banks’ yearly log buy4amid-returns as our depen-
dent variable. First, we regress a banks’s stock performanca set of bank-specific
variables. We control for any unobserved variables withetiimed and bank-fixed
effects. In further regressions, we include additional cdntaniables on the banks’
regulatory and macroeconomic environment to determinelvbountry-specific fac-
tors drive the stock performance of banks. We lag all ouraaxgtiory variables by one
year to mitigate the problem that our dependent variablessame of our indepen-
dent variables could be determined simultaneously. Thdtsesf our baseline panel
regressions are shown in Tablel4.5.

In our baseline regressions in Tablel4.5, we use the banksiyeg buy-and-hold
return as the dependent variable. The results of our baspanel regressions show
that a bank’s Tier 1 capital ratio is negatively related ® lank’s stock performance.
This result is statistically significant at the 1% level. Aast for our full sample, how-
ever, this result is only marginally economically signifitas a one standard deviation
increase in Tier 1 capital yields a decrease in a bank’s drstaek return of just 0.2%
(0.003%x 0.6787311). This finding contributes to the on-going disausof the regula-
tion of banks’ equity capital. On the one hand, Tier 1 capéplesents a bank’s capital
of the highest quality. Consequently, public opinion andifetprs repeatedly call for
tougher capital regulations. In a recent paper, Bostandat €014) find that higher
Tier 1 capital decreases both the exposure and contribatiorividual banks to sys-

temic risk. On the other hand, bank managers argue that higipétal requirements

40As the residuals are not correlated across both time andsb#nik procedure is valid. For further
comments see, e.qg., Thompson (2011) or Beck and De Jongh&)(20



Table 4.5: Regressions of a bank’s stock performance.

The regressions estimate the relation between stock penfimerand bank characteristics as well as regulatory vasaier the period 1999-2012. We use the banks’ log annuabhdyhold return as our dependent
variable. The sample consists of 1,659 publicly traded matgonal banks from 74 countries. Stock market data areevetli fromThomson Reuters Financial Datastreavhile financial accounting data are taken
from theWorldscopedatabase. Regulation variables come from Barthlet al. (JQd8hcountry characteristics are retrieved from the Wodal8s World Development Indicator (WDI) Database. The regjoes
include all banks from our sample and we apply panel regressith time-fixed and bank-fixedfiects using clustered robust standard errors (at the baek.lé®-values are given in parentheses, *, **, and ***
indicate statistical significance at the 10%, 5%, and 1%sevespectively. Adj. Ris adjusted R-squared. Definitions of variables as well asrifgtions of the data sources are given in AppeAdix C.1.

Variable Model (1) Model (2) Model (3) Model (4) Model (5) Met(6) Model (7) Model (8)
Bank-level characteristics
Lagged return -0.142 il -0.153 b -0.093 i -0.125 il -0.15 il -0.136 il -0.139 il -0.099 bl
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
MES -0.171 ki -0.157 hid -0.184 hid -0.144 hid -0.178 hid -0.159 b -0.187 *
(0.018) (0.036) (0.011) (0.047) (0.014) (0.030) (0.015)
Beta -0.205 ** -0.193 * -0.118 -0.223 ** -0.2 ** -0.195 ** -0.208 ** -001
(0.021) (0.029) (0.200) (0.013) (0.028) (0.029) (0.024) (0.273)
Total assets -0.205 ok -0.219 i -0.199 e -0.208 bl -0.2 i -0214 i -0.202 b -0.204 ok
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Market-to-book -0.052 il -0.049 b -0.065 i -0.05 i -0.048 ek -0.05 il -0.045 i -0.062 i
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Leverage 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.000
(0.747) (0.813) (0.735) (0.676) (0.688) (0.498) (0.467) (0.574)
Non-interest income -0.021 -0.033 -0.008 -0.018 -0.026 -0.023 220.0 -0.008
(0.225) (0.199) (0.655) (0.306) (0.136) (0.184) (0.208) (0.668)
Loans -0.266 ok -0.209 ok -0.197 *x -0.236 il -0.241 okk -0.247 ok -0.236 okk -0.189 il
(0.000) (0.007) (0.011) (0.001) (0.001) (0.001) (0.001) (0.016)
Loan loss provisions -2.137 hid -2.334 hid -1.783 * -1.764 * -2.577 ok -2.221 d -2.317 bl -1.999 *
(0.020) (0.011) (0.099) (0.065) (0.007) (0.021) (0.017) (0.072)
Debt maturity -0.013 -0.029 -0.018 -0.016 -0.02 -0.018 -0.032
(0.563) (0.221) (0.429) (0.478) (0.373) (0.422) (0.178)
Deposits 0.212 ok 0.216 ** 0.199 ** 0.172 ** 0.21 ** 0.197 ** 0.229 b
(0.009) (0.013) (0.017) (0.035) (0.011) (0.017) (0.009)
Return on assets 0.034 ok 0.034 i 0.042 i 0.036 il 0.034 ok 0.08  *=* 0.035 il 0.041 i
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Tier-1-capital -0.003 b -0.003 ok -0.003 i -0.003 i -0.003 =+ -0.003 i -0.003 i -0.003 ok
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Liquidity -8.245 Fkk -7.544 rokk -9.705 Hoxk -9.676 il -7.654 rkk -8 .076 rokk -7.749 *x -9.077 *x
(0.000) (0.003) (0.007) (0.007) (0.000) (0.000) (0.032) (0.013)
ACoVaR 0.000
(0.621)
Regulatory environment
Offical Supervisory Power 0.014 il 0.015 hid
(0.025) (0.019)
Private monitoring index -0.029 ok -0.013 * -0.028 bl
(0.000) (0.051) (0.001)
Diversification index -0.116 ok -0.095 ik
(0.000) (0.000)
Entry requirements -0.057 okk -0.053 ok -0.042 ki
(0.000) (0.000) (0.013)
Fixed dtects Yes Yes Yes Yes Yes Yes Yes Yes
N 10,032 9,112 8,687 9,670 9,835 9,762 9,580 8,567
R2 0.321 0.307 0.347 0.318 0.329 0.324 0.324 0.349
Adj. R2 0.319 0.305 0.345 0.316 0.327 0.322 0.322 0.347
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negatively &ect bank performance. Blum (1999) shows that increasingalae-
quirements could also lead to increased risk-taking. Gaultsupports the conjecture
that stock investors view higher capital ratios as beingimental to a bank’s ability
to generate profits. However, this result is economicallynafginal magnitude. We
attribute this finding to the fact that while investors migbnsider high capital ratios
undesirable in normal times, investors could, at the same, tfavor stocks or highly
capitalized banks during a financial crisis. Berger and Bourv(2813) find empirical
results in support of this line of argumentation as they stimat capital helps banks
to increase the probability of survival and their marketrstduring crises periods. On
average, however, we show for our full sample that high saticegulatory capital are
seen critically by stock investors.

Next, we find that a bank’s exposure to systemic risk is aasediwith a lower
stock performance (model (1)). The result is also econdiyisgynificant as a one
standard deviation increase in our proxy for a bank’s systeisk exposure (MES)
yields a decrease of the annual stock return of -3.7% (0:4012172). This result
is line with our intuition as a bank with a higher systemidkréexposure is hit harder
in the event of a system-wide crash. In regression (2), wetgute the MES by
the bank’s estimate okCoVaR as a measure of its contribution to systemic fragility.
In contrast to our previous finding, a bank’s contributionsystemic risk does not
have any statistically significant impact on the institotsostock performance. Hence,
our finding underlines that these two measures, even thootjhdoe associated with
systemic risk, capture fierent aspects of systemic risk.

Additionally, we find strong evidence that supports the owtihat size is nega-
tively correlated with bank performance. As banking firmsr@ase in size, so does
their systemic importance and the implicit probability ofgavernment bailout in
case of default. These findings are in line with the result&Gahdhi and Lustig
(2015) who argue that size is a priced factor in the crosseseof bank stock re-
turns due to implicit bailout guarantees. Furthermore,foutings are in support of

Demirdic-Kunt and Huizingal (2013) who argue that for large bangwrisizing or
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splitting up might increase their value.

Additional results also show that high-valued stocks yaldwer buy-and-hold re-
turn than stocks with low valuation. This result is statigliy significant at the 1%
level, economically significant, and large, as a one stahdaviation increase yields
a decrease in performance of -56.3%. Further along, weadotrdifferences in the
banks’ lagged performance and find evidence for reversdierbanks’ returns. To
be specific, we find that a bank’s performance is negativdlyenced by its lagged
performance. Not surprisingly, banks that earn a high netur their assets also have
a better annual stock performance. THi®et is of large economic importance. A one
standard deviation increase in return on assets implies@ease in the annual log
buy-and-hold return of 36%. We also control foffdrences in the banks’ stock liquid-
ity. Underlining the findings of Han and Lesmond (2011), welfihat an individual
stock’s illiquidity is negatively associated with its pamfnance. Turning to a bank’s
business model, we find that by taking deposits, banks isertfeeir annual buy-and-
hold stock return in our sample period while giving loansrdases the annual stock
return. We trace this back to the fact that loans are assabwath a small profit margin
and thus, banks with a large loan portfolio are realizing @elgsed performance. Of
major importance is the quality of the loan portfolio mea&sliby loan loss provisions.
As the quality of the loan portfolio decreases, so does thearbuy-and-hold return
of the banking firm. The economic importance of this influeisdarge. Furthermore,
banks with more deposits have a less fragile funding stra¢han, for example, banks
that invest in overnight money market funds. As a resultpdép are associated with
better stock performances. Surprisingly, neither a firngégrde of leverage nor its
non-interest income has significant influence on the buykeoid returns in our large
comprehensive panel. Also the amount of short-term funthegsured by debt matu-
rity has no significant influence on the performance.

In regressions (3) to (8), we add several variables thatitesthe banks’ regulatory
and supervisory environment to our models. In models (3bjpwe start by adding

one regulatory variable at a time while in models (7) and ¥&),include more than



4.3. THE INFLUENCE OF REGULATION ON STOCK PERFORMANCE 92

one regulatory variable at the same time. As mentionedezagdome of our regula-
tory variables are highly correlated both with each otheraith our macroeconomic
control variables. For example, the index of th&i€al Supervisory Power and the
Diversification Index are negatively correlated with a etation of -54%. As a con-
sequence, we can only include one of these two variablesrireguessions at a time.
Additionally, we observe a strong negative correlatiomiaen variables that proxy for
the supervisory environment of a country and country-gmecontrols such as GDP
growth, inflation, and the Herfindahl-Hirschman index. Taimize multicollinearity
problems, we do not use highly correlated variables simaliasly in a regression. In
additional unreported regressions, we include the cowunyrol variables instead of
our regulatory variables. The results on the idiosynciadéick characteristics remain
qualitatively unchang

Turning to the influence of the regulatory and supervisomirenment on a bank’s
annual buy-and-hold return, we find that with more superyigower, the stock per-
formance of banks increases. With increasing power of sigmes, banking problems
are recognized earlier and corrected more promptly. Inrastithigher incentives for
a better private monitoring are associated with a lowerkspmrformance of banks.
We argue that increased capabilities for the private séctoronitor banks are linked
to additional &orts for the banking firms. Consequently, these additionst lead to
a worse stock performance. Another possible explanatiothfe result is that with
more incentives for the private sector to monitor bankskbame more cautious with
their investment strategies and consequently earn loveditgr

Next, higher values of the Diversification index that captuthe guidelines for asset
diversification are also associated with a lower stock perémce. Our results show
that more asset diversification leads to a poorer stock paéioce of banks in our full
sample. We argue that with stricter guidelines for assedrdification, banking firms

lack a core business. At the same time, banks have bettesified asset portfolios.

4lWe do not report the additional results as the focus of ouepipon the influence of the regulatory
and supervisory environment on banking performance.
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Consequently, our findings support both lines of argumeantais with stricter guide-
lines for diversification, the stock performance of banksrdases.

Finally, we find evidence that additional legal entry regments to obtain a banking
license lead to a lower stock performance of banks in a gieemiry. |Ongena et al.
(2013) argue that lower barriers to entry are associateu lawter bank lending stan-
dards abroad. Hence, investors could be more cautious whicinn leads to smaller
annual buy-and-hold returns.

In regressions (7) and (8), we include several variablesphaxy for our sample
countries’ regulatory environments simultaneously anaficm our findings from the
previous regressions. In additional unreported resulésjinelude a dummy variable
that captures the existence of a deposit insurance schemgiuwen country. How-
ever, we find no convincing evidence of any influence of theatde on the annual
stock performance of banks. Also, we study the influence pitarequirements cap-
tured by the Capital Regulatory Index introduced by Barth ef26113a) on a bank’s
stock performance. However, we do not find any convincingewe that the annual
buy-and-hold return is related to the stringency of cap#guirements. Hence, we
conclude that investors rather base their investment idesion idiosyncratic bank
characteristics than on country-level characteristiatdiffonally, the Capital Regula-
tory Index captures capital stringency, but is not direbtged on a required minimum
capital ratio. In contrast, the variable Tier 1 capital caps$ a bank’s actual amount of
regulatory capital within a single (realized) ratio.

To further analyze this result, we split our sample into balbased on the banks’
Tier 1 capital ratio in a given bank-year. The top half cotsst$ all banks that feature
Tier 1 capital ratios above the mean while the bottom halkcia of all banks whose
Tier 1 capital ratio is below the average. Our conjecturéas stock market investors
favor banks that are not undercapitalized but divest fromkbahat hold too much
capital relative to their competitors within a regulatoegime.

We then run separate panel regressions for each subsanpietnse-fixed and

bank-fixed &ects as well as clustered robust standard errors (at theleaslk to test
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this conjecture. The results of our additional panel regjoes are shown in Table 4.6.

Table 4.6: Tier 1 capital and banks’ stock performance.

The regressions estimate the relation between stock peafare and bank characteristics as well
as regulatory variables over the period 1999-2012. We ueebtinks’ log annual buy-and-hold
return as our dependent variable. The sample consists 68 J@blicly traded international banks
from 74 countries and is divided into two subsamples. The fitbsample (Model (1)) consists
of banks whose Tier 1 capital ratio is above the mean whilesgond subsample (Model (2))
consists of banks whose Tier 1 capital ratio is below the meltodel (3) includes all banks for
which a Capital Requirements Index realization is avadlabEtock market data are retrieved from
Thomson Reuters Financial Datastreavhile financial accounting data are taken from Yierldscope
database. Regulation variables come from Barthlet al. @04:3d country characteristics are retrieved
from the World Bank’s World Development Indicator (WDI) Dbtse. The regressions include all
banks from our sample and we apply panel regression with-fixeel and bank-fixed féects using
clustered robust standard errors (at the bank level). ®egaare given in parentheses, *, **, and
** indicate statistical significance at the 10%, 5%, and 18edls, respectively. Adj. Ris adjusted
R-squared. Definitions of variables as well as descriptiftise data sources are given in Apperdix|C.1.

Model (1) Model (2) Model (3)
Sample Top half Bottom half CRI
Tier 1 capital Tier 1 capital Sample
Bank-level characteristics
Lagged return -0.116  *** -0.178  *** -0.183  ***
(0.000) (0.000) (0.000)
MES -0.045 -0.289  *** -0.250 *
(0.697) (0.001) (0.070)
Beta -0.143 -0.309 * -0.455 **
(0.171) (0.071) (0.017)
Total assets -0.214 -0.224  *** -0.401  ***
(0.000) (0.000) (0.000)
Market-to-book -0.125  *** -0.033  *** -0.112
(0.000) (0.005) (0.000)
Leverage 0.003 ** 0 0.004  ***
(0.023) (0.852) (0.000)
Non-interest income -0.022 -0.003 -0.048
(0.496) (0.860) (0.440)
Loans -0.269 ** -0.208 * -1.012
(0.039) (0.053) (0.000)
Loan loss provisions -2.72  ** -1.544 -2.793 *
(0.031) (0.335) (0.077)
Deposits 0.137 0.266 * 1.025 *x*
(0.280) (0.070) (0.000)
Return on assets 0.024 ** 0.048 *** 0.046 ***
(0.016) (0.001) (0.004)
Tier-1-capital -0.002  *** 0.003 0.778
(0.000) (0.997) (0.151)
Liquidity -8.082  *** -5.690 -15.036 *
(0.000) (0.302) (0.066)
Capital Requirement Deviation -0.038 **
(0.027)
Fixed dfects Yes Yes Yes
N 4,923 5,109 3,320
R? 0.389 0.329 0.404
Adj. R? 0.385 0.325 0.399
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We observe that Tier 1 capital ratios are negatively astsgtiaith annual buy-and-
hold returns for banks that feature above-average regyle&pital ratios. At the same
time, this result disappears for banks that demonstrat@msaVerage capital ratios.
Consequently, our results indicate that our finding of a nega¢lation between Tier
1 capital and banks’ stock performance is mainly driven bigkisawith high Tier 1
capital ratios. At the same time, we find no evidence thatieleerage capital ratios
increase bank performance. Another interesting resutt fitee regressions based on
subsamples is that a bank’s stock performance is not retatédd MES or Beta if
the bank is highly capitalized (Model (1)). In this scenative default probability
decreases and, consequentlftetent types of risk are no longer relevant for investors.
However, as capital ratios decrease, both, MES and Beta,ega&tively associated
with banks’ stock performance (Model (2)).

Next, we try to shed more light on the question whether théalgation of banks
relative to their competitors is priced by stock market stees. Irrespective of the
overall capital requirements thaffect all banks in a given country, investors could
favor the stocks of those banks that hold more (or less) @iapian the average com-
petitor. To this end, we introduce the new variallapital Requirement Deviation
which we define in the following way. First, we calculate thean of the variable Tier
1 capital for all banks with the same realization of the Cagtegulatory Index, or,
more exactly, for all banks that face a similar capital gteincy. In a second step, we
calculate the dierences between the individual banks’ Tier 1 capital anddbkpec-
tive mean values for each bank. Hence, our variable CapitaliiRegent Deviation
captures the extent to which a bank’s capital deviates flwraverage of peers in the
same CRI group, i.e., the average value of regulatory cagitaks within the same
group of capital stringen@ We then repeat our baseline regression and additionally
include the new variable Capital Requirement Deviation (M¢8)g. We find a statis-

tically significant (5% level) negative influence of the CapRequirement Deviation

42Note that the Pearson correlation between the variableslToapital and the Capital Requirement
Deviation is 38%.
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on a bank’s stock performance. At the same time, the preljialserved influence of
the variable Tier 1 capital disappears. The results on dwaradiosyncratic bank char-
acteristics remain qualitatively unchanged. Our resutsfaus strongly supportive of
the notion that investors indeed value bank stocks basetienrelative rather than
their absolute capitalization. Banks that had more Tier itabgelative to their peers
working under a similar capital stringency had significafdgiver annual buy-and-hold
returns. This result supports the argumentation of CalenfRarid(1999). The authors

argue that the relationship between bank capital and riskshaped.

4.3.2 Implicit bailout guarantees and bank stock performance

In additional analyses, we are interested in the relatiawéen a bank’s stock perfor-
mance and possible implicit bailout guarantees. The refwlin our main regressions
in Table[4.5 highlighted the significant influence of a bardize on its stock perfor-
mance. More precisely, we find that with increasing size mekby the logarithm of
a bank’s total assets, the annual buy-and-hold return d€ibgrirms decreases. Also,
we find evidence that an increased exposure to systemic rslsuned by a bank’s
MES is associated with a declining stock performance. Tih&rranalyze the relation
between a bank’s stock performance and implicit bailourguizes, we now turn to
several additional regressions in which we focus on indisabf systemic risk and
possible bailout guarantees. Again, to detect the detemtsnof a bank’s stock per-
formance, we estimate panel regressions with time-fixedoam#-fixed &ects using
standard errors clustered at the bank level. The resultsraddditional panel regres-
sions are shown in Tablés 4.7 dnd|4.8.

In our models (1) through (5) in Tallle 4.7, we run regressibasare very similar to
our baseline regressions. In contrast to the regressidhs previous section, however,
we also include our proxy for an individual bank’s intercentedness with the finan-
cial sector in the regressions. Just like with bank size, xypeet more interconnected

banks to be more systemically important (see also Chan:lGiif))2and thus provide



4.3. THE INFLUENCE OF REGULATION ON STOCK PERFORMANCE 97

Table 4.7: Regressions of a bank’s stock performance anctarteectedness.

The regressions estimate the relation between stock penficenand a bank’s interconnectedness with other banks, bank
characteristics, and regulatory variables over the pet@@b-2012. We use the banks’ log annual buy-and-hold retsraur
dependent variable. The sample consists of 1,659 publiaiett international banks from 74 countries. Stock market a
retrieved fromThomson Reuters Financial Datastreavhile financial accounting data are taken from YNerldscopedatabase.
Regulation variables come from_Barth et al. (2013a) and egutiaracteristics are retrieved from the World Bank’s \Worl
Development Indicator (WDI) Database. The regressions dechll banks from our sample and we apply panel regression with
time-fixed and bank-fixedffects using clustered robust standard errors (at the baeK.leR-values are given in parentheses,
* ** and *** indicate statistical significance at the 10%%% and 1% levels, respectively. Adj.%Rs adjusted R-squared.
Definitions of variables as well as descriptions of the dataees are given in AppendixC.1.

Variable Model (1) Model (2) Model (3) Model (4) Model (5)
Bank-level characteristics
Lagged return -0.201 Fokk -0.189 Fokk -0.214 Fokk -0.199 Fokk -0.21 il
(0.000) (0.000) (0.000) (0.000) (0.000)
MES -0.187 bl -0.2 ek -0.165 bl -0.189 *x -0.19 bl
(0.015) (0.010) (0.034) (0.015) (0.017)
Total assets -0.218 ok -0.228 ok -0.219 il -0.233 ok -0.224 il
(0.000) (0.000) (0.000) (0.000) (0.000)
Market-to-book -0.049 oxk -0.048 oxk -0.046 oxk -0.048 oxk -0.042
(0.000) (0.000) (0.000) (0.000) (0.001)
Leverage 0.000 0.000 0.000 0.000 0.000
(0.995) (0.912) (0.982) (0.716) (0.738)
Non-interest income -0.009 -0.003 -0.013 -0.01 -0.004
(0.734) (0.907) (0.643) (0.712) (0.893)
Loans -0.368 i -0.338 i -0.349 i -0.355 i -0.348 b
(0.000) (0.000) (0.000) (0.000) (0.000)
Loan loss provisions -2.93 ki -2.408 * -3.216 hid -2.904 ki -2.822 il
(0.018) (0.059) (0.013) (0.024) (0.030)
Debt maturity 0.01 0.006 0.008 0.005 0.008
(0.704) (0.820) (0.766) (0.837) 0.771)
Deposits 0.244 ek 0.242 ek 0.211 bl 0.247 Hork 0.25 Fokk
(0.008) (0.010) (0.021) (0.008) (0.007)
Return on assets 0.037 il 0.04 ok 0.039 Fokk 0.039 ok 0.041 Fokk
(0.001) (0.001) (0.001) (0.001) (0.001)
Tier-1-capital -0.004 Hokk -0.003 Fokk -0.003 Fokk -0.003 Hokk -0.003 ok
(0.000) (0.000) (0.000) (0.000) (0.000)
Liquidity -10.679 ok -11.287 ork -9.678 ork -10.568 ok -9.442 bl
(0.002) (0.008) (0.005) (0.003) (0.029)
Interconnectedness -0.181 * -0.17 ** -0.195 ok -0.17 i -0.163 **
(0.014) (0.023) (0.008) (0.020) (0.028)
Regulatory environment
Private monitoring index -0.044 ok -0.031 ok
(0.000) (0.000)
Diversification index -0.098 ok -0.07 el
(0.000) (0.003)
Entry requirements -0.066 Fokk -0.064 Fokk
(0.000) (0.000)
Fixed dfects Yes Yes Yes Yes Yes
N 8,078 7,768 7,902 7,843 7,696
R? 0.34 0.337 0.347 0.342 0.344
Adj. R2 0.338 0.335 0.345 0.339 0.341

weaker stock performance. Our results provide strong eceléhat more intercon-
nected banks realize a smaller annual buy-and-hold stdgkiréhan other banks. The
results are statistically (at the 5% level) and economycgitinificant. Again, we find
support for the notion that investors view more interconegdanks to have an in-
creased probability of receiving a government bailout gdse Bertray et all, 2013).
Next, we analyze in more detail the question whethéiedeént indicators of sys-
temic risk also drive banks’ stock performance. One coulpli@arthat the sheer size
of a banking firm as it is captured by the logarithm of a bankialtassets is not
the best indicator to measure whether the institution ishigeto-fail. For example,
Bertray et al.|(2013) propose to use the systemic size of dituitien rather than its

total assets as a proxy for systemic relevance. The autisershe ratio of liabilities
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over GDP to identify systemically important banks. Tdbi& ghows the results of our
analyses in which we employ systemic size as an alternatweydor the systemic
importance of a bank.

In models (1) through (8), we replace the variable Total isdsg the variable Sys-
temic size. Interestingly, we cannot find any statisticatlemnce that the Systemic
size of a banking firm has influence on the stock performandbeoinstitution. Our
other results remain qualitatively unchanged. This resatterlines the findings by
Bertray et al.|(2013) who argue that investors distinguigiveen banks’ absolute size
and systemic size. However, the variable systemic sizeaptures the costs of a
bailout for the government. Hence, the variable systenzie additionally measures
the degree to which a country isfected by a possible bailout of a banking firm in
case of financial distress. As a consequence, the systerriofsa bank captures two
contra-directional features. Accordingly, the variabtees not significantly influence
the annual buy-and-hold return of a bank

In models (3) and (4), we additionally include a variablet im@asures the quality
of the corporate governance of a given country. The varsadte calculated using the
Worldwide Governance Indicators provided by the World Banke variable Gover-
nance is an arithmetic mean of the six indicators on Corpdsaternance provided
by the World bank. However, a better index of Corporate Gauece might consist of
some underlying commonality found in the six indicators. €aquently, we perform a
principal component analysis to extract the common fadttheindividual indicators
and include the variable Governance (pca) in an additicegriession. Regardless of
the calculation method of the index we include to measurejtiadity of the corporate
governance in a country, we find evidence for the notion tle&teb corporate gover-
nance yields better stock performance. Consequently, weefiitttnce that supports
the hypothesis that a better corporate governance enveotafiows banks to run their
business more soundly and solidly, which in turn resultdghér annual buy-and-hold

returns.



Table 4.8: Systemic size and bank’s stock performance.

The regressions estimate the relation between stock peafize and bank characteristics as well as regulatory Vesiaver the period 1999-2012. We use the banks’ log annyaahd-hold return as our dependent variable. The samplsisterof 1,659 publicly traded international
banks from 74 countries. Stock market data are retrieved ffhbomson Reuters Financial Datastreavhile financial accounting data are taken from Werldscopedatabase. Regulation variables come ffom Barthlef al. (2Gi8hFountry characteristics are retrieved from the World
Bank’s World Development Indicator (WDI) Database. The regi@ns include all banks from our sample and we apply pageéssion with time-fixed and bank-fixeffects using clustered robust standard errors (at the bael.l&®-values are given in parentheses, *, **, and ***

indicate statistical significance at the 10%, 5%, and 1%devespectively. Adj. Ris adjusted R-squared. Definitions of variables as well asrifg®ns of the data sources are given in Appefidid C.1.

Variable Model (1) Model (2) Model (3) Model (4) Model (5) Meli(6) Model (7) Model (8)
Bank-level characteristics
Lagged return -0.129 Foxk -0.141 kk -0.131 Fokk -0.131 Fork -0.082 H -0.112 Fokk -0.138 Fork -0.123 kk
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
MES -0.233 Fokk -0.224 ek -0.229 ok -0.203 Fokk -0.25 Fokk -0.201 il - 0.241 Fokk
(0.001) (0.001) (0.001) (0.005) (0.000) (0.005) (0.001)
Beta -0.392 ok -0.398 Fokk -0.384 il -0.388 okk -0.284 ok -0.411 Hokk -0.374 okk -0.39 ok
(0.000) (0.000) (0.000) (0.000) (0.001) (0.000) (0.000) (0.000)
Systemic size -43.847 -36.983 -40.431 -50.773 -199.782 ** -119.36 -77.285 -101.203
(0.280) (0.346) (0.341) (0.201) (0.049) (0.161) (0.398) (0.225)
Market-to-book -0.049 i -0.046 il -0.047 il -0.049 b -0.063  *** -0.047 il -0.045 il -0.047 b
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Leverage 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001
(0.694) (0.696) (0.725) (0.704) (0.700) (0.659) (0.635) (0.434)
Non-interest income -0.011 -0.013 -0.012 -0.011 -0.001 -0.01 90.01 -0.013
(0.536) (0.591) (0.502) (0.521) (0.953) (0.573) (0.275) (0.453)
Loans -0.259 il -0.233 i -0.254 i -0.24 i -0.165 ** -0.238 i -0.243 i -0.251 il
(0.000) (0.004) (0.001) (0.001) (0.035) (0.002) (0.001) (0.001)
Loan loss provisions -2.162 bl -2.44 ok -2.223 b -2.076 i -1.88 * -1.915 bl -2.781 Hoxk -2.369 ok
(0.011) (0.006) (0.009) (0.016) (0.067) (0.032) (0.002) (0.009)
Deposits 0.434 Fokk 0.423 Fork 0.42 Fork 0.426 il 0.413 Fokk 0.409 Fork 0.38 Fork 0.433 il
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Return on assets 0.032 ok 0.033 Fokk 0.032 il 0.032 okk 0.038 Fokk 0.08 ok 0.032 Fokk 0.033 okk
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Tier-1-capital -0.003 el -0.003 il -0.003 bl -0.003 ek -0.003  ** -0.003 il -0.003 el -0.003 i
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Liquidity -8.467 i -9.205 il -8.413 il -8.539 i -12.245 ok - 12.008 b -8.091 i -8.389 il
(0.000) (0.001) (0.000) (0.000) (0.001) (0.001) (0.000) (0.000)
ACoVaR 0.000
(0.960)
Regulatory environment
Governance (pca) 0.033 hid
(0.042)
Governance 0.102 *
(0.077)
Official Supervisory Power 0.014 bl
(0.020)
Private monitoring Index -0.033 ok
(0.000)
Diversification Index -0.129 ok
(0.000)
Entry requirements -0.051 ok
(0.000)
Fixed dfects Yes Yes Yes Yes Yes Yes Yes Yes
N 10,149 9,108 10,149 10,149 8,793 9,782 9,951 9,875
R2 0.307 0.294 0.307 0.307 0.335 0.304 0.316 0.308
Adj. R? 0.305 0.292 0.305 0.305 0.333 0.302 0.314 0.306
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4.3.3 Banks’ stock performance during crises times

Our analyses so far have revealed strong correlations batia@nk capital, bank size,
and bank stock performance. As mentioned above, howeese tifects could dier
significantly during times of financial crisis. As a resuli wow turn to an in-depth
analysis of the factors that drive a bank’s performancendutirbulent times. Com-
plementing the main regressions discussed in the previdisestions, we also inves-
tigate the robustness of our results during crisis- anderais times, respectively. To
identify periods of financial crisis, we rely on the new datsd on systemic banking
crises provided by Laeven and Valencia (2012). We then parkeveral regressions
in which we employ the same set of variables as in Table 4.additionally include a
dummy variable that takes on the value one if a country egpe&d a financial crisis
in a given year, and zero otherwise. Moreover, we includersgwnteraction terms
with our crisis dummy to test the ftierential éfect of several explanatory variables on
bank performance during and outside of crises. Again, wienagt panel regressions
of the annual buy-and-hold return with clustered robustdaad errors (at the bank
level) as well as time-fixed and bank-fixeffexts. The results are presented in Table
4.9.

Models (1) through (5) in Table 4.9 provide us with first evide on the ffect of
turbulent times on a bank’s performance. The results shatvdfiring crisis periods,
a higher Tier 1 capital ratio significantly increased a bargtbck performance. The
result is economically significant and large. A one standkdation increase in Tier
1 capital yields an increase in the dependent variable of.8%Btus, while a higher
Tier 1 capital yields only a marginal decrease in stock parémce during calm times,
during turbulent times, a higher Tier 1 capital ratio indsieesignificantly better stock
performance. This result supports the argumentation tieatITcapital shields banks
from adverse fects spilling over from the financial sector to individuastitutions.
Also, this result is in line with the argumentation of Bergadd@ouwman|((2013) that

banks with more capital also have a higher probability o/saf, a possibly higher
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Table 4.9: Bank-specific and regulatory interactions.

The regressions estimate the relation between stock penfimenand bank characteristics, a bank’s interconnectedmitiss
other banks, and regulatory variables over the period ZHH®. Tablé 415 reports the results of our baseline regnessiver

the period 1999-2012 using banks’ log annual buy-and-helfdrn as our dependent variable. In addition to our multateri
The sampisists of 1,659 publicly traded international banks from 74
countries. Stock market data are retrieved fifbmomson Reuters Financial Datastrearhile financial accounting data are taken
from the Worldscopedatabase. Regulation variables come fiom Barthlet al. (90d4:3c country characteristics are retrieved
from the World Bank’s World Development Indicator (WDI) Dasste. The regressions include all banks from our sample and
we apply panel regression with time-fixed and bank-fixédats clustered robust standard errors (at the bank levelplues

are given in parentheses, *, **, and *** indicate statistisignificance at the 10%, 5%, and 1% levels, respectively. R4 is
adjusted R-squared. Definitions of variables as well asrgms of the data sources are given in AppefdiX C.1.

analyses, we include several interaction terms.

Variable Model (1) Model (2) Model (3) Model (4) Model (5)
Bank-level characteristics
Tier-1-capital -0.003  *** -0.003  w* -0.003  ** -0.003  *** -0.003  **
(0.000) (0.000) (0.000) (0.000) (0.000)
Leverage 0.000 0.005  *** 0.000 0.000 0.000
(0.542) (0.000) (0.749) (0.786) (0.963)
Debt maturity -0.014 -0.012 -0.015 -0.019 0.012
(0.539) (0.593) (0.504) (0.402) (0.620)
Loans -0.270  w* -0.274  w* -0.273  xxx -0.149 * -0.318  xx*
(0.000) (0.000) (0.000) (0.060) (0.000)
Interconnectedness 0.028
(0.685)
Crisis -0.079  ** 0.113  *** 0.008 0.300  *** 0.006
(0.003) (0.000) (0.747) (0.000) (0.799)
Interactions
Tier-1-capitalx Crisis 1.238  **=
(0.000)
Leveragex Crisis -0.006 ¥
(0.000)
Debt maturityx Crisis 0.005
(0.904)
Loansx Crisis -0.421  xx*
(0.000)
Interconnectx Crisis -0.911 A
(0.000)
Bank-level controls Yes Yes Yes Yes Yes
Fixed dfects Yes Yes Yes Yes Yes
N 10,032 10,032 10,032 10,032 8,078
R2 0.323 0.328 0.321 0.324 0.345
Adj. R? 0.321 0.326 0.319 0.322 0.343

market share, and thus a better stock performance.

Further along, we find that while Leverage does not have afgignt influence on

a bank’s stock performance over the whole sample periodnglarisis times, more

highly levered banks realize a significantly lower returartlother banks. The eco-

nomic significance of this result is large (66.5% decreaseuindependent variable

for a one standard deviation increase in leverage). Thisnignid also underlined by

Fahlenbrach et al. (2012) who confirm that the leverage oh& bhad a negative influ-

ence on the bank’s stock performance during the financisiscrOne possible expla-

nation for this finding could be that banks with higher leggralso had a more fragile

funding and were thus more vulnerable during the receniscrislowever, we find
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no statistical evidence that a bank’s debt maturity is $icgmtly related to a bank’s
annual buy-and-hold return.

While we find some evidence for our full sample that banks witbranloans in
their portfolio realize smaller annual buy-and-hold steekurns, this #ect is even
more pronounced during crises times. We find strong empiesdence (significant
at the 1% level) that banks with more loans have significalutlyer stock returns
during a crisis. The result is also economically significamd in line with the results
of ICihak et al. [(2012) who find that for the global financial crisisustries had less
stringent regulations on the treatment of bad loans. Alse,finding underlines the
argumentation of Engle et al. (2014) who argue that leveiag®re serious when the
economy is weak.

Finally, we analyze the relation between the interconratss of a bank with other
banking firms during times of a financial crisis. We show thatirthy crisis times, a
bank’s stock performance decreases significantly as gsdohnectedness increases.
Again, this result is significantly more pronounced duringis times than for the com-
plete sample period. In line with our intuition, this eviderhighlights the importance
of interconnectedness among financial institutions ducimges. As interbank linkages
are to some degree unknown, for highly interconnected fihmsisk of contagion in-
creases during crises periods. To be specific, only direkagies to other banks are
known, while information about linkages of higher degresrare. As a result, with

increasing interconnectedness a bank’s stock performdemreases.

4.4 Conclusion

In this paper, we investigate thé&ects of bank capital, bank regulation, and supervi-
sion on banks’ stock performance. We analyze a compretepaiel of international
banks over the period of 1999-2012 with 11,803 bank-yeaemfsions from 1,659
banks in 74 countries. We employ panel regressions to shedgéterminants of each

bank’s annual buy-and-hold return using bank-specific dsaseountry-specific and
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regulatory explanatory variables.

The key result of our empirical study is that higher regutatapital in the form of
Tier 1 capital is negatively related to the banks’ stock genfance over our complete
sample period from 1999 to 2012. However, during turbulenés, higher regulatory
capital significantly increases a bank’s annual stock perémce. In addition, we find
evidence that supports the notion that implicit governniailbut guarantees decrease
bank stock performance. To be specific both, a bank’s sizesuned by its total as-
sets and a bank’s interconnectedness with other banking,feine related to weaker
stock performance. Furthermore, we find evidence that t&tigervision and corpo-
rate governance are beneficial to bank stock performancthe’dame time, schemes
supporting the private monitoring of banks are negativelgted to annual buy-and-
hold returns.

The implications of our results are twofold. First, whilggher bank capital indeed
decreases overall bank performance, this result is of malrghagnitude. However,
as higher Tier 1 capital ratios significantly increase penfance during crisis times,
regulation appears to be on the right track, increasinglaégny capital requirements
around the world since the recent financial crisis. Finallg, confirm in our panel
setup that size and systemic relevance of banks negativiblence banks’ stock per-
formance. In line with earlier findings in the literature nkastock returns are signifi-
cantly lower for larger and systemically more important ksthat are more likely to

receive a government bailout.



104

Chapter 5

Crisis Sentiment and Insurer

Performance

“The financial crisis generally had a limitedfect on the insurance industry [...].
Aggregate stock prices of publicly traded life insurerd jhad declined by a total of
79 percent by February 2009

United States Government Accountabilitfi€e, 07292013

5.1 Introduction

Looking back at the recent financial crisis, it appears tlmtamly shareholders of
banks but also investors of insurer stocks were hit hard éyuhmoil in international
stock markets. In fact, insurer stockdtewed even higher losses than stocks of banks.
The question remains what exactly caused stocks of instoergperience such mas-
sive declines (see Figure .1 in Appenfik D for a comparisioin® stock returns of
banks and insurers in the U.S. during the financial crisis)thls paper, we analyze
whether the abnormally high losses on insurer stocks duhadinancial crisis can
be explained by investor sentiment that intensified durirggfinancial crisis. More
precisely, we argue that investors were measuring bothsan#l insurance compa-

nies by the same yardstick during the crisis and exited stoastments of financial
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institutions indiscriminately and regardless of the itgtbns’ actual exposure to the
crisis. If this were the case, investors would have beenghimg insurers beyond the
degree to which they were actually exposed to the advérsetg of a crisis that origi-
nated from the banking sector. We find that market-levelssentiment was a highly
significant predictor of stock performance between 200420%®. During the finan-
cial crisis, market-level crisis sentimerttected the performance of all insurers while
idiosyncratic crisis sentiment (negatively) influenced #tock performance of large
insurers. Our results imply that investors exited insuteclss mainly due to irrational
crisis sentiment rather than a rational assessment of siedrs’ actual exposure to the
crisis.

Intuitively, we would expect insurers to ar to a lesser extent than banks dur-
ing a financial crisis for several reasons: First, insureesn@ither vulnerable to bank
runs by depositors (see Diamond and Dybvig, 1983) and amrsdisee Dffie, 2010,
Gorton and Metrick, 2012) nor to liquidity shortages amisirom the interbank market
as seen during the financial crisis. On the contrary, inssigks should experience
a flight to quality during an episode of turmoil in the finan@actor as investors exit
their investments in volatile bank stocks. However, thentdinancial crisis has seen
dramatic losses on the stocks of insurers worldwide. Inqaedormance is clearly in-
fluenced by a multitude of determinants which have been thgity discussed in the
literature. He and Sommer (2011) investigate the impacwafesship structure, i.e.,
mutual versus stock ownership, on the relation between fenopnance and CEO
turnover in the U.S. property-liability insurance indystsimilarly, Mayers and Smith
(2010) establish a connection between board structurerendxtent to which exec-
utive compensation is linked to the performance of mutusiiiars. They find that
dysfunctional managerial incentives can be controlledugh governmental mecha-
nisms.| Berry-Silzle et al. (2013) look at thefiect of product diversification on per-
formance of insurers and find it to be heterogeneous acras#rées and dependent
on company size. Looking at the relationship of market stmecand the performance

in property-liability insurers, Choi and Weliss (2005) coroetlte conclusion that a
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higher insurance market concentration leads to lower praved higher profits and
that both cost and revenuéieiency have considerable influence on firm performance.
Most of the existing literature on insurer performance stmeted to the U.S. mar-
ket, with few exceptions such as Renbao and Wong (2004), wdwsfon the financial
health of Asian property-liability and life insurance coamges. In a related study,
Lai and Limpaphayom (2003) examine thigeets of organizational structure on per-
formance in the Japanese non-life insurance industry. ditey find that the keiretg
form of organization increases insurer performance. Com@iging these findings,
an alternative explanation for the bad performance of Ersuduring the crisis could
be that investors were driven by extreme bearish sentinogether with high uncer-
tainty regarding a respective insurer’s involvement in ¢hedit derivatives market.
This investor sentiment might also have been increasedgltine financial crisis by
the near-collapse of American International Group, whethtb a reassessment of the
insurance sector’s potential to cause systemic risk.

In this paper, we argue that insurer performance during tfaéial crisis was sig-
nificantly driven by irrational components such as genegghtive investor sentiment.
To proxy for an individual insurer’s susceptibility to thewerse &ects of the crisis
as perceived by market investors, we propose two new measfiferisis sentiment”.
First, we extend the FEARS index of Da et al. (2015) and proposgase the first
principal component of several Google search volumes fsiserelated queries (e.qg.,
“financial crisis”, “subprime crisis”) to measure the lew#lmarket-wide crisis senti-
ment. To measure the extent of idiosyncratic crisis senttnvee improve the investor
attention proxy of Da et al. (2011) based on Google Trendstdaibtain a measure for
the correlation of the search volume of individual insurgcker symbols with search
terms such as “bank crisis”, “financial crisis” or “crediisis”. Thus, we extend the
original idea of Da et al. (2011) by measuring not only the ant@f attention paid

to the insurance market by investors, but the degree to whigstors are negatively

43Keiretsurefers to the corporate structure of a company that is gidiad to a bank that provides debt
financing and owns a considerable part of the company’s\yeéé Lai and Limpaphayom (2003).
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influenced by the financial crisis in their perception of theurance market. We esti-
mate our proposed measure of crisis sentiment for a sampgheohational insurance
companies and carry out regressions of the stock perforenahglobal insurers be-
fore, during and after the financial crisis on the two new raess of crisis sentiment
and various control variables. Most importantly, we cohfimothe insurers’ individual
exposure to losses in the financial sector’'s aggregate ptozgs by using the Marginal
Expected Shortfall (MES) measurel.of Acharya etlal. (2010).

Our results show that our measure of market-level (or géneniais sentiment sig-
nificantly predicts an insurer’s quarterly buy-and-holthras@ Higher values of gen-
eral crisis sentiment induce a worse stock performance safrérs in the following
quarter. As we control for both the insurer's exposure tdesysgc risk (proxied by
their Marginal Expected Shortfall) and the crisis-reladesvnturn of the general econ-
omy (measured by the GDP growth and inflation rates), we fibdsbevidence that
the extreme losses on insurer stocks during the crisis vaeleed due to (irrational)
bearish investor sentiment. In contrast, we find that idiesatic crisis sentiment is
only significant in the regressions of the stock performanfdarge insurers during the
crisis. Consequently, (retail) investors did indeed achesentiment of a general eco-
nomic downturn rather than aftkrential and rational assessment of the idiosyncratic
exposure of insurers to the crisis.

Our paper is related to few but influential previous studiesh® usefulness of in-
ternet search da@.Ginsberg et al. (2009) were among the first to use searchengin
gueries to detect health trends and predict influenza epiderin an economic con-
text, the usefulness of Google search volume data for parifioversification and in-
vestment strategies has recently been investigated btokifes (2013) and Preis etlal.

(2013). Methodically, our empirical approactftdrs from theirs in that we make use

“In contrast to related studies on investor sentiment (seg,| €etlock, 2007, Da et al., 2011), we
concentrate in this study on quarterly buy-and-hold retuather than daily stock returns. In this
way, our results are immediately comparable to relatediesubdy| Beltratti and Stulz (2012) and
Fahlenbrach et al. (2012) on the stock performance of bamksgithe financial crisis.

45As noted by _Choi and Varian (2009), search data from Googlg Inaae the potential to describe
interest in a variety of economic variables.
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of the search volume index (SVI) provided by Google Trendden@insberg et al.
(2009) compute a time series of weekly counts for the mostnecomsearch queries
themselves. The usefulness of quantifying internet sebettaviour has also been
studied in the finance literature, most notably through tloekwof Da et al. [(2011)
and Da et al. (2015). In the latter, the authors also studgsitor sentiment measured
through internet search behaviour but focus on the pricinfgnancial assets. Their
approach resembles ours with respect to the constructiannefwv index of investor
sentiment. Their so called FEARS index is based on the SVImireent revealing
search terms such as “recession” or “bankruptcy”, whicly fived to increase in the
years around the financial crisis. However, Da etial. (2006u$ on the fect in-
vestor sentiment has on asset prices, volatility and fuvdfilom equity mutual funds
to bond funds. Our paper ftiers significantly from previous studies, however, as we
measure the correlation between two sets of search termgrawidle the first use of
big data from Google in the empirical insurance literatureaddition, our work also
complements the findings on the relation between investadnand asset prices (see,
e.g.,. Shu, 2010). But instead of using mood proxies, suchabyithms or whether,
we employ a direct measure of the bearish sentiment of iok&esEinally, our paper is
also related to the recent studylby Wisniewski and Larnbe3pP@hich examines the
impact of negative media speculation on the performanceank Isector indices. In
contrast to their paper, we refine the notion of negativeisemt by analyzing crisis
sentiment and concentrate on the performance of indivithsairers rather than the
whole financial sector.

The rest of our paper is structured as follows. In Sedtiohwe?briefly describe the
construction of our data sample, followed by an outline & theasures we employ
to proxy for insurer performance. We then explain how wedailr two measures of
crisis sentiment and describe the control variables that baen shown to influence
insurer performance. Sectibn b.3 presents the resultsrafrmalysis into the question
whether insurer performance during the crisis was drivenrtsfs sentiment. Section

concludes.



5.2. DATA AND VARIABLES 109

5.2 Data and variables

5.2.1 Sample selection

We study the hypothesis that insurer stock performancegduiie financial crisis was
driven by crisis sentiment in a comprehensive cross-cglanalysis. Using a sample
of international insurers in our empirical study is instrue for several reasons. First,
we strongly expect crisis sentiment to vary significantlyoas countries due to cross-
country diferences in internet availability and usage. As such, wecxpe dfect
of crisis sentiment on insurer stock performance to be a#tad in countries with
fewer internet users and vice versa. Second, we also expsist ®entiment to have
a differential éfect on the performance of insurers in the U.S. (being the tcpdine
financial crisis originated from) and Non-U.S. countries.

We construct our data sample by first selecting all publidied international in-
surers from the dead and active firm listsTihomson Reuters Financial Datastream
For our investigation it is essential for an insurer to bgdagnough in terms of total
assets to receive ficient attention by retail investors on the internet. We efane
exclude all insurers with less than $ 1 billion of total ass&Ye then omit all firms for
which stock price data is unavailableratastream Next, we eliminate all secondary
listings and nonprimary issues from our sample. Finally,al® exclude Berkshire
Hathaway, which is listed as an insurance companRatastreamdue to its unusu-
ally high stock price. Balance-sheet and income statemeatatta retrieved from the
Thomson Worldscopdatabase and all stock market and accounting data areteallec

in U.S. dollars to minimize a possible bias in our resultesteng from currency risk.

5.2.2 General crisis sentiment

In the early works on asset pricing anffi@ent markets, it is regularly assumed that
new information is immediately processed by investors amced. In reality, how-

ever, the limited attention investors can allocate to aeta@&ee Kahnemann, 1973)
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raises severe doubts about the validity of the assumptidheoinstantaneous pricing
of information. There now exists an extensive literatureton efects of limited in-
formation and heterogeneous investor attention and assatg(see, e.g., Merton,
1987, Gervais et all, 2001, Sims, 2003, Hirshleifer and Tef}03,! Grullon et all.,
2004, Seasholes and Wu, 2007, Barber and Odean, 2008, Hou20@9). While
most of these studies relied on indirect measures of invedtention, recent work
has used data based on Google search volumes to directlyraeagestor attention
(see Daetall, 2011, 2015). Closely related to investor ttt@nasset prices could
also be driven by investor sentiment. If uninformed noiadérs base their investment
decisions on sentiment rather than rational informatibanges in investor sentiment
and pessimism will be reflected in asset prices (see De Loal), d990) if not in the
long run, then at least in the short run (see Kogan et al., ,ZmBZL As such, ex-
treme noise trading brought on by the financial crisis migivenbeen responsible for
the extreme downward price movements in insurer stocks.

In this paper, we propose a direct measure of the pessinmststor sentiment
caused by the financial crisis. We argue that the media cgeevathe financial dis-
tress at banks during the crisis urged noise traders torexstments in insurer stocks
even though these divestitures may not have been justifiad hcreased default prob-
ability of insurers. Moreover, if uninformed traders suseé insurers to be similarly
exposed as banks to runs in the money marketi(see Gorton) a@diCcounterparty
risk in credit derivatives markets, missing too-big-td-faarantees in insurance could
have additionally driven investors to sell the shares afiiess. To measure investor
sentiment towards the vulnerability of insurers to the lagkrisis, we use th&oogle
Trendsanalytics tool. Google Trendsllows the user to download (normalized) data
on the weekly search volume for a given word or list of W(Qjﬁirst, we obtain the

Google Search Volume Index (GSVI) for multiple search teratated to the financial

48In fact, | Tetlock (2007) shows that high media pessimism duassonly explain contemporaneous
stock returns, but also predicts downward stock price mevesnwhich are followed by a reversion
to fundamentals.

4'The graphical output of the Google Trends Analytics toollisstrated in Figur€DJ2 in AppendixID.
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crisis. The GSVI measures the number of searches for a garem relative to the
total amount of searches on Google over a given time peria@sxy for investor
attention. As the naming of the financial crisis evolved tigio the years, just like
the crisis evolved from a relatively limited crisis in thebguime lending sector to a
global financial crisis, we collect data on several variadiof the search term “finan-
cial crisis”. In particular, we use the words “financial ¢sf's “credit crisis”, “subprime
crisis” and “bank crisis We do not use more general, negatively connotated terms,
like \Da et al. [(2015), since we are specifically interestemhwestors’ (irrational) per-
ception of the &ect the crisis had on individual insurers’ stock returndldvang the
approach of Baker and Wurgler (2006), the observations oGtB¥I for these search
terms are then used in a principal component analysis. Me@gely, we first employ
the 52 weekly GSVI values of the four crisis-related seassims in the year 2004
and estimate the first principal component of the four tinreese The resulting values
of the first principal component are then used to proxy forGoegle search volume
of crisis-related search terms during the year 2004. Toneséi the GSVI of crisis-
related terms in each remaining week in our sample, we uegalindows that are
enlarged by one week after each estimation (i.e., the pahcomponent analysis used
to compute the first principal component in wee& performed on data for weeks one
through week). Obviously, the principal component analysis could hage éeen
performed on our complete data set. The estimation proeetkscribed above, how-
ever, guarantees that the time series of the first principadponent of crisis-related
search terms does notfBer from a look-ahead bias. Then, Btbe the resulting value
of the first principal component of the GSVI of the four seat®ims at timd, scaled
to the range of O to 1& We then consider the estimate&fto be our primary proxy
for the general crisis sentiment of investors. The time @wh of the market-level

crisis sentimenk; together with the GSVIs of the four original search termshisven

48Note that we do not use search terms th&edionly marginally from the terms we use like, e.g., “the
financial crisis” or “banking crisis”. As these alternatiems are highly correlated with the terms we
employ in our empirical study, we restrict Google searcbehé small set of terms mentioned above.

49The scaling is done as in the Google Trends tool through idigidy the maximum value of the series
and then multiplying by 100.
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in Figure[5.1.

Figure 5.1: Google search volume indices for “financialistiand related search
terms.

The figure shows the plots of the five Google Search Volumectwdfrom 2004 to the end of 2012 for
the search terms “financial crisis”, “credit crisis”, “subpe crisis”, “bank crisis” and the first principal

component of the four indices. The principal componentasatively calculated using an enlarging
window, starting with the values of the year 2004 and thetesc® the range of 0 to 100. All data are

taken fromGoogle Trends
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Two observations from Figute 5.1 are noteworthy: First, aotsurprisingly, crisis
sentiment increased in summer 2007 and rose steeply arbarabliapse of Lehman
Brothers in 2008. Nevertheless, search volume indices alsedssignificantly before
and after the collapse of Lehman. Secondfedences between the GSVI of the indi-
vidual search terms can be quite high as evidenced, e.chelhigh search volumes for
“subprime crisis” in late 2007 and early 2008 thus undemiinihe need to consolidate

the search volume data via our principal component analysis
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5.2.3 Cirisis Sentiment Index

Whereas our proxy for the general crisis sentiment as cartstitabove is supposed
to capture the overall angst of investors towards the firmdrisis, we additionally
introduce a measure of the relation between individualrgrsuand the financial crisis
as perceived by investors.

We follow |Da et al. [(2011) and retrieve weekly data fré@omogle Trendson the
GSVI for each insurer for the time period between 2004 and®?2@sing the firm’s
ticker symbol as the search query (our retrieval of Googta garallels the approach
by Daetal., 2011j1 Although Google Trends allows to retrieve search results fo
specific regions, we conduct world-wide searches as we watdture international
investors’ attention to insurers. Moreover, as the GSVIisdoet provide the search
volume in total, but in relative terms, measuring investattention countrywise would
make comparisons between individual countriefialilt. Next, we estimate time-
varying correlationg} between the general crisis sentim&naind the search volume
indexGS V| of insureri. We follow/Da et al.|(2011) and compu&S V| using insurer
i's ticker symbol and, if only a numeric ticker symbol was &fale, the insurer’s
company name as given Datastreamas search terms in Google Trends. To avoid
a possible look-ahead bias in the estimation of the coioglst we estimatg! using
rolling windows of length 52 weeks using data up to wedkhe rolling windows
are skipped ahead one week for each estimation). Finallycamstruct ourCrisis
Sentiment Index (CSby combining the dynamic correlation between the first ppalc
component; and a firm’sGS V|, multiplying the estimated correlation with the sum

(GS V| + Z,) and then dividing the resulting term by 200:

ol (5.1)

csii- (GSV[+Zt).

200

This specific construction of the CSI accounts for severaless First, by employ-

50In case the ticker symbol was ambiguous, most notably Japfioial company names instead of
ticker symbols are used in Google Trends to retrieve the GSVI
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ing the time-varying correlations of the first principal gpoment and the normalized
search volume index of the firms we capture the time variatidhe crisis-related at-
tention retail investors and noise traders (together viiéhgeneral public) paid to the
insurance firms in our sample. This correlation, howevegsdwot provide us with any
information on the actual level of the search volumes in amgiveek. As such, it could
be that both the insurer's GSVI and the crisis-related $et@mns are highly correlated
simply because both their search volume indices were zemcdfect this issue in
equation[(5.11) by multiplying the dynamic correlation witie sum of the indices and
the scaling factor o%) (each of the two GSVIs has a range of 0 to 100).

In Figure[5.2, we plot the estimated values of the Crisis &warit Index of three
global insurers (AIG, Prudential and Swiss RE) against theks¢mid) prices of the
three respective insurers during the periogdQ2004 to 0831/2013.

The plots in the upper panel of Figurel5.2 highlight both theetvariation of id-
iosyncratic crisis sentiment during our full sample perat the particularly high
levels of crisis sentiment during the financial crisis. Mawer, consistent with the
fact that AIG received more media coverage during the ctiigia any other insurance
company, the peak in the CSl is most pronounced for AIG whiEssentiment was
considerably lower, e.g., for Swiss RE. A comparison of thegobf crisis sentiment
and the three insurers’ stock prices in the lower panel ofiféig.2 already hints at a
high correlation between stock prices and contemporaneass/ncratic crisis senti-
ment. In our panel regression analysis, we will later exptbe questions whether this
contemporaneous correlation also holds in our full samptevehether lagged values
of the general and idiosyncratic crisis sentiment proxasalso be used to predict an

insurer’s stock performance.

1n Figure[D.3 in AppendikD, we also plot the time evolution@BI for the mean values and for the
10%- and 90%-quantiles of CSI.



Figure 5.2: Crisis sentiment and insurer stock prices 2032

The figure shows plots of the (weekly) values of the Crisistif@mt Index (first line) and daily stock prices (second Jifte American International Group (first column),
Prudential (second column) and Swiss RE (third column). ddta on the stock prices are taken from Ti@mson Reuters Financial Datastrea@latabase and cover the

period from 0101/2004 to 0831/2013. The Crisis Sentiment Index is computed using data féagle Trendvia CS| := (GSV“Z‘) - pi. whereZz, is the first principal

200
component of the Google Search Volume Indices (GSVI) foess\crisis-related search query tern®sS V| is the GSVI for insureith ticker symbol (or company name in
case of a numeric ticker symbol) apfis the (dynamic) correlation betwe@nandGS V|.
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5.2.4 Further control variables

In addition to our two proxies of crisis sentiment, we alsq&y several control vari-
ables that have been shown in the literatureffect insurer performance in our panel
regression@. Data on the insurer characteristics we use are obtaingdtfreThomp-
son Worldscopeéatabase. To begin with, we control for two standard accogmter-
formance measures and use an insurer’s Return on Equity (R@HReturn on Assets
(ROA). ROE is calculated as earnings per share of the lastdr2hm divided by pro-
rated book value per share times 100. ROA is the pre-taxmretiithe insurer on its
total assets. As previous research has shown (see, e.g/;8élzle et al.| 2013), firm
performance is unquestionably related to firm size. We tbezanclude the natural
logarithm of an insurer’s total assets as well as net revgngigen by the log total
of an insurer’s operating revenue, to proxy for size and theket-to-book-ratio, de-
fined by market value of common equity divided by book valuemhmon equity, to
proxy for each insurer’s firm value. As a further proxy for foemance, we include
the loss ratio, built by adding claim and loss expenses tgQ term insurance reserves
and dividing by premiums earned. Moreover, we expect peréoice to be influenced
by leverage, which is obtained by subtracting the book vafusguity from the book
value of assets, adding market value of equity and dividiegatal by market value of
equity. Empirical evidence has shown both a negative (sge,Acharya et all, 2010)
and a positive (see Vallascas and Hagefid@011) correlation between performance
and leverage. We therefore have no expectations as to theokidpe codficient of
leverage in our regressions. Furthermore, we include aypi@xan insurer’s invest-
ment success in our panel regressions. More precisely, a/thagatio of investment
income to net revenues, as well as the related proxy InvestAgtivity, which is de-
fined as the ratio of the insurer’s absolute investment iretonthe sum of absolute

investment income and absolute earned premiums. The jtiries for the degree to

52The determinants of insurer performance have also beeessktt by Lai and Limpaphayom (2003),
Choi and Weiss (2005), Lai etlal. (2011), He and Sommer (2044 et al.|(2011), Fields etial. (2012)
and Berry-Shlzle et al. [(2013).
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which an insurer derives income from investing in assetgatsof earning premiums
from underwriting. To assess an insurer’s activity outsfg®insurance business, we
also regress insurer performance on non-policyholdeiliigls, obtained by dividing
the total on balance sheet liabilities by total insuransemees. Since corporate gov-
ernance has been shown tdeat firm performance during crises (see Johnsoniet al.,
2000), we include the variables Board Size and Board Indepeede our regressions.
Board Size is measured by the natural logarithm of the numbedirectors whereas
Board Independence describes the percentage of indepemdsiate directors on the
board of directors.

Although we argue that the bad stock performance of inswessdriven by irra-
tional crisis sentiment, it could also be the case that grsstock performance was
driven by rational divestitures at systemically more exggbssurers. To control for
this dfect, we include a measure of systemic risk in our analysighvhas been ex-
tensively discussed in the previous literature. We compuatesurer’'s Marginal Ex-
pected Shortfall to control for an insurer’s actual expedorsystemic risk. We follow
Acharya et al.[(2010) and define the Marginal Expected Shlbas$ the average return
on an individual insurer’s stock on the days the DatastreankBadex experienced
its 5% worst outcomes during the time period of January 20d3ecember 2012. To
control for country-specific, i.e., economic or politicatffdrences across countries in
our sample, we include several country controls, such aanheal real GDP growth
rate in per cent or Inflation, defined as the log of the annuaihgk of the GDP defla-
tor Finally, as we expect cross-countnffdrences in internet availability and usage
to influence our Crisis Sentiment Index, we include the véeisiternet use, which is
given as the percentage of people with access to the world wéb in a given coun-
try in our regression analysis. Data on internet availgbi§ taken from the World

Development Indicator database of the World Bank.

S3Inflation is known to influence insurer performance, seeristance Berry-$izle et al. (2013).
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5.2.5 Insurer performance and descriptive statistics

Descriptive statistics on our dependent variables, ouisomes of crisis sentiment and
various control variables are given in Tablel5.1.

The descriptive statistics in Tallle 5.1 summarize the dagdl @53 firms over the
complete sample period from Q2 2004 to Q4 2012. We intenlipnboose quarterly
returns instead of data of higher frequency in order to kagpstudy comparable to
related studies by Beltratti and Stulz (2012) and Fahleribeaal. (2012). It is note-
worthy that the overall stock performance of insurers mesbby the insurers’ quar-
terly buy-and-hold returns was insignificant over our fudhgle period. However,
stock performance was significantly negative during thenfored crisi with insurer
stocks plummeting by -5.19% on average. Similarly, our €r&entiment Index has
a mean of zero in our full sample with the values of the CSI iasirgg significantly
during the financial crisis. The descriptive statisticstfor proxy for the market-level
crisis sentiment are in line with the evidence presentedgare[5.1 that our sample
period is characterized by a high variation in the level ofeyal crisis sentiment with
peaks during 2008.

In addition, several findings from studying the descripstatistics are noteworthy.
First, average internet use is high with approximately £%f households having
access to the internet in our full sample. As the interneeappto be pervasively
available in our sample, we can safely assume that retaglstovs regularly use the
internet to gather information on stocks (regardless ofgihestion whether they also
base their trading decisions on this information). Croasaty differences, however,
are significant with some countries having an internet atdity of only 7%. Second,
the average exposure of insurers to systemic risk duringutilsample period was at
an economically significant 2%. During the financial crisiee average exposure of
insurers to externalities stemming from the banking sewts even higher with the

average MES being 2.33%. Several insurers were thus heaxfilgsed to systemic

S4Following|Fahlenbrach et al. (2012) we define the crisisqueais Q3 2007 to Q4 20009.



Table 5.1: Descriptive statistics.

The table presents descriptive statistics on quarterlyandrhold returns of the 253 sample insurers for the periooh fQ2 2004 to Q4 2012. Additionally, descriptive
statistics for the General crisis sentiment, Crisis Sesintndex and the various control variables we use in ouession analyses are given on a quarterly basis. We report
the number of observations, minimum and maximum valuesegmtites and moments. Except for the number of observatgkesvness and (excess) kurtosis, all entries
are denominated in %. All variables and data sources areetifinAppendixXD.1L.

Percentiles Moments

Obs Min 1st 5th 20th 80th 95th 99th Max Mean St. Dev.  Skewnessxc. Eurt.
Insurer performance and main explanatory variables
- Buy-and-hold returns 8714 -1.00 -0.47 -0.24  -0.08 0.10 60.2 0.55 29.00 0.02 0.39 49.40 3431.26
-Csl 8855 -0.30 -0.11 -0.04 0.00 0.01 0.07 0.16 0.43 0.01 0.04 147 1491
- General crisis sentiment 35 0.32 0.32 0.39 1.77 13.44 24.758.394 48.39 8.96 9.36 2.25 6.57
Control variables
- Leverage 6247 1.17 1.50 1.93 3.12 15.02 37.03  133.23 44180.69 49.04 37.83 37.55 1447.15
- Net revenues 6297 7.12 11.42 1270 1381 16.50 17.84 18.63 18.97 15.16 9 15 -0.26 0.79
- Total assets 6321 11.65 1354 1421 1525 18.20 19.91 20.72 21.45 16.78 71 1. 0.26 -0.25
- Debt maturity 5761 0.00 0.00 0.07 0.75 1.00 1.00 1.00 1.00 0.84 0.27 -2.05 24 3.
- Loss ratio 5999 -1717.91 -0.06 40.81 63.17 114.85 267.37 864.40 8@39.2114.27 271.23 20.26 597.57
- Market-to-book ratio 6247 -0.76 0.20 0.50 0.81 2.03 3.30 515. 45.12 1.54 1.50 16.13 439.99
- Non-policyholder liabilities 6027 0.56 1.01 1.07 1.14 9.7 5.06 36.52 704.97 5.04 40.78 14.04 205.65
- Return on assets 6318 -30.22 -5.80 -1.01 0.45 3.67 6.76 110.2 34.57 1.91 3.19 -0.39 25.74
- Investment activity 5998 -5.39 0.01 0.05 0.08 0.31 0.69 0.93 7.12 0.22 0.32 3.80 213.21
- Investment success 6035 -22.10 0.03 0.18 0.59 0.89 0.95 1.16 4.13 0.71 0.65 -28.63 995.07
- MES 8744 -1.14 -0.02 0.00 0.00 0.03 0.06 0.10 0.40 0.02 0.03 -7.03 420.48
- Return on equity 5845 -77.86 -66.22 -6.84 5.66 16.29 25.82 4.2 36.69 10.16 12.84 -3.39 19.27
- Internet use 8835 7.30 8.43 35.00 64.76 81.03 86.77 91.30 95.00 69.54 4155 -1.80 3.66
- Board size 2953 3.00 6.00 8.00 9.00 14.00 20.00 26.00 28.00 12.09 3.82 32 1. 2.45
- Board independence 2694 0.55 2.84 9.23 38,53 86.98 91.33 4594 94.67 62.58 26.61 -0.77 -0.60
- GDP growth 8624 -8.54 -5.49 -3.11  -0.36 3.27 5.45 8.22 14.78 1.68 2.66 .46-0 1.96
- Inflation 8624 -14.45 -2.16 -0.89 0.88 3.23 5.97 8.30 27.57 2.25 2.02 19 1. 15.43
- Stock market turnover 8680 0.15 1.70 6.28 73.17 189.06 848.304.07 404.07 144.33 93.06 1.09 1.25
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risk. However, variation in the MES estimates across time ianthe cross-section
is high thus underlining the notion that some insurer§esad heavily from the fi-

nancial crisis while others were not exposed to systemisrigurthermore, insurers
had positive mean profitability ratios and leverage ratitzg tie mostly between 3.12
(20%-quantile) and 15.02 (80%-quantile). Mean leverage 48804, although this es-
timate is biased in part by few extreme outliers with a negabiook value of equity.

We chose to keep these insurer-quarter observations inaouple as they belong to
insurers that most likely were in distress during the finahcrisis and as dropping
these observations would lead to a survivorship bias.

We start our analysis of the hypothesized relation betweisis sentiment and in-
surer performance by conducting a univariate analysis offdlsample of insurer-
quarter observations. We first compute descriptive siegibdr insurer-quarter obser-
vations in the bottom and top (general) crisis sentimenttdedased on our full sam-
ple (2004-2010). Not surprisingly, general crisis sentitrend the Crisis Sentiment
Index do not statistically significantly fier for insurer-quarters in the top and bottom
general crisis sentiment quartiles (despite the fact tbdt fubsamples are constructed
in this way). Both measures of crisis sentiment are, howdwgher in the top crisis
sentiment quartile. Quarterly buy-and-hold returns aghtlly higher in the top crisis
sentiment quartile (0.7%) although returns in both the taplzottom quartile (0.68%)
are economically negligible. As results from this univegianalysis based on data
starting in 2004 ier a possibly biased picture due to the fact that crisis semti only
started to &ect stock investors in 2006, we repeat this analysis for tivsample of
Q1 2006 to Q4 2010. The results of this analysis are reponté@dble 5.2.

Surprisingly, buy-and-hold returns do not significantlyfeli between the insurers
in the top and bottom CSI quartiles. By construction, firm-#peand general crisis
sentiment are significantly higher in the top CSI quartile. wewer, results for some
of our independent variables indicate significarftadtences between insurers which
possessed a high CSI during the crisis and those that were ottom CSI quartile.

For instance, insurers with a high value of the Crisis Semniirtredex had a higher loss



Table 5.2: Descriptive statistics for insurer-quarterthmfirst and fourth crisis sentiment quartiles (Q1 2006 - Q4.

This table compares the characteristics of insurers betewbbttom quartile of the Crisis Sentiment Index (CSI) reéato those above the top quartile of the CSI. Our
sample consists of 253 international insurers (listed ipémix(D.2) and covers the period from Q1 2006 to Q4 2010. \ertehe mean, 5%- and 95%-quantiles, and
the standard deviation of our dependent and independeiables. The equality of means of theffdrent variables is tested using a standard t-test. All brsaand data
sources are defined in Appendix D.1. ***** * denote estiesthat are significant at the 1%, 5%, and 10% level, resgbgtiv

Bottom crisis sentiment quartile Top crisis sentiment glearti t-test

Mean St. Dev. 5% quantile  95% quantile Mean St. Dev. 5% gleanti95% quantile
Dependent variable and main explanatory variables
- Buy-and-hold returns -0.0032  0.2055 -0.3047 0.2614 (B005 0.3029 -0.3305 0.3427 0.6846
-Csl -0.0418  0.0375 -0.114 -0.002 0.0633 0.0649 0.003 0.2033  528G***
- General crisis sentiment 12,9959 11.3707 0.3155 24.7483 9868 13.2231 2.0653 48.3862 3.1199%**
Control variables
- Leverage 14.57 30.23 1.80 57.28 17.067 54.02 1.94 51.64 1.02
- Net revenues 15.37 1.58 12.76 18.00 15.49 1.79 12.63 18.29 121
- Total assets 16.98 1.84 14.24 20.13 17.13 1.95 1431 20.26 1.36
- Debt maturity 0.85 0.26 0.14 1 0.86 0.23 0.27 1 0.43
- Loss ratio 86.33 219.69 32.07 363.22 117.71 267.00 31.90 366.33 2.15**
- Market-to-book ratio 1.48 0.92 0.51 3.30 1.31 0.80 0.48 72.8 -3.17%**
- Non-Policyholder liabilities 4,55 29.60 1.09 8.47 1.80 82. 1.08 2.90 -2.00%*
- Return on assets 231 3.35 -0.64 7.25 1.83 3.28 -0.82 6.72 48%2
- Investment activity 0.23 0.27 0.05 0.77 0.23 0.28 0.05 0.78 290
- Investment success 0.72 0.28 0.21 0.96 0.70 0.38 0.10 0.95 44 -1
- MES 0.02 0.03 -0.00 0.07 0.03 0.03 -0.00 0.09 2.86%+*
- Return on equity 9.47 12.53 -20.36 24.76 7.05 14.92 -19.24 0.4 -2.85%**
- Internet use 70.05 13.82 40.79 85.03 68.88 13.92 37.99 82.3 -1.62
- Board size 11.78 3.83 6 20 12.23 3.54 8 20 1.65*
- Board independence 63.48 26.51 11.62 90.60 67.06 24.68 5420. 91.89 1.77*
- GDP growth 1.19 2.86 -4.81 5.40 0.62 2.92 -5.13 4.43 -3.77+*
- Inflation 231 2.26 -0.93 5.38 2.33 1.88 -0.45 5.40 0.19
- Stock market turnover 187.49 111.54 33.37 404.07 185.99 .1714 30.58 404.07 -0.26
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ratio, were less profitable and had a higher exposure torsystesk according to their
mean MES.

The results of the univariate analysis so far have presemdweak evidence in
support of the hypothesis that idiosyncratic crisis seatihtrove insurer performance
during the financial crisis. The extremely bad stock perfmmoe of insurers could,
however, be due to high levels of market-wide crisis semintieat dfected all finan-
cial institutions indiscriminately. Moreover, idiosymtic and general crisis sentiment
could have a dierential impact on small and large insurers as absoluteawedierage
for these groups éier as well. We therefore explore the relation between csisii-

ment and insurer performance in a panel regression settitiggifollowing section.

5.3 Does crisis sentiment drive insurer performance?

5.3.1 Baseline panel regressions

In this section, we explore the determinants of the stoctopmance of international

insurers during the last decade. To this end, we perfornralgvanel regressions of the
insurers’ quarterly buy-and-hold returns on our two prexiécrisis sentiment together
with various control variables. To limit the possibility odverse causality driving our
results, we lag all explanatory variables by one qug!@ur sample is composed of
8,855 insurer-quarter observations for the sample perib@@@4 to Q4 2012. As we
strongly suspect the sensitivity of insurer performancenvestor sentiment to vary
with firm size (and thus media coverage), and as this couldilplysbias our findings,

we estimate separate regressions for quintiles of insyrarter sorted by the insurers’

total assets. Everything else equal, we would expect theginéle of crisis sentiment on

insurer performance to be highest for large insurers asateyhe ones with the most

%91t is quite easy to imagine a possible source of reverse tgusathe setting of our regression of
insurer performance on crisis sentiment. In a contempaoeiew, attention and sentiment of retail
investors could simply reflect a reaction of investors toahelution of past stock prices. Although
we cannot completely rule out reverse causality, we belibgé our regressions of performance on
lagged values of crisis sentiment mitigate this possibitita large extent.
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extensive media coverage. To account for unobservabledgeteeity across insurers
and time, we estimate panel regressions with insurer- ameHixed éfects and robust
standard errors. Results from our baseline panel regressarershown in Table 5.3.

Models (1) through (5) in Table 8.3 constitute our baseliapgb regressions of in-
surer performance on our Crisis Sentiment Index based orenguarter observations
sorted in quintiles of total assets. The results of theseessipns show a clear picture.
Insurer performance is notfacted by our measure of an insurer’s individual sensi-
tivity to crisis sentiment. Based on these findings, at leasiur full sample there
appears to be no indication for a significant relation betwiedividual crisis senti-
ment and insurer performance. Instead, several of ouryidmatic control variables
like, e.g., the insurers’ market-to-book ratios are foumté¢ driving buy-and-hold re-
turns (regardless of the firm size quintile the regressidoased on). In models (6)
to (10), we repeat our baseline panel regressions but tutkstihe CSI by our mea-
sure of the market-wide crisis sentiment. The findings os¢heegressionsfier a
completely diterent picture than our models that employ the CSI. Our measduhe
general crisis sentiment of investors is a highly statdiycsignificant determinant of
the stock performance of insurers in our complete sampliegieMoreover, we find
the market-level crisis sentiment to be highly significaortdmall, medium-sized and
large insurers with theffect being largest in magnitude for insurers in the top gl@nti
of total assets. Higher levels of market-wide crisis seatitnimply lower quarterly
buy-and-hold returns of insurers in the future. Thikeet is also economically sig-
nificant as a one standard deviation increase in our proxyenégal crisis sentiment
decreases the average quarterly returns of, e.g., smateirssby -4.31% (-0.004%
9.58). Similarly, a one standard deviation increase in theket-wide crisis sentiment
leads to a decrease in future returns on the stocks of lasgedrs of -5.12% (-0.0054
x 9.48).

Again, we find that insurer performance is also driven by thradi market-to-book
ratios and to some extent by their profitability as measuyatdinsurers’ return on as-

sets. In all regression specifications, leverage seemsnedmsgively related to insurer



Table 5.3: Panel regressions of insurer performance 2002-2

This table shows results of panel regressions of quartenfyamd-hold returns of international insurers on two pesxdf general and firm-individual crisis sentiment and
various control variables. The panel regressions are e on subsamples of insurer-quarter observations sattequintiles of the insurers’ total assets. All panel e=gr
sions are estimated with insurer- and quarter-fix@elots. The sample includes 8,855 insurer-quarter obsengatif 253 international insurers over the time period Q14200
to Q4 2012. Robust standard errors are reported in paraslas all explanatory variables are lagged by one quarerlFegressions, we present results separated by
quintiles of the insurers’ total assets. Results for thentgyuspecific variables GDP growth, Inflation and Stock neatlkirnover are suppressed. Variable definitions and datal
sources are provided in Tafile D.1 in the Appendix. *** ** &dote cofficients that are significant at the 1%, 5%, and 10% level, mispdy. Adj. R? is adjusted R-squared.

Dependent variable: Quarterly buy-and-hold returns
Total assets quintile: Small-Q1 Q2 Q3 Q4 Large-Q5 Small-Q1 Q2 3 Q Q4 Large-Q5
(1) (2 3 (4) (5) (6) (7) (8) 9) (20)
CsSl 0.0622 -0.0988 -0.3073 0.1063 -0.1635
(0.721) (0.385) (0.316) (0.381) (0.136)
General crisis sentiment -0.0045*** -0.0033*** -0.0040*** -0.0036*** -0.0054***
(0.001) (0.000) (0.000) (0.003) (0.000)
MES 0.6991* 0.4269* 0.4282 1.3340*% 0.9249 0.6999* 0.4368* 4051 1.3320 0.9252
(0.082) (0.099) (0.445) (0.077) (0.150) (0.081) (0.090) A18) (0.077) (0.153)
Total assets  0.0375** 0.0315 0.0545 0.0802** -0.0048 01038 0.0305 0.0516 0.0830** -0.0055
(0.027) (0.521) (0.217) (0.026) (0.839) (0.024) (0.537) .24B) (0.026) (0.817)
Market-to-book ratio  0.0053*** 0.0517*** 0.0422*** 0.02gr** 0.0150 0.0053*** 0.0520*** 0.0412%** 0.0292*** 0.0147
(0.000) (0.002) (0.000) (0.002) (0.132) (0.000) (0.002) .0Q0) (0.002) (0.132)
Return on assets  0.0019** -0.0008 0.0109*** 0.0174%* 0700 0.0020** -0.0007 0.0115%** 0.0171%** 0.0067
(0.0412) (0.833) (0.000) (0.000) (0.124) (0.039) (0.843) .000) (0.000) (0.139)
Leverage -0.0023* 0.0000 -0.0005*** -0.0001*** -0.0010** -0.0024* 0.0000 -0.0005*** -0.0001*** -0.0010%**
(0.099) (0.828) (0.001) (0.000) (0.008) (0.075) (0.830) .000) (0.000) 0.010
Investment activity ~ 0.2066** -0.0063 -0.0282 -0.0080%*** .ea.92* 0.2086** -0.0063 -0.0303 -0.0079**=* -0.0207**
(0.030) (0.368) (0.181) (0.003) (0.056) (0.028) (0.368) .14Q) (0.004) (0.026)
Non-Policyholder Liabilities 0.0047 -0.0227*** -0.0001* -0.0001 0.0000 0.0050 -0.0226*** -0.0001* -0.0001 0.0000
(0.236) (0.002) (0.075) (0.116) (0.981) (0.127) (0.002) .089) (0.129) (0.975)
Loss ratio 0.0000 -0.0001* 0.0001 0.0000* 0.0001** 0.0000 0.0001* 0.0001 0.0000* 0.0001**=*
(0.748) (0.089) (0.144) (0.089) (0.014) (0.710) (0.086) .180) (0.092) (0.010)
Debt maturity -0.0017 -0.0167 -0.0141 0.0210 -0.0624** 02p -0.0150 -0.0121 0.0195 -0.0690**
(0.933) (0.184) (0.555) (0.526) (0.044) (0.899) (0.203) .64@) (0.557) (0.033)
Internet use 0.0015 0.0013 -0.0013 -0.0036** -0.0036*** oms 0.0012 -0.0013 -0.0037** -0.0035***
(0.298) (0.259) (0.319) (0.042) (0.004) (0.325) (0.287) .218) (0.040) (0.004)
Country controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Insurer-fixed &ects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Time-fixed dfects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 865 993 1085 1212 1198 865 993 1085 1212 1198
R2 0.251 0.352 0.373 0.455 0.561 0.251 0.351 0.370 0.455 0.560
Adj. R? 0.209 0.320 0.344 0.433 0.543 0.210 0.320 0.342 0.433 0.542
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performance for medium-sized and large insurers. Intieiglgt an insurer’s exposure
to systemic risk as measured by its Marginal Expected Siibisf not significantly
correlated with insurer performance. Although one mighdest large insurers to be
especially susceptible to turmoil in the financial sectiog MES is not significant in
five out of our ten regressions in Tablel5.3 and only signifieamhe 10% level in the
remaining models. Most strikingly, MES enters the lattggressions with a weakly
significant positive sign. Finally, the adjusted R all regressions are all well above
20% with the regressions (5) and (10) of the performancergelansurers possess-
ing an adjusted Rof 54.3% and 54.2%, respectively. Our baseline regressurs
provide us with ample evidence in support of our hypothdsi$ market-wide crisis
sentiment is a significant driver of insurer stock perforoean

In the following subsection, we test the robustness of ounmesults by performing

several further regression analyses.

5.3.2 Robustness checks

The results of our baseline panel regressions show thateinperformance between
2004 and 2012 was negatively related to the level of markdéwrisis sentiment of
investors. In the following, we present the results of vasiocobustness checks of this
main finding.

First, one could argue that our measure of the general sgsitment simply reflects
the influence of the market portfolio or of changes in ecoreggnowth on an individual
firm’s stock performance. Both arguments can be confuted asowkol for both the
insurers’ MES and the respective GDP growth rate. Contplior both variables in
our regressions does noffect the high economic and statistical significance of the
general crisis sentiment.

Next, we estimate several additional panel regressionshichwe employ addi-
tional or alternative control variables to check the robass of our main finding. All

regressions are again estimated with insurer- and time-&fects employing the full
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set of control variables. The results of these robustnesskshare presented in Table
5.4. For simplicity, the results on the control variableghiese regressions are omitted
from the table.

Table 5.4: Robustness checks.

This table shows results of further panel regressions oftetg buy-and-hold returns of international
insurers on two proxies of general and firm-individual arisentiment and various control variables.
The panel regressions are performed on subsamples of irqpuaieter observations sorted into quintiles
of the insurers’ total assets. All panel regressions aimattd with insurer- and quarter-fixeéfects.
The sample includes 8,855 insurer-quarter observatior@safinternational insurers over the time
period Q1 2004 to Q4 2012. Robust standard errors are reportparantheses and all explanatory
variables (if not indicated otherwise) are lagged by onetgunaFor all regressions, we present results
separated by quintiles of the insurers’ total assets. Whridefinitions and data sources are provided
in Table[D.1 in the Appendix. Panel A shows the results of aepaggression in which the general
crisis sentiment index is lagged by two quarters. Panel Bgmts a regression in which a subsample of
observations between 2006 to 2010 is used. Panels C and énpthe results of regressions in which
the general crisis sentiment index is interacted with tatdets and the availability of the internet,
respectively. Panels E, F and G use alternative measuredmsarer’s size, profitability and investment
activity. Panel H presents the results of three regressiowsich the MES is estimated usingfidirent
sector indexes. All regressions include our full set of oontariables. ****** denote codficients
that are significant at the 1%, 5%, and 10% level, respeytival]. R? is adjusted R-squared.

Dependent variable: Quarterly buy-and-hold returns
Total assets quintile: Small-Q1 Q2 Q3 Q4 Large-Q5
Panel A: double-lagged

General crisis sentimeng -0.0034** -0.0034** -0.0122***  -0.0090*** -0.0144%*

(0.030) (0.030) (0.000) (0.000) (0.000)
Panel B: subsample 2006-2010
(o] -0.1057 -0.1267 -0.9064** 0.2303 -0.4102**
(0.565) (0.487) (0.010) (0.330) (0.040)
General crisis sentiment -0.0036* -0.0056*** -0.0106*** -07D* -0.0067***
(0.087) (0.002) (0.000) (0.000) (0.002)
Panel C: interaction total assets
General crisis sentiment 0.0163 0.0163 -0.0043 -0.0232 0.0220
(0.377) (0.377) (0.924) (0.398) (0.130)
Total assets 0.0362* 0.0362* 0.0694 0.0373 -0.0047
(0.063) (0.063) (0.140) (0.302) (0.836)
General crisis sentiment Total assets -0.0014 -0.0014 -0.0001 0.0011 -0.0014*
(0.295) (0.295) (0.979) (0.497) (0.055)
Panel D: interaction internet use
General crisis sentiment -0.0006 -0.0006 -0.0077** -0.0065*** -0.0023
(0.849) (0.849) (0.026) (0.002) (0.547)
Internet use 0.0012 0.0012 0.0013 -0.0015** -0.0023*
(0.287) (0.287) (0.147) (0.035) (0.056)
General crisis sentiment Internet use 0.0000 0.0000 0.0000 0.0000 -0.0001
(0.355) (0.355) (0.515) (0.279) (0.329)

Panel E: alternative size proxy
General crisis sentiment ~ -0.0033***  -0.0033***  -0.0060***  QO47*** -0.0057***

(0.005) (0.005) (0.000) (0.000) (0.000)
Net revenues (Total assets) 0.0103 0.0103 0.0208 -0.0270 -0.0382
(0.521) (0.521) (0.348) (0.214) (0.063)
Panel F: alternative profitability proxy
General crisis sentiment -0.0030 0.1526* -0.0059*** -0.0047** -0.0062***
(0.114) (0.075) (0.000) (0.000) (0.000)
ROE (ROA) 0.0018 0.0021 -0.0005 0.0089** 0.0116
(0.951) (1.000) (0.851) (0.032) (0.270)
Panel G: alternative investment activity proxy
General crisis sentiment -0.0030 0.1528* -0.0059*** -0.0047** -0.0061***
(0.108) (0.075) (0.000) (0.000) (0.000)
Investment success (Inv. Activity) -0.0418 0.0160 0.0064 07046 0.0220
(0.584) (0.560) (0.890) (0.525) (0.506)
Panel H: alternative MES estimation
General crisis sentiment (MES1) -0.0022 0.1595* -0.0042**  0@B1*** -0.0059***
(0.251) (0.062) (0.000) (0.002) (0.000)
General crisis sentiment (MES2) -0.0022 0.1596* -0.0042***  0@B1*** -0.0059***
(0.255) (0.062) (0.000) (0.002) (0.000)
General crisis sentiment (MES3) -0.0023 0.1593* -0.0042%** .0@B1*** -0.0059***
(0.235) (0.063) (0.000) (0.002) (0.000)
Other control variables: Yes Yes Yes Yes Yes
Insurer-fixed €ects Yes Yes Yes Yes Yes
Time-fixed dfects Yes Yes Yes Yes Yes

We start by addressing concerns that despite lagging our explanatory variable
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by one quarter, both the general crisis sentiment and theers quarterly buy-and-
hold returns could be simultaneously determined. To thds ere estimate panel re-
gressions in Panel A of Table 5.4 in which we employ the measfimarket-wide
crisis sentiment lagged by two quarters. The results indit@at general crisis senti-
ment remains statistically significantly related to insyserformance even if lagged
by two quarters. Also, this result remains valid for all saloples of diferent insurer
size.

Our main findings were based on an analysis of our full sanfptesarer-quarter ob-
servations between 2004 and 2012. However, crisis sentiwweasilow to non-existent
before the onset of the financial crisis in early 2006. It dahus be argued that our
results are biased by including insurer-quarters in whioth lmur measures of crisis
sentiment were practically zero. To control for this, wereate a panel regression
in Panel B in which we only employ observations from the tinegigd of 2006 to
2010. The results show that th&ext of the general crisis sentiment on insurer per-
formance is even more pronounced during the financial dhsis in our full sample.
Even more importantly, we find that our proxy of insurer-indual crisis sentiment
is highly significant for mid-sized insurers and insurerghia top total assets quintile.
In other words, the stock performance of large insurersnduttie financial crisis was
significantly determined by both market-wide and individerésis sentiment, possibly
because larger insurers receive more attention throughrs=saon Google, especially
in times of financial turmoil. Thisféect is highly economically significant as a one
standard deviation increase in the CSl leads to a -2.74% aeetia insurer stock re-
turns (-0.4228< 0.0649).

Furthermore, we investigate whether the negative coroeldtetween market-wide
crisis sentiment and insurer performancefigeeted by insurer size and the availabil-
ity of the internet. For this purpose, we estimate panelaggions in Panels C and D
of Table[5.4 in which we interact the general crisis sentimiedex with total assets
and our variable Internet use, respectively. Our resulfaisimdicate that theféect of

crisis sentiment on performance is aggravated by the siigeahsurer. This finding
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is weakly corroborated by the negative sign of thefioent of the interaction term

in Panel C which is stat. significant at the 10% level. Als@atild be argued that a
better availability of the internet increases tlfkeet of crisis sentiment. The results in
Panel D, however, show that the interaction term enters pboer regressions with

a significant sign. A possible explanation for this is that sample is predominantly

composed of insurers from developed countries in whichrttegmet was readily avail-

able even at the beginning of our sample periodfddences in the availability of the
internet across countries thus do not seem to influence sultse

We also estimate regressions in which we employ alternaigasures of an in-
surer’s size (net revenues instead of total assets), @iityaROE instead of ROA)
and investment activity (ratio of the insurer’s investmagmome to net revenues in-
stead of the ratio of the insurer’s absolute investmentrimedo the sum of absolute
investment income and absolute earned premiums), regelgctl he results presented
in Panels E to G clearly show that market-wide crisis sentimemains a significant
driver of insurer performance. While the negatiféeet on performance is slightly
attenuated in the subsamples of smaller insurers, our nmalim§s remain unchanged
for mid-sized and large insurers.

Next, it could be argued that our results are driven by thei§pananner in which
we estimate the Marginal Expected Shortfall of insurersthi§ were the case, our
proxies of crisis sentiment could simply capture the systetak exposure of insur-
ers that is not adequately captured by our MES estimatesibdBkeline regressions.
To control for this potential bias, we recalculate the MES$igghree alternative in-
dexes. To be precise, we employ Werld DS Full Lin Insurer IndeXlabeled MES1
in Panel H), theMSCI World Banks IndekMES?2) and theiSCI World Insurance
Index(MES3) taken fronDatastream The results show that our conclusions remain
unchanged. Additionally, we also estimate regressionsichwve employ data on the
size and the independence of the insurers’ boards to cdaotrpbssibility that the dif-
ferences in performance are due tfigliences in corporate governance. Again, we find

that our results remain uffacted by the addition of these variables in our regressions.
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Another concern with our results is that our proxies of sr&ntiment simply mea-
sure the overall volume of search queries on Google ratlzar the specific search
queries for crisis-related terms. If this were the case,iadgx constructed from ar-
bitrary Google search terms related to the economy showiel &gimilarly significant
effect on insurer performance. To test this hypothesis, wetagisseveral dierent
indices from Google search volumes for search terms thaketated to the economy
but do not carry a negative connotation and that are noteetlat the financial cri-
sis We then use these indices in unreported placebo panel segnesof insurer
stock performance. We find that none of these alternativegl@ogearch volume in-
dices is statistically significant in the placebo regressioRelated to this concern is
the argument that insurer stock prices could be influencegehgral bad sentiment not
specifically tied to crisis-related topics. To refute thiain of thought, we run several
regressions including the FEARS factor introduced in Da.e(lES We regress
the insurers’ stock performance on the FEARS index along authcontrol variables
(excluding the other two sentiment measures) in the qesblf the insurers’ total as-
sets and find no statistical significance of the FEARS factatdi##onally, we rerun
these regressions and also include the CSI and then the gengisasentiment index,
respectively. As before, the ciheients of the FEARS index remain insignificant from
zero while the general crisis sentiment index is highly gigant with a negative féect
on the insurers’ stock performance. The CSI, again, is ingtgmt in the regressions.

In unreported regressions, we include the quarterly Chidagard Options Ex-
change Market Volatility Index (VI>@ and find the same results for the CSI and the
general crisis sentiment index as befare.

Finally, one could argue that not all search queries comagrie financial crisis

or related phrases were done in English. Citizens of everytcpare more likely

%6For example, we use search times like “economy”, “employtihéinflation”, “GDP”, etc.

5"We construct the index using weekly data and aggregate sétse¢o quarterly data by averaging the
weekly values.

58The data for VIX is obtained fromittp://research. stlouisfed.org/fred2/series/VIXCLS/downloaddatal

59 particular, we rerun the usual panel regressions withlVibginstead of the sentiment measures and
find it to be of little statistical significance.
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to enter search terms in their own mother tongue. We therefonstruct a multi-
lingual version of our proxy for the general crisis sentimby translating the four
crisis-related phrases used before into each insurersélomuntry’s dficial language.
Unfortunately, Google Trends does not provide data for ntdriige translated words,
simply because the search volume of these words was too lougggoently, we have
to restrict ourselves to seven main languages with availdata for at least one of the
four search term@ Afterwards, we proceed with the calculation of the mulgiimal
index in the same way as the general crisis sentiment. Ee@tinclusion of several
other languages, we find that our main findings remain unadngy high correlation
of 96.1% between the general crisis sentiment and its multilihgeission underlines

this result.

5.4 Conclusion

Shareholders of insurers lost significantly on their innesits during the recent finan-
cial crisis. Although insurers did not far from the risk of a bank run or faced the
detrimental &ects of interbank funding drying up, the stocks of insurergentheless
plummeted between 2006 and 2009 to an extent that was similae losses of banks.
In this paper, we argue that the bad stock performance ofensuluring the crisis
was in part due to the crisis sentiment of investors, i.e pirceived susceptibility of
insurers to the financial crisis. We propose two proxies ahaarer’s individual crisis
sentiment and the market-wide general crisis sentimenteatichate these measures
using Google Trends data.

These two measures of crisis sentiment are then used in pEgreksions of inter-
national insurers’ quarterly buy-and-hold stock returimsthese regressions, we con-
trol for several other idiosyncratic and country-speciftestminants of insurer perfor-
mance from the literature. Most importantly, we also cdrfoothe insurers’ exposure

to systemic risk as proxied by their Marginal Expected SabrtOur findings clearly

80we use the following languages to construct the multilingeasion of the CSI and the general crisis
sentiment index: English, French, German, Italian, NoiaegPortuguese and Spanish.
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show that market-wide crisis sentiment is a powerful priediof an insurer’s stock

performance during the period 2004 to 2012 regardless afsamer’s size. During the
financial crisis, the stock performance of large insurermitonly negatively related to
market-wide but also to idiosyncratic crisis sentimenbc8s of insurers that retail in-
vestors perceived as particularly exposed to the bankisgs gerformed significantly

worse than stocks of insurers which investors perceive@ tmbre independent of the
banking sector.

Our results imply that investors exited insurer stocks myaloe to irrational market-
wide crisis sentiment. Conversely, retail investors andediaders did indeed act on
the sentiment of a general economic downturn rather tharfareintial assessment
of the idiosyncratic exposure of insurers to the crisis. €fliect of crisis sentiment
on stock performance that we measure is large in magnitudle@momically highly
significant. Our analysis can thus be seen as an investigaio the importance of

noise trading in stocks of financial institutions during fimancial crisis.
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Chapter 6

Depositor Sentiment

“Even sunspots could cause runs if everyone believed tlegtdid.”

Douglas W. Diamond, Economic Quarterly, Volume 93, Numb20@y7, pp.189-200.

6.1 Introduction

The regulation of the banking sector and government intgiwes are often justified
with the need to prevent bank runs in which depositors wéhadiheir deposits from

a bank out of fear their deposits might be lost if the bank dlésa In case depositors
start to run indiscriminately to banks that might not at altd financial distress, the
ensuing contraints on banks’ liquidity could cause sevareabe to the entire financial
system and the real econo@ySince the time of the Great Depression in the United
States, governments have attempted to limit the risk okesystide bank failures by
introducing deposit insurance schemes that aim at prengesélf-fulfilling runs by de-
positors. There now exists a large literature on the optaealgn, the positivefiects,

but also the inherent agency problems of deposit insurastanses1 Complementing

61The consequences and real economy costs of financial criseésaussed, e.g., by Bernanke (1983),
Ongena et all (2003), Calomiris and Mason (2003), Dell'&iacet al. [(2008). Financial crises, how-
ever, can obviously be caused by other factors than depasits, too, as observed, e.g., by the “run
on repo” during the recent financial crisis (see, €.9., Goaiad Metrick| 2012).

620ne of the first empirical studies on this subject is due to IPgiig-Kunt and Detragiache (2002) who
find that the detrimentalffects of deposit insurance on financial stability prevailbsagquent analy-
ses have focused on the adoption and design of deposit m®isghemes (see DeniigKunt et al.,
2008) as well as the stabilizingfects of deposit insurance during times of financial crisee(s
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this line of research, several studies have analyzed thavimhof depositors during
financial crises and itsfiects on distressed and non-distressed banks. Evidence on
the determinants of bank runs and the behavior of deposhorgever, is still sparse,
despite its obvious importance.

In this paper, we test whether household sentiment andtiattefior deposit insur-
ance in the U.S.féect changes in bank deposits. Using two direct measures-of de
positors’ aggregate level of sentiment and attention baseititernet search volume
data from Google, we find that depositor sentiment is sicamiily negatively related to
changes in U.S. banks’ demand and time deposits during tiadpaf 2004-2013. In
line with the hypothesis of depositors perceiving largetksaas safer due to too-big-
to-fail guarantees, we find depositor sentiment to havetardntial €fect on small-
and medium-sized banks and larger banks in our sample: whpesitor sentiment
decreases deposits at banks that are not systemically tampothe opposite is true for
larger banks. Conversely, the attention of households tosiejmsurance as revealed
by the volume of queries related to the Federal Deposit &arsig Corporation (FDIC)
is significantly related to increases in bank deposits. o main findings, we then
turn to the question whether depositor sentiment and &tenan be used to explain
the probability of a bank run from or to a given bank. Our kegutein this analysis
is that a higher level of information procurement by housgfhon deposit insurance
mitigates the probability of a bank run.

In addition to active information retrieval through intetrsearches on deposit insur-
ance, depositors might also simply be exposed to news awearfaand by the FDIC.
Therefore, we also shed light on the interplay of the presefthe FDIC in the media
and the need of depositors to gather more information ondfetysof their deposits.
Interestingly, our analyses indicate a negative cor@tatif the number of press re-
leases by the FDIC and the demand for more information by siepe as revealed on
Google. As such, it appears as if media attention to the FID3chot spur but rather

substitutes depositors’ demand for more information orli& deposit insurance sys-

Anginer et al., 2014b).
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tem. However, our analyses also reveal that depositors/easearch for information

on depositinsurance on the internet and passive exposoesM®coverage on the topic
both have a significant positivétect on changes in banks’ demand and time deposits.
Depositors thus appear to divert their attention to infdramasources on the internet
via Google in case the presence of the FDIC in the media is low.

The results in our paper are closely related to the theadetionclusions in
Diamond and Dybvig| (1983) who show that a deposit insuracberse is the opti-
mal strategy to hinder possible runs on banks in case dep®site perfectly informed
and rational. In reality, however, the existence of pelyeicformed depositors may
not be given. Consequently, the subsequent theoreticedtlites includes numerous
extensions of the Diamond-Dybvig-model in which these agsions have been loos-
ened (see, e.d., Chari and Jagannathan,/ 1988, Engineer|G8i83tein and Pauzner,
2005, Azrieli and Peck, 2012). Our paper complements thaperp empirically by
highlighting the detrimentalfect of depositor sentiment on bank deposits even in the
presence of deposit insurance. To the best of our knowldutiyb the direct measure-
ment of depositor sentiment as well as the analysis int@l&ion to changes in bank
deposits are new to the literature. The results we find aiaeénwith recent findings in
the literature that, so far, has tried to explain deposiérdvior at the micro-level. For
example, Brown et al. (2014) argue that the decision of démssio withdraw money
from their bank is driven by personal reasons and attitudelser than by the formal
existence of deposit insurance schemes. Our results fustigport the notion that
sentiment rather than fundamentals cause banl@ms.

Our paper is also related to several studies on ffeztveness of deposit insurance

in preventing bank runs. First, Demirg-Kunt et al. [(2008) find that the decision of

3The results of Osili and Paulsan (2014) stress the findingpgxsonal attitudes and experiences, rather
than deposit insurance, influence depositor behavior. Fhey that persons that have encountered
financial crises are less likely to use U.S. based banks tositegeir wealth. The hypothesis that
individuals’ perception and knowledge of a bank, and notdmentals, determine changes in de-
posits is also supported by the worklof Oliveira etlal. (20Ihey empirically assess the influence
of depositors’ perception of banks being “too-big-to-faih the changes in deposits during runs in
2008 in Brazil and conclude that extreme decreases canmatfained by bank fundamentals (see
alsa Pera and Schmukler, 2001, for a similar finding).
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governments to introduce deposit insurance is often metivay political rather than
by economical reasons. For example, a country might intedudeposit insurance
scheme simply as an act of copying the structure of developadtries and not pri-
marily to reduce the danger of possible bank runs. NeversiseAnginer et al. (2014b)
argue that the use of explicit deposit insurance has a pesitipact on the stability of
the financial sector and reduces the default risk of bankagltimes of crisis, despite
possible moral hazard. Similar to this study, Karas et @18 investigate the im-
pact of deposit insurance schemes on market discipline addHat the sensitivity of
households towards the equity of banks during crises deeseagnificantly. Our study
helps in understanding the factors that influence ffecaveness of deposit insurance.
We find that an increased information retrieval on the degasurance scheme in
place, and thus better informed depositors, decreasesk#lidod of a bank run.
Second, our paper complements the results of lyer and|RukRj2vho make the case
that depositors retrieve information from their local sdcietwork to decide whether
to withdraw money from their bank account or not after thead#fof another inde-
pendent bank near@.As our results suggest, depositor behavior is also significa
affected by information retrieval from sources outside theodéprs’ social network.
Finally, our paper also relates to the literature regarthegnfluence of investor sen-
timent on the economy. It has long been recognized that mrarkie sentiment and
fear influence the attitudes and decisions of investors laus, tdetermine the prices
of assets such as stocks or bonds. As such, the question hestars’ attention, atti-
tudes, and sentiment can be quantified has been discussediegty in the literature.
In our study, we follow in the footsteps bof Da et al. (2011) dwalet al. (2015) and
use internet search volume data to directly measure depashtiment and deposi-
tor attention towards deposit insurance. While instituidianvestors and even noise
traders may also use other sources of information for theanftial decision making,

we suspect internet search data to be particularly weleduidr capturing the inter-

64In a follow-up study, lyer et all (2013) investigate whichisnal attributes of an individual contribute
to the decision to withdraw money as a response to annoumtsmeeconomic distress of a bank.
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ests and attention of individual depositors. In doing sa,gaper extends the quickly
growing literature on the applications of search volumediaim Google Trends (see
also| Ginsberg et al., 2009, Choi and Varian, 2009).

The remainder of this paper is structured as follows. Fivstgive an introduction
to the topic of depositor sentiment and depositor atterd®mvell as an overview of
the previous literature on deposit insurance and bank muSectior 6.2. In Section
6.3, we describe the data and variables used in our studyhancbnstruction of our
main explanatory variables. Sectionl6.4 provides inforomedn the empirical strategy
of our analyses. Empirical results are presented in Selét®nResults of robustness

checks are given in Section 6.6. Secfiond 6.7 concludes.

6.2 Depositor sentiment and depositor attention

There now exists an extensive literature on tffects of limited information, investor
sentiment, and heterogeneous investor attention on asses [{see, e.g., Merton,
1987, Gervais et all, 2001, Sims, 2003, Hirshleifer and T&8}03,| Grullon et al.,
2004, Seasholes and Wu, 2007, Tetlack, 2007, Barber and ©d688, Hou et al.,
2009). Similarly, limited information, bounded ratiortgliand irrationality could lead
bank depositors to run even though their deposits are couBre deposit insurance
scheme. The empirical evidencelby RReand Schmukler (2001), Brown et al. (2014),
Oliveira et al. (2014), and Osili and Paulson (2014) suppthis hypothesis as deposit
withdrawals appear to be driven by the personal attituddgarceptions of depositors
rather than by bank fundamentals.

Most theoretical models describing the decision of bankodiprs to run usually
make the assumption that agents can be divided into a gropgtieint depositors, and
one group of impatient ager@.ln the model of Diamond and Dybvig (1983), banks

face the problem that panic-based runs can occur as a réddtiopatient and im-

patient depositors demanding early withdrawal at the same, thereby forcing the

85See, e.gl, Azrieli and Peak (2012) for a model with a continafiagents characterized by their degree
of impatience.
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bank into defaul@ In fact, patient depositors could run due to bad expectstibe.,
the fear that others might run as well or the fear that the aoés financial trouble.
In this paper, we refer to the level of bad expectations orp#reof households as de-
positor sentiment. For example, when depositors have baecgations on the banks’
financial soundness, the probability of a bank run mightease. This understanding
is in line with most of the theoretical literature which asss bank runs to be the
result of pessimistic and noisy information of depositdyewt banks (see, e.g., Chen,
1999). However, it could even be the case that the sentinfidrduseholds caused by
the fear of a general economic downturn could bésent to drive depositors to run.
Consequently, the first hypothesis that we test predictshilgaer levels of depositor
sentiment are negatively related to bank deposits.

In addition to the expectations of agents, a critical asgiongor the dfectiveness
of deposit insurance in these models is that depositorsifmemed about the existence
of deposit insurance. While many theoretical models showrthesy information or
misinterpretations about a bank’s assets on the part ositep®can cause panic-based
bank runs (see, e.q., Chari and Jagannathan/ 1988, Chen, #89guestion whether
information on the existence of deposit insurance is alssyns left unanswered in
the literature. For a deposit insurance scheme tdflieetd/e in preventing bank runs,
however, depositors need to be informed about its existanceits desig@ The
idea of imperfect information on deposit insuranéieeting depositor behavior lies at
the heart of the second hypothesis that we test in this pAdermeasure the degree
of uninformedness of depositors in the U.S. via the leveltt#dion households pay
to the FDIC and refer to the level of information retrieval the FDIC as depositor

attention.

86Complementing this view, some studies in this literatuggaix bank runs as a result of bank behavior,
see Calomiris and Kahh (1991) and Diamond and Rajan (2001).

57Anecdotal evidence found by Goedde-Menke et al. (2014 h@German banking sector indeed sug-
gests that depositors’ knowledge of the deposit insuratiterses changed around the financial crisis.
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6.3 Data

6.3.1 Google Trends

In this study, we use internet search data obtained from tiadytcs tool Google
Trends which gives us several advantages over other sentimeratteerdion measures.
For example, internet search data delivers insights inb@biinformation retrieval and
interests of depositors since the search is anony%ﬂso, in contrast to other mea-
sures of sentiment;oogle Trendslata provides insights into the active information
retrieval of depositors instead of passive informationasxpe through, e.g., ne &'
Measures derived from news or written publication in geheray capture the senti-
ment of the market and thus influence the readers’ investdesisions. Since news
based measures of sentiment proxy passive attitudes ofdheetnwe cannot extract
the actual attention readers pay to the publications armbrigent.

With internet search data, however, we are able to gainhisign how depositors
actively seek information on their topics of interest. Dale{2011) were among the
first to apply internet search data to the field of academim@iea In their pioneer-
ing work, the authors investigate the usefulnes§&obgle Trendglata capturing the
relative amount of searches for a specific stock ticker syrtiomeasure the atten-
tion of noise traders. They find that increased attentionsuneal by internet search
data predicts higher stock prices and price reversals in¢he future. However, they
specifically concentrate on attention of retail invest@ather than on the household
level. In their follow-up study, Da et al. (2015) constructrerket-wide sentiment

measure using internet search data on thirty economiateresearch terms and show

68The information gained from the data is therefore not asebiass the one obtained from surveys,
as survey participants may not be motivated or altruistimugh to give comprehensive and honest
answers (see Singer, 2002). Additionally, the method ofeyting delivers quite infrequent data.

%90ne approach to construct a sentiment measure based onshgwesri in the work of Tetlock (2007).
The author constructs a sentiment measure via the fractioegative words in the “Abreast of the
Market column” in the Wall Street Journal.

°A more active way to obtain data on depositors’ sentimentlevbe to analyze entries on financial
message boards on the internet. One could possibly derikketrgentiment from message boards by
applying linguistic techniques, though it would be a quitdifect way of approximating mood on the
internet (see Antweiler and Frank, 2004).
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that it can be used to explain mutual fund flows and asset miesals. In our study,
we extend this idea to study the usefulness of search dade@wsit insurancen the
U.S. to explain phenomena in the real economy and predicsieps’ behavior.

The search engine of Google is by far the most frequently irséte United States
and thus, its wealth of data is a superior source for data erattention of ameri-
can households. Using the analytics t@aogle Trendswe are able to download the
Google Search Volume Ind€ssSVI) for specific terms or a list of words at a daily,
weekly, or monthly frequency, depending on the requestad frame and search vol-
ume availability:] The GSVI of a search term measures the number of searches that
occured in a specified time period, relative to the total amofiGoogle searches (and
is scaled to a maximum of 100). The default setting of@aogle Trenddool gives
the user information on the relative attention towards aifpeerm worldwide and
in the time frame from 2004 to the current day. For our purppa& will restrict all
gueries onGoogle Trenddo the time period of January 2004 to December 2013. If
not stated otherwise, all queries are also performed fasehaech volume in the United
States. Nevertheless, we will also obtain data on the seatame of terms restricted
to a smaller geographical area, namely the 50 U.S. statethamistrict of Columbia.
When entering a search phrase i@oogle Trendswe are also able to gain insights on
related phrases, which are also displayed on the webpadg wilhbe helpful when

we search and select appropriate phrases covering a spieifie '3

6.3.2 Depositor sentiment

In our analyses, we make use of the Financial and Economituédss Revealed by

Search (FEARS) index proposed by Da etial. (2015). This indexbines the search

"f the user ofGoogle Trendsequests search volume data with a time frame of one quartess) one
is able to retrieve daily search volume (in case the termascéed for often enough). If the GSVI is
too low, only monthly or no data are provided.

2Another featureGoogle Trendgprovides is the comparison of up to five words simultaneoiigen
entering two ore more phrasespogle Trendshows bars that compare the average search volume
in the specified time period, which is also reflected in thdeso&the line graphs. A term that was
searched for more often than others will determine the smadethus the values @oogle Trends
data.
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volume of thirty economics-related phrases such as “galept or “bankruptcy’

The FEARS index is calculated by taking the log changes of thelsV search vol-
umes, winsorizing at the 5% level, regressing the time satetime dummies, and
taking the residual to eliminate seasonality in the datacointrast to Da et al. (2015),
we download weekly search volume data for the list of thirtgrds and adjust the
winsorized time series using month dummies. The thirty tsages are then com-
bined by averaging. FEARS represents the negative sentiofidrdguseholds in the

United States (higher values indicate a higher level of leadiment).

6.3.3 Depositor attention

We start by building a catalog of words associated with tipéctof deposit insurance
in the United States. When depositors are interested in fle¢ysaf their deposits it
is, most of the time, clearly a sign of their attitude towatls current general eco-
nomic situation and in specific the condition of their bamgksystem. In particular,
we intend to measure the attention of depositors towardexiséing deposit insurance
scheme and how itfects their behavior. For this purpose, we start the consbruc
of our attention index by comparing the search volumes otwlephrases “FDI c
and “deposit insurance”. If U.S. depositors want to re&igformation on the deposit
insurance system of their country, they might simply typthmmlatter of the two search
terms. However, they might also have heard of the institypimviding deposit insur-
ance before looking for further information. The outputGpnogle Trendss shown in
Figurel6.1.

Obviously, the GSVI for “FDIC” dominates the GSVI of “deposiisurance” and
peaks twice during the financial crisis, where the FDIC migdne been relevant to
depositors when deciding on their course of action. To abddher relevant related

search phrases, we type the two terms mentioned above e@wibgle Trendsool and

"3The initial word list is derived using appropriate dictioies. Phrases tagged as “economic” words
with either “positive” or “negative” sentiment are retreeyand then ranked according to the strongest
relations with market returns, which turn out to be negatatations.

"“Note thatGoogle Trendsloes not distinguish between upper or lower case letters.
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Figure 6.1: Comparing the search terms “FDIC” and “depositiiasce” with Google
Trends.

The figure represents the graphical output for a parallelgo®rends search on “FDIC” and “deposit
insurance”. Weekly search volumes scaled by the averagehsgalume for “FDIC” (which has a
higher average search volume than “deposit insurance’lateed for the time period 2004 to 2013.

TOpiCS Subscribe

deposit insurance ‘ fdic

Interest over time News headiines

. . ) r\cre-

receive related search terms, e.g., variations of the terrsisnilar words. Afterwards,
we compare each of the suggested terms with the GSVI of “FDyQiding the specific
search phrases and “FDIC” parallely. By doing so, we are abigeatify if a given
search phrase hasfBuaient seach volume to be included in our analysislowever,
none of the related expressions is searched for nearly es aft the phrase “FDIC”
itself. We thus conclude that in the quest for measuring siéme attention towards

the deposit insurance scheme in the U.S., it fi@ent to restrict our list of words to

5The related search terms used afederal deposit insurance, deposit insurance corporaticar
insurance deposit, bank deposit insurance, insurance posig depositinsurance act, fdic insurance,
deposit insurance scheme, fdic bank, fdic insurance, tiogfftic banks, fdic insured, fdic limits, fdic
limit, fdic insurance limits, what is fdiandfdic coverage
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this single search ter@.

While the decision on the appropriate search term “FDIC” isedasn the search
volume for all states in the country, we expect both, theadavel of search volume
and the time evolution of the GSVI toftier from state to state. Intuitively, the time
evolution of interest in deposit insurance schemes in statdh more internet usage
(e.g., New York, Texas, or California) mightftér from the time evolution of interest
in deposit insurance in states with, e.g., a lower poputadiensity. We type “FDIC”
into theGoogle Trendsool while restricting the search to specific states and dioseh
the weekly time series from 2004 to the end of 2013 for the 58. $tates and the
District of Columbia. In case the search volume for “FDIC” iglnienough, we are
able to obtain weekly data on the SVI from 2004 to 2013. Foresstates, however, we
are only able to retrieve monthly data (or no data in the caffeecstate of Wyoming),
simply because the interest of the population measuredssaich data over this time
frame is close to zero. We define states as “high volume” stifitere are able to
retrieve weekly search data on “FDIC” and “low volume” stadéiserwise. Figurg 612
illustrates the geographical distribution of high and lasaich volume states in our
sample.

From the map, we can see that most of the high volume statéscated in the east
of the United States. The other high-volume states are Aaz@alifornia, Colorado,
Texas, and Washington. With respect to the previous dismuss$ appropriate search
terms, our main variable of interest is tﬁ@lctj-index, which is constructed by taking
the weekly search volume of “FDIC” in stajevinsorized at the 5% level, filtering out
seasonality by regressing month-dummies on the index and tise residuals. Each
time series is scaled by its standard deviation to minimzssible heteroskedasticity
problems (see Da etldl., 2011). Quarterly values are thexiragat by taking the sum of

weekly values for each quarter. Figlrel6.3 shows the timkigwa of the FDIC-index

"6Another approach would be to aggregate the GSVI of seveaatBaerms into one time series, e.g.
by averaging the values or performing a principal compoaealysis (see, e.d., Baker and Wurgler,
2006). Since the search volume for “FDIC” is way above thei@slof the other terms, we decide
against a combination of GSVIs.
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Figure 6.2: Distribution of states with high and low searolume.

The figure shows a heat map of the United States (excludingwheolume states Alaska and Hawai).
A black area indicates a high search volume for the phrasédCFbBn Google Trends (weekly search
volume available) and a white area represents low or zeralsealume.

High volume state map

N

for five selected states.

In all states, attention to deposit insurance spikes in rhi@B2efore the financial
crisis and reaches a minimum level of attention at the beginof 2009. Interestingly,
depositor attention on “FDIC” in California, New York, and Bexis lowest around the
beginning of 2006, while the values of the FDIC-index stawptieély constant from
2004 to 2008. After a few quarterly ups and downs in atterditer the financial crisis,

the search volume on “FDIC” in these states does not vary agfisently as before.
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Figure 6.3: Time evolution of FDIC-index.

The figure shows the time evolution of the FDIC index for thadest Arizona (black), California (green),
New York (yellow), Pennsylvania (red), and Texas (blue)e ADIC-index is constructed as the search
volume for “FDIC” from Google Trends in a given state for tlmé period 2004 to the end of 2013,
winsorized at the 5% level, adjusted for seasonality, aategldby its standard deviation. Higher values
indicate a higher search volume on “FDIC".
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6.3.4 Other data

In our analyses, we investigate the relation between U @ siwr sentiment, depositor
attention, and bank deposits. Therefore, we analyze bapésits from U.S. banks
that are insured by the FDIC. We obtain all FDIC call reportsth@ time period Q1
2004 to Q4 201gFirst, we include in our sample all banks that are locatedni@ o
of the 50 U.S. states or the District of Columbia that have astl®ne listed quarter
observation on demand and time deposits. Since we can ordgure the #ects of

depositor attention on deposit insurance for high voluragest we omit all banks in

"The call reports are provided by the FDIC and can be downtadat
www2 . fdic.gov/sdi/download_large_list_outside.asp.


www2.fdic.gov/sdi/download_large_list_outside.asp
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the sample that are located in one of the low volume statesestidct ourselves to the
high volume states. While this might seem a huge sacrificetafaathe first look, we
still account for over 75.8% of all demand deposits and 7202%| time deposits (in
Q1 2004). Our final sample includes 7,290 banks that repdeaat once in the given

time frame.

6.4 Empirical strategy

Our goal is to empirically assess the interplay of depositknowledge of and at-

tention towards deposit insurance and their resulting Wiehaln theory, a perfectly

informed, rational depositor is expected to acknowledgesttistence and¥ectiveness

of deposit insurance schemes and thus, the safety of hissag3ensequently, disas-
trous events such as bank runs and possible contafiiecteshould be very unlikely
to occur if the assumptions for the depositors’ level of infation hold true.

In our analyses, we investigate the impact of depositorirsent and attention on
changes in bank deposits. As our dependent variables, wibgmpercental changes
in demand and time deposits from 2004 to 2013. Demand dspargtwidely con-
sidered as money and can be withdrawn at any given time byahksbcustomers.
They therefore bear the risk of creating spontaneous lipusthortages at banks if de-
positors parallelly begin to withdraw their money. Changes$ime deposits, on the
other hand, reveal rather slow trends and long term depdsgtoavior. From 2004 to
2013 the amount of deposits of FDIC insured banks incredsaasalinearly, although
the number of banks in the sample decreases. To adjust fatiamflor the growth of
money supply, which biases trends in deposits that aretmeg@lom depositor behav-
ior, we adjust the total values of demand and time deposdslanbanks’ total assets
with the M2-index released by the Federal Reserve Board asg foomoney supply

"8The index includes notes and coins in circulation (outsielégfal Reserve Banks and the vaults of de-
pository institutions), traveler checks of non-bank issudemand deposits, other checkable deposits
(OCDs), which consist primarily of negotiable order of vdthwal (NOW) accounts at depository in-
stitutions and credit union share draft accounts, saviegesits, time deposits less than 100,000, and
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Our two dependent variables are the change in demand def3#mand) and the
change in time depositaTime) in%. We winsorize the two variables at the 1% level
to minimize the risk of outliers driving our results. As ouaim variable of interest in
our regression analyses, we employ the FDIC-index intradlirté&ection 6.3J3. For

our first analysis, we stimate the following model

ADeposits; = g1 x FDICi;_1 + 2 x ADepositg,_,

+0@ X CONTROLS;-1 + vt + @ + &y,

where ADepositg, is the change in demand or time deposits in one quarter and
FDIC;;_, is the lagged main independent variable of interest ingligathe relative
attention of depositors in the state of bantowards deposit insurance. The control
variables used are Return on assets (ROA) as a proxy for firfitgintity, non-interest
income relative to total interest income, a bank’s equitiordhe net interest margin,
and also operatingficiency to control for preferences of depositors regardiagkb
fundamentals (see Oliveira et al., 2014). Additionally, @eploy the size of a bank
(natural logarithm of a bank’s total assets at the end of ategao check for dter-
ences in depositor behavior between smaller or larger baviksh could arise, e.g.,
because of possible too-big-to-fail guarantees. In our $&s of regressions, we em-
ploy our full sample but also split our sample of banks inteeéhsamples, namely
small, medium and large banks (measured by the 33.3%- ai@&weguantiles of the
banks’ size). Finally, we also include the FEARS-index idtroed in_Da et al. (2015)
which consists of internet search volume data on thirty enouos-related words. A
higher value of FEARS indicates negative household sentimenhe current econ-
omy, which could not only fiect stock returns, but also changes in deposits.

In general, our model could fier from endogeneity problems since changes in
deposits could induce higher levels of attention on deposiirance and, of course,

vice versa. We intend to solve this issue by employing thé g of all indepen-

money-market deposit accounts for individuals. The indegadnstructed using Laspeyres’ method
and Q1 2004 as our basis.
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dent variables. Since the call reports are published withargel time lag, the infor-
mation on a bank’s deposits should néieat depositors’ behavior in that short time
frame. In addition, depositors would need to inform thewslabout the FDIC and
their publicly available data and thus, should know aboatdéposit insurance in the
first place. However, we estimate the dynamic panel modeleainith the (one-step)
GMM-sys method (see Blundell and Bond, 1998) using the dowggdd variables
ADeposits,_,, FDIC;;_», and NetInterestMargjp , as instruments. Furthermore, we
include bank-level fixedféects and quarter time-dummies to account for unobserved
heterogeneity.

Beside the dterentiation in bank size by depositors, we suspect flexts of sev-
eral variables to dier during the crisis. For example, crisis sentiment of depiss
could have induced decision-making that is not based ordfunedital values and thus,
could have caused significant drops in deposits. On the biosi, we know that no
systematic runs on deposits occured during the recens cnkiich might indicate that
depositors perceive bank deposits as a safer alternata@nimnast to other investment
classes. Also, depositors might seek additional inforomadin the safety nets for their
assets or deposits, but also the possible positiiexs of financial knowledge could
be counterbalanced by negative sentiment.

Since the interaction of crises times and depositor behaviar from obvious, we
further investigate the behavior of depositors with intén terms of our main inde-
pendent variables and a crisis dummy variable. We followéna et al. ((2014) and
declare the time frame of the financial crisis to be Q4 2008 @hAR2009. Thus, we
define our variabl€risisto be equal to one, if the bank observations is in Q4 2008 or
Q1 2009 and zero otherwise. In our analyses, we particulaclys on the interaction
of the variableCrisis with FDIC and FEARS Finally, we employ the interaction of
deposit insurance attention measureddBIC and the household sentiment variable
FEARS Increased negative sentiment could lead to withdrawattepbsitors’ assets
but also to intensified research on the safety options pealyidthich makes this inter-

action specifically interesting.
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So far the empirical strategy intends to reveal the impadepbsit insurance aware-
ness on the average trends of changes in deposits and teuselvior of U.S. de-
positors. As a next step, we want to shed light on the usedslo¢ internet search
data to predict depositors’ behavior. In particular, onghbe interested in finding a
reliable indicator of extreme withdrawals or, possiblynbauns. Although the inter-
net search data obtained frdBoogle Trendss updated at a very high frequency (less
than a week), its predicive power should be considered vaithicn. First of all, it is
not clear which search terms could indicate the worries pbditors about possible
bank runs or the distress of their (possibly local) bank. o8d¢c worries about bank
runs on specific banks are not onlyfaiult to measure but bank runs also take place in
a relatively short time frame and are therefore not captatede quarterly frequency
we have in our sample data. While we will not be able to forecadividual bank
runs with internet search data on individual institutioms,will instead concentrate on
the overall level of deposit insurance knowledge and atienand the likelihood of
extreme withdrawals of and gains in deposits.

We define large withdrawals as a percental decrease in detiegiodits by the 20%-
guantile of our whole sample observations. Similarly, wewvia positive change in
demand deposits over the 80%-quantile as a large gain irsdepm theory, a higher
level of awareness about deposit insurance should dedteasikelihood of large de-
posit withdrawals and could possibly increase the prolighof significant positive
changes in bank deposit levels and thus support the resulsamond and Dybvig
(1983) and subsequent work. We address this question bgrpeng logistic panel
regressions with bank- and time-fixeffexts. In our setup, the dependent variables
are Runry, which is a dummy variable that takes on the value one if baxperiences
a drop in demand deposits by -9.8% (20%-quantile) in quaytend zero otherwise,

and Gairy, which is one if the increase in demand deposits is aba&v25% (80%-
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guantile) and zero otherwi@.The estimated models are the following

Run;or Gain; = p1xFDIC;_1 + B2 x FEARS_;

+0@ x CONTROLS;_1 + vt + @ + &iy,

where the controls are the first lag of control variables #ratused in our previous

analyses.

6.5 Empirical results

6.5.1 Changes in U.S. bank deposits

To get a first impression of the distribution of changes ina$#s across the United

States and to detect possible trends in deposits acrosstdt&s, we plot heat maps of
changes in deposits. Figure6.4 6.5 present heat mapating average changes
in demand and time deposits in a given state for a pre-cnscrisis, and post-crisis

quarter.

The average changes in demand deposits are mostly positvesahe whole coun-
try in all three quarters. In Q4 2006, we see high increasegimand deposits in the
center of the country (e.g. the mountain states). Durindfitirencial crisis, we still
notice positive changes in demand deposits but to a smaliente After two years, in
Q4 2010, the picture of changes in deposits still holds true.

For the 20%-quantile heat maps of changes in demand depastsee that the
values seem to be rather negative across the whole couritryhei biggest drop of de-
posits in Q4 2006 happening in Arizona. Also, we can see behumber of extreme
withdrawals increases during the crisis, before the laamgsof extremely negative
changes in deposits reverts to its normal state in 2010. BeWe saw that the av-
erage and 20%-quantile changes in time deposits were |légsrexthan in the case

of demand deposits. In the mid-crisis quarter we notice pes#tive increases than in

®Our approach follows lyer and Peydro (2011) who use similamgjles to define large withdrawals.



Figure 6.4: Heat maps of changes in demand deposits.

The figure shows heat maps for percental changes in demandittefor the fourth quarter in 2006, 2008, and 2010, resgsygt The first row shows the maps for average
values per state and the second row contains the 20%-cgsaafichanges in demand deposits in each state. Percemgleshaf -20% and below are shown in black and
increases of over20% are shown in white. Values in between are presented astective shades of grey. Data on demand deposit changemacgized at the 1% level.
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Figure 6.5: Heat maps of changes in time deposits.

The figure shows heat maps for percental changes in time e pamsthe fourth quarter in 2006, 2008, and 2010, respelstivThe first row shows the maps for average
values per state and the second row contains the 20%-cgsanfiichanges in time deposits in each state. Percental eharig20% and below are shown in black and
increases of over20% are shown in white. Values in between are presented asthective shades of grey. Data on time deposit changes asenxied at the 1% level.
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demand deposits but still extremely positive percentahgka in time deposits in the
western states of the U.S.

Changes in deposits may vary not only on the individual oedeatels, but also over
time. Figure 6.6 shows the time evolution of changes in dehward time deposits
across our full sample for the time period Q2 2004 to Q4 204 Zddition to the time
evolution of the mean values, the range of the values is egprkvia the 20%- and
80%-quantiles. In the case of demand deposits, we see thabty positive values
peak twice (in Q4 2009 and Q4 2012) at arowD%. Extreme withdrawals (20%-
guantile) in demand deposits, on the other hand, are lowestal times between 2006
to 2010 with about -15% decreases. However, average vafudgnoges in deposits
are positive for the whole sample period with several quigriacreases in demand
deposits 0f+10% and with a maximum of approximatei20% in Q4 2012.

Turning to the changes in time deposits, we see a less \etatie evolution. Gen-
erally, changes in time deposits move within maximum insesaof under 10% and
minimum decreases over -10%. Interestingly, after theés;tiisere is a strong negative
trend in changes in time deposits where even the 80%-gaailmilchanges seem to be
negative. However, some extremely high values seem to beamean values in Q2
2004 and upcoming quarters until 2007. To address this,isgieerun our main anal-
yses on winsorized changes in time deposits but winsoritieea5% and 10% level,

respectively, in our robustness checks.

6.5.2 Depositor sentiment, depositor attention, and changes in de-
posits

Our main analyses are geared towards fieces of attention to deposit insurance and
depositor sentiment on the movements in demand and timesigepd\Ve investigate
FDIC insured banks from 2004 to 2013 that are located in Staith suficient in-
ternet search volume on “FDIC”. Since we suspect depositttiraent and depositor

attention to have a fferential éfect on banks of dierent sizes, we run our regression
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Figure 6.6: Time evolution of changes in deposits.

The figure shows barplots of quarterly changes in demandiar@deposits (in percent) for the time
period Q2 2004 to Q4 2013 for FDIC insured banks in high volstagées. The top grey bars indicate
the 80%-quantiles of changes in deposits each quarter armbttom bars indicate the 20%-quantiles of
changes in deposits. The black lines present the mean pairceanges in deposits each quarter. Data
on deposit changes are winsorized at the 1% level.
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analyses for the whole sample and also separately for smadlium and large banks
(by taking the 33.3%- and 66.7%-quantiles of size as ¢iNalues).

Table[6.1 presents summary statistics for the observatised in our panel regre-
sions of changes in demand and time deposits.

Most strikingly, we see that average changes in demand aredeposits are pos-
itive across all samples. On average, demand depositsaseuidoy 5.3% per quarter
for all banks in the sample and time deposits increased bySi¥prisingly, demand
deposits increase by almost 2% more for small banks than éalium or large sized
banks. This also holds true for changes in time deposits. hS¥erge that, on average,
small banks also tend to be mor@eent, have higher net interest margins and equity
ratios but are also significantly less profitable. Therefare expect to find dierent
factors to explain the movements in deposits for small bamkomparison to their
larger counterparts.

We now turn to the description of our multivariate analyseshe impact of depos-
itor sentiment and depositor attention on the trends in siépbanges. The results of
our (one-step) GMM-sys regressionsxibemand and\Time on the FDIC-index, the
FEARS-index, and our control variables are presented ine[aa.

We find two main results. First, we observe a positive retatibhigher attention of
depositors towards “FDIC” and changes in demand and timesispd his is consis-
tent with the theoretical basislin Diamond and Dybvig (1988e increased attention
to deposit insurance reveals depositors’ knowledge of siepsurance and thus im-
plicates the ffectiveness of such schemes. Empirically, this is also suggan the
work of|[Brown et al.|(2014), who report a significant influené¢dimancial literacy on
depositors’ behavior. Second, we find that increased bathssm among depositors
leads to systematic negative trends in changes in both darahtime deposits.

For the regressions with changes in demand deposits, we fiogiave influence
of depositors’ attention to deposit insurance on the movesnim demand deposits.
The variableFDIC is statistically significant at the 1% level. On the otherdane

find the dfects of household sentiment to significantly decrease tred &8 demand



Table 6.1: Summary Statistics.

The table shows mean values and standard deviations (ikdisador the percental changes in demand and time deposgsjuarter and
control variables that are used in the respective regnessialyses. We report summary statistics for the regressiatyses with the whole
sample (all) and the split samples consisting of small, omadiand large banks (distinguished by the one third pedesntif total assets).
Variable definitions and data sources are provided in Appdadl.

Demand deposits Time deposits
Sample: All Small  Medium Large All Small  Medium Large

ADeposits  0.053 0.065 0.045 0.048 0.010 0.023 0.003 0.002

(0.45) (0.45) (0.41) (0.47) (0.16) (0.22) (0.12) (0.12)
FDIC  0.631 0.816 0.785 0.268 0.604 0.758 0.776 0.250
(12.17) (12.14) (12.10) (12.24) (12.17) (12.15) (12.10) (12.24)
Net interest margin ~ 3.871 3.962 3.911 3.740 3.871 3.950 3.914 3.749

(1.04) (1.00) (0.96) (1.12) (1.08) (1.03) (2.02) (1.15)
FEARS  0.003 0.002 0.003 0.004 0.003 0.002 0.003 0.004

(0.22) (0.22) (0.22) (0.22) (0.22) (0.22) (0.22) (0.22)
Size 5.145 4.570 5.079 5.778 5.140 4.564 5.079 5.780

(0.58) (0.23) (0.12) (0.49) (0.59) (0.23) (0.12) (0.49)
ROA  0.589 0.396 0.668 0.701 0.596 0.447 0.636 0.714

(2.68) (2.65) (3.12) (1.61) (2.09) (2.88) (1.58) (1.45)
Non-interestincome  0.620 0.956 0.420 0.433 2.130 4.680 1.310 0.433

(24.66) (35.04) (21.29) (10.68)  (170.77) (263.53) (141.68) (11.22)

Operating efficiency 76.921  88.210  75.327  68.230 76.807 87.882 75.278 68.056
(251.38) (164.62) (100.67) (43.27)  (250.86) (167.39) (100.28) .313

Equity 0.113 0129  0.106  0.103 0.114  0.132 0107  0.103

(0.06)  (0.08)  (0.04) (0.04) (0.07)  (0.09) (0.05) (0.04)

Observations 181,141 58,093 59,025 59,637 183,409 59,537 59,530 459,92
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Table 6.2: GMM-sys regressions of changes in deposits.

The table shows the results of the (one-step) GMM-sys estmaf ADemand andATime onFDIC and control variables. The dependent
variables are the quarterly percental changes in demarubigand time deposits. The main variable of intereBiD$C which is the Google
Search Volume Index of the phrase “FDIC” from Google Trendgjsted for seasonality, winsorized at the 5% level, antedday its standard
deviation. Other regressors are defined in Appehdik E.lindlkpendent variables are lagged by one quarter and thedatgpendent variable
is included in the regressions. We employ double-laggedesabf the dependent variabldDIC, andNet interest margiras instruments.
P-values are given in parentheses and *, **, and *** indicsttistical significance at the 10%, 5%, and 1% level, raspdy.

Dependent variable: ADemand ATime
Sample: All Small Medium Large All Small Medium Large
FDIC  0.0009*** 0.0003 0.0006 0.0014*= 0.0004***  0.0005** 0.0a0 0.0004**=*
(0.007) (0.636) (0.297) (0.036) (0.000) (0.016) (0.064) .008)
FEARS -1.9332*** -7.4680*** -13.7430*** 6.3370*** -3.5460*** -8.4343*** -14.1875** 4,3576***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) .000)
Size -0.1923** -0.7278*** -1.2295***  -0.5747** -0.3551*** -0.8817**  -1.2494***  -0.3824***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) .000)
ROA -0.0126*** 0.0023 -0.0138***  -0.0215*** -0.0074***  -0.0G2*** 0.0010 -0.0005
(0.000) (0.364) (0.000) (0.000) (0.000) (0.000) (0.155) .508)
Net interest margin  -0.0300***  -0.0460***  -0.0237*** 0.0083 0.0105***  0.022%** -0.0005 0.0075***
(0.000) (0.000) (0.004) (0.137) (0.000) (0.000) (0.810) .000)
Non-interest income 0.0003 -0.0002 0.0008 0.0020%*=* 0.0000 0.0000 0.0000 01000
(0.165) (0.531) (0.229) (0.001) (0.868) (0.834) (0.785) .588)
Operating efficiency  0.0000*** 0.0000 0.0002**=* 0.0001 0.0000 0.0000** 0.0000 .0000
(0.000) (0.488) (0.000) (0.369) (0.547) (0.013) (0.395) .57a)
Equity ratio  2.7338**  2.2196*** 2.7438***  2.7521*** 1.5459**  1.6299**  0.3034***  (0.5475***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) .000)
ADeposits_;  -0.1233*** -0.1154**  -0.1262***  -0.1397*** 0.0115***  (0.0323*** 0.0058** 0.0015*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.0112) .092)
Bank-fixed éfects Yes Yes Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes Yes Yes
Observations 181,141 58,093 59,025 59,637 183,409 59,537 9,536 59,924
Wald  9,436.82 4,141.79 2,837.53 3,060.35 35,701.78 19258 6,693.83 5,625.09
Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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deposits. However, the economic significance of these twitradicting forces diers
drastically. An increase of one standard deviatiofrDIC results in an average in-
crease of demand deposits by 1.19900@9x 12.17) whereas the negativéfects of
depositor sentiment induce changes in demand deposit&%4(-1.9322x 0.22).
For small- and medium-sized banks, we do not find a significdioience of depositor
attention on demand deposits. Large banks, however ghiffo (00014x 12.24) in
demand deposits from a one standard deviation increasBIli@. Comparing the re-
sults of small- and medium-sized banks with the resultsefagd banks, we notice that
the influence of depositor sentiment is the exact oppositaleMre find that FEARS
has a strong negative influence on changes in deposits oisiipahks, the deposits of
large banks are more likely to significantly rise with higkepositor sentiment. This
picture is also revealed for the changes in time deposithidrcase, we also find weak
significance of increased attention to fiBIC on time deposits. The results for these
two variables show that the impact of depositor sentimenticiuence the decisions
of depositors concerning their assets. Since negativénsemt seems to increase the
level of deposits for large banks, one could be tempted tpassible too-big-to-fail or
bailout guarantees to explain this trend, which is consisigth previous results from,
e.g., Oliveira et al. (2014). Therefore, we also includekoamdamentals to control
for depositors’ preferences for specific banks.

A higher equity ratio is associated with decreases in dépasid a one standard de-
viation higher equity ratio has an economically large inmde-16.4% (27338x0.06)
across our full sample, which is even higher for small bandsiand deposits
(+17.8% = 2.2196x 0.08 in comparison ta11.0% = 2.7521x 0.04 for large banks).
The dficiency of a bank seems to be a significant factor for incrgadiposits at
medium-sized banks, but less important for the largest ®aahk contrast to the dif-
ferences in theféects of depositor sentiment on small and medium-sized séasger
banks’ deposits, we consistently find our variable size tiloémce depositors’ prefer-
ences. Our results suggest that depositors choose sniedt thn large banks to de-

posit their money in the form of demand and time deposits.fabtr size determines
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economically significantly large decreases in demand depo&-16.7% (small), -
14.8% (medium), and -28.2% (large), and similar valuesifoetdeposits.

Overall, our results suggest that both depositor sentiraadtattention influence
depositor behavior. To further investigate the relatioowf main variables of interest
with changes in deposits, we employ various interactiomserTabld_ 6.3 shows the
respective results of additional (one-step) GMM-sys eatioms of changes in deposits
on control variables and interaction terms using the fulhske.

The first two colums include a crisis dummy in addition to otbentrol variables
to check for possible éierences that occured during the turmoil of the recent firznci
crisis. First, we interacEDIC with the crisis dummy to dierentiate between the
effects ofFDIC during and outside the crisis. For the regression@émand, we find
strong evidence for a positive relation of depositor attenand changes in demand
deposits outside of the crisis period. The fméent of the crisis dummy is positive and
statistically significant at the 1% level, which is consiteith |Oliveira et al. |(2014)
who document that depositors in Brazil used systemicallyoirtgmt banks to allocate
their money in the form of deposits. However, we find no evaeaf a significant
influence of the interaction term. Thus, we cannot conclindé increased attention
to deposit insurance was the driver of the positive changkemand deposits during
the two crisis quarters. In the regressiomdime, the crisis dummy is omitted due to
collinearity.

Another regression employing the interaction of the ciagismmy and~EARSsug-
gests that thefeect of FEARSs independent of crisis times. A higher level of negative
depositor sentiment leads to a significant decrease in Btradd and time deposits.
Again, we see that bank customers use deposit accountssiomtbalth during crisis
times, which is suggested by the significant positive reftelietween the crisis dummy
andADeposits.

Finally, we observe a strong interaction of depositor ait@nand depositor senti-
ment. The negative sign of the interaction term’sfognt indicates the following

relation: Increased negative sentiment is associatedlesthattention to deposit in-



Table 6.3: GMM-sys regressions on changes in deposits ni¢naction terms.

The table shows the results of the (one-step) GMM-sys estmaf ADemand and\Time onFDIC, control variables and interaction terms.
The dependent variables are the quarterly percental ceangiemand deposits and time deposits. The main variabigeriist i=DIC which

is the Google Search Volume Index of the phrase “FDIC” from @edrends, adjusted for seasonality, winsorized at theéfl | and scaled
by its standard deviation. Other regressors are defined peAgix[E.1. All independent variables are lagged by onetquand the lagged
dependent variable is included in the regressions. We gngaable-lagged values of the dependent variali#€8C, andNet interest margin
as instruments. P-values are given in parentheses and &ntf;** indicate statistical significance at the 10%, 5%, 484 level, respectively.

Dependent variable: ADemand ATime

Interaction: Crisis x FDIC Crisis x FEARS FDIC x FEARS CrigiEDIC Crisis x FEARS FDIC x FEARS
FDIC 0.0009*** 0.0009*** 0.0009*** 0.0004**=* 0.0004**=* 0.0004**
(0.009) (0.007) (0.007) (0.001) (0.000) (0.000)
FEARS  -1.9312*** -1.9332*** -2.3162%** -3.5450*** -3.5460*** -4.3390%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Size  -0.1922*** -0.1923*** -0.1923*** -0.3550*** -0.3551*** -0.3551%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Crisis 0.9999*** 1.1149%** omitted 2.1397%**
(0.000) (0.000) - (0.000)
Crisis x FDIC -0.0001 -0.0001
(0.925) (0.729)
Crisis x FEARS omitted omitted
FDIC x FEARS -0.0301*** -0.0623***
(0.000) (0.000)
Control variables: Yes Yes Yes Yes Yes Yes
Bank-fixed dfects Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes
Observations 181,141 181,141 181,141 183,409 183,409 4083,
Wald 9,438.76 9,436.82 9,436.82 35,708.90 35,701.78 35780
Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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surance, which suggests that the irrational component pbd<itors’ behavior over-
whelmes the search for information on safety options foirthssets. In reverse, a
higher value ofFDIC over time seems to mitigate depositor sentiment and thus, at
least partly, lowers the likelihood of runs on deposits. Elatistical significance of

the main éects ofFDIC andFEARSremains unchanged.

6.5.3 Does deposit insurance attention prevent bank runs?

So far we have examined the importance of depositor sentiameihdepositor attention
for average trends in demand and time deposits, but litkaasvn about the factors
explaining extreme events such as bank runs. In the confestirostudy, the fol-
lowing question arises: does negative sentiment or attemti depositors increase or
decrease their propensity to withdraw large parts of thegodits? While this question
has been addressed on the micro-level for single bankséseelyer and Puri, 2012,
Brown et al.; 2014), we investigate this issue on a macrd:l&edo so, we estimate
logit panel regression with fixedtects on the bank-level and time dummies of which
the results are presented in Table 6.4. The first three rgigresin Tablé 6}4 make use
of the dummy variabld&Run which takes on the value of oneADemand is below -
9.8% (20%-quantile), and zero otherwise. From the liteestwe know that individual
perception and knowledge of depositors can play a majorimdlee financial decision
making process and can cause depositors to run, despiterafging bank fundamen-
tals (see, e.g. Osiliand Paulson, 2014). We therefore wexgiéct that knowledge
about the FDIC lowers the propensity of depositors to wiladtarge parts of their
assets.

In the baseline regression, we see that the variBBIKC is statistically significant
at the 10% level (p-value of 0.05). It appears that at timelsigiier depositor atten-
tion to deposit insurance, the likelihood of large withdadsvis lower. This &ect of
depositor attention on extreme withdrawals holds also when including the crisis

dummy and its interaction witkDIC. None of the latter two variables seem to influ-



Table 6.4: Panel logistic regression of large withdrawals gains in demand deposits.
The table shows the results of panel logistic regressionarge withdrawals and gains of deposits. The dependerablas are the dummy
variablesRun which takes on the value one if a bank experiences changismand deposits below the 20%-quantileA@femand deposits
and zero otherwise, ar@ain, which is equal to one if the changes in deposits are abov@d¥equantile and zero otherwise. The main variable
of interest i=DIC which is the Google Search Volume Index of the phrase “FDIGifiGoogle Trends, adjusted for seasonality, winsorized a
the 5% level, and scaled by its standard deviation. Otheessgrs are defined in Appendix E.1. All independent vaemhble lagged by one
guarter. P-values are given in parentheses and *, **, andritifcate statistical significance at the 10%, 5%, and 1% |egspectively.
Dependent variable: Run Gain
FDIC -0.0026* -0.0030** -0.0026* 0.0026* 0.0023 0.0026*
(0.050) (0.029) (0.050) (0.063) (0.110) (0.061)
FEARS 0.2065 0.1840 0.1689 1.6063***  1.5860*** 0.3557
(0.590) (0.631) (0.714) (0.000) (0.000) (0.427)
Size 0.6932*** 0.6925*** (.6928*** -0.7965***  -0.7971*** -0.8054***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Crisis -0.1344 -1.0786***
(0.552) (0.000)
Crisis x FDIC 0.0089 0.0088
(0.175) (0.231)
Size x FDIC 0.0001 0.0040***
(0.883) (0.000)
Control variables: Yes Yes Yes Yes Yes Yes
Bank-fixed dfects Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes
Observations 186,026 186,026 186,026 184,041 184,041 184,041
Likelihood ratio  3,320.32 3,322.15 3,320.32 4,507.12 4,508.56 4,528.02
Likelihood ratio (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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ence the probability of large withdrawals in demand depodihe interaction term of
the variable size anBDIC is included in the third column, but the results suggest that
this interaction neither mitigates nor intensifies thellk@od of bank runs.

We notice two more important relations: Our results sugtiestthe size of a bank
Is a significant driver of the probability of large withdra@a Large banks are more
likely to sufer from large withdrawals in demand deposits than smallesorThis
could be due to the fact that large banks are also more likdhetpresent in the media
and thus also to bad rumors and sentiment. Interestingppsi®r sentiment fails
to explain large withdrawals, although we are able to expdaerage trends with the
FEARSvariable in our previous analyses.

Next, we turn to the three regressions concerning the ofgsguation of a bank
run, namely large gains in demand deposits. The dummy Var@ain is defined to
take on the value of one if demand deposits increasell/5% (80%-quantile) in one
guarter, and zero otherwise. For the size of a bank, we ses/ @iveilar relation with
Gainto the one with with large withdrawals. The larger a banktis,less likely it is to
experience extreme percental increases in demand depbsésvariable=DIC itself
is only slightly statistically significant but, neverthsete increases the chances of large
gains in deposits.

For large gains, we also see that during the crisis, depesitere less likely to
induce large gains in deposits, although we did see a pesignd on average during
the crisis. Also, even though depositor sentiment explaggative trends in deposits,
the likelihood of large gains in deposits increases with $&atiment. An explanation
Is that depositors favor bank deposits over other investropportunities to allocate

their wealth.

6.5.4 Why do depositors search for FDIC?

Our results this far show that depositors’ attention andisemt influence their de-

cision whether to use bank deposits or not. In parts, degssiattention to deposit
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insurance helps to explain the positive trends in deposigs tme. Internet search
data is a way of measuring the active knowledge informatbnaval of depositors in

several states. However, we cannot conclude that the detuglof knowledge about

deposit insurance is higher or lower, when the varididC is low. It could also be

that the interest in “FDIC” in Google is low since most of thepdsitors use alterna-
tive information sources to learn more about deposit instga On the other hand,
the search volume of “FDIC” could be high, simply because medverage spreads
the word about the respective institution. To address théstion, we perform further
analyses involving a proxy for the news coverage by the FD&Gdd this, we regress
the state-specific volumes of “FDIC” on contemporary comtasiables. We estimate

models of the following form

FDIC;; = p1xPress+ B, x GlF + B3 x GDPj + vi + @ + €y,

where FDIG; is the FDIC-index of statg, Pressis the number of press releases by
the FDIC in quartet, GIF; is an index on the general interest in finance topics on the
internet, GDR is the GDP growth of stat¢in quartert ande; andy; express state-
level- and time-fixed #ects. The results of our OLS-regressions are reported ile Tab
6.5.

Ouir first regression includes only the number of press retebyg the FDIC as well
as state- and time-fixedfects. We observe a negative relation of the number of press
releases and contemporary search volume on FDIC, which dmlthterpreted as
if more news coverage by the FDIC indicates that there is hesxl for additional
information retrieval by depositors on the internet. Hoarewe do not know whether
depositors actually process the news by the FDIC since itpassive measure of
attention. Next, we include the GDP growth of a state as arcbwvariable, which does
not change the results. Another aspect we need to contr@d fehether the level of
depositor attention is simply determined by trends in galnaterest in finance topics.

Thus, we include in our regressions a General Interest iarféi@ (GIF) index, which
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Table 6.5: Why do depositors search for deposit insurance?

The table shows the results of OLS panel regressions of thabl@aFDIC;; on the
number of press releases by the Federal Deposit Insurang®i@ton per quarter,
GDP growth per state, general interest in finance, and tlegaction term of press
releases and General interest in finance. All regressi@ngaformed with state- and
time-fixed dfects in the period of 2004 to 2013. P-values are given in pheses
and *, ** and *** indicate statistical significance at the %) 5%, and 1% level,
respectively. AdjR? is adjusted??.

Dependent variable: FDIC

Press -0.1130** -0.1152** -0.0733*  -0.0755*
(0.010)  (0.009) (0.068) (0.064)

GDP growth 0.1206***  0.1167*** 0.1202***
(0.007) (0.006) (0.005)

GIF -0.2708**  -0.1044

(0.001) (0.557)

Press x GIF -0.0033

(0.455)

State-fixed &ects Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes
Observations 858 748 748 748
Adj. >  0.4153 0.4293 0.480 0.482

is provided byGoogle Trendsvhen entering no search term but restricting the search
category to “finance”. The index describes the relative glearn search volumes on
search terms tagged in the finance category, where higheesatdicate increasing
interest. Running a regression using this variable, we ddindtdifferent results for
the previous factors. Furthermore, GIF shows a negatiaioel with attention to
FDIC. Finally, we use the interaction term of the variablRressand GIF to check
whether press releases influence depositor attentionpémdient of the general level
of interest in finance. This analysis is not successful asdlcient of the interaction

term is not statistically significant.
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6.6 Robustness and further analyses

To verify the robustness of our results, we perform sevesaktand further analyJé.
As a first robustness check, we include in our baseline GMMrsgressions the GDP
growth of a state in which a bank is located. Depositor bejrasould simply by
determined by the economic environment the depositorsmarbut our regressions
reveal that the GDP growth neither is a reliable factor tda@rpchanges in deposits,
nor does it change the impact of depositor attention andsiepsentiment.

Next, we control for the general interest in finance by emipigythe GIF index
introduced before. In doing so, we control for the posdipilhat depositors simply
search for “FDIC” or other economics related subjects bexdlis general level of
interest in financial topics has an upward trend. Includitig i@ additional GMM-sys
regressions witihDemand and\Time, however, does not change our main findings.
In sectiori 6.5.4, we show that the presence of the FDIC irspedeases was related to
the need of depositors to gain more information on depasitrence and related topics.
Therefore, we substitute our variable FDIC by the numberesgreleases per quarter
while having in mind that due to the limited geographicaliaton of this variable,
we are not able to captureffirences on the state- or bank-level. However, including
this variable shows that a higher presence in the mediaghrptess releases leads to
upwards trends in both demand and time deposits. The negatpact of depositor
sentiment is still valid. Also, we control for the ratio ota# deposits and total deposits
of a bank to control for the fraction of household depositassets among a bank’s
total deposits, but find no changes in our inferences.

Further, we consider the possibility that the interest eflederal Deposit Insurance
Corporation increases due to changes in the CD rdfesed by banks. We therefore
investigate the impact of the 3-month CD rate (published byRderal Reserve Bank

of St. Louis) on changes in deposits. Changing CD rates miglfdanbe highly

80The tables containing the results of our further analysesrabustness checks as well as additional
information on our data set can be found in Apperidix E.
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correlated with depositors’ attention to deposits and degposurance, which, how-
ever, does not change th&ext of depositors’ financial knowledge on their behavior.
To measure the isolated influence of the level of CD rates oonsigp behavior, we
regress the quarterly average of the CD rates on the contamypebIC index and
include the residual as an additional variable in our regoes. We find that our infer-
ences do not change and that the sole impact of the CD rate$igavot significant in
determining changes in deposits.

In the midst of the financial crisis, the Emergency EcononmabHzation Act was
introduced as a way of bailing out troubled (financial) ingions with the aim of sta-
bilizing the financial system in the United Sta@sAt its core, the act contained the
so-called Trouble Asset Relief Program (“TARP” in short) whadlowed the U.S. De-
partment of Treasury to buy up assets and equity of troubtethdial institutions to
strengthen financial stability. Several studies find thegstors perceive banks that are
associated with “too-big-to-fail” or bailout guaranteafferently than non-systemic
banks (see, e.d., Oliveira et al., 2014, Gandhi and Lus@@5® To control for dif-
ferences in changes in the deposits at banks that did or dideneive government
support through TARP, we include in our regressions a dummgahie TARPthat is
one if a bank or its holding received government support a&rd before Q3 2008
or if the bank did not receive TARP support. We estimate GMM-+®gressions for
changes in demand and time deposits that include the dumriapil@and also its in-
teraction withFDIC. For demand deposits, we find that the fé@gents of TARP and
the interaction term are statistically insignificant. Oe tither hand, TARP seems to
have a positive fiect on changes in time deposits. The féocent of the interaction
of FDIC andTARPIs negative and statistically significant. We thereforeatode that
the introduction of TARP has in fact decreased the intereﬁnérFDl Our main

81In addition, the deposit insurance coverage limit was iaseel from $100,000 to $250,000 per de-
positor and bank to strengthen the confidence of depositatsritigate the possibility of depositors
frantically withdrawing their assets from banks. Lambéwle(2014) empirically address th&ect of
this increase of the coverage limit and show that bafilexted by this change in regulation engaged
in riskier investments (e.g., risky commercial real estaséms) due to moral hazard.

82Comparing the search volumes for “TARP” and “FDIC” with Gé®drends, however, reveals that
“FDIC” was still the more prominent search term of the two.
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inferences regarding depositor attention and depositdirsent are the same.

In a further analysis, we split our sample of banks accortbrigeir average ratio of
non-performing loans to total assets and also accordingetaverage ratio of insured
deposits to total deposits. We estimate (one-step) GMMaagdogistic panel regres-
sions for banks in the bottom and top quartiles of these tvditiadal variables. The
results show that thEDIC variable fails to explain the extreme withdrawals or gains
in demand deposits in those specific categories of banksthEarhanges in demand
deposits, we find a statistically significant positive relatwith depositor attention for
banks in the bottom quartile of the insured deposits rattis &lso holds true for the
changes in time deposits. While we find a consistently negatiluence of depositor
sentiment on the changes in demand deposits for all categove find that depositors
appear to dterentiate between banks with high and low non-performirgsoratios
when looking at the changes in time deposits. We see thasdepsentiment is pos-
itively related to changes in time deposits for banks witbwa hon-performing loans
to total assets ratio. For banks with a higher ratio, we findgative relation between
theFEARSIndex and changes in time deposits. Thus, our results stihfgonotion of
depositors withdrawing their money from troubled bankswliad loans and running
to banks perceived as financially healthier when deposéotiment increases. For
banks in the bottom and top quartile of insured deposits rate do not find such a
differential €fect, although one could expect it, since banks with lesg@tsdeposits
do not have the full #ect of deposit insurance coverage and could thus, moreylikel
experience extreme withdrawals of deposits.

Although we split our sample according to the banks’ totak#sto further account
for size dfects and also include size as an independent variable ineguegsions,
our approach could still be criticized for not capturing ttmatemporary changes in a
bank’s size (e.g., a bank could exhibit a relative decreasts idemand deposit ratio
that is simply caused by an increase in bank size and not Ingveitvals by customers).
To further investigate this aspect, we perform additioagtessions with the dependent

variable ARatio which is the relative quarterly change in a bank’s deimdeposit
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ratio. As independent variables, we include the contempataanges in a bank’s size
(ASize), the lagged values &DIC, FEARS andNet Interest Margin We estimate
static and dynamic panels with simple OLS and also with (ste@) GMM-sys (and
use double-lagged values BDIC, Net interest marginand the dependent variable as
instruments). Our results reveal that the influence of dépaattention and sentiment
we find in our main analysis is also valid for changes in dengequbsit ratio

Also, we re-estimate our baseline models witlfatent specifications. Instead of
employing the GMM-sys estimators, we perform pooled OLSeasgions with time-
fixed dfects and also estimate models with state-fix@eats, as well as robust stan-
dard errors adjusting for clustering on the bank level. Oamminferences remain the
same. Also, instead of winsorizing our changes in depositeeal% level, we re-
peat our GMM-sys regressions with winsorized changes atitre conservative 5%
and 10% level, respectively, but find ndférent results. As another set of robustness
tests, we re-run our GMM-sys baseline regressions usinglddagged values of all
independent variables created with balance-sheet datatteef mitigate concerns of
endogeneity in our analysis. Also, we use the mean of the we&alues of the FDIC-
index as a way of aggregating the search volume data to aequartl employ this
average in our main analyses. In both of the tests, our mauitseremain the same as
before.

One possible concern could be the selection bias througtesitiection of our data
sample to high volume states, although our sample covers/®% of all deposits in
the United States. Therefore, we employ a Heckman two-selgetion procedure to
detect éects of a selection bias. For the selection model, we useatigetl control
variables size, return on assets, non-interest incometye@tio, and operatingf&-
ciency as well as the average GDP growth per state, the 'spaf@sgation density, one
lag of changes in deposits, and time dummies. However, wenfirsignificant &ect

of the non-random sample selection on our main results irohttye regressions.

83Using simple OLS vyields a significant negative influenceA&ize on changes in demand deposit
ratios, but employing GMM-sys shows that the changes in éposit ratios are not due to changes in
a bank’s size.
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Turning to our logistic panel regressions, we repeat thellrgsregressions with a
different definition for the Run and Gain dummy variables. We trgxplain even
more extreme withdrawals and gains by employing dummy kegthat take on the
value one if the changes in demand deposits are below (aloge)%-, 10%-, or
15%-quantile (85%-, 90%-, or 95%-quantile) of the full sde@mnd zero otherwise.
For extremely large withdrawal, we see tiIC is no good predictor but depositor
sentiment increases the likelihood of such extreme evérgsttistically significant
level. For the other regressions, we find depositor atterdind depositor sentiment
to increase the probability of large gains in demand depgaithough average trends
in deposits are negativelyffacted by bad sentiment. As a further analysis, we esti-
mate the baseline logistic panel regression usingtarént aggregation of the weekly
values of the FDIC-index. First, we take the average insté#tecsum to obtain quar-
terly values. The second approach we take is to use the maxwalue in a quarter
to proxy peaks in attention to the FDIC. Finally, we use the imaxn of the weekly
differences of the FDIC-index in a quarter to measure rapid clsangkepositor atten-
tion. When investigating large withdrawals, however, thealdes consistently fail to
explain these extreme events. For large gains in demandidepee find that the max-
imum value and the maximum inftierences have more predictive power than simply

the mean and the sum of the FDIC-index values.

6.7 Conclusion

This paper constitutes the first analysis of tife&s of depositor sentiment and depos-
itor attention on changes in bank deposits in the U.S. duhegeriod of 2004-2013.
Using two direct measures of depositors’ aggregate levekatiment and attention
based on internet search volume data from Google, we findlgaisitor sentiment is
significantly negatively related to changes in U.S. bankshdnd and time deposits.
Conversely, a higher level of depositor attention to depasiirance correlates posi-

tively with changes in bank deposits.
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Our results suggest that personal attitudes and sentiradrgrrthan bank funda-
mentals play a vital role in explaining the behavior of defmrs. We also find further
empirical evidence that depositor behavior fieaeted by the perception of a too-big-
to-fail policy. More precisely, depositor sentiment hasifiedential éfect on small
and large banks: while depositor sentiment decreases itefiysmall- and medium-
sized banks, both demand and time deposits increase fer laagks when depositor
sentiment is high.

Our findings have important implications for policy-makersd regulators: First,
our findings document that deposit insurance helps in ntitigathe risk of panic-
based bank runs - but only if the existence of an explicit d&posurance scheme
is known among depositors. Our key result here is that a hilglvel of information
procurement by households on deposit insurance mitigahgeprobability of a bank
run. Interestingly, we find the media presence of the FDICutasstute depositors’
demand for more information on the U.S. deposit insuranstesy, with depositor
attention being diverted to information sources on therirgevia Google in case the
presence of the FDIC in the media is low. The most importardiriign for policy-
makers in this respect, however, is that the attention ofébalds to deposit insurance
in general exerts a mitigatingfect on deposit outflows.

Finally, an important question that has not been address#ds study (nor in the
previous literature) is whether depositor attention anttiseent also possess such a
significant impact on depositor behavior in case deposésnat covered by an ex-
plicit deposit insurance scheme. In particular, it wouldimiteresting to analyze the
differential éfect of depositors’ sentiment and attention on deposit ousflacross
different countries with dierently designed deposit insurance schemes dffiereint

institutional environments. We intend to address this tjoes$n future research.
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A.1 Sample insurance companies

Table A.1: Sample insurance companies.

The appendix lists all international insurance comparied are used in the empirical study. The
sample is constructed by first selecting all internationaliers from the country and dead-firm lists
of Thomson Reuters Financial Datastreanthe list is then corrected for all companies for which
stock price and balance sheet data are not available Tiloomson Reuters Financial Datastreamd
Worldscope The names of the companies are retrieved fronWhddscopalatabase (item WC06001).

ALEA GROUP HOLDINGS
CHAUCER HOLDINGS PLC
21ST CENTURY INS

ACE LIMITED

AEGON N.V.

AFFIN-ACF HOLDINGS
AFLAC INCORPORATED
AFRICAN LIFE

AGEAS SA

ASSURANCES GENERALES
AlOI INSURANCE

ALFA CORPORATION
ALLEANZA ASSICUR.
ALLEGHANY CORP
ALLIANZ SE

ALLIANZ LEBENSVERS.
ALLSTATE CORPORATION
ALM BRAND AS

ALTERRA CAPITAL
AMBAC FINANCIAL
AMERICAN NATIONAL
AMERICAN PHYSICIANS
AMERICAN EQUITY INV
AMERICAN FIN'L GROUP
AMERICAN INT'L GROUP
AMERUS GROUP CO
AMLIN PLC

AMP LIMITED

ANN & LIFE RE HLDGS
AON PLC

ARAB INSURANCE GROUP
ARCH CAPITAL GROUP
ARGONAUT GROUP, INC.
ARTHUR J GALLAGHER
ASIA FINANCIAL HLDGS
ASPEN INSURANCE HOLD
ASSICUR GENERALI SPA
ASSURANT INC
ASSURED GUARANTY LTD
AVIVAPLC

AXA SA

AXA ASIA PACIFIC
AXA LEBENSVERSICH
AXA KONZERN AG
AXA PORTUGAL SEGUROS
AXA VERSICHERUNG AG
AXIS CAPITAL HLDG
BALOISE HOLDING AG
BENFIELD GROUP LTD
BRIT INSURANCE HOLD
CAPITAL ALLIANCE
CASH.LIFE AG
CATHAY FINANCIAL
CATLIN GROUP LTD
CATTOLICA ASS
CESKA POJISTOVNA A.S
CHALLENGER FIN'L SVC
CHESNARA PLC
CHINA LIFE INSURANCE
CHINA TAIPING INSU
CHUBB CORP (THE)
CINCINNATI FINL CORP
CLAL INSURANCE ENT
CNA FINANCIAL CORP
CNA SURETY CORP
CNO FINANCIAL
CNP ASSURANCES
CODAN A/S
GROUPE COFACE
COMMERCE GROUP, INC.
MILANO ASSICURAZIONI
COX INSURANCE
DAI-ICHI LIFE INSU
DAIDO LIFE INSURANCE
DBV WINTERTHUR
DELPHI FINANCIAL GRP
DELTA LLOYD LEBENS
DONGBU INSURANCE CO.
DEUTSCHE AERZTEVERS
E-L FINANCIAL CORP.
EMPLOYERS HOLDINGS
ENDURANCE SPECIALTY

ERGO PREVIDENZA
ERGO-VERSICHERUNG
ERIE FAMILY LIFE INS
ERIE INDEMNITY
ETHNIKI GREEK INS

EULER HERMES
EVEREST RE GROUP
FAIRFAX FIN'L HLDGS
FBD HOLDINGS PLC
FBL FINANCIAL GROUP
FINANCIAL INDUSTRIES

FINAXA SA
FIRST FIRE & MARINE
FONDIARIA - SAI SPA
FOYER S.A.

FPIC INSURANCE GRUP
FRIENDS PROVIDENT

FUBON FINANCIAL

FUJI FIRE& MARINE INS

GENERALI (SCHWEIZ)

GENERALI DEUTSCH
GENERALI HOLDING VE

GENWORTH FIN'L, INC.
GLOBAL INDEMNITY

GRUPO NACIONAL

GRUPO PROFUTURO

GREAT EASTERN HLDGS
GREAT WEST LIFECO
GRUPO CATALANA

GREAT AMERICAN FIN'L
HANNOVER RUECK SE

HANOVER INSURANCE
HAREL INSUR INVES
HARLEYSVILLE GROUP

HARTFORD FINL SR\C
HCC INS HOLDINGS

HELVETIA HOLDING

HILB, ROGAL & HOBBS
HILLTOP HOL
HISCOX PLC
HORACE MANN EDUCATRS
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Table A.1: Sample insurance companies (continued).

HYUNDAI M & F INS.
INDUSTRIAL ALLIANCE
INFINITY PROP & CAS
ING GROEP N.V.
INSURANCE AUSTRALIA
INTACT FINANCIAL

IPC HOLDINGS, LTD.
JARDINE LLOYD
JEFFERSON-PILOT CORP
JOHN HANCOCK FIN SvVC
KANSAS CITY LIFE INS
KEMPER

KINGSWAY FINANCIAL
KOELNISCHE RUECKVER.
KOREAN REINSURANCE
LANDAMERICA FINL GRP
LEGAL & GEN'L GRP
LIBERTY GROUP LTD
LIBERTY HOLDINGS

LIG INSURANCE CO LTD
LINCOLN NAT'L CORP
LOEWS CORPORATION
MAA GROUP

MANULIFE FINANCIAL
MAPFRE SA

MARKEL CORP

MARSH & MCLENNAN CO.
MBIA INC

MEDIOLANUM

MENORAH MIVTACHIM
MERCURY GENERAL CORP
METLIFE INC

MIDLAND COMPANY
MIGDAL INSURAN & FIN
MIIX GROUP, INC

MNI HOLDINGS BHD
MONTPELIER RE HLDGS
MONY GROUP INC.

MS& AD INSURANCE
MUENCHENER

NATIONAL WESTERN
NATIONWIDE FIN'L
NAVIGATORS GROUP INC
NIPPONKOA INS

NISSAY DOWA GEN
NISSHIN FIREMAR INS
NUERNBERGER BET.-AG
ODYSSEY RE

OHIO CASUALTY CORP
OLD MUTUAL PLC

OLD REPUBLIC INTL
PARTNERRE LTD.
PENN TREATY AMERICAN
PERMANENT TSB GROUP
PHILADELPHIA CORP
PHOENIX COMPANIES
PHOENIX HOLDINGS
PICC PROPERTY
PING AN INSURANCE
PLAT UNDERWRITERS
PMA CAPITAL CORP
POHJOLA-YHTYMA OYJ
POWER CORP OF CANADA
POWER FINANCIAL CORP
PREMAFIN FINANZIARIA
PRESIDENTIAL LIFE
PRINCIPAL FINL GROUP
PROASSURANCE CORP
PROGRESSIVE CORP
PROMINA GROUP
PROTECTIVE LIFE CORP
PRUCO LIFE INSURANCE
PRUDENTIAL PLC
PRUDENTIAL FINANCIAL
QBE INSURANCE GROUP
RIUNIONE ADRIATICA
REINSURANCE GROUP
RENAISSANCERE HLDGS
RHEINLAND HOLDING
RLI CORP
RSA INSURANCE GROUP
SAFECO CORPORATION
SAFETY INSURANCE GP
SAMPO OYJ
SAMSUNG FIRE & MARINE
SOUTH AFRICAN NAT’L
SCHWEIZERISCHE NAT
SCOR SE
SCOTTISH RE GROUP
SELECTIVE INSURANCE
SHIN KONG FINANCIAL
SKANDIA FORSAKRINGS
SOMPO JAPAN INSURANC
SAINT JAMES’S PLACE
STANCORP FINANCIAL
STATE AUTO FINANCIAL
STOREBRAND ASA
SUL AMERICA SEGUROS
SUN LIFE FINANCIAL
SWISS LIFE HOLDING

SWISS RE
TAIWAN LIFE INSURANC
TAIYO LIFE INSURANCE
TOKIO MARINE
TONG YANG LIFE INS
TOPDANMARK A/S
TORCHMARK CORP
TORO ASSICURAZIONI
TOWER LTD
TRANSATLANTIC HLDGS
TRAVELERS COS
TRAVELERS PROPERTY
TRYG AS
uicl
UNIPOL GRUPPO FIN
UNIQA INSUR
UNITED FIRE
PROVIDENT COMPANIES
WAADT VERSICHERUNGEN
VESTA INSURANCE GRP
VIENNA INSURANCE
VITTORIA ASSICURAQI
W R BERKLEY CORP.
WELLINGTON
WESCO FINANCIAL CORP
WHITE MOUNTAIN INSUR
WILLIS GROUP
WUERTTEMBERGISCHE LE
XL GROUP PLC
ZENITH NATIONAL
ZURICH INSURANCE
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A.2 Variable definitions and data sources

The appendix presents definitions as well as data sourceallfdependent and independent variables that are used i

Table A.2: Variable definitions and data sources.

n the

empirical study. The insurer characteristics were retdefrem the Thomson Reuters Financial Datastreaand Thomson

Worldscopedatabases.

Variable name

Definition

Data source

Dependent variables
ACoVaR

MES

SRISK

Insurer characteristics

Beta

Debt maturity

Foreign sales

Investment success

Interconnectedness

Leverage

Loss ratio

UnconditionaACoVaR as defined hy Adrian and Brunnermeier (2014)Datastream, own
measured as theftiérence of the Value-at-risk (VaR) of a financial sec-alc.

tor index conditional on the distress of a particular insared the VaR
of the sector index conditional on the median state of therersu

Quarterly Marginal Expected Shortfall as defined| by Aghet al.

Datastream, own

(2010) as the average return on an individual insurer'skcstoche days calc.

theWorld Datastream Bankdex experienced its 5% worst outcomes.

Average quarterly estimate of the Systemic Risk Indepraposed by Datastream,

Acharya et al.[(2012) and Brownlees and Engle (2012). Th&SBREs-
timate for insurei at timet is given bySRIS K; = k(Debf;) — (1 -

Worldscope
(WC03351,

K) (1 - LRMES) Equity; wherek is a regulatory capital ratio (set to WC08001), own.

8%), Debt is the insurer’s book value of deitRMES; is the long
run Marginal Expected Shortfall defined aséxp(-18-MES), MESis
the estimated Marginal Expected Shortfall dbquity ¢ is the insurer’s

market value of equity.

calc.

Beta of the capital asset pricing model measuring the mseksitivity Worldscope

of a firm and a local market index of the insurer’s country.

Total long-term debt (due in more than one yei&ijield by total debt.

International sales divided by net revertimeg 100)

Ratio of insurer’s investment income toemehues.

(WC09802).

Worldscope
(WC03251,
WC03255).

Worldscope
(WC08731).

Worldscope
(WC01001,
WC01006), own
calc.

PCAS measure as defined in Billid et@l2§2 PCAS is constructed Datastream, own

using a decomposition of the variance-covariance matrixeirtburers’
daily, standardized stock returns.

Book value of assets minus book value of equity plukehaalue of
equity, divided by market value of equity.

calc.

Worldscope
(WC02999,
WC03501,
WC08001), own
calc.

Ratio of claim and loss expenses plus long termramse reserves to Worldscope

earned premiums.

(WC15549).
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Table A.2: Variable definitions and data sources (contijwed

The appendix presents definitions as well as data sourcesl fdependent and independent variables
that are used in the empirical study. The insurer charatiesiwere retrieved from th&homson
Reuters Financial Datastreaand Thomson Worldscop#atabases.

Variable name Definition Data source

Insurer characteristics

Market-to-book Market value of common equity divided by boakue of common eq- Worldscope

uity. (WC07210,

WC03501).

Net revenues Log value of total operating revenue of ther@rsu Worldscope
(WC01001).

Non-Policyholder Liabili- Total on balance sheet liabilities divided by total inswaneserves. Worldscope

ties (WC03351,
WC03030).

Operating expenses Ratio of operating expenses to tottkass Worldscope
(WC01249,
WC02999).

Other income Other pre-tax income and expenses besidesiogerabme. Worldscope
(WC01262).

Performance Quarterly buy-and-hold return on an insuréstsks Datastream, own
calc.

Return on Assets Return of the insurer on it's total asségs &fxes (in %). Worldscope
(WC08326).

Return on Equity An insurer’s earnings per share duringdse12 months over the pro- Worldscope

rated book value per share times 100 (in %). (WC08372).

Total assets Natural logarithm of a insurer’s total assets. Worldscope
(WC02999).

Country characteristics

GDP growth Annual real GDP growth rate (in %). WDI  database
(World Bank).

Inflation Log of the annual change of the GDP deflator. WDI  dasab

(World Bank)

Stock market turnover Total value of shares traded in a gieemiry divided by the average WDI  database
market capitalization. (World Bank).
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B.1 Variable definitions and data sources



The appendix presents data sources, definitions and exjggtes in our regression analyses for all dependent angémdkent variables that are used in the empirical study.

Table B.1: Variable definitions and data sources.

The expected sign of each independent variable on the sigstiskof a bank or insurer is shown in the last column with+é ihdicating an expected increasing (and a “-”
a decreasing) impact on systemic risk. The bank and insordrals were taken from thEBhomson Reuters Financial Datastreamd Thomson Worldscopgatabases.

Variable name

Definition Data source

Hypotheses

Expected sign

Panel A: Systemic risk measures
ACoVaR

MES

Panel B: Main independent variables

Interconnectedness

Market-to-book

Total assets

Leverage

Performance

Return on assets

Debt maturity

Unconditional ACoVaR as defined by Datastream, own calc.
Adrian and Brunnermeier | (2014), measured as

the diterence of the Value-at-risk (VaR) of a financial

sector index conditional on the distress of a particular

insurer and the VaR of the sector index conditional

on the median state of the firm.

Marginal Expected Shortfall as defined byDatastream, own calc.
Acharya et al. [(2010) as the negative average re-

turn on an individual firm's stock on the days

the MSCI World index experienced its 5% worst

outcomes.

PCAS measure as defined _in_Billic et 8112J2 Datastream, own calc.
PCAS is constructed using a decomposition of the
variance-covariance matrix of the firms’ daily, stan-
dardized stock returns.

Market value of common equity divided by bookWorldscope
value of common equity. WCO03501)

Natural logarithm of a firm’s total assets.

Book value of assets minus book value of equity pliorldscope
market value of equity, divided by market value ofWC03501,
equity. own calc.

Annual buy-and-hold stock returns computed frobatastream, own calc.
the first and last trading day in the year 2006.

Return of the firm on it's total assets adbegst (in
%).

Total long-term debt (due in more than one year) dWorldscope
vided by total debt. WC03255).

Vemdpe (WC02999)

(WC02999,
WC08001),

Worldscope (WC08326).

(WC03251,

More exposure to other banks and nssure

(WCO07210, Greater charter value incentivizes bank managers to

keep their bank’s capital ratio and to limit their
risk-taking (see Keeley, 1990 ahd Fahlenbrach et al.
(2012)).

Too-big-to-fail vs. more diversification.

Disciplining efect of leverage vs. greater vulnera-
bility during financial crises (see Adrian and Shin,
2010).

Firms that performed well in the pastaaiitinue to
perform well over time VS. institutions that took on
too many risks in the past could also stick to their cul-
ture of risk-taking (see_Fahlenbrach etfal.. 2012) and
increase their exposure and contribution to systemic
risk.

Higher profits can shield banks froeatverse ef-
fects of a financial crisis

A less fragile funding structure of a bank makes it less
vulnerable to sudden shortages in liquidity during a
crisis (see Brunnermeier and Pedersen, 2009).

+/-

+/-

+/-
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Table B.1: Variable definitions and data sources (continued)

Variable name Definition Data source Hypotheses Expected sign
Panel C: Bank characteristics
Deposits Total deposits divided by total liabilities. Wistope (WC03019, Banks with more deposit financing are more stable in -

Loan loss provisions Natural logarithm of expenses seteasisl an al-

lowance for uncollectable or troubled loans.

Loans Ratio of total loans to total assets.

Tier-1-capital Ratio of a bank’s Tier-1-Capital to totakats.

Non-interest income Non-interest income divided by totadiest income.

Panel D: Insurer characteristics

Investment success Ratio of insurer’s investment income teemethues.

Loss ratio Ratio of claim and loss expenses plus long terorins Worldscope (WC15549).

ance reserves to earned premiums.

Non-Policyholder Liabilities Total on balance sheet ligigis divided by total in-

surance reserves.
Operating expenses

Ratio of operating expenses to tottkass

Other income
income.

Fixed income Natural logarithm of fixed income.

Other pre-tax income and expenses besidesiogeratVorldscope (WC01262).

times of crises.
A larger fier against troubled loans should serve as
a stabilizing factor reducing a bank’s total risk.

WCO03351).
Worldscope (WC01271).

Worldscope (W@022 A higher loans-to-assets ratio of a bank could indicate
WC02999). a business model that focuses on lending rather than
more risky activities.

Worldscope (WC18228, Higher regulatory bank capital acts as dfbuagainst
WC02999). losses and should stabilize both an individual bank
and the financial sector.

Worldscope (WC01021,Higher values of non-interest income relative to to-
WCO01016). tal interest income could be indicative of a busi-
ness model that concentrates more on non-deposit
taking activities (like, e.g., investment banking) and
thus more risk-taking (see, e.g.. Brunnermeier =t al.,
2012).

Worldscope (WC01001, Insurers become more intertwined with financial mar-
WC01006), own calc. kets through asset management.

High loss ratio indicates bad qualitthe insurance
portfolio and increases default risk.

Worldscope (WC03351, Non-core insurance activities increase the risk to suf-
WC03030). fer from other sources in the financial market (see
IAIS, [2013).

Worldscope (WC01249, Poor management reflects the total risk of the insur-
WC02999). ance company.

Non-core insurance activities iaseethe risk to suf-
fer from other sources in the financial market (see
IAIS, 2013).

Worldscope (W2&ER). Engagement in other asset classes than fixed income
could sufer more profoundly from plummeting asset
prices.
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C.1 \Variable definitions and data sources

Table C.1: Variable definitions and data sources.

The appendix presents definitions as well as data sourced fipendent and independent variables that are used antpe-
ical study. The bank characteristics were retrieved froenfthomson Reuters Financial Datastreand Thomson Worldscope
databases. The country control variables are taken froriidméd Bank's World Development Indicator (WDI) database. ®Dat
on the banks’ regulatory environment are taken from Bartlhl¢2806) and Barth et al. (2013a).

Variable name

Definition Data source

Dependent variables
Buy-and-hold return

Bank characteristics
Beta

MES

ACoVaR

Total assets

Market-to-book

Leverage

Non-interest income

Loans

Loan loss provisions

Debt maturity

Deposits

Return on assets
Tier-1-capital

Systemic size

Liquidity

Log annual buy-and-hold stock reteeraputed from the first and last Datastream, own. calc.
trading day in a year.

Beta of a stock calculated as the ratio of the covariahtiee stock’'s Datastream, own calc.
return and the MSCI World Index return and the variance oftbek'’s
returns in one year.

Annual Marginal Expected Shortfall as defined by Achaatval. (2010) Datastream, own calc.
as the average return on an individual bank’s stock on the tieyVorld
Datastream Bankndex experienced its 5% worst outcomes.

UnconditionahCoVaR as defined by Adrian and Brunnermelier (2014)Datastream, own calc.
measured as theftitrence of the Value-at-risk (VaR) of a financial sec-

tor index conditional on the distress of a particular insared the VaR

of the sector index conditional on the median state of therérsu

Natural logarithm of a bank’s total assets@lfiear end. Worldscope (WC02999).

Market value of common equity divided by boakue of common eq- Worldscope  (WC07210
uity. and WC03501).
Book value of assets minus book value of equity plukehsalue of Worldscope (WC02999,
equity, divided by market value of equity (See Acharya e24110). WC03501, WCO08001),
own calc.
Non-interest income divided by totariest income. Worldscope  (WC01021
and WC01016).
Ratio of total loans to total assets. Worldscope  (WC02271
and WC02999).
Natural logarithm of expenses seteaasl an allowance for uncol- Worldscope  (WC01271
lectable or troubled loans divided by total loans. and WC02271).
Total long-term debt (due in more than one ye&ijied by total debt.  Worldscope  (WC03251
and WC03255).
Total deposits divided by total liabilities. Wistope (WC03019
and WC03351).

Pre-tax return of the insurer on its tosata.s Worldscope (WC08326).

Ratio of Tier 1 Capital to total risk-weiglt assets. Worldscope (WC18157).

Ratio of a bank’s total liabilities to natio@GadP. Worldscope (WCO03351),
WDI database.

Mean value of the Amihud measure of an individualchte illiquidity =~ Datastream, own calc.
adjusted following the procedure proposed by Karolyi &(2012). The

Pilf‘\;g" ) whereR; is
the return P is the price, an&/ O is the trading volume of stodkon

dayt.

adjusted Amihud measure is defined-ds (1 +
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Table C.1: Variable definitions and data sources (continued)

Variable name Definition Data source

Interconnectedness Number of in- and outgoing granger lisaas introduced in own calc.
Billio et al| (2012).

Capital Requirement De- Captures to which degree a banking firm’s capital deviates fjooup  own calc.
viation average.

Regulatory environment
Capital Regulatory Index Index of the stringency of capitulations in the banking system,Barth et al.|(2006. 2013a).
capturing whether the capital requirement reflects certsinalements
and deducts certain market value losses from capital befanérmim
capital adequacy is determined. Index ranges from O to 10.heiig
values denote greater stringency.

Official Supervisory Index of the extent to which supervisory authorities hawe dlathor-  |Barth et al.|(2006, 2013a).
Power ity to discipline banks by taking specific actions to prevamnd correct

problems. Index ranges from O to 14. Higher scores denoteegrea

power.
Diversification index Index of the guidelines for asset diviication. Index ranges from O to |Barth et al.|(2006. 2013a).

2. Higher scores denote more diversification.

Entry requirements Index of the legal requirements that neée fulfilled before issuance |Barth et al.|(2006. 2013a).
of the banking license. Index ranges from 0 to 8. Higher scdemote
greater stringency.

Private monitoring index Index of the incentives and cayiigdsl provided by regulatory and su- Barth et al.|(2006. 2013a).
pervisory authorities to encourage the private monitorihigamks. In-
dex ranges from 0 to 12. Higher scores indicate greater aegyl em-
powerment of the monitoring of banks by private investors.

Corporate governance Consolidated index of the six Woddv@overnance Indicators by av- World Bank, own calc.
eraging.

Corporate governance Consolidated index of the six Worldwide Governance Indicaby us- World Bank, own calc.
(pca) ing principal component analysis.

Country characteristics

GDP growth Annual real GDP growth rate (in %). WDI database.
Inflation Log of the annual change of the GDP deflator. WDI dasab
HHI Herfindahl-Hirschman Index computed as the sum of the sguarar- WDI database.

ket shares of a country’s domestic and foreign banks.

Crisis dummy Dummy variable that equals one if a financial crisigéentified by |Laeven and Valencia
Laeven and Valencia (2012) in a country for a given year, and ath-  (2012).
erwise.
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D.1 Additional figures

Figure D.1: International bank and insurer stock prices62P013.

The figure shows plots of the Datastream World Life Insurak¢erld Non-Life Insurance and World
Bank indexes as well as the MSCI World Index. The data arentdk@m the Thomson Reuters
Financial Datastreandatabase and cover the period frony(212006 to 1¢11/2013. The business
cycle contraction during and after the financial crisis afinde by the National Bureau of Economic
Research (NBER) is highlighted by the area shaded in grey. data series of stock prices are
normalized to 100 at the start of 2006.
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Figure D.2: lllustration of Google Trends search.

The figure illustrates the graphical output of the weeklyraggted search volume index (SVI) from Google Trends (#ip:w.google.contrends). The figure shows the
plotted SVI for the the search query “financial crisis” and 8VI is scaled by the maximum over the time period 2004 to 2013
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Figure D.3: Time evolution of the Crisis Sentiment Index.

The figure shows a plot of the time evolution of the Crisis 8eantt Index (CSI) during our full sample
period 0301/2004 to 1231/2012 across our full sample of 253 international insuretse CTrisis Sen-
timent Index is computed using data frdBoogle Trendsia CS| := (%}JZ‘) - pk. whereZ, is the
first principal component of the Google Search Volume Insli€@SVI1) for several crisis-related search
query termsGS V| is the GSVI for insurerth ticker symbol (or company name in case of a numeric
ticker symbol) angb} is the (dynamic) correlation betweéh andGSV|. The cross-sectional mean
values of the CSl are shown as a black line while the rangedmtithe 10%- and 90%-quantiles of CSI
values in the cross-section are highlighted by the shad=liargrey.

™
o
N
o

X

()

©

=

——

c

()

E < |

E’O

()

n

0

0

-

O
o |
o
—
?

2012
2013 —

2004 —
2005 —
2006 —
2007 —
2008 —
2009 —
2010 —
2011

Year



D.2. VARIABLE DEFINITIONS AND DATA SOURCES 186

D.2 Variable definitions and data sources

Table D.1: Variable definitions and data sources.

The appendix presents definitions as well as data sourcel éi@pendent and independent variables that are used émtpigical
study.

Variable name Definition Data source
Dependent variable and main explanatory variables of eger

Buy-and-hold returns Quarterly buy-and-hold return onrauier’s stock.

Datastream, own
calc.

General crisis sentiment First principal component of the 88VIs of the search terms “fi- Google Trends,

nancial crisis”, “credit crisis”, “subprime crisis” and “bl crisis”, cal- own calc.
culated using a rolling window enlarged by one week aftehessti-
mation, starting with a window of 52 weeks for the first yearr €ach
quarter, the Crisis-GSVI is the average of the weekly firstqpal com-
ponents in that quarter.
Csl Value of the Crisis Sentiment Index lagged by one quartéxe Cri- Datastream,
sis Sentiment Index is computed using data frGmogle Trendssia  Google Trends,
csi = (% - pl. wherez, is the first principal component of the OWn calc.

Control variables

Google Search Volume Indices (GSVI) for several crisisteglaearch
guery termsGS V{ is the GSVI for insureith ticker symbol (or com-
pany name in case of a numeric ticker symbol) ahis the (dynamic)
correlation betwee#; andGS V[.

Return on assets An insurer’s return on assets defined daxpreturn of the insurer on Worldscope
its total assets. (WC08326).

Return on equity An insurer’s earnings per share duringabel2 months. Worldscope
(WC08372).

MES

Marginal Expected Shortfall as defined_in Acharya et2010) as the
average return on an individual insurer's stock on the dagsWorld
Datastream Bank index experienced its 5% worst outcomes.

Datastream, own.
calc.

Total assets Natural logarithm of an insurer’s total assets Worldscope
(WC02999).
Market-to-book ratio Market value of common equity divideddmok value of common eq- Worldscope
uity. (WCo07210,
WC03501).
Leverage Book value of assets minus book value of equity plukehaalue of Worldscope
equity, divided by market value of equity. (WC02999,
WC03501,
WC08001).
Investment activity Ratio of the insurer’s absolute investhiiecome to the sum of absolute Worldscope
investment income and absolute earned premiums. (WC01002,
WC01006),own
calc.
Investment success Ratio of the insurer’s investment incometteevenues. Worldscope
(WC01001,

WCO01006), own
calc.
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Table D.1: Variable definitions and data sources (contihued

Variable name Definition Data source

Control variables

Net revenues Log value of total operating revenue of ther@rsu Worldscope
(WC01001).

Non-Policyholder Liabili- Total on balance sheet liabilities divided by total insuweneserves. Worldscope

ties (WC03351,
WCO03030).

Loss ratio Claim and loss expense plus long term insurarserves divided by Worldscope

premiums earned. (WC15549).

Debt Maturity Total long-term debt divided by total debt. kdscope
(WC03251), own
calc.

Board size Natural logarithm of the number of directors onreiier's board. ESG ASSET 4
(CGBSDPO060).

Board independence Percentage of independent outsidtaig®n the board of directors. ESG ASSET 4
(CGBSO007S).

GDP growth Annual real GDP growth rate (in %). WDI  database
(World Bank).

Inflation Log of the annual change of the GDP deflator. WDI  dasab
(World Bank)

Stock market turnover Ratio of annual trading volume to shanéstanding. WDI  database
(World Bank).

Internet use Number of people with access to the interneeimsurer's home coun- WDI  database

try per 100. (World Bank).
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D.3 Sample insurance companies

Table D.2: Sample insurance companies.

The appendix lists all international insurance companiasdhe used in the empirical study. The sample is constructdisby
selecting all international insurers from the country aaddifirm lists ofThomson Reuters Worldscopghe list is then corrected
for all companies for which stock price and balance sheetatataot available frorfthomson Reuters Financial Datastreamd
Worldscope The names of the companies are retrieved fromtbedscopelatabase (item WC06001).

ALEA GROUP HOLDINGS
CHAUCER HOLDINGS PLC
21ST CENTURY INS

ACE LIMITED

AEGON N.V.

AFFIN-ACF HOLDINGS
AFLAC INCORPORATED
AFRICAN LIFE

AGEAS SA

ASSURANCES GENERALES
AlOI INSURANCE

ALFA CORPORATION
ALLEANZA ASSICUR.
ALLEGHANY CORP
ALLIANZ SE

ALLIANZ LEBENSVERS.
ALLSTATE CORPORATION
ALM BRAND AS

ALTERRA CAPITAL
AMBAC FINANCIAL
AMERICAN NATIONAL
AMERICAN PHYSICIANS
AMERICAN EQUITY INV
AMERICAN FIN'L GROUP
AMERICAN INT'L GROUP
AMERUS GROUP CO
AMLIN PLC

AMP LIMITED

ANN & LIFE RE HLDGS
AON PLC

ARAB INSURANCE GROUP
ARCH CAPITAL GROUP
ARGONAUT GROUP, INC.
ARTHUR J GALLAGHER
ASIA FINANCIAL HLDGS
ASPEN INSURANCE HOLD
ASSICUR GENERALI SPA
ASSURANT INC

ASSURED GUARANTY LTD
AVIVAPLC

AXA SA

AXA ASIA PACIFIC
AXA LEBENSVERSICH
AXA KONZERN AG
AXA PORTUGAL SEGUROS
AXA VERSICHERUNG AG
AXIS CAPITAL HLDG
BALOISE HOLDING AG
BENFIELD GROUP LTD
BRIT INSURANCE HOLD
CAPITAL ALLIANCE
CASH.LIFE AG
CATHAY FINANCIAL
CATLIN GROUP LTD
CATTOLICA ASS
CESKA POJISTOVNA A.S
CHALLENGER FIN'L SVC
CHESNARA PLC
CHINA LIFE INSURANCE
CHINA TAIPING INSU
CHUBB CORP (THE)
CINCINNATI FINL CORP
CLAL INSURANCE ENT
CNA FINANCIAL CORP
CNA SURETY CORP
CNO FINANCIAL
CNP ASSURANCES
CODAN A/S
GROUPE COFACE
COMMERCE GROUP, INC.
MILANO ASSICURAZIONI
COX INSURANCE
DAI-ICHI LIFE INSU
DAIDO LIFE INSURANCE
DBV WINTERTHUR
DELPHI FINANCIAL GRP
DELTA LLOYD LEBENS
DONGBU INSURANCE CO.
DEUTSCHE AERZTEVERS
E-L FINANCIAL CORP.
EMPLOYERS HOLDINGS
ENDURANCE SPECIALTY

ERGO PREVIDENZA
ERGO-VERSICHERUNG
ERIE FAMILY LIFE INS
ERIE INDEMNITY
ETHNIKI GREEK INS

EULER HERMES
EVEREST RE GROUP
FAIRFAX FIN'L HLDGS
FBD HOLDINGS PLC
FBL FINANCIAL GROUP
FINANCIAL INDUSTRIES

FINAXA SA
FIRST FIRE & MARINE
FONDIARIA - SAI SPA
FOYER S.A.

FPIC INSURANCE GRUP
FRIENDS PROVIDENT

FUBON FINANCIAL

FUJI FIRE& MARINE INS

GENERALI (SCHWEIZ)

GENERALI DEUTSCH
GENERALI HOLDING VE

GENWORTH FIN'L, INC.
GLOBAL INDEMNITY

GRUPO NACIONAL

GRUPO PROFUTURO

GREAT EASTERN HLDGS
GREAT WEST LIFECO
GRUPO CATALANA

GREAT AMERICAN FIN'L
HANNOVER RUECK SE

HANOVER INSURANCE
HAREL INSUR INVES
HARLEYSVILLE GROUP

HARTFORD FINL SR\C
HCC INS HOLDINGS
HELVETIA HOLDING
HILB, ROGAL & HOBBS
HILLTOP HOL

HISCOX PLC

HORACE MANN EDUCATRS
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Table D.2: Sample insurance companies (continued).

HYUNDAI M & F INS.
INDUSTRIAL ALLIANCE
INFINITY PROP & CAS
ING GROEP N.V.
INSURANCE AUSTRALIA
INTACT FINANCIAL

IPC HOLDINGS, LTD.
JARDINE LLOYD
JEFFERSON-PILOT CORP
JOHN HANCOCK FIN SvVC
KANSAS CITY LIFE INS
KEMPER

KINGSWAY FINANCIAL
KOELNISCHE RUECKVER.
KOREAN REINSURANCE
LANDAMERICA FINL GRP
LEGAL & GEN'L GRP
LIBERTY GROUP LTD
LIBERTY HOLDINGS

LIG INSURANCE CO LTD
LINCOLN NAT'L CORP
LOEWS CORPORATION
MAA GROUP

MANULIFE FINANCIAL
MAPFRE SA

MARKEL CORP

MARSH & MCLENNAN CO.
MBIA INC

MEDIOLANUM

MENORAH MIVTACHIM
MERCURY GENERAL CORP
METLIFE INC

MIDLAND COMPANY
MIGDAL INSURAN & FIN
MIIX GROUP, INC

MNI HOLDINGS BHD
MONTPELIER RE HLDGS
MONY GROUP INC.

MS& AD INSURANCE
MUENCHENER

NATIONAL WESTERN
NATIONWIDE FIN'L
NAVIGATORS GROUP INC
NIPPONKOA INS

NISSAY DOWA GEN
NISSHIN FIREMAR INS
NUERNBERGER BET.-AG
ODYSSEY RE

OHIO CASUALTY CORP
OLD MUTUAL PLC

OLD REPUBLIC INTL
PARTNERRE LTD.
PENN TREATY AMERICAN
PERMANENT TSB GROUP
PHILADELPHIA CORP
PHOENIX COMPANIES
PHOENIX HOLDINGS
PICC PROPERTY
PING AN INSURANCE
PLAT UNDERWRITERS
PMA CAPITAL CORP
POHJOLA-YHTYMA OYJ
POWER CORP OF CANADA
POWER FINANCIAL CORP
PREMAFIN FINANZIARIA
PRESIDENTIAL LIFE
PRINCIPAL FINL GROUP
PROASSURANCE CORP
PROGRESSIVE CORP
PROMINA GROUP
PROTECTIVE LIFE CORP
PRUCO LIFE INSURANCE
PRUDENTIAL PLC
PRUDENTIAL FINANCIAL
QBE INSURANCE GROUP
RIUNIONE ADRIATICA
REINSURANCE GROUP
RENAISSANCERE HLDGS
RHEINLAND HOLDING
RLI CORP
RSA INSURANCE GROUP
SAFECO CORPORATION
SAFETY INSURANCE GP
SAMPO OYJ
SAMSUNG FIRE & MARINE
SOUTH AFRICAN NAT’L
SCHWEIZERISCHE NAT
SCOR SE
SCOTTISH RE GROUP
SELECTIVE INSURANCE
SHIN KONG FINANCIAL
SKANDIA FORSAKRINGS
SOMPO JAPAN INSURANC
SAINT JAMES’S PLACE
STANCORP FINANCIAL
STATE AUTO FINANCIAL
STOREBRAND ASA
SUL AMERICA SEGUROS
SUN LIFE FINANCIAL
SWISS LIFE HOLDING

SWISS RE
TAIWAN LIFE INSURANC
TAIYO LIFE INSURANCE
TOKIO MARINE
TONG YANG LIFE INS
TOPDANMARK A/S
TORCHMARK CORP
TORO ASSICURAZIONI
TOWER LTD
TRANSATLANTIC HLDGS
TRAVELERS COS
TRAVELERS PROPERTY
TRYG AS
uicl
UNIPOL GRUPPO FIN
UNIQA INSUR
UNITED FIRE
PROVIDENT COMPANIES
WAADT VERSICHERUNGEN
VESTA INSURANCE GRP
VIENNA INSURANCE
VITTORIA ASSICURAQI
W R BERKLEY CORP.
WELLINGTON
WESCO FINANCIAL CORP
WHITE MOUNTAIN INSUR
WILLIS GROUP
WUERTTEMBERGISCHE LE
XL GROUP PLC
ZENITH NATIONAL
ZURICH INSURANCE
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E.1 Variable definitions and data sources

Table E.1: Variable definitions and data sources.

The table presents variable definitions and data sourceallfdependent variables,
bank characteristics, and macroeconomic control vargable

Variable name Variable definition Data source
Dependent variable
ADemand Change in a bank’s demand deposits per quarter (inmperce FDIC call re-
ports.
ATime Change in a bank’s time deposits per quarter (in percent). FDIC call re-
ports.
ARatio Change in a bank’s ratio of demand deposits to totalslepper quarter FDIC call re-
(in percent). ports.
Main variables of interest:
FDIC Sum of the winsorized weekly search volume of the term|@®Lper  Google Trends.
state (in quarter), adjusted for seasonality and scaledsbgtandard
deviation.
FEARS Quarterly average of the weekly FEARS-index intredbim|Da et al. Google Trends.
(2015).
Bank characteristics:
Size Natural logarithm of a bank’s total assets at the endopicater. FDIC call re-
ports.
Return on assets Net income after taxes and extraordinang {@nnualized) as a percentFDIC call re-
of average total assets. ports.
Non-interest income Non-interest income divided by totadiest income. FDIC call re-
ports.
Net interest margin Total interest income less total inteegpense (annualized) as a per-FDIC call re-
cent of average earning assets. ports.
Operating Hiciency Non-interest expense, less the amortization expemstangible assets, FDIC call re-
as a percent of the sum of net interest income and non-inieshe.  ports.
Equity ratio Ratio of a bank’s total equity and total assets. FDIC call re-
ports.
Crisis Dummy variables that takes on the value one if the baskmtion is Own calc.
in Q4 2008 or Q1 2009 (see Oliveira et al., 2014).
Retail deposit ratio Ratio of a bank’s retail deposits andltdeposits. FDIC call re-
ports.
Non-performing loans Sum of total assets past due 30-90 dal/stdl accruing interest, total FDIC call re-

assets past due 90 or more days and still accruing interedsttoted  ports.
assets which are no longer accruing interest divided by astets.

Insured deposits Ratio of a bank’s insured deposits antidepmsits. FDIC call re-
ports.

Macroeconomic controls:

GDP growth GDP growth by state per year. U.S. Bureau of
Economic Analy-
sis.

General interest in finance Quarterly average of the winsorized weekly changes in éstefor fi-  Google Trends.

(GIF) nancial topics via Google searches per state, adjustecemosality

and scaled by its standard deviation.

CD rate Average 3-month CD rate per quarter. Federal Reserve
Bank of St
Louis.

Press releases Number of press releases by the FDIC perrquarte FDIC.
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E.2 Institutional details on the Federal Deposit Insur-
ance Corporation

The Federal Deposit Insurance Corporation (FDIC) was founld®33 as a conse-
guence of a series of bank failures during the 1920s. It iggded as a regulation
and monitoring vehicle for banks and thrifts in the Unitedt8¢ and is supposed to
strengthen the stability of the financial system by curgein$uring over 9 trillion dol-
lars of deposits. The current coverage limitis 250,000 ®ipeositor per bank for each
account category (checking and saving accounts, CDs andymaariet accounts). As
of 2013, over 6,500 institutions are insured via the FDIC.sEhleanks include state-
chartered banks that are not participating in the Federa¢iResSyste Insured
banks need to fulfill liquidity and reserve requirements arelobliged to send quar-
terly call reports to the FDIC which include data on the babhketance sheeg Call
reports are published on the FDIC’s wesbite a few months #ftereports were sent
in. We obtain the aggregated call reports from the websitin@fDIC for the time
period from 2004 to 201@ In our main analyses, we include only banks from states
with sufficient search volume for “FDIC”, which account for approxiglgt75.8 % of

all demand deposits and 72.2 % of all time deposits (in Q1 0B banks with a

minimum of one quarter of data on deposits are included irsémeple.

84The deposit insurance system applies to individual bankstate, and not necesseraliy on the holding
level. Thus, the data set includes several banks with the sampany name but in aftérent state.

85Call reports have to be sent in at latest 30 days after the &t corresponding quarter.

86Note that we use the reports for all banks of the fifty statesRistrict of Columbia but exclude banks
from Guam, American Samoa, Puerto Rico and Virgin Islands.
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E.3 Further description of the sample

Our sample includes 7,290 of 11,126 FDIC insured banks #yairted at least once
from Q1 2004 to Q4 2013. Figure .1 shows a heat map of thegeeramber of FDIC

insured banks for United States that reported during thengiime period (excluding
Alaska and Hawai). Clearly, the states of lllinois and Texasstthe highest number of

Figure E.1: Number of banks per state.

The figure shows a heat map of the number of FDIC insured banksei United States (excluding
the low volume states Alaska and Hawai). A darker shade of igigicates a higher number of FDIC
insured banks in a state.
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FDIC insured banks in our sample with over 800 and 700 bargati@ag per quarter,
respectively. These two states are followed by Minnesotar(600) and California
(over 450 In terms of size, however, we do not have the same distribufiagure

[E.2 shows two heat maps of the United States that indicatexbkeof demand deposits

and the percentage of all demand deposits in the UnitedsState

8Note that all of the four states are “high-volume states” ardincluded in our main analyses.
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Figure E.2: Distribution of demand deposits across theddnBitates

The figure shows heat maps of demand deposits across thed(Btaees (excluding the low volume
states Alaska and Hawai). A darker area in the upper ploesgmts a higher value of the sum of all
demand deposits (in million $ US) in a state (average fromi20@013), whereas a darker area in the
lower plot represents a higher percentage of all demandsitspgo the United States. From the two
pictures, we can see that California holds by far the largestentage of all demand deposits (around
20%). The state with the second largest percentage is Mitaes
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E.4 Further analyses

In Sectiori 6.6, we described the results of additional GMidegressions of changes
in deposits orDIC, FEARS and various control variables. Table E.2 shows the results
of these additional analyses.

We control for a general interest in finance (GIF), residois regression ofFDIC
on the 3-month CD rate, a state’s GDP growth, and the ratio ah&’b retail deposits
and total deposits. Also, we exchange the varidiC with the number of press
releases by the Federal Deposit Insurance Corporation ahai@it in our regressions.

During the recent financial crisis, the Emergency Econontabization Act was
introduced and contained several programs (e.g., the Teduksset Relief Program
“TARP”) to strengthen the stability of the financial systenthe United States. When
receiving government support, bank managers could be &hiptchange their risk-
taking behavior and thus, possibly creating moral hazardth® other hand, depositor
behavior could be influenced by possible “too-big-to-fagrceptions or bailout guar-
antees. As a further analysis, we investigate the impadiefritroduction of TARP
on a bank’s changes in deposits. Tdble E.3 shows the resliae-step) GMM-sys
regressions that include the dummy variabfRPthat is one if a bank or its holding
received government support and zero before Q3 2008 or ibdimé did not receive
TARP support. Our additional results suggest that TARP didafiett the changes in
demand deposits but had a statistically significant impaatt@nges in time deposits.
Also, the interaction term of depositor attention and TARBwhthat the introduction
of TARP decreased the interest in the FDIC.

Naturally, we would expect that troubled banks (e.g., bahks hold a higher per-
centage of non-performing loans) are more vulnerable toslewithdrawals than their
financially healthier counterparts. For the purpose ofyamiad) the impact of depositor
attention and depositor sentiment on specific subsets dfshare split our sample of
banks into bottom and top quartiles of the average ratio afperforming loans and

total assets. Additionally, we investigatdtdrences in changes in deposits for a group



The table shows the results of the (one-step) GMM-sys estmaf ADemand and\Time onFDIC and control variables. The dependent

Table E.2: Additional GMM-sys regressions of changes indép.

variables are the percental changes in demand depositsnamdiéposits. The main variable of interesFRIC which is the Google Search
Volume Index of the phrase “FDIC” from Google Trends, adjdster seasonality, winsorized at the 5% level, and scaledtbgtandard
deviation. Additionally, we include the variables Genenaérest in finance (GIF), which is an index obtained from @edlrends indicating
the changes in search interest for finance topics for eath $ite residuals of the linear regression of the 3-montratelon the FDIC-index,
the GDP growth per state, and the ratio of a bank’s retail siépto total deposits. Other regressors are defined in TE&HileAll independent
variables are lagged by one quarter and the lagged depevealgable is included in the regressions. We employ douddgréd values of the
dependent variable§;DIC andNet interest margiras instruments. P-values are given in parentheses and gntf,*** indicate statistical
significance at the 10%, 5%, and 1% level, respectively.

Dependent variable: ADemand ATime
FDIC  0.0012*** 0.0009** 0.0010%*** 0.0010%*** 0.0004*** 0.0003%* 0.0002** 0.0003***
(0.001) (0.013) (0.006) (0.005) (0.000) (0.001) (0.041) .002)
FEARS  -1.9364**  -1.9508**  -2.2807*** -2.4203*** -3.1660*** -3.5428**  -3.5288***  -4,1531***  -4.1494*** .2 2557***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) .0Q0) (0.000) (0.000)
GIF  -0.0016*** -0.0004***
(0.000) (0.000)
CD rate residual -0.0003 -0.0001
(0.246) (0.285)
Press 0.0255*** 0.0465***
(0.000) (0.000)
GDP growth -0.0003 0.0002
(0.400) (0.121)
Retail deposit ratio -0.4460*** 0.4735%**
(0.000) (0.000)
Other controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Bank-fixed éfects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 181,141 176,808 181,141 159,816 181,119 4083, 178,978 183,409 161,724 183,409
Wald 9,450.26 9,085.00 8,513.22 8,035.81 9,662.37 353614. 35,550.39 36,683.07 31,334.29 39,849.36
Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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Table E.3: GMM-sys regressions of changes in deposits (TARP)

The table shows the results of the (one-step) GMM-sys estmaf ADemand and\Time on FDIC and control variables. The dependent
variables are the quarterly percental changes in demarmbig@nd time deposits winsorized at the 1% level. The marrable of interest

is FDIC which is the Google Search Volume Index of the phrdg@IC” from Google Trends, adjusted for seasonality, wirnsedi at the 5%
level, and scaled by its standard deviation. A dummy vagidRP is included which is one if the bank observation is in @3&or later
and the bank or its holding has received government suppatigh the TARP program. Other regressors are defined in Ajmpénl. All
independent variables are lagged by one quarter and thedadgpendent variable is included in the regressions. Wdogndpuble-lagged
values of the dependent variables, FDIC, and Net intereggimas instruments. P-values are given in parentheses a&hdand *** indicate
statistical significance at the 10%, 5%, and 1% level, raspdy.

Dependent variable: ADemand ATime

FDIC  0.0009** 0.0009***  0.0004*** 0.0005***
(0.007) (0.009) (0.000) (0.000)
FEARS -1.9106%* -1.9179%* -3.5658** -3 5883+
(0.000) (0.000) (0.000) (0.000)

TARP -0.0218 -0.0246 0.0326***  0.0751***

(0.437) (0.495) (0.000) (0.000)

FDIC x TARP 0.0001 -0.0023***
(0.957) (0.000)
Other controls Yes Yes Yes Yes
Bank-fixed dfects Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes

Observations 181,141 181,141 183,409 183,409
Wald 9,437.07 9,437.08 35,721.72 35,762.33
Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001
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E.4. FURTHER ANALYSES 198

of banks with a lower and a higher ratio of insured depositsta deposits. Intuitively,
we would expect that a bank that has less insured deposisoisrre susceptible to
deposit withdrawals, since not all of its deposits are ceddyy the FDIC. Table El4
and[E.b show the results of the baseline GMM-sys and logistie! regressions for
these subsamples.

As our main results, we find that depositor attention to théd-Bas a statistically
significant positive impact on changes in deposits for bah&shave lower ratios of
insured deposits to total deposits. For changes in time siespave also observe a
positive dfect for banks in the top quartile of non-performing loansorathich is
particlarly interesting, since, although this subsamilbamks holds more bad loans
in their portfolio, attention to the FDIC partly preventspadsitors from withdrawing
their assets. The variabFEARSIs almost always significant with a negative sign of
the codficient except for changes in time deposits of banks wittelittbn-performing
loans. We conclude that depositor sentiment h&gmint éfects on changes in time
deposits for banks with less troubled assets (positivelaose with more (negative).
This result suggests that depositors appear to rationaslinduish between financially
heatlthier banks and banks with a higher proportion of bad$o

In our main analyses, we focus on the winsorized change$so(ate) demand and
time deposits as our dependent variables. This approadtd beucriticized for not
adequately capturing the relevant changes in depositse sirrelative change in ab-
solute deposits hasftierent magnitudes when comparing smaller with larger banks.
As an alternative to relative changes in (absolute) demamebsits, we employ the
changes in a bank’s demand deposit ratios as our dependggblgafor additional
panel regressions. Our main variables of interest arenadapositors’ sentiment and
depositors’ attention to the FDIC. However, demand depasibs could also change
simply because a bank’s size is increasing or decreasinig ti@ amount of demand
deposits remains the same. Therefore, we include in thgses®ons the contempo-
rary changes in a bank’s size as another independent \aridlile results for static

and dynamic panel OLS and GMM-sys regressions of changesntadd deposit ra-



Table E.4: GMM-sys regressions of changes in deposits foken quartiles of non-performing loans ratio and insuregasits ratio.

The table shows the results of the (one-step) GMM-sys estmaf ADemand and\Time onFDIC and control variables. The full sample

is split into the bottom and top quartile of the variabMan-performing loanswhich is the sum of total assets past due 30-90 days and sti

accruing interest, total assets past due 90 or more daygidratsruing interest, and total assets which are no losgeruing interest divided
by total assets, and the ratio of insured deposits to tofasles (the bank sample is split according to their averafigevof these variables over
the sample period). The dependent variables are the gygpncental changes in demand deposits and time deposisonzed at the 1%
level. The main variable of interestiDIC which is the Google Search Volume Index of the phrase “FDIGKftGoogle Trends, adjusted for
seasonality, winsorized at the 5% level, and scaled by atsdstrd deviation. Other regressors are defined in Appéndix &l independent
variables are lagged by one quarter and the lagged depevatggtble is included in the regressions. We employ dousdgréd values of the
dependent variable§DIC, andNet interest margiras instruments. P-values are given in parentheses and §ntf,*** indicate statistical

significance at the 10%, 5%, and 1% level, respectively.

Dependent variable: ADemand ATime
Non-performing loans Insured Non-performing loans Insured
< 25% > 75% < 25% > 75% < 25% > 75% < 25% > 75%
FDIC 0.0013 -0.0002 0.0033*** 0.0005 0.0004 0.0005**  0.0011*** 0.0001
(0.122) (0.748) (0.000) (0.449) (0.199) (0.026) (0.006) (0.290)
FEARS -1.5857** -0.6443 -2.2356*** -0.9762** 1.8580*** -5.6289*** -40613*** -2.6126***
(0.000) (0.175) (0.000) (0.014) (0.000) (0.000) (0.000) (0.000)
Other controls Yes Yes Yes Yes Yes Yes Yes Yes
Bank-fixed dfects Yes Yes Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes Yes Yes
Observations 33,266 49,704 37,789 47,250 33,717 50,486 37,868 49,147
Wald 2,664.24 2,198.28 3,107.08 1,865.36 5,469.87 11,794.93 7,220.76 9,509.1
Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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Table E.5: Panel logistic regression of large withdrawal$ gains in demand deposits for banks in quartiles of nofepaing loans ratio and
insured deposits ratio.

The table shows the results of panel logistic regressioriarge withdrawals and gains of deposits. The full sampl@ls isto the bottom and
top quartile of the variableNon-performing loanswhich is the sum of total assets past due 30-90 days ana@atiiling interest, total assets
past due 90 or more days and still accruing interest, antlass®ts which are no longer accruing interest divided 3l egsets, and the ratio
of insured deposits to total deposits (the bank sample isapiording to their average value of these variables dweisample period). The
dependent variables are the dummy variables Run, which takése value one if a bank experiences changes in demanditeipel®w the
20%-quantile oADemand deposits and zero otherwise, &ain, which is equal to one if the changes in deposits are abov8d#equantile
and zero otherwise. The main variable of interest is FDICcWig the Google Search Volume Index of the phrase “FDIC” frooo@e Trends,
adjusted for seasonality, winsorized at the 5% level, amdedcby its standard deviation. Other regressors are deifinagpendix[E.1. All
independent variables are lagged by one quarter. P-valaggven in parentheses and *, **, and *** indicate statiatisignificance at the 10%,
5%, and 1% level, respectively.
Dependent variable: Run Gain
Non-performing loans Insured Non-performing loans Insured
< 25% > 75% <25% > 75% < 25% > 75% < 25% > 75%

FDIC -0.0029  -0.0009  0.0005 -0.0038 0.0034  -0.0011  -0.0004  0.0044
(0.391)  (0.724) (0.858) (0.162) (0.293)  (0.679)  (0.876)  (0.131)

FEARS 1.6854* -1.8171** 0.5299 0.8159  1.5693* 3.6641** 3.5315%* 0.4Q
(0.047)  (0.013) (0.531) (0.262) (0.045)  (0.000)  (0.000)  (0.498)

Other controls Yes Yes Yes Yes Yes Yes Yes Yes

Bank-fixed dfects Yes Yes Yes Yes Yes Yes Yes Yes

Time-dummies Yes Yes Yes Yes Yes Yes Yes Yes
Observations 33,731 51,978 39,278 48,795 33,901 50,887 39,297 47,921

Likelihood ratio  534.33 909.4 661.62 918.13 1,022.47  1,048.33 1,164.81 .932279
Likelihood ratio (p-value) <0.001 <0.001 <0.001 <0.001 <0001 <0001 <0.001 <0.001
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tios onFDIC, FEARS Net interest marginand changes in a bank’s size are presented
in Table[E.6. As in the baseline GMM-sys regressions of chatiigdemand and time
deposits, we find that depositor attention to the FDIC istpady related to changes
in demand deposit ratios and that depositor sentiment hieragsnegative influence.
Interestingly, in our GMM-sys regressions, we find no eviethat these changes in

demand deposit ratios are due to simple changes in a bank’s si

E.5 Robustness checks

In our main analyses, we winsorized all changes in depoisited % level to remove
extreme outliers in our sample. However, for the changese tleposits, we see
that there are still extreme changes from 2004 to 2006 tlzs thie mean changes
in deposits. Therefore, we also run analyses that use chamgesorized at the 5%
and 10% level, which is a more conservative approach. The &wolutions for the
mean changes in demand and time deposits as well as 20%- #d@htiles in each
guarter with winsorization at the 10% level are shown in Féftl.3. The time evolution
of mean changes in demand deposits show an almost idendttatp as in our main
analyses, but only at a lower level. In some quarters, we eawp negative mean
changes in deposits. For the evolutionAdiime, we notice that the extreme outliers
do not bias the mean changes in time deposits with an extreagaiinde anymore.
Also, we see the same time trends as before.

Additionally, we rerun our baseline GMM-sys regressiorsrrTable[6.P of our
main analyses with the dependent variakd&¥mand and\Time winsorized at the
5% and 10% level. The regression results for the 5% winsgrilependent variables
are given in Table El7.

Overall, the results remain qualitatively unchanged. Hmrethis time we find a
slight significance for depositor attention on changes maied deposits for medium-
sized banks and for changes in time deposits for small-dae#ts. The other impor-

tant inferences are still valid.



Table E.6: GMM-sys regressions of changes in demand debisis.
The table shows the results of OLS and (one-step) GMM-syslpagressions of the changes in demand deposit ratiBat(o) onFDIC,

FEARS changes in bank size, and control variables. The dependeiable is the quarterly percental changes in demand deEt®s
winsorized at the 1% level. The main variable of intere§ti8C which is the Google Search Volume Index of the phrase “FDIGHfiGoogle
Trends, adjusted for seasonality, winsorized at the 5%, lewvel scaled by its standard deviation. Other regressersiefined in Appendix
[EJ. Allindependent variables except #b®ize are lagged by one quarter and the lagged dependertledasancluded in the regressions. We
employ double-lagged values of the dependent variable$;, andNet interest margiras well as the lagged values &8ize as instruments.
P-values are given in parentheses and *, **, and *** indicstitistical significance at the 10%, 5%, and 1% level, respsdy.
Dependent variable: ARatio
Estimation: OoLS GMM
ARatio;_; -0.1897*** -0.1898*** -0.1897*** -0.1352***  -0.1352*** -0.1352**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
FDICi-1 0.0005***  0.0006*** 0.0006*** 0.0006*** 0.0007** 0.0006** 0.0007*
(0.003) (0.003) (0.004) (0.003) (0.039) (0.046) (0.039)
ASize -0.0060** -0.0070*** -0.0070*** -0.0070*** -0.0064 -0.0064 -0.081
(0.010) (0.005) (0.005) (0.005) (0.140) (0.140) (0.140)
Net interest margin,_; -0.0233*** -0.0198** -0.0198*** -0.0198*** -0.0143*** -0.0142** -0.0143***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
FEARS;_; -0.0389*** -0.0326*** -0.0328*** -0.0035 -0.2581*** -0.2576*** -0.2616***
(0.001) (0.004) (0.004) (0.766) (0.000) (0.000) (0.000)
Crisis omitted omitted
Crisis x FDIC 0.0003 -0.0005
(0.699) (0.671)
FEARS x FDIC 0.0026*** -0.0003
(0.000) (0.804)
Bank-fixed éfects Yes Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes Yes
Observations 187,882 180,834 180,834 180,834 180,834 180,834 180,834
F/Wald 32.39 83.85 81.89 83.85 6,947.11 6,947.28 6,947.11
F/Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
R? 0.0099 0.0463 0.0463 0.0463 - - -
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The table shows the results of the (one-step) GMM-sys estmaf ADemand and\Time onFDIC and control variables. The dependent

Table E.7: GMM-sys regressions of changes in deposits (596axization).

variables are the quarterly percental changes in demarmbig@nd time deposits winsorized at the 5% level. The marrable of interest
is FDIC which is the Google Search Volume Index of the phrase “FDIGMGoogle Trends, adjusted for seasonality, winsorizetieab86o
level, and scaled by its standard deviation. Other regresse defined in Appendix E.1. All independent variables@agged by one quarter
and the lagged dependent variable is included in the regressWe employ double-lagged values of the dependentblagd&DIC, andNet
interest marginas instruments. P-values are given in parentheses and &ntk,*** indicate statistical significance at the 10%, 5%, d8d

level, respectively.

Dependent variable: ADemand ATime
Sample: All Small Medium Large All Small Medium Large
FDIC  0.0006*** 0.0005 0.0005* 0.0005* 0.0003***  0.0002** 0.0a0 0.0002**
(0.000) (0.101) (0.051) (0.090) (0.000) (0.021) (0.107) .020)
Net interest margin 0.0013 0.0034 -0.0017 0.0052* 0.0075***  0.0148*** 0.0028* 0.0048***
(0.518) (0.325) (0.679) (0.056) (0.000) (0.000) (0.041) .000)
FEARS -1.7267*** -54672** -13.9715** 4,3284*** -1.5158**  -4.0040*** -10.8637*** 2.7091***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) .000)
Size -0.1668** -0.5473**  .1.2285** -0.3776*** -0.1558***  -0.4186***  -0.9602***  -0.2393***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) .000)
ROA -0.0048*** 0.0005 -0.0036***  -0.0062*** -0.0027***  -0.0@0***  0.0013*** 0.0006
(0.000) (0.671) (0.008) (0.000) (0.000) (0.000) (0.006) .219)
Non-interest income 0.0001 0.0000 0.0004 0.0007** 0.0000 0.0000 0.0000 0.0001
(0.234) (0.910) (0.240) (0.023) (0.846) (0.976) (0.702) .3722)
Operating efficiency 0.0000 0.0000 0.0000*** 0.0000 0.0000 0.0000 0.0000 0.6000
(0.167) (0.317) (0.000) (0.724) (0.372) (0.101) (0.524) .093)
Equity ratio  1.1107***  1.0234**  0.8453***  0.8961*** 0.5828**  0.5067**  0.2045**  0.3845***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) .000)
ADeposits_; -0.1969*** -0.2062***  -0.1981***  -0.1986*** 0.0320***  0.0072** 0.0260***  0.0264***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.042) (0.000) .000)
Bank-fixed dfects Yes Yes Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes Yes Yes
Observations 181,141 58,093 59,025 59,637 183,409 59,537 9,536 59,924
Wald 17,880.80 8,122.73 6,034.73 5,644.76 37,069.86 0970 10,416.10 9,129.92
Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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Figure E.3: Time evolution of changes in deposits (10% wiizstion).

The figure shows barplots of quarterly changes in demandiar@deposits (in percent) for the time
period Q2 2004 to Q4 2013 for FDIC insured banks in high volsta¢es. The top grey bars indicate
the 80%-quantiles of changes in deposits each quarter arabttom bars indicate the 20%-quantiles of
changes in deposits. The black lines present the mean pairceanges in deposits each quarter. Data
on deposit changes are winsorized at the 10% level.
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Next, we estimate our main model using pooled OLS instead MM3sys. We
employ pooled OLS regression without bank fixéteets but with time dummies and
robust standard errors accounting for clustering on thé& bevel but also on the state
level. The results are shown in Table [E.8. For both dependgigbles, we still find
a positive relation witiFDIC and a negative relation with depositor sentiment. For
demand deposits, however, we only find a statistical sigmifie ofFEARSon the 5%

level when using clustered standard errors on the bank &geho state fixedfgects.
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Table E.8: Pooled OLS regression.

The table shows the results of OLS regressionsADemand andATime on the
FDIC-index and control variables with clustered standamreron the bank- and
state-level. Regressors are defined in Appehdik E.1. P-waleegiven in parentheses
and *, ** and *** indicate statistical significance at the %) 5%, and 1% level,
respectively.

Dependent variable: ADemand ATime

FDIC 0.0007** 0.0007*** 0.0004***  0.0004***

(0.001) (0.001) (0.000) (0.000)
FEARS -0.4328** -0.3455*  -0.5373*** -0.4406***
(0.017) (0.071) (0.000) (0.000)

Size 0.0080***  0.0075** 0.0001 -0.0003
(0.007) (0.012) (0.951) (0.766)
ROA -0.0071**  -0.0072** -0.0117*** -0.0116***
(0.034) (0.027) (0.000) (0.000)

Non-interest income -0.0002*** -0.0002*** 0.0000 0.0000
(0.004) (0.003) (0.290) (0.274)

Net interest margin  -0.0098*** -0.0096***  0.0054***  0.0054***
(0.000) (0.000) (0.000) (0.000)
Efficiency ratio 0.0000 0.0000 0.0000* 0.0000*
(0.328) (0.330) (0.078) (0.078)

Equity ratio  0.9423**  (0.9417** 0.5801*** (0.5821***
(0.000) (0.000) (0.000) (0.000)

ADeposits_; -0.1041*** -0.1048*** 0.0490***  0.0488***
(0.000) (0.000) (0.000) (0.000)

Bank-fixed dfects No No No No
Time-dummies Yes Yes Yes Yes
State-fixed #ects No Yes No Yes
Cluster level Bank State Bank State
Observations 181,141 181,141 183,409 183,409

R? 0.0464 0.0472 0.1351 0.1362

Accounting for clusters on the state level and also usinggteed dfects in the OLS
specification yields only 10% statistical significance. [@atwvely, we find no changes
for our main variables of interest.

As another robustness check, we reestimate our panelitogigtessions with bank-
and time-fixed #ects using a dierent definition for the binary dependent variables
RunandGain. For the baseline models, we report the regression resuliable[E.9.

It seems that in these extreme cases of large withdrawalssder attention does not

play a role in mitigating the likelihood of large withdrawaFor large gains, however,



Table E.9: Panel logistic regression of large withdrawal$ gains in demand deposits (other definitions).

The table shows the results of panel logistic regressionarge withdrawals and gains of deposits. The dependerahias are the dummy
variablesRun which takes on the value one if a bank experiences changdsnrand deposits below the 5%-, 10%-, or 15%-quantile of
ADemand deposits and zero otherwise, &ain, which is equal to one if the changes in deposits are abov83#e, 90%-, or 95%-quantile
and zero otherwise. The main variable of intere§td4C which is the Google Search Volume Index of the phrase “FDIGirfiGoogle Trends,
adjusted for seasonality, winsorized at the 5% level, adescby its standard deviation. Other regressors are deifindgpendix[E.1. All
independent variables are lagged by one quarter. P-valeggven in parentheses and *, **, and *** indicate statiatisignificance at the 10%,
5%, and 1% level, respectively.

Dependent variable: Run Gain
5% 10% 15% 85% 90% 95%
FDIC 0.0021 0.0018 -0.0013 0.0042***  0.0054***  0.0074***
(0.388) (0.321) (0.376) (0.008) (0.005) (0.005)
FEARS  1.3982* 1.1897** 0.7607* 1.2680*** 0.8618* 0.5553
(0.058) (0.026) (0.085) (0.002) (0.077) (0.422)
Size 0.4650*** 0.5590*** (0.6013*** -0.8457*** -0.9387*** -0.9759***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Other controls Yes Yes Yes Yes Yes Yes
Bank-fixed dfects Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes
Observations 110,662 155,687 177,335 172,522 152,057 109,020
Likelihood ratio 843.33 1,836.31 2,622.31 4,078.79 3,779.83 3,021.42
Likelihood ratio (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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we find a positive relation oFDIC and the probability of large gains in demand de-
posits. Again, we find a slightly significant influence of dspar sentiment on the
likelihood of large gains in demand deposits, but also a rsiosignificant influence on
the probability of extremely large withdrawals by deposito

Our results for depositor attention and its influence on gkann deposits could be
biased due to the way we aggregate the weekly data to obtantegly values. There-
fore, we also estimate our baseline GMM-sys regressiong tise mean of the weekly
values in a quarter for the FDIC-index. Also, we employ twoiddal measures of
depositor attention that fler only in the way we aggregate the weekly FDIC-index
to create the quarterly index. The results of these additianalyses can be found in
Table[EL1D. From Table E.LO we see that our inferences dohawige significantly
(the main diference is that the cé&ients of the FDIC-index show more statistical
significance for small and medium-sized banks). The logitebaegressions reveal
that depositor attention, again, slightly decreases #wuitiood of extreme demand
deposit withdrawals. While the maximum value of deposittergton and the max-
imum difference of the FDIC-index do not have enough predictive powexplain
large withdrawals, we find that these two are statisticaliyiicant factors that in-
crease the likelihood of large gains in deposits. This ierggting, since it shows that
single peaks in depositor attention (instead of consta@m@dn on a higher level) may
also have influence on extreme movements in demand dep®sitsar to our findings
in the main analysis, we observe that higher sentiment B inareases the chances

of extreme gains in demand deposits.



Table E.10: GMM-sys regressions of changes in depositsr{rAB&C).

The table shows the results of the (one-step) GMM-sys esbmaf ADemand and\Time onFDIC and control variables. The dependent
variables are the quarterly percental changes in demarubig@nd time deposits winsorized at the 1% level. The mairable of interest
is FDIChean Which is the Google Search Volume Index of the phrase “FDI@hfrGoogle Trends, adjusted for seasonality, winsorized at
the 5% level, and scaled by its standard deviatibl21Ccan is the quarterly average of the weekly values. Other regresare defined in
AppendiXE.1. All independent variables are lagged by oreetguand the lagged dependent variable is included in tiressions. We employ
double-lagged values of the dependent varialll&HC, andNet interest margiras instruments. P-values are given in parentheses and *, **
and *** indicate statistical significance at the 10%, 5%, 484 level, respectively.
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Dependent variable: ADemand ATime
Sample: All Small Medium Large All Small Medium Large
FDICmean 0.0196*** 0.0130 0.0082 0.0290*** 0.0097***  0.0082*** 0.0039**  Q@O2***
(0.000) (0.126) (0.262) (0.001) (0.000) (0.005) (0.023) (0.000)
FEARS -1.8002*** -6.8534*** -13.5036*** 6.1170*** -3.3502***  -8.4900** -14.1289*** 4.2161***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Other controls Yes Yes Yes Yes Yes Yes Yes Yes
Bank-fixed dfects Yes Yes Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes Yes Yes
Obervations 180,704 58,074 58,986 59,271 182,972 59,518 59,491 59,558
Wald  9,749.20 4,319.04 3,014.85 3,041.49 35,471.61 19,356.44 6,837.22 .19,533
Wald (p-value) < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001
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Table E.11: Panel logistic regression of large withdrawald gains in demand deposits (other FDIC).

The table shows the results of panel logistic regressionarge withdrawals and gains of deposits. The dependerahias are the dummy
variablesRun which takes on the value one if a bank experiences changksnand deposits below the 20%-quantildbfemand deposits and
zero otherwise, an@ain, which is equal to one if the changes in deposits are abov8a¥equantile and zero otherwise. The main variables|
of interest are variations of the FDIC-index which is the Gedgearch Volume Index of the phrase “FDIC” from Google Treratgusted for
seasonality, winsorized at the 5% level, and scaled byatsdstrd deviation. The columns with “Max” and “Mean” indiedhat the maximum
and the mean value &iDIC in a quarter is used to aggregate the weekly valueSifC. The FDIC variable in “Diff” is the maximum of
the weekly diferences in the weekly FDIC-index. Other regressors are dkiim@ppendiX E.L. All independent variables are lagged bg on
guarter. P-values are given in parentheses and *, **, andritifcate statistical significance at the 10%, 5%, and 1% |egspectively.

Dependent variable: Run Gain
Max Mean Dit Max Mean Dit

FDIC -0.0117 -0.0578*** 0.1000 0.0313***  0.0339* 0.3731**

(0.298) (0.001) (0.489) (0.007) (0.056) (0.012)
FEARS 0.2792 0.0740 0.3491 1.6105*** 1.6077** 1.4868***
(0.462) (0.847) (0.353) (0.000) (0.000) (0.000)
Other controls Yes Yes Yes Yes Yes Yes
Bank-fixed dfects Yes Yes Yes Yes Yes Yes
Time-dummies Yes Yes Yes Yes Yes Yes
Observations 185,566 185,566 185,566 183,581 183,581 183,581
Likelihood ratio 3,321.23 3,331.01  3,320.63 4,511.83 4,508.24 4,510.99
Likelihood ratio (p-value) < 0.001 <0.001 < 0.001 < 0.001 < 0.001 < 0.001
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E.6 Heckman two-stage selection procedure

One concern with our inference is that we restrict our datagpdato banks that are in
a high-volume state (where we findfBaient search volume for “FDIC” witlGoogle
Trend9. Although our sample covers over 70% of all deposits in timtédl States,
we investigate the impact of this non-random sample seletti mitigate concerns of
a possible selection bias. To do so, we estimate Heckmarstage selection models
(see_Heckman, 1979) in which the selection dummy is one ifr&k & located in
a high-volume state (and thus, is included in our samplea), zero otherwise. We
use the first lag of the changes in deposits, bank fundansdat@ded by one quarter,
time dummies, a state’s GDP growth, and its population d¢Rs regressors in the
selection model. The estimates for changes in demand de@wsl changes in time
deposits are shown in Tallle E112. The estimates for thetgelenodel suggest that
banks in a state with a higher population density are moediito be included in our
sample. Interestingly, a state’s GDP growth is negativelyetated with the selection
variable high-volume dummy. Most importantly, the estiesator the Inverse Mills
Ratio are not statistically significant on convential levdleus, we conclude that non-

random sample attrition is not a problem in our analyses.
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Table E.12: Heckman two-stage selection model.

The table shows the results of a Heckman two-stage proce@ibhesselection dummy
is one if a bank is located in a high-volume state and zeroraike. All explanatory
variables are lagged by one quarter. The regressors areedéafinAppendix_E.1.
P-values are given in parentheses and *, **, and *** indicstegtistical significance at
the 10%, 5%, and 1% level, respectively.

Dependent variable: ADemand ATime
FDIC 0.0008** 0.0008***
(0.027) (0.000)
FEARS 6.7658*** 5.5123***
(0.000) (0.000)
Other controls Yes Yes
Time-dummies Yes Yes

Selection variable:

High-volume dummy

High-volume dummy

GDP growth -0.0109*** -0.0110%**
(0.000) (0.000)
Population density 0.0085*** 0.0086***
(0.000) (0.000)
Size -0.0998*** -0.0970***
(0.000) (0.000)
ROA -0.0340%*** -0.0276***
(0.000) (0.000)
Non-interest income 0.0095*** -0.0002*
(0.000) (0.071)
Equity ratio -0.9309*** -1.0766***
(0.000) (0.000)
Operating efficiency 0.0000* 0.0000*
(0.050) (0.057)
ADeposits_; 0.0245*** 0.3013***
(0.001) (0.000)
Inverse Mills ratio (lambda) 0.0047 -0.0030
(0.435) (0.231)

Observations 148,402 151,387

Wald 5,014.29 21,621.2
Wald (p-value) < 0.001 < 0.001
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