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1. Introduction

1.1. Traveling waves in homogeneous media

The notion of traveling waves in homogeneous media and typical
nonlinearities

This work is concerned with traveling wave solutions to reaction-diffusion equations.
The basic form of a reaction-diffusion equation is

ut = ∆u+ f(u) in (0,∞)× Rn. (1.1)

According to [5], this equation was first introduced in the articles [10] of Fischer and
[14] of Kolmogorov, Petrovsky and Piskunov in 1937 and 1938. The original motivation
was to investigate the spreading of advantageous genes. The considered nonlinearities f
were of logistic type, e.g. f(u) = u(1− u) or f(u) = u(1− u2). In both cases there are
stationary states 0 and 1 of the equation.

A particular kind of solutions to the equation are traveling wave solutions or traveling
front solutions. They can be imagined as front profiles, which connect the stationary
states 0 and 1; the time-dependence is a shift into a direction k, |k| = 1, as t grows with
a speed c. More exactly, this means that u is given by a pair (U, c), with a front profile
U and a wavespeed c, such that u is of the form

u(t, x) = U(k · x− ct), (1.2)

0 ≤ U ≤ 1, U(−∞) = 0, U(+∞) = 1.

The direction k is given and the speed c is an unknown that is to be determined. In
some cases there is a unique c, such that there exists a corresponding traveling wave
solution (U, c). In other cases there are multiple c (for example an interval of the form
(−∞, c∗) or (−∞, c∗]), such that there exist corresponding traveling wave solutions. The
condition (1.2) on u can also be expressed as

u

(
t+

k · v
c
, x+ v

)
= u(t, x) for any vector v ∈ Rn. (1.3)

In case of space dimension one, this is perhaps more illustrative:

u

(
t+

l

c
, x+ l

)
= u(t, x) for any l ∈ R.
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Figure 1.1.: A qualitative view of a front profile in the homogeneous case.
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Figure 1.2.: A qualitative picture of a traveling wave solution in the homogeneous case.

The ansatz u(t, x) = U(s) with s = k · x − ct is commonly called the moving frame
ansatz. Inserting it into equation (1.1) leads to an ordinary differential equation for U :

Uss = −cUs − f(U). (1.4)

Among the usual questions are those of existence, uniqueness, monotonicity and stability
of traveling wave solutions (U, c). Also of interest is the long term behavior of solutions
to the initial value problem

ut = ∆u+ f(u) in (0,∞)× Rn,

u(0, x) = u0(x).

Of course, the results depend on the type of the nonlinearity f . As far as uniqueness
is concerned, a traveling wave solution can only be unique up to a constant shift in s
due to the shift-invariance of the equation in s. From (1.4), one can see that the space
dimension is irrelevant in the questions of existence and uniqueness of traveling wave
solutions.

In the overview article [17], Xin lists the following types of nonlinearities:

8



1. Introduction

1. f(u) = u(1− u) is called the KPP nonlinearity (after [14]) or Fisher nonlinearity
(after [10]).

2. f(u) = um(1− u) with m ≥ 2, m ∈ N is called the m-th order Fisher nonlinearity
or Zeldovich nonlinearity, if m = 2.

3. f(u) = u(1− u)(µ− u) with µ ∈ (0, 1) is called the bistable nonlinearity.

4. f(u) = e−E/u(1− u) with activation energy E > 0 is called Arrhenius combustion
nonlinearity or combustion nonlinearity with activation energy E but no ignition
temperature cutoff.

5. f(u) = 0 in [0, θ] with θ ∈ (0, 1), f(u) > 0 in (θ, 1) and f(1) = 0, f Lipschitz
continuous, is called a combustion nonlinearity with ignition temperature θ.

In [17], Xin also lists some of the fields in which these nonlinearities arise: Types 1 and
2 have their origin in chemical kinetics. Type 3 arises in biological applications. Types
4 and 5 arise in combustion science.

Some results in the homogeneous case

Let us first list some of the results, which are given in [17]: Let f be any of type 1 - type
5 in the above list with µ ∈

(
0, 1

2

)
in case of type 3. By multiplying (1.4) with Us and

integrating over R, it can be seen that

c = −

1∫
0

f(z) dz∫
R
U2
s ds

< 0. (1.5)

We want to explain this argument. By multiplying (1.4) with Us and integrating over
an interval [a, b], one obtains

1

2
U2
s (b)− 1

2
U2
s (a) = −c

b∫
a

U2
s (s) ds−

U(b)∫
U(a)

f(z) dz.

For any fixed a ∈ R, the right hand side converges for b→∞ to a value in R∪{−∞,∞}.
Therefore, the left hand side has to converge as well. It follows that, U2

s (b) → d for
b→∞ and some d ∈ [0,∞] (since U2

s (b) ≥ 0). Consequently, Us(b)→ ±
√
d for b→∞.

But then d = 0, because otherwise U(b) → 1 for b → ∞ cannot hold. By the same
reasoning Us(a)→ 0 for a→ −∞. Therefore, one obtains

c

∞∫
−∞

U2
s (s) ds = −

1∫
0

f(z) dz < 0.

9
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The left hand side cannot be 0, and one obtains (1.5). By this argumentation, one has
also obtained Us(s)→ 0 for s→ ±∞.

We continue with the results given in [17]: It is often useful to rewrite the ordinary
differential equation for U as a first order system

Us =: V,

Vs = −cV − f(U).

In this form, one can perform a phase plane analysis. A traveling wave solution of
(1.1) corresponds to a trajectory in the (U, V ) plane connecting the points (0, 0) and
(1, 0). For f of type 1, this method yields the existence of such a trajectory for every
c ≤ c∗ = −2

√
f(0). In contrast, for f of type 3 with µ ∈ (0, 1

2
), there exists a unique

trajectory for a unique c. In case of a type 2 nonlinearity f , there is cm such that there
is a connecting trajectory for every c < cm.
For nonlinearities of types 4 and 5, Xin describes different methods involving degree

theory. If f is of type 4, there is a c∗, such that for every c < c∗, there is a traveling
wave solution (U, c). In case of a type 5 nonlinearity f , there is a unique traveling wave
solution (U, c).

In the work [1], Aronson and Weinberger investigate the one dimensional reaction
diffusion equation

ut = uxx + f(u). (1.6)

Their nonlinearity f is of the form f(u) = u(1− u)((τ1 − τ2)(1− u)− (τ3 − τ2)u). The
parameters τ1, τ2 and τ3 stem from a biological model. This leads to three major cases
and different relevant properties of f :

Case 1 τ3 ≤ τ2 < τ1. Then f ′(0) > 0, f(u) > 0 in (0, 1).

Case 2 τ2 < τ3 ≤ τ1. Then f ′(0) > 0, f ′(1) > 0, f(u) > 0 in (0, α), f(u) < 0 in (α, 1)
for some α ∈ (0, 1).

Case 3 τ3 ≤ τ1 < τ2. Then f ′(0) < 0, f(u) < 0 in (0, α), f(u) > 0 in (α, 1) for some

α ∈ (0, 1),
1∫
0

f(u) du > 0.

Aronson and Weinberger examine the behavior of solutions of the initial boundary value
problem on R+×R+ and the pure initial value problem on R+×R and also the existence
of traveling front solutions. For the results, we refer to the article [1].

In [9], Fife and McLeod treat the equation

ut = uxx + f(u) (1.7)

in one space dimension for a broad class of nonlinearities. In the existence part, it is
assumed that f ∈ C1[0, 1], f(0) = f(1) = 0 and for some α ∈ (0, 1) one of the following
three cases holds:

10



1. Introduction

(a) f ≤ 0 in (0, α), f > 0 in (α, 1),
1∫
0

f(z) dz > 0.

(b) f < 0 in (0, α), f ≥ 0 in (α, 1),
1∫
0

f(z) dz < 0.

(c) f < 0 in (0, α), f > 0 in (α, 1).

In each of these cases, Fife and McLeod show the existence of traveling wave solutions.
They also investigate the asymptotic behavior of the initial value problem (1.7) on

(0,∞)×R, u(0, x) = φ(x) under similar conditions on f . If the initial values are pulselike
and if there exists a traveling wave solution, the solution to the initial value problem
converges exponentially to a shift of the traveling front solution. The exact result in
the frontlike case is the following: Assume f ∈ C1[0, 1], f(0) = f(1) = 0, f ′(0) < 0
and f ′(1) < 0. Furthermore, assume f(u) < 0 for 0 < u < α0 and f(u) > 0 for
α1 < u < 1, where 0 < α0 ≤ α1 < 1. Suppose that there is a traveling wave solution
(U, c). Let the initial values satisfy 0 ≤ φ ≤ 1 and lim supx→−∞ φ(x) < α0, as well as
lim infx→∞ φ(x) > α1. Then, for some constants z0, ω > 0 and K > 0, there holds

|u(t, x)− U(x− ct− z0)| < Ke−ωt.

The result for pulselike initial values is of similar nature. Under similar assumptions on
f as in the frontlike case and pulselike initial data, the solution u to the initial value
problem converges exponentially to a shifted traveling wave solution for x < 0 and to a
traveling wave moving in the opposite direction for x > 0. For the exact result in the
pulselike case we refer to the article [9].

1.2. Traveling waves in periodic heterogeneous media

The notion of traveling waves in periodic heterogeneous media

We now consider the reaction-diffusion equation in a periodic heterogeneous medium.
A heterogeneous medium is modeled with x-dependent coefficients aij. We assume that
(aij)i,j=1 = (aij(x))ni,j=1 is a smooth, symmetric and uniformly elliptic matrix field, which
is 1-periodic in every component of x. The periodicity can also be expressed by defining
the matrix field on T n, the n-dimensional torus. Prototypes of the reaction-diffusion
equation in heterogeneous media are

ut =
n∑

i,j=1

(aij(x)uxi)xj + f(u) (divergence form) (1.8)

and

ut =
n∑

i,j=1

aij(x)uxixj + f(u) (non-divergence form). (1.9)

11



1. Introduction

Of particular interest is the case where the nonlinearity f satisfies f(0) = f(1) = 0. In
this case, the equations have the stationary states 0 and 1.
Neither for (1.8) nor for (1.9) we can expect to find a traveling wave solution of the

form (1.2). Instead, the moving frame ansatz has to be extended. Consider the moving
frame coordinates

s = k · x− ct, y = x. (1.10)

A (pulsating) traveling wave solution is a solution u given by a pair (U, c) with

u(t, x) = U(s, y), 0 ≤ U ≤ 1,

U(s, ·) 1-periodic in each component of y,
lim

s→−∞
U(s, y) = 0 and lim

s→∞
U(s, y) = 1 uniformly in y.

 (1.11)

This can also be expressed without changing the coordinate system. A solution u of
(1.8) or (1.9) (more precisely the pair (u, c)) is called a traveling wave solution if

0 ≤ u ≤ 1,

u(t, x) = u

(
t+

k · ei
c

, x+ ei

)
for the unit vectors ei, i = 1, ..., n,

lim
t→−∞

u(t, x) = 0 and lim
t→∞

u(t, x) = 1 locally uniformly in x ∈ Rn.

We emphasize that this description extends the formulation of (1.3). Of course, there are
variants of the notion of a traveling wave solution. For example, other periodic lengths
can be considered. The nonlinearity f might depend explicitly on x. The stationary
states that are to be connected could be different from 0 and 1. The stationary states
might even be nonconstant. Then, the notion of a traveling wave solution has to be
properly adapted.

A prototypical result of Xin

We now come to a result of Xin [21], which is prototypical for our work. Consider the
equation

ut =
n∑

i,j=1

aij(x)uxixj + g(u). (1.12)

The matrix (aij(x))ni,j=1 is smooth, positive definite and 1-periodic in every component
of x ∈ Rn. The nonlinearity g is a C1[0, 1] combustion nonlinearity.
Xin shows the existence of a traveling wave solution U of the form (1.11) with 0 <

U < 1 and Us > 0, as well as c < 0. The proof uses the method of elliptic regularization.
Under the additional assumption g′(1) < 0, Xin proves that every traveling wave solution
U satisfies the monotonicity Us > 0. Under the same assumption, he also proves the
uniqueness of (U, c) up to a constant shift in s. He uses the sliding domain method in the
proofs of both the monotonicity and the uniqueness result. Since our work is essentially
based on [21], we will discuss that article in more detail in chapter 2.
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Figure 1.3.: A qualitative view of a pulsating traveling wave solution in moving frame
coordinates.

A review of results in the periodic heterogeneous case

A result from Xin which is similar to the previously discussed prototypical result is given
in [18]. Consider the equation

ut =
n∑

i,j=1

(aij(x)uxi)xj +
n∑
i=1

bi(x)uxi + g(u).

It is assumed that (aij)
n
i,j=1 is a smooth, positive definite matrix field on T n. Moreover,

(bi)
n
i=1 is a smooth vector field on T n, which is divergence free and has zero mean over

T n. The function g is a combustion nonlinearity, which is C1 in a neighborhood of 1
and satisfies g′(1) < 0.
Under these assumptions, Xin proves the existence of a traveling wave solution (U, c)

with c < 0 and U strictly increasing in s. In the proof, he uses the method of con-
tinuation. Under the same assumptions, Xin also shows the strict monotonicity of any
traveling wave solution (if g ∈ C1[0, 1], even Us > 0) and the uniqueness of (U, c) up to
constant shifts in s. As opposed to the case of equation (1.12), the condition g′(1) < 0
is also used in the existence part.

In [20], Xin examines the reaction diffusion equation in the form

ut =
n∑

i,j=1

(aij(x)uxi)xj +
n∑
i=1

bi(x)uxi + f(x, u). (1.13)

It is assumed that the coefficients are smooth and 2π-periodic in every component of x ∈
Rn. The matrix field (aij)

n
i,j=1 is assumed to be uniformly positive definite. Furthermore,

it is assumed to be a perturbation of the unit matrix: (aij(x))ni,j=1 = I + δ(ãij(x))ni,j=1,
where (ãij)

n
i,j=1 is smooth and 2π-periodic in every component of x and δ is small. The

13
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nonlinearity f is assumed to be a cubic bistable nonlinearity. For example, f(u) =
u(1− u)(µ− u) with µ ∈ (0, 1

2
). In the proofs, Xin assumes bi = 0 and that f does not

depend on x.
In order to prove the existence of traveling wave solutions, he uses a perturbation

ansatz: The case δ = 0 is the homogeneous case. For this case, the existence of a
traveling wave solution (φ, c0) is known. Xin’s ansatz for a traveling wave solution (U, c)
in moving frame coordinates is U = φ + δv and c = c0 + δc1. This leads to a problem
for (v, c1), which we call the perturbation problem for the moment. After imposing an
additional normalization condition, Xin obtains a unique solution v, if δ is sufficiently
small. To obtain this solution, Xin uses methods of Fourier and spectral analysis.

More precisely, the result is as follows. Let k ∈ Rn be a unit vector, m ∈ N+ and
m− [m/2] > (n+ 1)/2. Consider the space

Xm = {v ∈ Hm+1(R× T n) : (∇y + k∂s)
2v ∈ Hm(R× T n)}.

Then there exists δ0 = δ0(c0, n,m) > 0, such that for δ < δ0, there exist unique v ∈ Xm

and c1 ∈ R, which solve the perturbation problem. Moreover, (U, c) = (φ+ δv, c0 + δc1)
is a traveling wave solution of (1.13). If (V,C) is another traveling wave solution of
(1.13), then c = C and U(s− s0, y) = V (s, y) for some s0 ∈ R and (s, y) ∈ R× T n.
In [20], Xin also proves a stability result in space dimension one: Consider the equation

ut = (a(x)ux)x + f(u).

Xin assumes a(x) = 1 + δã(x), where ã is a smooth and 2π-periodic function. Moreover,
it is assumed that f(u) = u(1−u)(u−µ). For δ sufficiently small, there exists a traveling
wave solution U of the equation, as Xin has proved in the existence part. Consider now
the initial value problem

ut = (a(x)ux)x + f(u),

u(0, x) = U(x, x) + εu0(x).

The initial values are the perturbation of the traveling wave solution for t = 0. Xin’s
stability result is as follows. Assume u0 ∈ H1(R) and let u be the solution of the initial
value problem. Assume further U ∈ C3(R×T n) and Us ∈ H3(R×T n). If ε is sufficiently
small, there is a function γ = γ(ε) and a constant K = K(ρ0) for some ρ0 ∈ (0, 1) such
that

||u(t, ·+ ct)− U(·+ γ(ε), ·+ ct)||H1(R) ≤ Kρt0 for all t ≥ 0.

Moreover, γ(ε) = εh(ε), with a C1 function h. Xin also gives a characterization of h(0)
with an adjoint problem. For more details, we refer to [20].

In a two paper series [5] and [6], Berestycki, Hamel and Roques investigate a biolog-
ical model for the persistence of species and propagation phenomena in a periodically
fragmented environment model. The underlying equation is

ut = ∇ · (A(x)∇u) + f(x, u).

14



1. Introduction

The function f(x, u) = u(µ(x)−ν(x)u) with a saturation coefficient ν and a growth rate
µ is a prototypical example for the class of nonlinearities treated in [5].

In the first paper, the authors are concerned with the existence of a positive periodic
stationary state p of the equation. Under appropriate assumptions on A and f , the
existence of p is decided by the periodic principle eigenvalue of the linearized elliptic
operator. The periodic principle eigenvalue is the unique λ1 ∈ R, such that there exists
a periodic solution φ with φ > 0 of the equation

−∇ · (A(x)∇φ)− fu(x, 0)φ = λ1φ in Rn.

If λ1 < 0, the stationary state 0 is called unstable; in this case a stationary state p
exists. If λ1 ≥ 0, then 0 is the only bounded stationary state. Under slightly different
assumptions on f , it is shown that in the case λ1 < 0, there exists at most one bounded
positive stationary state.

The authors also consider solutions u to the initial value problem with certain non-
trivial initial values. Under appropriate conditions, the authors show that in the case
λ1 < 0, the solution u(t, x) converges to p in C2

loc(Rn) as t→∞ and in the case λ1 ≥ 0,
u(t, x) converges to 0 as t→∞.

In the second paper, the existence of traveling wave solutions is shown in the case
that the stationary solution p exists. The proof uses an elliptic regularization method.
There are traveling wave solutions for a continuum of wave speeds c ≥ c∗.

One can also study a domain Ω with Ω 6= Rn which is periodic in some of the variables,
namely in x = (x1, ..., xd), and bounded in the rest of the variables y = (xd+1, ..., xn).
Such a case is treated in the work [3]. In this article, the notion of a pulsating traveling
wave solution has been carried over to the equation

ut −∇x,y · (A(x, y)∇x,yu) + q · ∇x,yu = f(x, y, u).

Periodicity conditions are only imposed in x. Two types of nonlinearities f are treated.
We want to mention the first type, which is a combustion type with ignition temperature
θ and a monotonicity condition in the vicinity of u = 1. This monotonicity condition
is similar to g′(1) < 0 in [18], but less restrictive. For the precise results, we refer the
reader to [3].

In [19], Xin is concerned with the asymptotic behavior of the initial value problem

ut =
n∑

i,j=1

(aij(x)uxi)xj +
n∑
i=1

bi(x)uxi + f(u),

u(0, x) = u0(x), x ∈ Rn.

It is assumed that (aij)
n
i,j=1 is a smooth, positive definite matrix field on T n. Moreover,

(bi)
n
i=1 is a smooth vector field on T n, which is divergence free and has zero mean over T n.

Two types of nonlinearities are treated, namely combustion nonlinearities and bistable
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1. Introduction

nonlinearities. The initial values u0 are either frontlike or pulselike. What the terms
frontlike and pulselike mean, depends on the nonlinearity. The asymptotic stability of
pulsating traveling wave solutions are unclear. However, it can be shown in the case of
frontlike data, that the solution to the initial value problem propagates with the speed of
the traveling wave solution, if one exists. As an example, we sketch Xin’s result for the
case of a bistable nonlinearity f(u) = u(1−u)(µ−u) and frontlike data. Consider initial
data 0 ≤ u0 ≤ 1. For a unit vector k ∈ Rn, let S = {y ∈ Rn : y = x− (k · x)k, x ∈ Rn}.
The data u0 are frontlike, if

lim sup
k·x→−∞

u0(x) < µ and lim sup
k·x→+∞

u0(x) > µ

uniformly in S. Assume that a traveling wave solution (U, c(k)) exists. Then there exist
smooth function ξi = ξi(t) and qi = qi(t), i = 1, 2, such that

U(k · x− c(k)t− ξ1(t), x)− q1(t) ≤ u(t, x) ≤ U(k · x− c(k)t+ ξ2(t), x) + q2(t)

for (t, x) ∈ Rn+1. The functions ξi and qi satisfy for i = 1, 2:

ξ′i > 0, ξi > 0, sup
t>0
|ξi(t)| < +∞,

qi > 0, q′i ≤ 0, qi(t) ≤ Ce−γt

for some γ > 0. The results for pulselike data are similar but with a pair of traveling
wave solutions U− and U+ going in opposite directions. The results for combustion non-
linearities are also similar. For the precise results, we refer to the article [19].

We want to mention a homogenization result by Heinze [13]. For ε > 0 he considers
the equation

∂tu = ∇ · (Aε(x)∇u) +
1

ε
bε(x)∇u+ f(u) for (t, x) ∈ Rn+1. (1.14)

It is assumed that Aε(x) = A(x
ε
) with a matrix field A ∈ C1(Rn;Rn×n), which is sym-

metric, elliptic and 1-periodic in every component of x. Furthermore, it is assumed that
bε(x) = b(x

ε
) with a vector field b ∈ C1(Rn;Rn), which is 1-periodic in every component,

divergence free and has zero mean over T n. The nonlinearity f is supposed to be a
combustion nonlinearity as used in Xin [18]. The existence of a traveling wave solution
in this setting has been established by Xin in [18] as described above. Heinze reasons
that by the assumptions on b, there exists a skewsymmetric 1-periodic matrix B, such
that with Bε(y) = B(y

ε
), there holds ∇ · (Bε∇u) = 1

ε
bε∇u. He defines Ãε := Aε + Bε,

such that (1.14) becomes

∂tu = ∇ · (Ãε(x)∇u) + f(u). (1.15)

The traveling wave solution (U ε, cε) is given in moving frame coordinates s = k ·x+ cεt,
z = x

ε
, where cε > 0 is the wavespeed of the traveling wave solution. The function U ε =

16
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U ε(s, z) is 1-periodic in every component of z and normalized by maxz∈Tn U(0, z) = θ.
Note that with these moving frame coordinates, the sign of the wavespeed is reversed
in comparison to the moving frame ansatz (1.10). With ∇ε := 1

ε
∇z + k∂s and Ã(z) :=

Ãε(εz), the equation for U ε reads

∇ε · (Ã∇εU ε)− cε∂sU ε + f(U ε) = 0. (1.16)

Heinze proves that cε converges to some c > 0 and that uε converges weakly inH1(R×T n)
and strongly in L2(R × T n) to a function U ∈ H1(R × T n) with U(0) = θ. With the
homogenized matrix Ah, the pair (U, c) solves the traveling wave problem

kTAhkUss − cus + f(U) = 0,

U(−∞) = 0, U(∞) = 1.

Organization of this thesis

We are interested in generalizing the results of [21] (see the description regarding (1.12))
to the case of an x-dependent combustion type nonlinearity. That is, we consider the
equation

ut =
n∑

i,j=1

aij(x)uxixj + f(x, u). (1.17)

Under appropriate assumptions, which include the case that f is a combustion nonlinear-
ity as used in [21], we find the existence of a traveling wave solution in (t, x)-coordinates
with 0 < u < 1, ut > 0 and c < 0. For additional regularity assumptions, the solution
can be transformed into a solution in moving frame coordinates. That is, the function
U(s, y) = U(k · x− ct, x) = u(t, x) satisfies the equation

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + f(y, U) = 0.

Under a monotonicity assumption on f = f(x, z) near z = 1, we obtain the monotonicity
for any traveling wave solution in t and the uniqueness of the traveling wave solution
(u, c) up to a constant shift of u in t. We remark, that the condition c < 0 will be
part of our definition of a traveling wave solution as opposed to Xin’s definition. In
order to obtain monotonicity and uniqueness of the traveling wave solution to (1.12),
Xin assumes g′(1) < 0. Our assumptions on f for the monotonicity and uniqueness are
similar, but slightly weaker even in the case that f does not depend on x. This will be
achieved by a more precise use of a two-sided maximum principle.

We obtain the existence of a traveling wave solution for a class of nonlinearities f ,
that may depend explicitly on x. The case of a combustion nonlinearity as used in [21]
is included in this class. In [21], Xin claims the existence of a traveling wave solution of
(1.12) in moving frame coordinates, which is a classical solution of

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + g(U) = 0, (1.18)

17
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where g is a C1[0, 1]-combustion nonlinearity. In this form of the equation, a higher
regularity is required for a classical solution. This is because the equation in moving
frame coordinates includes second order s-derivatives. Since ut = −cUs and utt = c2Uss,
this involves second order time derivatives. However, we believe that the existence of
second order time derivatives cannot be expected for g ∈ C1. We think that slightly more
regularity for f is needed in order to prove Xin’s existence result. Unfortunately, Xin
does not give a proof of the regularity of his solution. We will provide a rigorous proof of
the regularity of our traveling wave solution in (t, x)-coordinates in the regularity case
f ∈ C1(T n× [0, 1]). Under slightly better regularity assumptions on f we will also prove
the required regularity for the solution in moving frame coordinates.

We provide precise regularity assumptions on the matrix field (aij)
n
i,j=1. For the ex-

istence of a traveling wave solution, we require (aij)
n
i,j=1 to be C1(T n,Rn×n). For the

monotonicity and uniqueness, the regularity (aij)
n
i,j=1 ∈ C0(T n,Rn×n) is sufficient. In

[21], Xin gives no precise regularity assumptions on the matrix field (aij)
n
i,j=1. The ar-

gumentation in his existence proof for traveling wave solutions of (1.12) involves second
order derivatives of aij. Therefore, more regularity for the matrix field is needed in Xin’s
argumentation than for our result.
In [21], Xin uses an elliptic regularization method to prove the existence of a traveling

wave solution. The same method will also be used in this thesis. After solving the
regularized problem, a priori estimates are needed to pass from the regularized equation
to the original equation. Xin uses a priori estimates, which he did not prove and which
we consider unlikely to hold. We were unable to prove the estimates that Xin uses.
Instead, we prove weaker estimates which are still sufficient to pass to the limit. These
estimates are proved with the help of a theorem for elliptic regularization of Berestycki
and Hamel [4]. This theorem requires higher regularity assumptions than we have. We
solve this problem with an approximation of the coefficients and the nonlinearity f .
In [21], there arises a situation, where for a solution U of (1.18) the inequality Us ≥ 0

is known and Us > 0 has to be proved. The analogous situation also arises for the
regularized problem. Xin differentiates (1.18) with respect to s and similarly for the
regularized equation. He then applies the maximum principle to obtain Us > 0. However,
it is not completely clear which maximum principle is meant, since the differentiated
equation is not necessarily solved in the classical sense. The same situations also arise
in our work for the function u. We developed a new use of Harnack’s inequality, which
is applied to a sequence of difference quotients, in order to obtain ut > 0.
In both [21] and this thesis, the Leray-Schauder degree is used to solve the regularized

problem. Some of the relevant properties of the mappings that it is applied to are used
without proof in [21]. In this thesis, we will rigorously prove the precise setting for the
Leray-Schauder argument in order to obtain the regularized solution.
Perhaps the main idea of this thesis is the following: Consider the regularized equation

εα(y)Uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + f(y, U) = 0.

18
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The regularized problem for a pair (U, c) consists of this equation, boundary conditions
at ∂((−b, b) × T n) and further conditions. After solving this problem, one has to pass
to the limit ε → 0 and b → ∞. This requires a priori estimates not only for U , but
also for c. The estimates are of the form c1 < c = cε,b < c2 < 0 for small ε and large
b. In order to obtain the estimates cε,b < c2, it is not sufficient to solve the regularized
problem for the nonlinearity f , but one has to solve also for a different nonlinearity g.
Then the regularized solution for g can be used as a comparison. This helps to weaken
the necessary assumptions on f for the existence of the traveling wave solution.
This thesis is organized as follows: In chapter 2, we give the basic definitions and

present our main results. Furthermore, we will discuss the work [21] in more detail
and continue to work out some of the differences of our work and [21]. In chapter 3,
we describe the plan of the proof. Chapter 4 contains the treatment of the regularized
problem. This is the first half of the existence proof for the traveling wave solution. In
chapter 5, we continue the existence proof with the analysis of the limits ε→ 0, b→∞.
Chapter 6 contains our proof of monotonicity and uniqueness.
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2.1. Setting of the problem and basic definitions

General assumptions and notation

Unless stated otherwise, we will always use the definitions and impose the assumptions
that are described in this section.

When we speak of a domain, we always mean an open and connected set. The n-
dimensional torus will be denoted by T n. The set Rb is the cylinder

Rb := [−b, b]× T n.

We say that a function is 1-periodic in y, if it is 1-periodic in every component of y.
Oftentimes we will just express the 1-periodicity of a function in all or parts of its
variables by giving it a domain of definition involving T n.
By A = A(x) = (aij(x))ni,j=1 we will denote a C1(T n)-matrix field. It is assumed to be

symmetric and uniformly elliptic, i.e. there exists µ > 0 such that

µ||ξ||2 ≤
n∑

i,j=1

aij(x)ξiξj ≤ µ−1||ξ||2 for all ξ ∈ Rn and x ∈ T n.

By k ∈ Rn we will always denote a given unit vector (indicating a direction) and by r(y)
we will denote the scalar function

r(y) :=
n∑

i,j=1

aij(y)kikj = kTA(y)k.

We remark that we neglect the dependence of r(y) on k in the notation, since k will be
given for the problem. Moreover, let

rmin = min
y∈Tn

r(y), rmax = max
y∈Tn

r(y).

The W 2,1
p -spaces: Let 1 < p < ∞ and Ω be a domain in Rn+1, u : Ω → R be

a function depending on (t, x) = (t, x1, ..., xn). We say u ∈ W 2,1
p (Ω), if u ∈ Lp(Ω),

ut ∈ Lp(Ω), uxi ∈ Lp(Ω) for i = 1, ..., n and uxixj ∈ Lp(Ω) for i, j = 1, ..., n. Furthermore,
we say u ∈ W 2,1

p,loc(Ω), if for any domain Ω′ b Ω we have u ∈ W 2,1
p (Ω′). We always use

Du := (ux1 , ..., uxn) and D2u := (uxixj)
n
i,j=1.
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The space W 2,1
p (Ω) becomes a reflexive Banach space with the norm

||u||p
W 2,1
p (Ω)

:= ||u||pLp(Ω) + ||ut||pLp(Ω) + ||Du||pLp(Ω) +
∣∣∣∣D2u

∣∣∣∣p
Lp(Ω)

.

Anisotropic Hölder spaces: The definition of the following spaces and norms are
equivalent (but not identical) to those used in [16]. We use different symbols to represent
them, so as to distinguish them more clearly from the corresponding isotropic spaces
and norms. For (t, x), (t̃, x̃) ∈ R× Rn, we write

d
(
(t, x), (t̃, x̃)

)
:= max

{
||x− x̃|| ,

∣∣t− t̃∣∣ 12}
for the parabolic distance of X = (t, x) and X̃ = (t̃, x̃). Let α ∈ (0, 1), Ω be a domain in
Rn+1 and f : Ω→ R a function. We write f ∈ Cα

α/2(Ω), if the following Hölder seminorm
is finite:

[f ]Cα
α/2

(Ω) := sup
X,X̃∈Ω,X 6=X̃

∣∣∣f(X)− f(X̃)
∣∣∣

d(X, X̃)α
.

Now we define a norm on Cα
α/2(Ω) by

||f ||Cα
α/2

(Ω) := [f ]Cα
α/2

(Ω) + ||f ||C0(Ω) .

Moreover, we define C2
1(Ω) as the set of functions f : Ω → R, such that f is uniformly

continuous on Ω and the derivatives ft, fxi and fxixj exist for i, j = 1, ..., n on Ω and are
uniformly continuous in Ω. Furthermore, we define

C2,α
1,α/2(Ω) :=

{
f ∈ C2

1(Ω) : f, ft, fxi , fxixj ∈ Cα
α/2(Ω) for i, j = 1, ..., n

}
.

A norm on C2,α
1,α/2(Ω) is given by

||f ||C2,α
1,α/2

(Ω)
:= ||f ||Cα

α/2
(Ω) + ||ft||Cα

α/2
(Ω) +

n∑
i=1

||fxi||Cα
α/2

(Ω) +
n∑

i,j=1

∣∣∣∣fxixj ∣∣∣∣Cα
α/2

(Ω)
.

Isotropic Hölder spaces: Let α ∈ (0, 1) be a real number, Ω be a domain in Rn

and f : Ω → R be a continuous function. We say f ∈ Cα(Ω), if the following Hölder
semi-norm is finite:

[f ]Cα(Ω) := sup
x,x̃∈Ω,x 6=x̃

|f(x)− f(x̃)|
|x− x̃|α

.

A norm on Cα(Ω) is defined by

||f ||Cα(Ω) := [f ]Cα(Ω) + ||f ||C0(Ω) .

For k ∈ N0 we say f ∈ Ck,α(Ω), if for all multiindices β with length |β| ≤ k, we have
Dβf ∈ Cα(Ω). A norm on Ck,α(Ω) is given by

||f ||Ck,α(Ω) :=
∑
|β|≤k

∣∣∣∣Dβf
∣∣∣∣
Cα(Ω)

.
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Definition of traveling wave solutions

Let f : T n × [0, 1]→ R be an arbitrary function which satisfies f(x, 0) = f(x, 1) = 0 for
every x ∈ T n. We consider the equation

ut(t, x)−
n∑

i,j=1

aij(x)uxixj(t, x) = f(x, u(t, x)) for (t, x) ∈ Rn+1. (2.1)

It has stationary states 0 and 1 by the assumptions on f , i.e. u ≡ 0 and u ≡ 1 are
solutions.

For a given unit vector k ∈ Rn and an unknown c ∈ R, we introduce the moving frame
coordinates s = k ·x−ct, y = x. The vector k is indicating a direction. The real number
c ∈ R takes the role of an unknown constant, which we call the wavespeed. In these
coordinates, we search for a solution u : R × Rn → R of (2.1) that can be written as
u(t, x) = U(s, y), where U(s, ·) is 1-periodic and satisfies the assumptions U(−∞, ·) = 0
and U(+∞, ·) = 1 and 0 ≤ U ≤ 1. If c = 0, then u is a stationary solution. Otherwise,
the periodicity of U in y can also be expressed by u(t, x) = u

(
t+ k·ei

c
, x+ ei

)
for the

unit vectors ei, i = 1, ..., n.
Suppose for a moment, a solution u of this form is twice continuously differentiable in

all variables. Then U will be C2 as well and satisfy the equation

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + f(y, U) = 0. (2.2)

However, solutions of parabolic equations usually have anisotropic regularity properties.
In particular, u does not need to have a second time-derivative to be a classical solution
of (2.1), but U needs to have a second s-derivative to be a classical solution of (2.2).
Since Us = ut, it requires more regularity for U to be a solution of (2.2) than for u to
be a solution of (2.1). We arrive at two possible definitions for traveling wave solutions.

Definition 2.1 (Traveling wave solution in original coordinates, "type I")
A pair (u, c) with a function u : R×Rn → R and a real number c < 0 is called a traveling
wave solution with wavespeed c of the equation (2.1), if u is a classical solution of

−ut +
n∑

i,j=1

aij(x)uxixj + f(x, u) = 0 (2.3)

lim
t→−∞

u(t, x) = 0 and lim
t→∞

u(t, x) = 1 locally uniformly in x ∈ R,

u(t, x) = u

(
t+

k · ei
c

, x+ ei

)
for the unit vectors ei, i = 1, ..., n

and 0 ≤ u ≤ 1.

 (2.4)
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Definition 2.2 (Traveling wave solution in transformed variables, "type II")
A pair (U, c) with a function U : R × Rn → R and a number c < 0 is called traveling
wave solution with wavespeed c of the equation (2.1), if U is a classical solution of

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + f(y, U) = 0, (2.5)

lim
s→−∞

U(s, y) = 0 and lim
s→∞

U(s, y) = 1 uniformly in y ∈ R,

U(s, ·) is 1-periodic and 0 ≤ U ≤ 1.

}
(2.6)

Remark 2.3 Because of the periodicity of a traveling wave solution U of type II in y,
we can also regard U as a function U : R × T n → [0, 1]. This has the advantage that
T n is compact and yet has no boundary. We shall use whatever interpretation seems
fit at the appropriate moment without mentioning. Also note that every traveling wave
solution of type II with a negative wavespeed c can be transformed to a traveling wave
solution of type I by reversing the initial transformation, that is by putting t = s−k·y

−c and
x = y. However a traveling wave solution of type I does not necessarily have enough
regularity to be transformed in a traveling wave solution of type II.

On our way to the final result, we will have to consider a different type of problem, a
regularization of our original problem. We will call it the elliptic regularization problem
or the (ε, b)-problem.

Definition 2.4 (Elliptic regularization problem or (ε, b)-problem) Let f : Rn×
[0, 1] → R be a function. We assume that f(·, z) is 1-periodic in every component for
every z ∈ [0, 1] and that f(·, 0) = f(·, 1) = 0. Moreover, let α ∈ C1(T n), α > 0 and
θ ∈ (0, 1). Let b > 0 and ε > 0. Consider the following problem for a pair (U, c) with a
function U : [−b, b]× Rn → R and a real number c ∈ R:

εα(y)Uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + f(y, U) = 0, (2.7)


0 ≤ U ≤ 1, U(s, ·) is 1− periodic,
U(−b, y) = 0, U(b, y) = 1 for all y ∈ T n,
max
y∈Tn

U(0, y) = θ.
(2.8)

This problem is an elliptic regularization of the problem (2.5), (2.6). We refer to it as
the (ε, b)-problem or regularized problem. A pair (U ε,b, cε,b) = (U, c), which is a classical
solution of the (ε, b)-problem, is called the (ε, b)-solution or regularized solution. We call
c = cε,b the wavespeed of the (ε, b)-solution. The constant θ is called the normalization
constant. A solution to the problem is said to be normalized at θ.
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Remark 2.5 (Ellipticity of the (ε, b)-problem) As the name suggests, the elliptic
regularization problem or (ε, b)-problem is indeed an elliptic problem. We will demon-
strate this in what follows. Consider the second order part of the operator on the left
hand side of (2.7). It can be written as

LU := εα(y)Uss +
n∑
j=1

n∑
i=1

aij(y)kiUsyj +
n∑
i=1

n∑
j=1

aij(y)kjUyis +
n∑

i,j=1

aij(y)Uyiyj .

We define the (n + 1) × (n + 1)-matrix B = B(y) = (bij)
n
i,j=0 by b00 = εα and bij = aij

for i, j = 1, ..., n, as well as b0j =
∑n

i=1 aij(y)ki for j = 1, ..., n and bi0 =
∑n

j=1 aij(y)kj
for i = 1, ..., n. With A = (aij)

n
i,j=1, this reads in matrix notation:

B =

(
εα + kTAk kTA

Ak A

)
.

With (z0, z1, ..., zn) := (s, y1, ..., yn), the operator can be written as

LU =
n∑

i,j=0

bij(z)Uzizj .

We show that the matrix B is elliptic: Let ξ = (ξ0, ξ̃) = (ξ0, ξ1, ..., ξn) ∈ Rn+1 and µ be
the uniform ellipticity constant of A = (aij)

n
i,j=1. Due to Young’s inequality, there holds

(a − b)2 = a2 − 2ab + b2 ≥ a2 − a2

2
− 4b2 + b2 = a2

2
− 3b2. Using this and |k| = 1, we

calculate

ξTBξ = ξ2
0(εα + kTAk) + ξ0k

TAξ̃ + ξ0ξ̃
TAk + ξ̃TAξ̃

= εαξ2
0 + (ξ0k + ξ̃)TA(ξ0k + ξ̃) ≥ εαξ2

0 + µ
∣∣∣ξ0k + ξ̃

∣∣∣2
≥ min{εα, µ}ξ2

0 +
1

6
min{εα, µ}

∣∣∣∣∣∣ξ̃∣∣∣− |ξ0k|
∣∣∣2

≥ min{εα, µ}ξ2
0 +

1

6
min{εα, µ}

(
1

2

∣∣∣ξ̃∣∣∣2 − 3 |ξ0|2
)

≥ 1

12
min{εα, µ} |ξ|2 .

Since min{εα, µ} = min{εα(y), µ} is bounded away from 0, the ellipticity of the operator
L follows.

Nonlinearities

We want to generalize the results about Xin for existence and uniqueness of traveling
wave solutions in the case of periodic coefficients and a combustion nonlinearity to a
more general type of nonlinearities. To this end, we now introduce several types of non-
linearities. We will comment on why we introduced these different types of nonlinearities
after our plan of proof.
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Definition 2.6 (Nonlinearity of basic type) A function f ∈ C0,1(Rn×R,R) is called
a nonlinearity of basic type, if:

(i) f(x, z) = 0 for all z 6∈ (0, 1), x ∈ Rn

(ii) f(·, z) is 1-periodic in every component of x for every z ∈ [0, 1].

(iii) There is θ ∈ (0, 1) such that f(·, z) ≤ 0 for z ≤ θ and f(·, z) ≥ 0 for z ≥ θ.

We define

θ(f) := sup{θ ∈ (0, 1) : f(·, z) ≤ 0 for z ≤ θ and f(·, z) ≥ 0 for z ≥ θ} ∈ (0, 1].

1
z

f(z)

0 θ(f)

Figure 2.1.: An x-independent nonlinearity of basic type.

We will introduce several properties that nonlinearities of basic types can additionally
have. Some of them refer to the (ε, b)-problem.

Definition 2.7 (Properties of nonlinearities) Let f be a nonlinearity of basic type.

Covering Property. We say that f has the covering property, if

(1) θ(f) ∈ (0, 1),

(2) for every z ∈ (θ(f), 1), there is x ∈ T n, such that f(x, z) > 0.

Strong Covering Property. We say that f has the strong covering property if f has
the covering property and there exists z0 ∈ (θ(f), 1) with f(x, z0) > 0 for all
x ∈ T n.

Negative Wavespeed Property. We say f has the negative wavespeed property (with
respect to the matrix field (aij)

n
i,j=1 and the unit vector k), if there exist constants

b0 > 0, ε0 > 0 and c0 < 0, such that for b ≥ b0, 0 < ε ≤ ε0, every solution
(U ε,b, cε,b) of (2.7), (2.8) satisfies c ≤ c0.

Combustion Type. We say that f is of combustion type, if f ≥ 0.
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In all the existence results, f is supposed to have the covering property. Nevertheless, it
will be important to consider the (ε, b)-problem for nonlinearities without this property.
The reason is that the (ε, b)-solutions in case of the nonlinearities without covering
property are needed as comparison solutions. With these comparison solutions, we
can then estimate the wavespeed in the case of nonlinearities with the strong covering
property.

θ(f) 1
z

f(x1, z)
f(x2, z)
f(x3, z)

0 z0

Figure 2.2.: A nonlinearity of combustion type with the strong covering property.

2.2. Main results

Our first result is an existence result under an abstract assumption on f .

Theorem 2.8 (An abstract existence result) Let (aij)
n
i,j=1 be a matrix field and k

be a unit vector as in the general assumptions. Furthermore, let f be a nonlinearity of
combustion type with f |Tn×[0,1] ∈ C1(T n × [0, 1]), which has the covering property and
the negative wavespeed property (with respect to the matrix field and the vector k). Then
there is a traveling wave solution (u, c) of type I as defined in definition 2.1 with c < 0.
Moreover, the strict inequalities 0 < u < 1 and ut > 0 hold. Additionally, the regularity
ut ∈ W 2,1

p,loc(Rn+1) holds for any 2 ≤ p <∞.

As a corollary, we will get the following result. We conclude it by showing that
nonlinearities of combustion type with the strong covering property have the negative
wavespeed property.

Theorem 2.9 (Existence of traveling wave solutions of type I) Let (aij)
n
i,j=1 be

a matrix field and k be a unit vector as in the general assumptions. Furthermore, let f
be a nonlinearity of combustion type with f |Tn×[0,1] ∈ C1(T n×[0, 1]), which has the strong
covering property. Then there is a traveling wave solution (u, c) of type I as defined in
definition 2.1 with c < 0. Moreover, the strict inequalities 0 < u < 1 and ut > 0 hold.
Additionally, we have ut ∈ W 2,1

p,loc(Rn+1) for any 2 ≤ p <∞.
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Under additional regularity assumptions on f , we can prove that the solution of type
I has enough regularity to be transformed into a solution of type II. See remark 2.20.

Theorem 2.10 (Existence of traveling wave solutions of type II) Let (aij)
n
i,j=1

be a matrix field and k be a unit vector as in the general assumptions. Furthermore,
let f be a nonlinearity of combustion type with f |Tn×[0,1] ∈ C1(T n× [0, 1]), which has the
negative wavespeed property (for example because it has the strong covering property).
If moreover fz ∈ Cα0(T n × [0, 1]) for some α0 ∈ (0, 1), then there is a traveling wave
solution (U, c) of type II as defined in 2.2 with c < 0. Moreover, the strict inequalities
0 < U < 1 and Us > 0 hold.

Theorems 2.8, 2.9 and 2.10 should be compared to theorem 0.1 of [21]. For the compar-
ison, see the comments in remark 2.20 below.

For the monotonicity and uniqueness results, we require less regularity for the matrix
field than in the general assumptions:

Theorem 2.11 (Monotonicity) Let (aij)
n
i,j=1 be a C0(T n)-matrix field, which is sym-

metric and uniformly elliptic. Furthermore, let f be a nonlinearity of combustion type
with f |Tn×[0,1] ∈ C1(T n × [0, 1]). Suppose that there is ε > 0 such that

fz(x, z) ≤ 0 for all (x, z) ∈ T n × [1− ε, 1].

Let (u, c) with c < 0 be a traveling wave solution of (2.3), (2.4) as in definition 2.1.
Then u is increasing in t and the strict inequalities 0 < u < 1 and ut > 0 hold.

Theorem 2.12 (Uniqueness) Let (aij)
n
i,j=1 and f be as in theorem 2.11. Furthermore

let (u, c) and (u′, c′) with c, c′ < 0 be two traveling wave solutions of (2.3), (2.4) as in
definition 2.1. Then c = c′ and there is some t0 ∈ R such that u(t+ t0, x) = u′(t, x) for
all (t, x) ∈ R× Rn.

Theorems 2.11 and 2.12 should be compared to theorems 0.2 and 0.3 of [21]. For com-
ments, see remark 2.23.

2.3. A critical discussion of the results of Xin

In this section we will describe the work of Xin [21]. Xin considers the reaction-diffusion
equation in nondivergence form:

ut =
n∑

i,j=1

aij(x)uxixj + g(u) on Rn+1. (2.9)

He assumes that (aij(x))ni,j=1 is a positive definite matrix, smooth and 1-periodic in each
component. Moreover, g is a combustion nonlinearity. By his definition, that means
g ∈ C1([0, 1],R) with g ≡ 0 in [0, θ] for some θ = θ(g) ∈ (0, 1) and g > 0 in (θ, 1), as
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well as g(1) = 0. For a given unit vector k and an unknown constant c, Xin is looking
for a solution of the form U(s, y) = U(k · x − ct, x), which satisfies U(−∞, y) = 0,
U(+∞, y) = 1 and U(s, ·) is 1-periodic in every component of y. In (s, y)-coordinates,
the equation for U becomes

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + g(U) = 0 on Rn+1, (2.10)

0 ≤ U ≤ 1, U(−∞, y) = 0, U(+∞, y) = 1, U(s, ·) 1-periodic. (2.11)

2.3.1. Xin’s main results

The main results of Xin can be collected in the following three theorems:

Theorem 2.13 (Existence) The problem (2.10), (2.11) with a combustion nonlinear-
ity g has a classical solution (U, c), which additionally satisfies

0 < U < 1 for all (s, y) ∈ R× T n

Us(s, y) > 0 for all (s, y) ∈ R× T n

c < 0.

Theorem 2.14 (Monotonicity) If the combustion nonlinearity g satisfies g′(1) < 0
and (U, c) is a classical solution of the problem (2.10), (2.11), then Us(s, y) > 0 for all
(s, y) ∈ R× T n.

Theorem 2.15 (Uniqueness) If the combustion nonlinearity g satisfies g′(1) < 0 and
(U, c), (U ′, c′) are two classical solutions of the problem (2.10), (2.11), then c = c′ and
there is s0 ∈ R, such that U(s, y) = U ′(s+ s0, y) for all (s, y) ∈ R× T n.

2.3.2. Xin’s proof of existence

In order to prove theorem 2.13, Xin begins with an elliptic regularization. Consider the
weight factor

r(y) :=
n∑

i,j=1

aij(y)kikj (2.12)

and the linear elliptic operator

LεU := εr(y)Uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U.

Then the elliptic regularization problem for (U, c) (we like to call it the (ε, b)-problem)
is the following problem:

LεU + cUs + g(U) = 0 on (−b, b)× Rn, (2.13)

28



2. Main results

0 ≤ U ≤ 1, U(s, ·) is 1− periodic
U(−b, y) = 0, U(b, y) = 1 for all y ∈ T n

max
y∈Tn

U(0, y) = θ(g).

 (2.14)

The condition maxy∈Tn U(0, y) = θ(g) is called a normalization condition. The weight
r(y) in the ε-term makes some of the calculations easier.

Monotonicity for the (ε, b)-problem

Xin’s treatment of the regularized problem begins with a monotonicity result: Any clas-
sical solution (U, c) of (2.13), (2.14) satisfies Us > 0 on (−b, b)× T n.

Xin’s proof can be summarized as follows:

(1) Xin’s first step is to state that the strict inequality 0 < U < 1 holds on (−b, b)×T n
by direct application of the maximum and minimum principle.

(2) He shows Us ≥ 0 with the help of the sliding domain method, which can be
described as follows: For λ > 0, he considers the function w(s, y, λ) = U(s +
λ, y)−U(s−λ, y) for (s, y) ∈ Σλ, where Σλ = (−b+λ, b−λ)×T n. It can be seen
from (1), that w(s, y, λ) > 0 for (s, y) ∈ ∂Σλ. Then, the method proceeds in two
steps.

(2a) In the first step, Xin shows that for λ close to b, there holds w(s, y, λ) > 0 for any
(s, y) ∈ Σλ. This can be shown using only the boundary conditions for U .

(2b) Xin defines
λ0 = inf{λ > 0|w(s, y, λ) > 0 for all (s, y) ∈ Σλ}.

Then he proves λ0 = 0 by a contradiction argument using the minimum principle
and the fact that w(s, y, λ) > 0 on ∂Σλ if λ > 0. From λ0 = 0, the assertion Us ≥ 0
follows.

(3) The strict inequality Us > 0 is then shown by differentiating (2.13) with respect
to s and applying the minimum principle to Us.

Remark 2.16 In order to show U < 1 in step (1), one has to be a little bit more precise
than in the proof of Xin. The reason is the following: If U assumes its maximum 1 at
a point (s0, y0), then the term g(U) in (2.13) does not have the correct sign to apply
the maximum principle in a neighborhood of (s0, y0). But a simple linearization does
the trick: g(U) = g(U) − g(1) = β(s, y)(U − 1) with a continuous and bounded β. The
maximum principle can be applied to the function U − 1 irrespectively of the sign of β,
since the value of the attained maximum of U − 1 is 0.
Furthermore, in step (3) it cannot be expected, that Us is still a classical solution of the

differentiated equation. Therefore, the minimum principle for classical solutions cannot
be applied here. One of multiple ways around this would be to apply a Harnack inequality
to the sequence of difference quotients U(s+h,y)−U(s,y)

h
, h > 0. See proposition 4.1.
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Uniqueness of the (ε, b)-problem

Xin’s work continues with a uniqueness result for classical solutions of (2.13), (2.14).
Precisely, the result is the following: If there are two classical solution (U1, c1) and
(U2, c2) of the problem, then U1 = U2 and c1 = c2.

In his proof, Xin uses a slight variant of the sliding domain method, which he used
in step (2) of the proof of the monotonicity result for the (ε, b)-problem. He applies the
sliding domain method to the function

w(s, y, λ) = U1(s+ λ, y)− U2(s− λ, y).

Xin assumes that c1 > c2. By showing with the method that U1 = U2, he obtains a
contradiction to c1 > c2. Consequently, there holds c1 ≤ c2. The same argument shows
c2 ≤ c1. In the argumentation, the monotonicity U1,s > 0 and U2,s > 0 is used. After
c1 = c2 has been established, the argumentation is repeated to show U1 = U2 directly.

A priori estimates for the existence of the (ε, b)-problem

In order to prove the existence of the (ε, b)-solution, Xin derives the following a priori
estimates for the (ε, b)-problem.

Denote by Rb the cylinder Rb = [−b, b]× T n. Let

M := sup
y∈Tn,u∈[0,1]

g(u)

r(y)
and R := sup

y∈Tn
r(y). (2.15)

Then there is a constant K = K(ε, b,M,R), such that any solution (U, c) of (2.13),
(2.14) satisfies

|c| ≤ K, ||U ||C1(Rb)
≤ K. (2.16)

In the proof, Xin distinguishes two cases. In case c > 0, he compares U to the solution
z of the problem

(1 + ε)zss +
c

R
zs −M = 0,

z(−b) = 0, z(b) = 1.
(2.17)

Using Us > 0, Xin calculates −Lε(U − z)ss − c
R
r(y)(U − z)s ≥ 0. From this, he deduces

with the maximum principle U ≥ z. In particular, there holds θ(f) = maxy∈Tn U(0, y) ≥
z(0). Xin calculates z explicitly. He obtains the formula

z(0) =
MRb

c
+ (1− ecb(1 + ε)R)

2MRb
c
− 1

ecb(1 + ε)R− e−cb(1 + ε)R
.

From this formula, he deduces limc→∞ z(0) = 1. Due to u(0) ≤ θ(f) < 1, there has to
be an upper bound for c. The case c < 0 is treated analogously to find a lower bound
for c.

Without proof, Xin claims that 0 ≤ U ≤ 1 implies ||U ||C1(Rb)
≤ K by elliptic esti-

mates.
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Remark 2.17 (i) The factor r(y) in the operator Lε in (2.13) is helpful in the calcu-
lation for −Lε(U − z)ss − c

R
r(y)(U − z)s ≥ 0. The reason is that, when Lε is applied

to the y-independent function z, r(y) factors out: Lεz = (ε + 1)r(y)zss. Otherwise the
situation is slightly more complicated. See lemma 4.4
(ii) Instead of (2.15),

M ≥ sup
y∈Tn,u∈[0,1]

g(u)

r(y)
and R ≥ sup

y∈Tn
r(y)

is sufficient in order for the a priori estimates to hold, which follows from the proof
of Xin. We think, it is actually necessary to have the a priori estimates in this form,
because they are later applied to an entire family of problems with varying coefficients
and nonlinearities. We follow up on this in remark 2.18 (iii).

(iii) The constant K is used in the estimate ||U ||C1(Rb)
≤ K. In our opinion, the

constant K must therefore depend on the moduli of continuity of the second order co-
efficients and the ellipticity constant of Lε. When applying the estimate to a family of
problems, one then has to make sure that the family of second order coefficients admit
a common modulus of continuity and ellipticity constant. See lemma 4.4. We follow up
on this in remark 2.18 (iii).

Existence for the (ε, b)-problem

Xin’s existence result for the (ε, b)-problem is the following: For every ε > 0 and b > 0,
there exists a unique classical solution of (2.13), (2.14) on Rb = [−b, b]× T n.

Xin proves the existence with the Leray-Schauder degree: For (v, c) ∈ C1(Rb)×R and
τ ∈ [0, 1], let φτ (v, c) denote the unique solution U of the linear problem

ε[τr(y) + (1− τ)]Uss +
n∑

i,j=1

[τaij(y) + δij(1− τ)](ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs = −τg(v),

(2.18)
U(−b, y) = 0, U(s, ·) 1-periodic, U(b, y) = 1. (2.19)

Xin defines
hτ (v, c) = max

s=0,y∈Tn
φτ (v, c)(s, y)

and the mapping
Fτ (v, c) = (φτ (v, c), c− hτ (v, c) + θ(g)).

A solution (u, c) of (2.13), (2.14) satisfies u = φ1(u, c) and h1(u, c) = θ(g). Vice versa,
a pair (u, c) satisfying u = φ1(u, c) and h1(u, c) = θ(g) is a solution of (2.13), (2.14).
Hence, for (u, c) ∈ C1(Rb)× R, it is equivalent to be a solution of (2.13), (2.14) and to
satisfy F1(u, c) = (u, c). Thus, the problem can be solved by finding a fixed point of F1.
The plan is now to find a domain D, such that for every τ ∈ [0, 1] the Leray-Schauder
degree d(id− Fτ , D, 0) is well defined and d(id− F1, D, 0) = d(id− F0, D, 0) = 1 holds.
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Without proof, Xin uses the continuity and compactness of the mapping

(τ, (v, c)) 7→ Fτ (v, c), [0, 1]× C1(Rb)× R→ C1(Rb)× R.

He uses the a priori estimates (2.16) for the definition of the domain D:

D = {(v, c) ∈ C1(Rb)× R : ||v||C1(Rb)
≤ K, |c| ≤ K}.

The constant K is chosen larger than in the a priori estimates (2.16). According to Xin,
there holds Fτ (v, c) 6= (v, c) for all (v, c) ∈ ∂D and τ ∈ [0, 1]. The reason he gives is that
the a priori estimates only depend on

Rτ = sup
y∈Tn

[τr(y) + (1− τ)] and Mτ = sup
y∈Tn,z∈[0,1]

g(z)

τr(y) + (1− τ)
, (2.20)

which have τ -independent bounds. Xin deduces that the Leray-Schauder degree is well-
defined and by homotopy invariance

d(id− F1, D, 0) = d(id− F0, D, 0).

It therefore remains to calculate d(id− F0, D, 0).
Xin continues by demonstrating that for τ = 0, the mapping Fτ (v, c) = F0(v, c) takes

a simpler form: Let zc = zc(s) be the solution of

(1 + ε)zc,ss + czc,s = 0,

zc(−b) = 0, zc(b) = 1.

If zc is regarded as a function of (s, y), then zc solves the linear problem (2.18), (2.19) for
τ = 0 and arbitrary v ∈ C1(Rb). Therefore, zc = φ0(v, c). Then h0(v, c) = zc(0) =: h(c)
for any v ∈ C1(Rb). Consequently, F0 takes the simpler form

F0(v, c) = (zc, c− h(c) + θ(g)).

The value h(c) = zc(0) can be explicitly calculated as

h(c) =
1− eca/(1+ε)

e−ca/(1+ε) − eca/(1+ε)
.

It can be seen that there is a unique c0 ∈ R with h(c0) = θ(g). Xin now argues that
due to h(K) > θ(g) and h(−K) < θ(g), it follows that d(h(·) − θ(g), (−K,K), 0) = 1.
(Actually Xin wrote h(K) > 0 and h(−K) < 0, but this must be a typing error.) The
reason for h(K) > θ(g) and h(−K) < θ(g) is not given. However, it can be seen from
the a priori estimates: In the situation τ = 0, the constants in (2.15) in the proof of the
a priori estimates are M = 0 and R = 1. Then the problem (2.17) is the same problem
as the problem for zc. Therefore h(K) > θ(g) and h(−K) < θ(g) follow from the proof
of the a priori estimates.

Xin concludes that by the product property of the degree

d(id−F0, D, 0) = d(id− zc0 , ||u||C1(Rb)
≤ K, 0) · d(h(·)− θ(g), (−K,K), 0) = 1 · 1 = 1.

This finishes Xin’s proof of existence of the (ε, b)-solution.
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Remark 2.18 (i) Xin is not specific as to how he wants to apply the product property
of the degree at the end of the proof or which one of the product properties. There is a
product property for cartesian products and one for the composition of functions, but we
do not see how to apply either of them to get Xin’s result directly. At least the mapping
F0 does not have the necessary structure for the product property for cartesian products,
namely F0 is not of the form F0(v, c) = (F1(v), F2(c)). In our situation, we will prove
d(id− F0, D, 0) = 1 differently, see proposition 4.8.

(ii) We prove the compactness of the mapping

(τ, (v, c)) 7→ Fτ (v, c), [0, 1]× C1(Rb)× R→ C1(Rb)× R

in lemma 4.7.
(iii) We follow up on remark 2.17 (ii) and (iii): As stated in remark 2.17 (iii), we

believe that the constant K in the a priori estimates (2.16) has to depend on the moduli
of continuity of the second order coefficients and the ellipticity constant of the operator.
In the situation of the existence proof for the (ε, b)-problem, the operator on the left
hand side of 2.18 has coefficients, that depend on τ . The a priori estimates are applied
to the entire family of operators with τ ∈ [0, 1]. Therefore, one has to make sure, that
the family of operators admits a τ -independent ellipticity constant and τ -independent
moduli of continuity for the second order coefficients. This is possible, therefore there is
no major problem in Xin’s argumentation, only an inaccuracy.
In the existence proof, Xin also reasoned that the estimates (2.16) as applied in the

proof, only depend on Rτ and Mτ as given in (2.20) and Rτ and Mτ can be bounded
independently of τ . This argument is inaccurate as well, since it is unknown if the
constant K in the a priori estimates depends continuously on Rτ and Mτ . The precise
argument is to give the a priori estimates in the sense of remark 2.17 (ii). Then it can
be seen that in the situation of the existence proof for the (ε, b)-problem, the a priori
estimates do not depend on the individual Rτ and Mτ , but only on the τ -independent
bounds for Rτ and Mτ .

A priori estimates for (U ε,b, cε,b)

Before passing to the limit, Xin derives a priori estimates for the wavespeed of the
(ε, b)-solution.

The exact result is as follows: Let (U, c) = (U ε,b, cε,b) be the solution of (2.13), (2.14).
There exist constants c1, c2 < 0 and ε0, b0 > 0, such that

c1 < cε,b < c2 < 0 for 0 < ε < ε0 and b ≥ b0. (2.21)

Xin also gives estimates for U ε,b. The result is:∣∣∣∣U ε,b
∣∣∣∣
C1
loc

≤ C (2.22)

for 0 < ε ≤ ε0 and b ≥ b0. According to Xin, the result (2.22) is obtained from parabolic
estimates, but he does not give a proof.
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Xin’s proof of the estimates (2.21) for the wavespeed is as follows: Xin uses a com-
parison principle for wavespeeds. He proves this principle with the sliding domain
method similarly as in the proof of the uniqueness of the (ε, b)-solution. The com-
parison principle is applied as follows: With r(y) as in (2.12), let rmax = maxy∈Tn r(y)
and rmin = miny∈Tn r(y). Furthermore, let (ur, cr) with ur : R→ R be the solution of

(1 + ε)ur,ss +
cr
rmin

ur,s +
1

rmax

g(ur) = 0,

ur(−b) = 0, ur(0) = θ(g), ur(b) = 1.

Since ur is y-independent, it also solves

Lεur +
crr(y)

rmin

ur,s +
r(y)

rmax

g(ur) = 0.

There holds r(y)
rmin
≥ 1 and r(y)

rmax
g(u) ≤ g(u). For comparison, we recall that U satisfies

the equation
LεU + cUs + g(U) = 0.

The weight r(y)
rmin

in the crur,s term is therefore larger then the weight 1 in the cUs term.
With the nonlinearities r(y)

rmax
g and g, the inequality is the opposite. In this situation,

Xin’s comparison principle implies cε,b < cr under the condition, that there holds cr < 0.
According to Xin, it is known by a 1-D traveling wave result, that there exist constants

ε0 > 0, b0 > 0 and c2 < 0, such that cr < c2 < 0 holds for 0 < ε ≤ ε0 and b ≥ b0.
However, he does not give a source for that. Since cr is negative, the above comparison
holds. The other bound is proved analogously.

Remark 2.19 We believe that none of the standard parabolic or elliptic estimates gives
the result (2.22), when ε does not stay away from 0. We are not sure how Xin obtains
these estimates. In our situation, we will derive weaker a priori estimates, which are still
sufficient to pass to the limit, see lemma 5.4. For these estimates, we will use theorem
A.2, which is taken from [4]. This makes it necessary to replace r(y) in Lε from (2.13)
by a constant. Unfortunately, this results in slightly more complicated proofs of lemma
4.4, lemma 4.10 and lemma 4.13.

Passing to the Limit

Using (2.21) and (2.22), Xin chooses a sequence εn → 0, bn →∞, such that

cn := cεn,bn → c < 0 for n→∞ and Un := U εn,bn → U locally uniformly in R× T n.
(2.23)

From the estimate (2.22), Xin concludes that U is locally Lipschitz. Without proof, he
claims that parabolic regularity implies that U is locally a classical solution of

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs + g(U) = 0, (2.24)
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max
y∈Tn

U(0, y) = θ(f) and U(s, ·) 1-periodic. (2.25)

The inequalities Us ≥ 0 and 0 ≤ U ≤ 1 for U follow from the respective inequalities
Un,s > 0 and 0 ≤ Un ≤ 1 for Un.

Possibilities for the limit behavior of U for s→ ±∞

Let U be the limit function from (2.23). From the monotonicity and boundedness of
U , Xin deduces that the limits U−(y) := lims→−∞ U(s, y) and U+(y) := lims→+∞ U(s, y)
exist.
According to Xin, it is obvious that there is a sequence sm →∞, such that

lim
m→∞

Us(sm, y) = 0, lim
m→∞

Uss(sm, y) = 0 for all y ∈ T n. (2.26)

By multiplying (2.24) with a smooth test function ψ(y) and integrating over y ∈ T n and
integrating by parts, one obtains

n∑
i,j=1

∫
y

(ψaij)kikjUss − 2(ψaij)yjkiUs + (ψaij)yiyjU

+c

∫
y

ψUs+

∫
y

ψg(U) = 0. (2.27)

Inserting s = sm into (2.27), one concludes from (2.26) and m→∞:

n∑
i,j=1

∫
y

(ψaij)yiyjU
+ +

∫
y

ψg(U+) = 0. (2.28)

According to Xin, U+(y) is therefore a weak solution of

n∑
i,j=1

aijU
+
yiyj

+ g(U+) = 0. (2.29)

In (2.28) Xin then uses as ψ a function m(y) with the properties

n∑
i,j=1

(m(y)aij(y))yiyj = 0,

m(y) > 0,

∫
Tn

m(y) = 1, m(y) 1-periodic.

 (2.30)

The existence of such a function is proved in [2]. This yields
∫
Tn
m(y)g(U+) = 0. Fur-

thermore, by g(U+) ≥ 0 and m > 0 it follows that g(U+) = 0. Using this in (2.29), one
finds

n∑
i,j=1

aij(y)U+
yiyj

= 0.
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According to Xin, elliptic regularity implies that U+ is a classical solution of this equa-
tion. If this is shown, it follows from the maximum principle that U+ is constant. In
the same way it follows that U− is constant.

By the normalization in (2.25) and Us ≥ 0, the inequalities U− ≤ θ(f) and U+ ≥ θ(f)
follow. Since g(U+) = 0 and g > 0 in (θ(f), 1), there only remain the two possibilities
U+ = 1 and U+ = θ(f). For U−, there still remain all possible values in [0, θ(g)].

Remark 2.20 (i) Under the assumptions of Xin, we could not verify that U is a classical
solution of (2.24), since this includes the existence of Uss in the classical sense. We could
only verify Uss ∈ Lploc. We think that slightly more regularity assumptions on g are needed
for the existence of Uss in the classical sense. See theorems 2.8, 2.9 and 2.10, as well as
lemma 5.6.
(ii) The derivative Uss is not only used in Xin’s main result, but also in the further

proof, for example in the part that we described in (2.26). It is not clear why (2.26)
holds. Furthermore, it is left unclear by Xin, in what sense (2.26) is supposed to hold
and if this is sufficient to deduce (2.28).
(iii) Xin does not specify how smooth the matrix field aij has to be in his existence

theorem. In his formula, which we repeated in (2.27), he uses second derivatives of
aij. Therefore, at least the existence of the second derivatives of aij is needed for Xin’s
argumentation. In our situation, after passing to the limit, we proceed differently to show
that the limits u± are constant (see lemma 5.5, proposition 5.7, lemma 5.8). That way,
we will only need aij ∈ C1(T n) to prove our results.

Reducing the possibilities for the limit behavior of U for s→ ±∞

The next step in the existence proof of Xin is the following: If U+ = θ(g), then U ≡ θ(g).
A consequence of this result is that either U+ = 1 or U ≡ θ(g), since there are only

the possibilities U+ = 1 and U+ = θ(g) as described above. Since U ≡ θ(g) would
furthermore imply U− = θ(g), it would be sufficient to prove U− 6= θ(g), in order to
obtain U+ = 1 automatically.

The result is proved by Xin with a two-sided strong parabolic maximum principle.
He derives this maximum principle from the usual one sided strong parabolic maximum
principle and the periodicity of U .

An exponential solution

In order to finish the investigation of the limit behavior of U for t→ ±∞, Xin needs a
certain solution of the homogeneous equation to compare it with U . Xin’s result is the
following: Consider the equation

εr(y)Φε
ss +

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)Φ
ε + cεΦε

s = 0,
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where c1 < cε < c2 < 0 for ε ∈ [0, ε0) with the constants c1, c2 and ε0 from the a priori
estimates (2.21). Then there is a solution of the form Φε = eλεsΨ(y, ε) with λε > 0 and
a function Ψ > 0, which is 1-periodic in y. Moreover, there holds

lim
ε→0

λε = λ0 > 0 and lim
ε→0

Ψ(y, ε) = Ψ(y, 0) > 0. (2.31)

Xin shows this by plugging in the ansatz for Φε into the equation. This leads to the
equation

n∑
i,j=1

aij
r(y)

Ψyiyj + 2λε

n∑
i,j=1

aijki
r(y)

Ψyj +
cελε
r(y)

Ψ = −(1 + ε)λ2
εΨ.

Finding λε and Φ(y, ε) then comes down to finding λ = λε such that ρ(λ) = −(1 + ε)λ2
ε,

where ρ(λ) is the periodic principal eigenvalue of the operator given by

LΨ =
n∑

i,j=1

aij
r(y)

Ψyiyj + 2λε

n∑
i,j=1

aijki
r(y)

Ψyj +
cελε
r(y)

Ψ.

(For the properties of the periodic principal eigenvalue, see lemma 5.13.) Using the
monotonicity of ρ(λ) in the zeroth order coefficient, one can see

cελ

rmin
≤ ρ(λ) ≤ cελ

rmax
.

Using this inequality and making use of the continuous dependence of ρ(λ) on λ, one
can find λ = λε with ρ(λ) = −(1 + ε)λ2 with the intermediate value theorem. Without
further proof, Xin states that λε depends continuously on ε and deduces (2.31).

Remark 2.21 Xin seems to neglect entirely in both the result for the exponential solu-
tion and the proof, that the wavespeed c from the solution (U, c) = (U ε,b, cε,b) of (2.13),
(2.14) also depends on b. We are not sure why he denotes it only by cε. Moreover, it is
not completely clear to us from Xin’s proof why λε and Φ(y, ε) are continuous in ε (and
in b). Especially since he has not proved, that cε,b depends continuously on ε and b. It
is also not clear, what he means by cε (or rather cε,b) in the case ε = 0 (and b =∞). A
priori, cε,b might have more than one limit point for ε→ 0, b→∞, when f is such that
Xin’s uniqueness result theorem 2.15 does not apply. It is essential that one can assure
both Ψ(y, ε, b) ≥ θ(f) and Φ(y, ε, b) ≤ C. In lemma 5.14, we use the Harnack inequality
to show this instead of Xin’s continuity argument.

Conclusion of the existence proof

Xin continues by showing Φε ≥ U ε,b on [−b, 0]×T n with the maximum principle. Letting
ε→ 0 and b→∞, this yields the following inequality for the limit function U :

U(s, y) ≤ eλ0sΨ(y, 0) for (s, y) ∈ (−∞, 0)× T n.

This allows to conclude U− = lims→−∞ U(s, y) = 0. As discussed earlier, this also
implies U+ = 1. This finishes the investigation of the limit behavior of U for s→ ±∞.
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At this point, only the strict inequalities 0 < U < 1 and Us > 0 are left to show, in
order to establish that U is the solution from theorem 2.13. Xin does not discuss the
inequality 0 < U < 1 at all. He shows the other inequality Us > 0 by differentiating
(2.24) with respect to s and applying the maximum principle.

Remark 2.22 We are not sure if there is enough regularity to differentiate (2.24) with
respect to s in the classical sense and to apply the classical maximum principle, since
we think, that Uss does not have to exist in the classical sense. In lemma 5.17 we will
instead use the Harnack inequality to show ut > 0.

2.3.3. Xin’s proof of monotonicity and uniqueness

A minimum principle and the sign of the wavespeed

The first step in order to show the monotonicity and uniqueness of traveling wave so-
lutions under the assumptions of the theorems 2.14 and 2.15, is to prove a two-sided
minimum principle. By that we mean the following. If a function u is the solution of
a parabolic equation and achieves its minimum at a point (t0, x0), then under the right
assumptions, the minimum principle implies that u is constant in t ≤ t0. We call this a
one-sided minimum principle, since u only has to be constant in the past, but not in the
future. In some situations however, a two-sided minimum principle is required, which
implies that u has to be constant in the past and the future.

Xin’s two-sided minimum principle is as follows: Consider the operator L, which is
given by

Lv := (∇y + k∂s)(a(y)(∇y + k∂s)v) + b(y)T · (∇y + k∂s)v + cvs + β(s, y)v.

Assume that the coefficients are smooth and 1-periodic in y and that c < 0. Let
v = v(s, y) be 1-periodic in y and a classical solution of Lv ≤ 0 in R × T n. Suppose
further that v assumes its minimum. If now either β ≤ 0 and the attained minimum is
nonpositive or the attained minimum has the value 0 (then the sign of β is not relevant),
it follows that v is constant.
The next step is to consider the sign of the wavespeed c of the traveling wave solution

(U, c). Xin finds that any solution (U, c) of (2.10), (2.11) satisfies c < 0. He proves this
by testing (2.10) with the function from (2.30).

Monotonicity and Uniqueness

Xin’s proof of theorem 2.14 can be summarized as follows:

(1) Xin’s first step is to state that the strict inequality 0 < U < 1 holds by direct
application of the maximum and minimum principle.

(2) He shows Us ≥ 0 with a variant of the sliding domain method: For λ > 0, he
considers the function w(s, y, λ) = U(s+ λ, y)−U(s, y) for (s, y) ∈ R× T n. Then
the method proceeds in two steps.
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(2a) Xin shows that for sufficiently large λ, there holds w(s, y, λ) > 0 for all (s, y) ∈
R × T n as follows: Given N > 0, there is λ0 = λ0(N), such that w(s, y, λ) > 0
for λ > λ0 and (s, y) ∈ [−N,N ] × T n. This is a consequence of the boundary
conditions at infinity for U . The constant N can be chosen sufficiently large, such
that outside of [−N,N ]× T n, w cannot have a nonpositive minimum. Xin shows
this by using the two sided minimum principle and the fact that w(s, y, λ)→ 0 for
s→ ±∞. Hence, w(s, y, λ) > 0 for λ > λ0 and (s, y) ∈ R× T n.

(2b) Xin defines
µ := {λ > 0 : w(s, y, λ) ≥ 0 for (s, y) ∈ R× T n}.

The set in the definition of µ is not empty due to (2a). Xin shows µ = 0 with the
help of the two-sided minimum principle. This implies Us ≥ 0.

(3) The strict inequality Us > 0 is shown by differentiating (2.10) with respect to s
and applying the minimum principle to Us.

Remark 2.23 (i) As in the proof of the monotonicity for the (ε, b)-problem, a lineariza-
tion is necessary to prove U < 1. Compare remark 2.16.

(ii) In the proof of the monotonicity, Xin uses the two-sided minimum principle, to
show that w cannot have a negative minimum in (−∞, N) × T n. However, in order to
show that w cannot have a negative minimum in (N,∞) × T n, he writes the equation
for w as

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)w + cws + β(s, y)w = 0.

As a consequence of g′(1) < 0 and the choice of N , the strict inequality β < 0 holds
in (N,∞) × T n. If w had a negative minimum in (N,∞) × T n, Xin would obtain an
immediate contradiction to the equation. The condition g′(1) < 0 in his monotonicity
theorem and in the uniqueness theorem is only necessary to make sure that β < 0 holds
here. However, by better usage of the two sided minimum principle, β ≤ 0 would be
sufficient. Therefore the condition g′(1) < 0 can be relaxed a bit. See theorems 2.11 and
2.12.

(iii) In step (3) it cannot be expected that Us is still a classical solution of the dif-
ferentiated equation. Therefore, the minimum principle for classical solutions cannot be
applied here. One possible way around this would be to apply a Harnack inequality to
the sequence of difference quotients U(s+h,y)−U(s,y)

h
, h > 0. Compare our proof of lemma

5.17.

Theorem 2.15 is proved with a similar variant of the sliding domain method.
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3.1. Existence

In the existence part we always assume the matrix field (aij)
n
i,j=1 to be as in the general

assumptions, i.e. (aij)
n
i,j=1 is a C1(T n)-matrix field, which is symmetric and uniformly

elliptic. The assumptions for the nonlinearity f may vary and will therefore be given
locally.
The general plan of the proof of existence is mostly as in [21]. Very roughly, it can be

described as follows: We consider the (ε, b)-problem (2.7), (2.8) from definition 2.4. It
serves as an elliptic regularization of the original problem in moving frame coordinates.
For ε > 0 and b > 0, we obtain a unique solution (U ε,b, cε,b) of the problem. We proceed
by proving estimates for the wavespeed cε,b of the form c1 ≤ cε,b ≤ c2 < 0 for 0 < ε ≤ ε0

and b ≥ b0. By a transformation (s, y) = T ε,b(t, x) := (k · x − cε,bt, x), we obtain a
function uε,b = uε,b(t, x) in the original coordinates. We derive local estimates of the
form

∣∣∣∣∇xu
ε,b
∣∣∣∣
L∞loc
≤ C and

∣∣∣∣∣∣uε,bt ∣∣∣∣∣∣
L2
loc

≤ C. Then, we pass to the limit ε → 0, b → ∞

(for a subsequence) and show that the limit function has all the properties of the desired
traveling wave solution.

The (ε, b)-problem

The results concerning monotonicity, uniqueness and existence for the (ε, b)-problem
hold for any nonlinearity f of basic type as defined in definition 2.6.

Monotonicity and Uniqueness

The investigation of the (ε, b)-problem begins with a monotonicity result. This mono-
tonicity result holds for a slightly more general class of problems, which includes the
(ε, b)-problem. It is only more general in so far as the term εUs can be replaced by
the more general term cβ(y)Us with a weight β. The monotonicity result for the more
general problem is later used in the proof of a comparison principle for wavespeeds.
Let U = U(s, y), defined in [−b, b]×T n, be a solution of the problem. The proof of the

monotonicity result starts with the strict inequality 0 < U < 1 in (−b, b)× T n. This is
proved by applying minimum and maximum principles. From there, we will continue by
proving Us ≥ 0 with the sliding domain method. The method can be briefly described
as follows: For λ ∈ (0, b), the function Wλ(s, y) := U(s+λ, y)−U(s−λ, y) is considered
in [−b+ λ, b− λ]× T n. For λ close to b, the function Wλ is shown to be positive. Based
on this, we will see with the help of minimum principle that Wλ ≥ 0 is still positive

40



3. Plan of proof

for arbitrarily small λ > 0. This implies Us ≥ 0. The strict inequality Us > 0 is then
obtained by application of the Harnack inequality to the sequence of difference quotients.

Subsequently, the uniqueness of (U, c) is proved. (Uniqueness only holds with the
normalization.) The method of the proof is a different variation of the sliding domain
method. Assume the existence of two solutions (U1, c1) and (U2, c2). Then, the function
Wλ(s, y) := U1(s + λ, y) − U2(s − λ, y) is investigated with the sliding domain method.
It is applied three times consecutively. With the first application, the assumption that
c1 > c2 is led to a contradiction, then this is repeated with the assumption c2 > c1. Once
it is known that c1 = c2, the method is repeated to show U1 = U2.

Existence

In order to show the existence of the (ε, b)-solutions, we start by deriving a priori esti-
mates for a family of problems. For fixed (ε, b), but varying coefficients and f , we derive
estimates for |c| and ||U ||C1(Rb)

(where Rb denotes the cylinder [−b, b]×T n). The a priori
estimates for c are obtained by finding comparison solutions z that lie strictly above U
or strictly below in Rb. (This depends on whether we are in the case c > 0 or in the
case c < 0.) Using the normalization condition maxy∈Tn U(0, y) = θ, we obtain either
z(0) ≥ θ or z(0) ≤ θ. The comparison is achieved with the help of the maximum and
minimum principle and the monotonicity result for the (ε, b)-solution. The comparison
functions z will be given as solutions of ordinary differential equations. Hence, we will be
able to calculate them explicitly in terms of c etc. From this, we will obtain inequalities
for c and from that the estimate for |c|.
Based on the estimate for |c|, the norm ||U ||C1(Rb)

will then be estimated using Lp-
estimates. These have the advantage that the Lp-norm of f(y, U) can be estimated
independently of U , since f is always bounded.
Using these estimates, the existence of the (ε, b)-solutions can be proved with the help

of the Leray-Schauder degree as follows. For given v ∈ C1([−b, b] × T n) and c ∈ R,
consider the linear problem

εα(y)uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)u+ cus = −f(y, v),

u(−b, ·) = 0, u(s, ·) 1-periodic, u(+b, ·) = 1.

We will formulate the (ε, b)-problem in terms of a fixed point problem involving this
linear problem. This fixed point problem can be investigated with the Leray-Schauder
degree.
First, however, we have to solve the linear problem. We will do that by solving the

equation on bounded domains Ωm, where Ωm is an exhaustion of [−b, b] × Rn. After
finding suitable estimates, we can pass to the limit m → ∞. We arrive at a bounded
solution of the equation. Then we use the maximum principle lemma A.1 on unbounded
domains from Berestycki, Hamel and Rossi (see [7]). It implies the uniqueness of the
bounded solutions. From this, we can derive the periodicity.
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Afterwards, we consider the linear problem with a homotopy of coefficients ατ and
(aτij)

n
i,j=1 and nonlinearities fτ . Denote by φτ (v, c) the solution of the linear problem.

We prove continuity and compactness properties of the mapping (τ, v, c) 7→ φτ (v, c) in
appropriate spaces. Using this and the estimates for the (ε, b)-problem, we can create
an adequate setting for the Leray-Schauder degree. We will choose the homotopy of
coefficients such that we have our original coefficients for τ = 1 and an easy situation
for τ = 0. Then we obtain the existence result for the (ε, b)-problem from the Leray-
Schauder degree.

Estimates for cε,b

After the (ε, b)-problem is solved, we have to derive bounds for the wavespeed cε,b of the
form c1 ≤ cε,b ≤ c2 < 0 for 0 < ε ≤ ε0, b ≥ b0. The lower bound c1 can be found for all
nonlinearities of basic type. This can be done by finding suitable comparison solutions
z = z(s) and w = w(s) on the left half [−b, 0]×T n and right half [0, b]×T n of Rb, which
both lie above U and satisfy z(0) = w(0) = θ. That means that they touch U at a point
(0, y0) with U(0, y0) = θ. This implies the inequality zs(0) ≤ Us(0, y0) ≤ ws(0). From
this, we obtain an inequality for c, because z and w can be calculated explicitly in terms
of c.

The upper bound c2 can be found for a nonlinearity of basic type f under an additional
assumption: The nonlinearity f lies above an y-independent nonlinearity g = g(z) of
basic type, which satisfies a certain integral condition. This integral condition depends
on the oscillations of r(y) =

∑n
i,j=1 aij(y)kikj. In particular, the assumption is satisfied

for f , if f is a nonlinearity of combustion type with the strong covering property. Under
the above assumptions, the bound is obtained with the help of a comparison principle
for wavespeeds. This comparison principle will be proved with the help of the sliding
domain method.

Estimates for uε,b

From here on we will assume the following definition for uε,b. Consider the (ε, b)-problem
with the weight α = 1 in (2.7). Let f be a nonlinearity of combustion type with the
covering property and the negative wavespeed property (with respect to the matrix
field (aij)

n
i,j=1 and the unit vector k). Furthermore, let θ := θ(f) be the normalization

constant. We emphasize that it possible to normalize the (ε, b)-solution at any θ ∈ (0, 1).
However, when passing to the limit, we really want the (ε, b)-solution to be normalized
at θ(f). In this situation, let (U ε,b, cε,b) be the (ε, b)-solution.

Before passing to the limit, we return to (t, x)-coordinates. We consider the transfor-
mation s = k · x− cε,bt, y = x and define uε,b(t, x) := U ε,b(s, y).
We will then derive a priori estimates for uε,b(t, x). We obtain local L∞-estimates for
∇xu

ε,b by using the theorem A.2 from Berestycki and Hamel (see [4]). It is designed for
elliptic regularization, this theorem was also used for example in [6]). The requirements
in the theorem involve the C3-regularity of uε,b, which we do not have. Therefore, we have
to solve this problem with an approximation of the coefficients. We furthermore derive
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local L2-bounds for uε,bt by testing. The uniform estimates for the x-gradient enable us
to carry over information from the normalization condition of the (ε, b)-solution to the
limit function.

Passing to the limit

The estimates allow us to choose a subsequence, such that cε,b converges to a real number
c < 0 and the function uε,b converges weakly in H1

loc(Rn+1), strongly in L2
loc(Rn+1) and

almost everywhere in Rn+1. After passing to the limit, some properties for the limit
function u follow naturally from corresponding properties of uε,b. These are 0 ≤ u ≤ 1
and ut ≥ 0, as well as the periodicity condition u(t, x) = u(t+ k·ei

c
, x+ei) for the standard

unit vectors ei, i = 1, ..., n. With the help of the estimates for the x-gradient of uε,b and
the normalization maxy∈Tn U

ε,b(0, y) = θ(f) and possibly choosing another subsequence,
we obtain a weak form of the normalization condition for u: There exists d > 0 with

max
x∈[0,1]n

u(−d, x) ≤ θ(f), θ(f) ≤ max
x∈[0,1]n

u(d, x).

It also follows easily that u is a weak solution of (2.1), rewritten in divergence form.
The regularity for the limit function is more difficult. First, we use an interior reg-

ularity result for weak solutions to see that D2u ∈ L2
loc and that u is a strong solution

of (2.1). From there, C2,α
1,α/2,loc-regularity is derived with an approximation and interior

estimates (both Lp-estimates and Schauder estimates). More regularity for ut, including
the additional regularity which is needed for a solution of type II, is derived by the
technique of difference quotients.

Due to ut ≥ 0 and 0 ≤ u ≤ 1, we obtain the existence of the limits limt→±∞ u(t, x) =:
u±(x). From the periodicity condition for u, it is easily seen that u± are periodic
functions. After deriving suitable estimates for the derivatives of u, we can show that u±
are stationary states of (2.1). Therefore, u± satisfy the corresponding elliptic equation
(2.1) with ut = 0 to (2.1) classically. Together with the minimum principle this implies,
that u± have to be constants. In case of u+, we have to make use of the fact, that f is of
combustion type. The reason is, if f had both signs, then there might be non-constant
stationary states. This is the only point, where we cannot avoid using the combustion
property of f .

We want to further reduce the amount of possible values for u+ and u−. Since u+ is
constant, it has to be in [θ(f), 1] due to the normalization and monotonicity of u. By
the covering property, the only possibilities for u+ are therefore u+ = θ and u+ = 1.
With the maximum principle, one can further show that either u+ = 1 or u ≡ θ(f),
which would imply u− = θ(f). Consequently, it only remains to prove u−. Then u+ = 1
will follow automatically.
The proof of u− = 0 uses a certain exponential solution of the homogeneous equa-

tion, which can be compared to U ε,b. From this comparison, we obtain u− = 0. The
exponential solution can be found with the help of the periodic principle eigenvalue.
It remains to prove the strict inequalities 0 < u < 1 and ut > 0. The inequality 0 <

u < 1 follows similarly as the corresponding inequality in the proof of the monotonicity
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of the (ε, b)-problem. However, there is a slight difference. For the inequality 0 < u, we
have to make use of a two-sided minimum principle, because the usual parabolic left-
sided minimum principle is not sufficient. Afterwards, the inequality ut > 0 is proved
as in the case of the (ε, b)-problem by applying the Harnack inequality to a sequence of
difference quotients. The existence result is then completely proved.

3.2. Monotonicity and uniqueness

In this section, we always consider a matrix field (aij)
n
i,j=1 and a nonlinearity f with the

assumptions of the theorems 2.11 and 2.12.
For the proofs of the monotonicity and uniqueness, the underlying method is the same

as in [21]: the sliding domain method.

A minimum principle

Before starting with the monotonicity, we have to derive a two-sided minimum prin-
ciple. The reason is that in some situations the usual left-sided parabolic minimum
principle is not sufficient. The two-sided minimum principle can be obtained from the
usual parabolic minimum principle and the periodicity condition u(t, x) = u(t+ k·ei

c
, x+

ei) for the standard unit vectors ei, i = 1, ..., n.

Monotonicity

In the proof of the monotonicity result, we start with the inequality 0 < u < 1. It can be
proved exactly in the same way as the corresponding inequality in the existence result.

Now ut ≥ 0 can be proved by a variation of the sliding domain method. It is best
described in moving frame coordinates, given by (s, y) := (k · x − ct, y). Consider the
functionWλ(s, y) = U(s+λ, y)−U(s, y). We will show that for large λ > 0, the function
Wλ is positive. This can be proved by making use of the strict inequality 0 < U < 1, the
boundary conditions at infinity and our two-sided minimum principle. Subsequently, we
will prove, that Wλ ≥ 0 even holds for arbitrarily small λ > 0. This can be seen using
the two-sided minimum principle. From this, the inequality Us ≥ 0 and therefore ut ≥ 0
follows.

The strict inequality ut > 0 follows as the respective property in the existence proof.

Uniqueness

The uniqueness is proved with a slight variation of the sliding domain method, which
was used for the monotonicity. Let (u1, c1) and (u2, c2) be two solutions. We will
shortly describe the method in moving frame coordinates. (These are given by (s, y) :=
(k · x− c1t, y) and (s, y) := (k · x− c2t, y), respectively). Let U1 and U2 be the functions
u1 and u2 expressed in moving frame coordinates.
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The method will be applied three times consecutively. In the first application, assume
c2 < c1. For λ ∈ R, consider the function Wλ(s, y) = U1(s + λ, y) − U2(s, y). We will
show, that for large λ > 0, the function Wλ is positive. This can be proved by making
use of the strict inequality 0 < U < 1, the boundary conditions at infinity and our
two-sided minimum principle. Let µ denote the infimum of all λ ∈ R, such that Wλ ≥ 0.
With the two-sided minimum principle, we will derive Wµ = 0. This means, that U1 is
a shift of U2 in s by µ. From this, we will obtain a contradiction to c2 < c1.

The second application is performed with c1 and c2 interchanged. This yields c1 = c2.
From the third application of the method we will see Wµ = 0 directly. Hence, that U1

is only a shift of U2 and likewise for u1 and u2. This finishes the proof.
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4. Existence of traveling wave
solutions: the (ε, b)-problem

4.1. Elliptic regularization or the (ε, b)-problem

We begin with the elliptic regularization of the problem.

4.1.1. Monotonicity and uniqueness of the (ε, b)-solution

We examine the monotonicity of the regularized solution and receive the following result.
We show a more general result than Xin, since we need more than the monotonicity of
the regularized solution in the proof of a comparison principle later on.

Proposition 4.1 Let f be a nonlinearity of basic type and α, β ∈ C1(T n) with α > 0.
Moreover, let (U, c) with U : [−b, b]× Rn → R be a classical solution, that is

U ∈ C2((−b, b)× Rn) ∩ C0([−b, b]× Rn),

of the following problem:

εα(y)Uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cβ(y)Us + f(y, U) = 0, (4.1)

0 ≤ U ≤ 1, U(s, ·) is 1− periodic,
U(−b, y) = 0, U(b, y) = 1 for all y ∈ T n,
max
y∈Tn

U(0, y) = θ ∈ (0, 1).

 (4.2)

Then the strict inequalities 0 < U(s, y) < 1 and Us(s, y) > 0 hold for all (s, y) ∈
(−b, b)× T n.

Proof Step 1: The strict inequality 0 < U < 1. The first step is to show that we have
the strict inequality 0 < U < 1 in (−b, b)× T n. We want to be very precise in the first
step, due to our observation in remark 2.16. By assumption there holds 0 ≤ U ≤ 1.
Suppose that U achieves the value 1 at a point (s0, y0) ∈ (−b, b)× T n. We have

LεU := εα(y)Uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cβ(y)Us = −f(y, U),
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and, at this point, no knowledge about the sign of f . In a neighborhood of (s0, y0),
there holds −f(y, U) ≤ 0. But this is the wrong sign to apply the maximum principle
(and f(y0, U(s0, y0)) = 0 is not sufficient to apply it either). To solve this problem, we
linearize the term f(y, U). We put

d(s, y) :=


f(y, U(s, y))− f(y, 1)

U − 1
if U(s, y) 6= 1

0 otherwise.

For the second case of the definition, we note that f is not necessarily differentiable.
Because of LεU = Lε(U − 1) and f(y, 1) = 0, we have Lε(U − 1) + d(s, y)(U − 1) = 0.
Clearly, we have |d| ≤ L, where L is the Lipschitz constant of f . Hence, |d| is bounded,
and this allows us to apply the maximum principle. Note that in this case the sign of
d does not matter, because the attained maximum of U − 1 has the value 0. We see
that U − 1 ≡ 0, which is a contradiction to U(−b, ·) = 0. This contradiction implies
U(s, y) < 1 for (s, y) ∈ (−b, b)× T n.
Showing that U(s, y) > 0 for (s, y) ∈ (−b, b) × T n can be done in the same fashion.

In conclusion
0 < U(s, y) < 1 for (s, y) ∈ (−b, b)× T n.

Step 2: The inequality Us ≥ 0. For λ ∈ (0, b), we consider the function

wλ(s, y) = U(s+ λ, y)− U(s− λ, y)

with (s, y) ∈ Σλ, where Σλ = (−b + λ, b − λ) × T n. Equation (4.1) for U implies that
wλ satisfies

εα(y)wλ,ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)wλ

+ cβ(y)wλ,s + f(y, U(s+ λ, y))− f(y, U(s− λ, y)) = 0 on Σλ.

(4.3)

At the boundary of Σλ, the function wλ is always positive: Setting s = −b+ λ we find

wλ(−b+ λ, y) = U(2λ− b, y)− U(−b, y) = U(2λ− b, y) > 0,

and setting s = +b− λ we find

wλ(b− λ, y) = U(b, y)− U(b− 2λ, y) = 1− U(b− 2λ, y) > 0,

since we obtained 0 < U(s, y) < 1 for (s, y) ∈ (−b, b)× T n in step 1.
Step 2a: Large λ. Loosely speaking, the idea of the subsequent argument is as follows:

If λ is close to b, because of s ∈ (−b + λ, b − λ), we find s is close to 0 and therefore
s + λ is close to b and s − λ is close to −b. Then U(s + λ, y) − U(s − λ, y) is close to
1− 0 = 1. In particular wλ is positive.
Let us now start with the rigorous proof. By uniform continuity of U up to the

boundary, for every 1
2
> ε > 0 there is a δ > 0, such that for s1 ∈ (b − δ, b) and

s2 ∈ (−b,−b+ δ) we have

|U(s1, y)− 1| < ε and |U(s2, y)| < ε.
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Consequently 0 < b− λ < δ
2
yields for (s, y) ∈ Σλ:

s+ λ ∈ (−b+ 2λ, b) ⊂ (b− δ, b) and s− λ ∈ (−b, b− 2λ) ⊂ (−b,−b+ δ)

and thus
|U(s+ λ, y)− 1| < ε and |U(s− λ, y)| < ε for (s, y) ∈ Σλ.

Therefore, by 0 < ε < 1
2
,

wλ(s, y) = U(s+ λ, y)− U(s− λ, y) > 0 for all (s, y) ∈ Σλ.

This finishes the calculation for λ close to b.
Step 2b: Arbitrary λ. We set

λ0 := inf{λ ∈ (0, b) : wλ(s, y) > 0 for (s, y) ∈ Σλ}.

We have just proved in step 2a that the set on the right hand side is not empty. If we
can show λ0 = 0, this implies Us ≥ 0 in (−b, b)×T n. Suppose for a contradiction λ0 6= 0.
We therefore have λ0 ∈ (0, b). By definition of λ0 and continuity, there holds wλ0 ≥ 0.
Since wλ0 is strictly positive on ∂Σλ0 (see start of step 2), there are two possibilities:

(i) There is (s0, y0) with wλ0(s0, y0) = 0 for some (s0, y0) ∈ Σλ0 . We define

dλ(s, y) :=


f(y, U(s+ λ, y))− f(y, U(s− λ, y))

U(s+ λ, y)− U(s− λ, y)
if U(s+ λ, y) 6= U(s− λ, y)

0 otherwise.

For the second case of the definition, we note that f is not necessarily differentiable
everywhere. With this definition of dλ, equation (4.3) for wλ0 reads

εα(y)wλ0,ss+
n∑

i,j=1

aij(y)(ki∂s+∂yi)(kj∂s+∂yj)wλ0 +cβ(y)wλ0,s+dλ0(s, y)wλ0 = 0.

Similarly as in step 1, |dλ0 | ≤ L, where L is the Lipschitz constant of f . Since
the value of the minimum is 0, the strong elliptic minimum principle can be ap-
plied regardless of the sign of dλ0 . Therefore, we can infer that wλ0 ≡ 0, which
contradicts wλ0(b− λ0, y) > 0.

(ii) There holds wλ0(s, y) > 0 for all (s, y) ∈ Σλ0 . The minimality of λ0 implies the
existence of sequences 0 < λn ↗ λ0 and (sn, yn) ∈ Σλn , such that wλn(sn, yn) ≤ 0.
If we are able to find a convergent subsequence (sn, yn) → (s0, y0) ∈ Σλ0 , we
obtain wλ0(s0, y0) ≤ 0 by continuity of the mapping (λ, s, y) 7→ wλ(s, y), which is
a contradiction to the setting of (ii). Finding a convergent subsequence is possibly
due to the 1-periodicity of w in y (yn can be chosen bounded) and the fact that
sn ∈ [−b, b] is bounded.
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In both cases (i) and (ii), we obtain a contradiction. This yields λ0 = 0 and hence
Us ≥ 0.
Step 3: The strict inequality Us > 0. Let us now show the strict inequality Us > 0. We

suppose for a contradiction that there is a point (s0, y0) ∈ (−b, b)×T n with Us(s0, y0) = 0.
Let us once more start with a formal argument: Differentiating (2.7) with respect to

s, we obtain the following equation for Us:

εα(y)(Us)ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)Us + cβ(y)(Us)s + fz(y, U)Us = 0.

The strong maximum principle yields for the solution Us the strict inequality Us > 0 in
(−b, b)× T n. The argument is not applicable directly, since we cannot differentiate in a
classical sense, we do not have enough regularity for that (see remark 2.16).
We provide now the rigorous proof using the Harnack inequality, applied to the dif-

ference quotients of U is s. We choose R > 0 such that B3R(s0, y0) ⊂ (−b, b)× T n. For
0 < h < R we know that vh := U(s+h,y)−U(s,y)

h
≥ 0 in B2R(s0, y0) by what we proved in

step 2. Moreover, in B2R(s0, y0) we have for vh the equation

εα(y)vhss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)v
h + cβ(y)vhs + dhvh = 0,

where

dh(s, y) =


f(y, U(s+ h, y))− f(y, U(s, y))

U(s+ h, y)− U(s, y)
if U(s+ h, y) 6= U(s, y)

0 otherwise.

(As above, we note for the second case of the definition, that f needs not be differentiable
everywhere.) The Harnack inequality (see for example Corollary 9.25 in [12]) yields

sup
BR(s0,y0)

vh ≤ C inf
BR(s0,y0)

vh. (4.4)

The constant C > 0 in the Harnack inequality depends on certain bounds on the coef-
ficients, but not on the individual coefficients. Since

∣∣dh∣∣ ≤ L, where L is the Lipschitz
constant of f , the constant C depends on L and on the other coefficients (which do not
depend on h). Therefore, C does not depend on h. For h → 0, the right hand side of
(4.4) tends to 0 due to the assumption Us(s0, y0) = 0. Consequently, the left hand side
tends to 0 as well, which implies Us = 0 on BR(s0, y0). We thus have proved, that the
set of zeros of Us is open in (−b, b) × T n. Since it is also closed in (−b, b) × T n, we
have Us ≡ 0 in (−b, b)× T n. By the boundary conditions on U , this is impossible. This
contradiction implies Us > 0 in (−b, b)× T n. �

As a corollary we obtain the monotonicity for the regularized solution.
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Corollary 4.2 (Monotonicity of the regularized solution) Let f be a nonlinear-
ity of basic type and (U, c) be a classical solution of the (ε, b)-problem (2.7), (2.8). Then
0 < U(s, y) < 1 and Us(s, y) > 0 for all (s, y) ∈ (−b, b)× T n.

Proof Apply proposition 4.1 with β ≡ 1. �

Based on corollary 4.2 we can prove the uniqueness of the regularized solution. The
method of the proof will be very similar to step 2 of the proof of proposition 4.1, the
sliding domain method. The previously proved monotonicity will also be used in the
proof.

Proposition 4.3 (Uniqueness of the regularized solution) Let f be a nonlinear-
ity of basic type and let (Ui, ci), i = 1, 2, be two classical solutions of the (ε, b)-problem
(2.7), (2.8). Then c1 = c2 and U1 = U2.

Proof Step 1: c1 ≤ c2. The first step is to prove c1 ≤ c2, and we suppose for a
contradiction that c1 > c2. We proceed similarly as in step 2 of the proof of proposition
4.1: For λ ∈ (0, b), we consider the function

wλ(s, y) = U1(s+ λ, y)− U2(s− λ, y)

with (s, y) ∈ Σλ, where Σλ = (−b+ λ, b− λ)× T n.
Since equation (2.7) is shift invariant in s, the functions U1(s+ λ, y) and U2(s− λ, y)

satisfy on Σλ the equations

εα(y)U1,ss(s+ λ, y) +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U1(s+ λ, y) + c1U1,s(s+ λ, y)

+f(y, U1(s+ λ, y)) = 0

and

εα(y)U2,ss(s− λ, y) +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U2(s− λ, y) + c2U2,s(s− λ, y)

+f(y, U2(s− λ, y)) = 0.

Subtracting these two equations, we obtain for (s, y) ∈ Σλ the equation

εα(y)wλ,ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)wλ

+ c1U1,s − c2U2,s + f(y, U1)− f(y, U2) = 0,

where wλ = wλ(s, y), U1 = U1(s+ λ, y) and U2 = U2(s− λ, y). We define

γλ(s, y) :=


f(y, U1(s+ λ, y))− f(y, U2(s− λ, y))

U1(s+ λ, y)− U2(s− λ, y)
if U1(s+ λ, y) 6= U2(s− λ, y)

0 otherwise.
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For the second case of the definition, we note that f is not necessarily differentiable
everywhere. With this definition of γλ, the equation can be rewritten as:

εα(y)wλ,ss+
n∑

i,j=1

aij(y)(ki∂s+∂yi)(kj∂s+∂yj)wλ+c1wλ,s+γλ(s, y)wλ = (c2−c1)U2,s < 0.

(4.5)
The inequality holds due to the assumption c1 > c2 and the inequality U2,s > 0 from
lemma 4.2. Note that γλ is bounded by the Lipschitz constant of f , which we need in
order to apply the maximum principle later on.
The strict inequalities 0 < U1 < 1 and 0 < U2 < 1 hold in (−b, b) × T n by corollary

4.2. Using this, we can see as in the proof of proposition 4.1, that wλ > 0 on ∂Σλ:
Setting s = −b+ λ we see

wλ(−b+ λ, y) = U1(2λ− b, y)− U2(−b, y) = U1(2λ− b, y) > 0

and setting s = +b− λ we see

wλ(b− λ, y) = U1(b, y)− U2(b− 2λ, y) = 1− U2(b− 2λ, y) > 0.

Step 1a: Large λ. In the same fashion as in step 2a of the proof of proposition 4.1,
we can see wλ(s, y) > 0 on Σλ for λ close enough to b: By uniform continuity of U1 and
U2 up to the boundary, for every 1

2
> ε > 0 there is a δ > 0, such that for s1 ∈ (b− δ, b)

and s2 ∈ (−b,−b+ δ) we have

|U1(s1, y)− 1| < ε and |U2(s2, y)| < ε.

Consequently 0 < b− λ < δ
2
yields for (s, y) ∈ Σλ:

s+ λ ∈ (−b+ 2λ, b) ⊂ (b− δ, b) and s− λ ∈ (−b, b− 2λ) ⊂ (−b,−b+ δ)

and thus
|U1(s+ λ, y)− 1| < ε and |U2(s− λ, y)| < ε for (s, y) ∈ Σλ.

Therefore, by 0 < ε < 1
2
,

wλ(s, y) = U1(s+ λ, y)− U2(s− λ, y) > 0 for all (s, y) ∈ Σλ.

This finishes the calculation for λ close to b.
Step 1b: Arbitrary λ. We define

λ0 := inf{λ ∈ (0, b) : wλ(s, y) > 0 for all (s, y) ∈ Σλ}.

By step 1a, the set on the right hand side of the definition is nonempty. We want to
show λ0 = 0. We suppose that on the contrary λ0 > 0. The definition of λ0 implies
wλ0(s, y) ≥ 0 due to continuity reasons. Since wλ0 > 0 on ∂Σλ0 (see right before step
1a), two cases are possible:
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(i) There is a point (s0, y0) ∈ Σλ0 with wλ0(s0, y0) = 0. Because of equation (4.5), the
elliptic minimum principle implies wλ0 ≡ 0. This holds irrespectively of the sign
of γλ0 , because the value of the minimum is 0. However, this is a contradiction to
w(b− λ0, y, λ0) > 0.

(ii) There holds wλ0 > 0 on Σλ0 . Because of the minimality of λ0, there are sequences
λn ↗ λ0 and (sn, yn) ∈ Σλn such that wλn(sn, yn) ≤ 0. The sequence sn ∈ [−b, b]
is bounded. Moreover, the sequence yn can be chosen so that it is bounded due
to the 1-periodicity of w in y. This allows us to choose a convergent subsequence
(sn, yn, λn) → (s0, y0, λ0). Hence, we obtain wλ0(s0, y0) ≤ 0, which is a contradic-
tion to the setting of (ii).

In both cases (i) and (ii), we obtain a contradiction. This yields λ0 = 0.
Step 1c: The equality U1 = U2. From λ0 = 0, which was proved in step 1b, we obtain

w0 ≥ 0. This is equivalent to U1 ≥ U2. For s = ±b, we have w0(s, y) = 0 due to the
boundary conditions for U1 and U2. Consequently, the strong minimum principle implies
that either w0 > 0 in Σ0 or w0 ≡ 0 (by the 1-periodicity in y, w0 has to take its minimum
in Σ0). The normalization of the regularized solutions makes w0 > 0 in Σ0 impossible.
We can see this as follows: Let us suppose w0(s, y) > 0 for all (s, y) ∈ Σ0. This implies
in particular U1(0, y) > U2(0, y) for all y ∈ T n. Thus

θ = max
y∈Tn

U2(0, y) =: U2(0, ymax) < U1(0, ymax) ≤ max
y∈Tn

U1(0, y) = θ.

Since this is a contradiction, w0 ≡ 0 must hold, and hence also U1 = U2.
Step 1d: Conclusion of c1 ≤ c2. By the previous step, we have w0 ≡ 0. This is

contradiction to the strict inequality in (4.5). Therefore, the original assumption c1 > c2

at the beginning of step 1 must have been false. Hence, c1 ≤ c2.
Step 2a: c1 = c2. The argument from step 1 can be repeated with c1 and c2 inter-

changed to show c2 ≤ c1 as well. Consequently c1 = c2 holds.
Step 2b: Proof of U1 = U2. The arguments of step 1 to step 1c) can be repeated with

a minor modification to prove U1 = U2 directly. The modification is the following: Since
now c1 = c2 is known, the strict inequality (4.5) is replaced by

εα(y)wλ,ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)wλ + c1wλ,s + γλ(s, y)wλ = 0.

We note, that the strict inequality in (4.5) has only been used in step 1d, but not in the
steps 1 to 1c). The repetition of steps 1 to 1c with the mentioned modification concludes
the proof of U1 = U2. �

4.1.2. Existence of the (ε, b)-solution

A priori estimates for (U ε,b, cε,b)

To show the existence of a solution (U ε,b, cε,b) of the regularized problems (2.7), (2.8),
we require a priori estimates for (U ε,b, cε,b). The estimates in the following lemma are
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a slight variation of Xin’s a priori estimates (lemma 2.1 in [21], see remarks 2.17 and
2.19):

Lemma 4.4 (A priori estimates) Let f be a nonlinearity of basic type and (U, c) be
a classical solution of (2.7), (2.8). Moreover, we suppose U ∈ C2((−b, b) × T n) ∩
C1([−b, b]× T n). Let µ̃ be an ellipticity constant of the occurring operator L given by

LU := εα(y)Uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs

and let M,R, r̄ > 0 be such that

M ≥ sup
y∈Tn,z∈[0,1]

|f(y, z)|
r(y)

, R ≥ sup
y∈Tn

r(y), r̄ ≥ max
y∈Tn

α(y)

r(y)
,

where r(y) =
∑n

i,j=1 aij(y)kikj. Furthermore let Λ > 0 be such that

||aij||∞ ≤ Λ for i, j = 1, ..., n and ||εα(y)||∞ ≤ Λ

and let ωij, ω be moduli of continuity for the coefficients aij and εα(y). Then there is
a constant K = K(θ, ε, b, r̄, R,M, µ̃,Λ, {ωij|i, j = 1, ..., n}, ω), such that every solution
(U, c) of the above problem (2.7), (2.8) satisfies the estimates |c| ≤ K and ||U ||C1(Rb)

≤
K, where Rb = [−b, b]× T n.

Proof Step 1: The estimates for the wavespeed c. We want to compare U to a solution
of an ordinary differential equation, which can be calculated explicitly. Doing so, we
have to distinguish between the two possible signs of c.
Case 1: Consider first the case c > 0. Let z = z(s) be the solution of

(1 + r̄ε)zss +
c

R
zs −M = 0,

z(−b) = 0, z(b) = 1.

Before we compare it to the function U , we have to calculate z explicitly, because we
need information about the sign of zss. The general solution of the ODE is given by

z(s) =
MRs

c
+D + C exp

(
−cs

R(1 + r̄ε)

)
.

The boundary conditions give

0 = z(−b) = −MRb

c
+D + C exp

(
cb

R(1 + r̄ε)

)
and

1 = z(b) =
MRb

c
+D + C exp

(
−cb

R(1 + r̄ε)

)
.
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From this we can calculate

C =
2MRb
c
− 1

exp
(

cb
R(1+r̄ε)

)
− exp

(
−cb

R(1+r̄ε)

)
and

D =
MRb

c
−

2MRb
c
− 1

exp
(

cb
R(1+r̄ε)

)
− exp

(
−cb

R(1+r̄ε)

) exp

(
cb

R(1 + r̄ε)

)
.

We observe sign(zss) = sign(C) = sign(2MRb
c
−1) and therefore zss < 0 for c > 2MRb.

Since we are looking for an upper bound for c, it is sufficient to consider the case
c > 2MRb only. Since we want to apply the minimum principle, we calculate

− εα(y)(U − z)ss −
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)(U − z)− c

R
r(y)(U − z)s

= f(y, U) + (r(y) + εα(y))zss +
cr(y)

R
zs +

(
c− cr(y)

R

)
Us

≥ r(y)

[
(1 + ε

α(y)

r(y)
)zss +

c

R
zs +

f(y, U)

r(y)

]
≥ r(y)

[
(1 + r̄ε)zss +

c

R
zs −M

]
= 0.

In the calculation we have used that Us ≥ 0 of corollary 4.2 and c > 0 at the first
inequality sign. At the second inequality sign we used zss < 0.
Due to the 1-periodicity in y, the function U − z achieves its minimum in [−b, b]×T n.

Therefore and because of the preceding calculation, we can apply the strong minimum
principle to the function U−z. We obtain that it achieves its minimum at the boundary.
Because of

U − z|s=−b = U − z|s=b = 0,

it follows that we have U ≥ z in [−b, b]× T n. In particular

θ = max
y∈Tn

U(0, y) ≥ z(0).

From the formula for z we can see

z(0) = D + C =
MRb

c
+

(
1− exp

(
cb

R(1 + r̄ε)

)) 2MRb
c
− 1

exp
(

cb
R(1+r̄ε)

)
− exp

(
−cb

R(1+r̄ε)

) .
One can see z(0) → 1 for c → ∞. On the other hand we obtained z(0) ≤ θ < 1 by
comparison with U . Therefore there is aKc>0 = Kc>0(θ, ε, b, r̄, R,M) with 0 ≤ c ≤ Kc>0.
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Case 2: We now consider the case c < 0. Let z = z(s) be the solution of

(1 + r̄ε)zss +
c

R
zs +M = 0,

z(−b) = 0, z(b) = 1.

The general solution of the ODE is given by

z(s) = −MRs

c
+D + C exp

(
−cs

R(1 + r̄ε)

)
.

The boundary conditions read

0 = z(−b) =
MRb

c
+D + C exp

(
cb

R(1 + r̄ε)

)
and

1 = z(b) = −MRb

c
+D + C exp

(
−cb

R(1 + r̄ε)

)
.

This leads to

C =
−2MRb

c
− 1

exp
(

cb
R(1+r̄ε)

)
− exp

(
−cb

R(1+r̄ε)

)
and

D = −MRb

c
+

2MRb
c

+ 1

exp
(

cb
R(1+r̄ε)

)
− exp

(
−cb

R(1+r̄ε)

) exp

(
cb

R(1 + r̄ε)

)
.

Similarly as in the first case, we have sign(zss) = sign(C). It is sufficient to consider
the case c < −2MRb, for which we have C > 0 (both numerator and denominator
are negative) and hence zss > 0. In order to use the maximum principle, we calculate
analogously to the first case:

− εα(y)(U − z)ss −
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)(U − z)− c

R
r(y)(U − z)s

= f(y, U) + (r(y) + εα(y))zss +
cr(y)

R
zs +

(
c− cr(y)

R

)
Us

≤ r(y)

[
(1 + ε

α(y)

r(y)
)zss +

c

R
zs +

f(y, U)

r(y)

]
≤ r(y)

[
(1 + r̄ε)zss +

c

R
zs +M

]
= 0.

In the calculation, we have used Us ≥ 0 and c < 0 at the first inequality sign. At the
second inequality sign we used zss > 0 for c < −2MRb.
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We apply the strong maximum principle to the function U − z. Due to

U − z|s=−b = U − z|s=b = 0,

we obtain U ≤ z. In particular

0 < θ = max
y∈[0,1]

U(0, y) ≤ z(0),

where

z(0) = D + C = −MRb

c
+

(
1− exp

(
cb

R(1 + r̄ε)

)) −2MRb
c
− 1

exp
(

cb
R(1+r̄ε)

)
− exp

(
−cb

R(1+r̄ε)

) .
We read off that for c→ −∞, there holds z(0)→ 0. From this and z(0) ≥ θ we deduce
that there is a constant Kc<0 = Kc<0(θ, ε, b, r̄, R,M), such that 0 > c > −Kc<0.
Both cases c > 0 and c < 0 combined yield |c| ≤ K(θ, ε, b, r̄, R,M) with K =

K(θ, ε, b, r̄, R,M) = max{Kc<0, Kc>0}.

Step 2: Estimates for U . It remains to show the estimates for ||U ||C1(Rb)
. To obtain

these estimates, we will use Lp-estimates.
Clearly we have ||U ||C1(Rb)

= ||U ||C1([−b,b]×[0,1]n) by periodicity. For some δ > 0, we
choose the bounded Lipschitz-domain

Ω := (−b, b)× (−δ, 1 + δ)n.

Let furthermore

Ω1 :=

(
−b, b

2

)
× (0, 1)n and Ω2 :=

(
− b

2
, b

)
× (0, 1)n,

as well as
P1 := {−b} × [−δ, 1 + δ]n and P2 := {b} × [−δ, 1 + δ]n.

Then P1, P2 are C1,1 boundary portions of Ω with U = 0 on P1 and U − 1 = 0 on P2.
Furthermore Ω1 b Ω ∪ P1 and Ω2 b Ω ∪ P2.

In this situation, Lp-estimates for some arbitrary 1 < p < ∞ yield (see for example
[12], Theorem 9.13)

||U ||W 2,p(Ω1) ≤ C1

(
||U ||Lp(Ω) + ||f(y, U)||Lp(Ω)

)
≤ C1

(
|Ω|

1
p +MR |Ω|

1
p

)
and

||U − 1||W 2,p(Ω2) ≤ C2

(
||U − 1||Lp(Ω) + ||f(y, U)||Lp(Ω)

)
≤ C2

(
|Ω|

1
p +MR |Ω|

1
p

)
.

We have used here that ||f ||L∞ ≤ MR. The two constants Ci, i = 1, 2 depend on
c, but c is already bounded by K(θ, ε, b, r̄, R,M). Altogether, the two constants Ci,
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−b b
s

−δ

1

1 + δ

y

P1 P2Ω1 Ω2

Ω

0

i = 1, 2 depend on µ̃,max{Λ, K(θ, ε, b, r̄, R,M)}, Pi,Ωi,Ω, the moduli of continuity of
the coefficients aij and εα(y) and the already established bounds for c from step 1,
namely K(θ, ε, b, r̄, R,M). Since ||U ||Lp((−b,b)×(0,1)n) ≤ (2b)

1
p and

||U ||W 2,p((−b,b)×(0,1)n) ≤ ||U ||W 2,p(Ω1) + ||U − 1||W 2,p(Ω2) + ||U ||Lp((−b,b)×(0,1)n) ,

we obtain

||U ||W 2,p((−b,b)×(0,1)n) ≤ K̃(θ, ε, b, r̄, R,M, µ̃,Λ, {ωij|i, j = 1, ..., n}, ω).

We have omitted the non-relevant dependencies on Ω and so forth. We choose p such
that 1 < 2− n

p
and Sobolev-Imbeddings give us the desired estimate

||U ||C1(Rb)
≤ K(θ, ε, b, r̄, R,M, µ̃,Λ, {ωij|i, j = 1, ..., n}, ω).

Choosing the larger one of the two bounds (for |c| of step 1 and for ||U ||C1(Rb)
of step 2)

finishes the proof. �

The linear problem

The regularized solution we are looking for will be constructed as a fixed point of a
certain linear elliptical boundary value problem with periodicity conditions in y. We
treat the solvability of this linear problem in the next lemma.

Lemma 4.5 (Solvability of the linear problem) Let f be a nonlinearity of basic
type as in definition 2.6. Furthermore, let β ∈ C1(T n), β > 0 and (aij(x))ni,j=1 as
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4. Existence of traveling wave solutions: the (ε, b)-problem

in the general assumptions. Moreover, let v ∈ C1(Rb), where Rb = [−b, b] × T n. Then
the problem

LU := β(y)Uss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs = −f(y, v) on [−b, b]× Rn,

U(−b, ·) = 0, U(s, ·) 1-periodic, U(b, ·) = 1,

has a unique classical solution U . Moreover, we even have U ∈ C2,α(Rb) for any α ∈
(0, 1).

Proof Let us initially informally discuss the idea of the proof. We will begin by showing
that there is a unique bounded solution of LU = −f(y, v) on [−b, b]× Rn. This can be
done by solving the equation on a sequence of increasing domains Ωm with appropriate
boundary values. With the help of the maximum principle and a supersolution one
can then show that such a sequence of solutions stays bounded. We derive local C2,α-
estimates. This allows us to choose a subsequence, which converges locally in C2. Hence,
we obtain a bounded solution on the entire domain. With a maximum principle for
unbounded domains one can show the uniqueness of this bounded solution and deduce
from that the periodicity of this solution.
Step 1: Construction of a sequence of solutions on bounded domains. For m ∈ N we

choose Ωm to be a bounded domain with C2,α boundary, such that Ωm ⊂ Ωm+1 and
(−b, b)× (−m,m)n ⊂ Ωm for all m ∈ N. Furthermore, we choose boundary values: Let

ϕm(s, y) = ϕ(s, y) =
s+ b

2b
for all m ∈ N. (4.6)

Then ϕm ∈ C2,α(Ωm).
In this situation, we know from Schauder-theory (see for example [12] theorem 6.14),

that there is a solution um ∈ C2,α(Ωm) of

Lum = −f(y, v) on Ωm, um = ϕm on ∂Ωm.

Step 2: Uniform bounds for um. We show now that the sequence of solutions stays
bounded. By this, we mean that there exists C0 > 0, which is independent of m, such
that ||um||C0(Ωm) ≤ C0. For this purpose we define

w(s, y) = − exp(l · s).

Here, l is a constant, which we choose sufficiently large, such that for some γ > 0 we
have (with r(y) =

∑n
i,j=1 aij(y)kikj)

−Lw = ((β(y) + r(y))l2 + cl)w ≥ γ > 0 on [−b, b]× Rn.

Hence, for K =
||f ||L∞

γ
and all m ∈ N we have

L(um −Kw) ≥ −f(y, v) + γK ≥ 0,

L(um +Kw) ≤ −f(y, v)− γK ≤ 0.
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4. Existence of traveling wave solutions: the (ε, b)-problem

Therefore (and because w is negative and bounded on [−b, b] × Rn) we get from the
maximum principle

sup
Ωm

um ≤ sup
Ωm

(um −Kw) ≤ sup
∂Ωm

(um −Kw) ≤ 1 +K ||w||L∞([−b,b]×Rn) =: C0.

Similarly, we get from the minimum principle

inf
Ωm

um ≥ inf
Ωm

(um +Kw) ≥ inf
∂Ωm

(um +Kw) ≥ 0−K ||w||L∞([−b,b]×Rn) ≥ −C0.

Together, this implies
||um||C0(Ωm) ≤ C0.

This concludes the second step.

Step 3: C2,α-estimates. Now we derive local C2,α([−b, b] × Rn) estimates in order to
pass to the limit m→∞ in the step 4.
Step 3a: Domains, that do not touch the boundary. First, we consider domains that

do not touch the boundary of [−b, b] × Rn. Let Ω′ and Ω be domains that satisfy
Ω′ b Ω b (−b, b) × Rn. There exists m0 = m0(Ω) ∈ N, such that for m ≥ m0, there
holds Ω ⊂ Ωm. Interior Schauder estimates for um give (see for example [12] corollary
6.3) for m ≥ m0:

||um||C2,α(Ω′) ≤ C
(
||um||C0(Ω) + ||f(y, v)||Cα(Ω)

)
≤ C

(
C0 + ||f(y, v)||Cα(Ω)

)
=: C̃.

Therefore ||um||C2,α(Ω′) ≤ C̃. The constant C̃ depends on Ω′ and Ω, but not on m.
That is, we have C2,α-estimates on bounded domains that do not touch the boundary
of (−b, b)× Rn.
Step 3b: Domains that touch the boundary. Let x0 be a boundary point of [−b, b]×Rn,

i.e. either x0 = (−b, x0) or x0 = (b, x0) with x0 ∈ Rn. For ρ > 0, let Ω′ be a domain of
the form

Ω′ =
(
(−b, b)× Rn

)
∩Bρ(x0).

Additionally, we take a larger domain

Ω = (−b, b)×
(
x0 + (−2ρ, 2ρ)n

)
.

Moreover, we take a C2,α boundary portion P of Ω:

P =

[
{−b} ×

(
x0 + (−2ρ, 2ρ)n

)]
∪
[
{b} ×

(
x0 + (−2ρ, 2ρ)n

)]
.

Clearly, there holds ρ < dist(x0, ∂Ω \ P ) (which is necessary to apply the following
Schauder estimates). There exists m0 = m0(Ω), such that for m ≥ m0, we have Ω ⊂ Ωm.
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−b b
s

y

PΩ′ Ωx0

2ρ

ρ

0

With the affine function ϕ = s+b
2b

as in (4.6) we have ϕ ∈ C2+α(Ω) and um = ϕ on P for
m ≥ m0. For this situation Schauder estimates yield (see for example [12] corollary 6.7)

||um||C2,α(Ω′) ≤ C
(
||um||C0(Ω) + ||ϕ||C2,α(Ω) + ||f(y, v)||Cα(Ω)

)
≤ C

(
C0 + ||ϕ||C2,α(Ω) + ||f(y, v)||Cα(Ω)

)
.

The right hand side of this inequality is independent of m, which concludes step 3b.

Step 4: m → ∞. From step 3 we now have estimates ||um||C2,α
loc ([−b,b]×Rn) ≤ C and

||um||C0(Ωm) ≤ C0. By the Arzelà-Ascoli theorem and a diagonal argument we can
therefore choose a subsequence (which will again be named um) such that um → U in
C2
loc([−b, b]× Rn), where

U ∈ C2
loc([−b, b]× Rn) ∩ L∞([−b, b]× Rn).

This is sufficient to pass to the limit in the equation and we get LU = −f(y, v). We also
obtain the boundary conditions U(−b, ·) = 0 and U(b, ·) = 1. Elliptic regularity says in
this situation that (see for example [12] lemma 6.18)

U ∈ C2,α
loc ([−b, b]× Rn). (4.7)
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4. Existence of traveling wave solutions: the (ε, b)-problem

Step 5: Periodicity and U ∈ C2,α(Rb). In this step we show that U(s, ·) is 1-periodic.
To this end let 1 ≤ m ≤ n be arbitrary and Ũ(s, y) := U(s, y+ em) where em is the m-th
unit vector. Let Ω = (−b, b)× Rn. We calculate

LŨ(s, y)

= β(y)Ũss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)Ũ + cŨs

= β(y + em)Uss(s, y + em) +
n∑

i,j=1

aij(y + em)(ki∂s + ∂yi)(kj∂s + ∂yj)U(s, y + em)

+ cUs(s, y + em)

= (LU)(s, y + em) = f(y + em, v(s, y + em)) = f(y, v(s, y)) = LU(s, y).

Therefore L(U − Ũ) = 0 and U − Ũ = 0 on ∂Ω. Since Ω is unbounded we need a
maximum principle for unbounded domains. We use lemma A.1 from Berestycki, Hamel
and Rossi. Let w(s, y) = − exp(l · s) as in step 2, such that −Lw ≥ γ > 0. Then
w̃(s, y) := w(s, y) + 2 exp(l · b) still satisfies Lw̃ ≥ γ > 0 and also w̃ ≥ γ̃ > 0 for some
γ̃ > 0. Since U − Ũ is bounded, we can apply Lemma A.1 (ii) to the function U − Ũ
and get U − Ũ ≤ 0. The same can be done for Ũ − U . Consequently Ũ = U . Since
m ∈ {1, ..., n} was arbitrary, we conclude that U is 1-periodic. This, together with (4.7),
implies U ∈ C2,α(Rb).

Step 6: Uniqueness. In the argumentation of step 5, we have already seen that there
exists at most one classical solution of the problem (without the periodicity condition)
which is bounded (Lemma A.1 is only applicable to bounded functions). However,
a solution of the problem (with the periodicity condition) is necessarily bounded and
therefore unique. �

In order to apply the Leray-Schauder degree, we have to study how the solution of
the linear problem behaves under homotopy of the coefficients and f . In doing so, we
will use the following Schauder type estimates in a half-periodic setting. The estimates
will also be applied in another proof.

Lemma 4.6 (Schauder type estimates) Denote by Rb the cylinder Rb = [−b, b]×T n
and by x = (x0, x1, ..., xn) its points with x0 ∈ [−b, b], (x1, ..., xn) ∈ T n. We consider the
operator L given by

Lu =
n∑

i,j=0

aij(x)uxi,xj +
n∑
i=0

bi(x)uxi + c(x)u on Rb.

For the coefficients of the operator we assume aij, bi, c ∈ Cα(Rb) for i, j = 1, ..., n and
the matrix field (aij)

n
i,j=0 is supposed to satisfy
n∑

i,j=0

aij(x)ξiξj ≥ λ ||ξ||2 for all x ∈ Rb, ξ ∈ Rn+1
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for some λ > 0. Let Λ > 0 be such that

||aij||Cα(Rb)
≤ Λ, ||bi||Cα(Rb)

≤ Λ, ||c||Cα(Rb)
≤ Λ.

Let f ∈ Cα(Rb) and ϕ ∈ C2,α(Rb). Moreover, let u ∈ C2,α(Rb) be a solution of

Lu = f in Rb, u = ϕ on ∂Rb.

Then there is a constant C = C(n, α, λ,Λ, b), such that

||u||C2,α(Rb)
≤ C

(
||u||C0(Rb)

+ ||ϕ||C2,α(Rb)
+ ||f ||Cα(Rb)

)
. (4.8)

Proof First of all we note that for functions on Rb, due to the 1-periodicity in y,
the following holds. If Ω ⊂ Rn+1 is a domain with with [−b, b] × [0, 1]n ⊂ Ω̄ and if
g ∈ Ck,α(Rb) with k ∈ N, then ||g||Ck,α(Rb)

= ||g||Ck,α(Ω̄).
We take the boundary point x̄ = (−b, 0Tn) ∈ Rb and a sufficiently large ρ > 0,

such that [−b, b] × [0, 1]n ⊂ Bρ(x̄). Furthermore, we consider the larger domain Ω =
(−b, b)× (−2ρ, 2ρ)n and a boundary portion P = {−b} × [−2ρ, 2ρ]n ∪ {b} × [−2ρ, 2ρ]n.
Clearly, P is a C2,α boundary portion of Ω. There holds ρ < dist(x̄, ∂Ω \ P ). In this
situation, Schauder estimates yield (see for example [12] Corollary 6.7)

||u||C2,α(Rb)
= ||u||C2,α(Bρ(x̄)∩Ω) ≤ C

(
||u||C0(Ω̄) + ||ϕ||C2,α(Ω̄) + ||f ||Cα(Ω̄)

)
= C

(
||u||C0(Rb)

+ ||ϕ||C2,α(Rb)
+ ||f ||Cα(Rb)

)
.

At the last equality sign, we have used the inclusion [−b, b] × [0, 1]n ⊂ Bρ(x̄) ∩ Ω. The
constant C depends on n, α, λ, Λ and Bρ(x̄) ∩ Ω. The choice of ρ in the definition of
Bρ(x̄) and Ω can be given in terms of b. This finishes the proof. �

With these estimates we can study the behavior of the linear problem under a change
of the coefficients and f :

Lemma 4.7 (Behavior of the linear problem under a homotopy)Let f be a non-
linearity of basic type. Furthermore, let Rb = [−b, b]×T n, E1 = C1(Rb) and E2 = E1×R.
For (v, c) ∈ E2 and τ ∈ [0, 1], let u = ϕτ (v, c) be the unique solution from lemma 4.5 of
the problem

LτU + cUs

:= ε[τα(y) + (1− τ)]Uss +
n∑

i,j=1

[τaij(y) + δij(1− τ)](ki∂s + ∂yi)(kj∂s + ∂yj)U + cUs

= −τf(y, v),

U(−b, ·) = 0, U(s, ·) 1-periodic, U(b, ·) = 1.

Then the mapping

G : [0, 1]× E2 → E1, (τ, (v, c)) 7→ ϕτ (v, c)

is continuous and compact.
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Proof We will show the continuity of the mapping at a point (τ, (v, c)) ∈ [0, 1] × E2.
So let (τ, (v, c)), (τ̃ , (ṽ, c̃)) ∈ [0, 1]× E2 and U = ϕτ (v, c), Ũ = ϕτ̃ (ṽ, c̃).
Step 1: The first step is to show a weaker result. We claim that the mapping

G̃ : [0, 1]× E2 → C0(Rb), (τ, (v, c)) 7→ ϕτ (v, c)

is continuous (G̃ coincides with G, but the image E1 is replaced by C0(Rb)). This will be
shown with the maximum principle and the minimum principle. These can be applied
due to the periodicity of U and Ũ in y. We calculate

Lτ̃ (Ũ − U) + c̃(Ũ − U)s

= (Lτ − Lτ̃ )U + (c− c̃)Us − τ̃ f(y, ṽ) + τf(y, v)

= (Lτ − Lτ̃ )U + (c− c̃)Us − (τ̃ − τ)f(y, v)− τ̃(f(y, ṽ)− f(y, v)).

(4.9)

Using U ∈ C2(Rb) by lemma 4.5, we see that all of the four terms on the right hand
side become small in the L∞(Rb) norm, when (τ̃ , (ṽ, c̃)) is close to (τ, (v, c)). In the last
term, one has to use the Lipschitz-continuity of f to see this. Hence, for every η > 0,
there is 1 > δ > 0, such that∣∣∣∣∣∣Lτ̃ (Ũ − U) + c̃(Ũ − U)s

∣∣∣∣∣∣
L∞(Rb)

≤ η for (τ̃ , (ṽ, c̃)) ∈ Bδ(τ, (v, c)). (4.10)

Step 1a): Finding a comparison function. Let w(s, y) = − exp(l · s), where l ∈ N is
still to be chosen. We define

rτ (y) :=
n∑

i,j=1

[τaij(y) + δij(1− τ)]kikj and ατ (y) := τα(y) + (1− τ).

With this notation we have

−Lτ̃w − c̃ws = [εατ̃ (y) + rτ̃ (y)]l2 exp(l · s) + c̃ l exp(l · s)
≥ ([εmin{α(y), 1}+ min{r1(y), 1}]l2 + c̃ l) exp(l · s).

We can see that there is some possibly small γ > 0, such that for some large enough l,
there holds

−Lτ̃w − c̃ws ≥ γ > 0 for all τ̃ ∈ [0, 1] and c̃ with |c̃− c| ≤ 1. (4.11)

Step 1b): Carrying out the comparison. Let η and δ be as in inequality (4.10) and w
and γ be as in step 1a). Moreover, let K = η

γ
and (τ̃ , (ṽ, c̃)) ∈ Bδ(τ, (v, c)). Then we

have by (4.11) and (4.10):

Lτ̃ (Ũ − U −Kw) + c̃(Ũ − U −Kw)s ≥ −η +Kγ = 0.

By the maximum principle and the negativity of w, we obtain

sup
Rb

(
Ũ − U

)
≤ sup

Rb

(
Ũ − U −Kw

)
= sup

∂Rb

(
Ũ − U −Kw

)
= sup

∂Rb

(−Kw) ≤ η
||w||∞
γ

.
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Analogously, we have

Lτ̃ (Ũ − U +Kw) + c̃(Ũ − U +Kw)s ≤ η −Kγ = 0

and by the minimum principle

inf
Rb

(
Ũ − U

)
≥ inf

Rb

(
Ũ − U +Kw

)
= inf

∂Rb

(
Ũ − U +Kw

)
= inf

∂Rb
Kw ≥ −η ||w||∞

γ
.

In conclusion, we have the following: For every η > 0, there exists δ > 0, such that∣∣∣∣∣∣Ũ − U ∣∣∣∣∣∣
∞
≤ η
||w||∞
γ

for (τ̃ , (ṽ, c̃)) ∈ Bδ(τ, (v, c)).

This is the continuity of the mapping G̃.

Step 2: The second step is to show the continuity of the mapping

˜̃G : [0, 1]× E2 → C2,α(Rb), (τ, (v, c)) 7→ ϕτ (v, c).

This is a stronger result than the continuity of the mapping G. To prove it, we want
to apply the Schauder type estimates from lemma 4.6 to the family of elliptic operators
(τ̃ and c̃ are not fixed) Lτ̃ − c̃∂s on the left hand side of equation (4.9). However,
these estimates involve a constant that depends on the ellipticity constants and some
bounds on the coefficients. It is, however, easy to see that the family operators admits a
common ellipticity constant µ̃ and also a common upper bound Λ on the Cα(Ω)-Norm
of the second-order coefficients. Furthermore we only have to consider c̃ in the vicinity
of c, therefore by further increasing Λ, it is sufficient to consider c̃ with ||c̃||Cα(Ω) ≤ Λ

(of course c̃ is constant). On the boundary we have Ũ −U = 0 =: ϕ. The Schauder type
estimates (4.8) from lemma 4.6 yield∣∣∣∣∣∣Ũ − U ∣∣∣∣∣∣

C2,α(Rb)
≤ C

(∣∣∣∣∣∣Ũ − U ∣∣∣∣∣∣
C0(Rb)

+
∣∣∣∣∣∣Lτ̃ (Ũ − U) + c̃(Ũ − U)s

∣∣∣∣∣∣
Cα(Rb)

)
. (4.12)

Here, C = C(n, α, µ̃,Λ, b). In particular, C does not depend on τ̃ , c̃ or ṽ.
We have already proven the continuity of the mapping G̃ in step 1. Therefore, we

have ∣∣∣∣∣∣Ũ − U ∣∣∣∣∣∣
C0(Rb)

→ 0 as (τ̃ , (ṽ, c̃))→ (τ, (v, c)) in [0, 1]× E2

on the right hand side of (4.12). To estimate the second term on the right hand side of
(4.12), we take a look at our calculation (4.9) again. From it, we can even deduce more,
namely∣∣∣∣∣∣Lτ̃ (Ũ − U) + c̃(Ũ − U)s

∣∣∣∣∣∣
Cα(Rb)

→ 0 as (τ̃ , (ṽ, c̃))→ (τ, (v, c)) in [0, 1]× E2.

Therefore, it follows from (4.12) that∣∣∣∣∣∣Ũ − U ∣∣∣∣∣∣
C2,α(Rb)

→ 0 as (τ̃ , (ṽ, c̃))→ (τ, (v, c)) in [0, 1]× E2.
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This is the continuity of the mapping ˜̃G.
Step 3: The continuity and compactness of the mapping G. The continuity of the

mapping ˜̃G (as shown in step 2) directly implies the continuity of the mapping G. Fur-
thermore, it yields the compactness of the mappingG. This follows from the compactness
of inclusion mapping

ι : C2,α(Rb)→ E1 = C1(Rb), u 7→ u

and G = ι ◦ ˜̃G. �

Proof of existence for the (ε, b)-Problem

Now that we studied the linear problem, we are ready to show the existence of the
(ε, b)-solution. For the following proposition, compare with proposition 2.1 in [21]:

Proposition 4.8 We denote by Rb the cylinder [−b, b] × T n. Let f be a nonlinearity
of basic type. Then for every ε > 0, b > 0 and θ ∈ (0, 1), there is a unique classical
solution (U, c) of the (ε, b)-problem (2.7), (2.8) on Rb. This solution has the regularity
U ∈ C2,α(Rb) for any α ∈ (0, 1).

Proof Let us briefly discuss the structure of the proof. The first step will be to define
a family of mappings Fτ with τ ∈ [0, 1] with a common domain of definition E. The
mappings will be defined using a corresponding elliptic boundary value problem involving
the parameter τ . Moreover, it is shown that (id − F1)(u, c) = 0 if and only if (u, c) is
the desired solution (U, c) of the (ε, b)-problem.
The second step will be to find a suitable subdomain D of E, such that the following

holds: Firstly, for all τ ∈ [0, 1] the Leray-Schauder degree d(id−Fτ , D, 0) is well-defined.
Secondly, for all τ ∈ [0, 1] we have id − Fτ 6= 0 in E \ D. We then deduce from the
homotopy invariance, that d(id − F1, D, 0) = d(id − F0, D, 0). The last step is to show
d(id− F0, D, 0) 6= 0.

Step 0: Notation. We introduce some notation. We consider the spaces E1 = C1(Rb)
and E2 = E1×R. For a parameter τ ∈ [0, 1], we define the coefficients ατ = τα+(1−τ) ∈
C1(Rb) and the C1(Rb) matrix fields (aτij)

n
i,j=1 = (τaij + δij(1− τ))ni,j=1. Furthermore, we

consider the nonlinearities fτ := τf . Since f is a nonlinearity of basic type, all fτ are of
basic type as well. Using this notation, we define the linear operators Lτ , given by

Lτu := εατ (y)uss +
n∑

i,j=1

aτij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)u.

We will also use the notation rτ (y) =
∑n

i,j=1 a
τ
ij(y)kikj.

Step 1a: The mappings Fτ . With (v, c) ∈ E2 and τ ∈ [0, 1], we consider the elliptic
boundary value problem

Lτu+ cus = −fτ (y, v),

u(−b, ·) = 0, u(s, ·) 1-periodic, u(+b, ·) = 1.
(4.13)
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As proved in lemma 4.5, this problem has a unique classical solution in C2,α(Rb) ⊂ E1.
We denote it by φτ (v, c). Furthermore, we set

hτ (v, c) := max
y∈Tn,s=0

φτ (v, c)(s, y).

Now, we are ready to define the mappings Fτ :

Fτ : E2 → E2

(u, c) 7→ (φτ (u, c), c− hτ (u, c) + θ).

Step 1b: Let us make a simple observation: For given (v, c) ∈ E2 and τ ∈ [0, 1],
it is possible that the function φτ (v, c) has values that are not contained in [0, 1]. If,
however, v = φτ (v, c), it follows easily from the maximum and minimum principles, that
0 ≤ φτ (v, c) ≤ 1. This is because of the fact that the nonlinearities fτ all vanish outside
of [0, 1].
Due to this observation, for every (uτ , cτ ) ∈ E2 with (id−Fτ )(uτ , cτ ) = 0, there holds

0 ≤ uτ ≤ 1. We note, that any (u, c) ∈ E2 with (id − F1)(u, c) = 0 also satisfies all
other properties of the (ε, b)-problem (2.7), (2.8) and therefore is the (ε, b)-solution. The
converse is also true: If (u, c) is the (ε, b)-solution, then (id − F1)(u, c) = 0. Therefore
(u, c) is the desired solution of the (ε, b)-problem if and only if (id− F1)(u, c) = 0.
If we have (uτ , cτ ) ∈ E2 with (id − Fτ )(uτ , cτ ) = 0, then 0 ≤ uτ ≤ 1, as we have

just observed. Therefore, such (uτ , cτ ), is an (ε, b)-solution in its own right: If in (2.7),
(2.8), the coefficients ατ and the matrix field (aτij)

n
i,j=1 take the place of α and (aij)

n
i,j=1

and fτ takes the place of f , then (uτ , cτ ) solves (2.7), (2.8). Consequently, we can say,
that there is at most one such (uτ , cτ ) for every τ ∈ [0, 1] by proposition 4.3. More
importantly, it follows that the a priori estimates from lemma 4.4 can be applied.

Step 2: Applying the Leray-Schauder degree. We claim that the mapping (τ, (v, c))→
Fτ (v, c) from [0, 1] × E2 to E2 is continuous and compact. This can be seen as follows:
The mapping has two components. We note that it was proved in lemma 4.7, that the
mapping (τ, (v, c)) → φτ (v, c) is a continuous and compact mapping from [0, 1] × E2

to E1. This also implies the continuity and compactness of the mapping (τ, (v, c)) →
hτ (v, c) from [0, 1] × E2 to R. (See the definition of hτ in step 1a.) Consequently, the
continuity and compactness for the second component is proved. Therefore the mapping
(τ, (v, c))→ Fτ (v, c) from [0, 1]× E2 to E2 is continuous and compact, as we claimed.
Step 2a: Finding a suitable domain of definition D. To use the Leray-Schauder degree

for the family of functions id−Fτ , we have to restrict the functions Fτ to a bounded set
D ⊂ E2, such that Fτ (v, c) 6= (v, c) for all (v, c) ∈ ∂D. This is necessary for the Leray-
Schauder degree d(id − Fτ , D, 0) to be well defined. More strongly, we want a possible
zero of id−Fτ to be contained in D. That means Fτ (v, c) 6= (v, c) for all (v, c) ∈ E2 \D.
To find such a set D we will use the a priori estimates from lemma 4.4. We already

observed in step 1b that this lemma can be applied to all pairs (uτ , cτ ) ∈ E2 with
(id − Fτ )(uτ , cτ ) = 0. The family of operators {Lτ : τ ∈ [0, 1]} admits a common
ellipticity constant µ̃. Also there is a Λ > 0, such that∣∣∣∣aτij∣∣∣∣∞ ≤ Λ and ||εατ ||∞ ≤ Λ for all τ ∈ [0, 1].
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4. Existence of traveling wave solutions: the (ε, b)-problem

There are r̄ > 0, R > 0 and M > 0 such that∣∣∣∣∣∣∣∣ατrτ
∣∣∣∣∣∣∣∣
∞
≤ r̄, ||rτ ||∞ ≤ R and M ≥ sup

y∈Tn,u∈[0,1]

∣∣∣∣fτ (y, u)

rτ (y)

∣∣∣∣ for all τ ∈ [0, 1].

Moreover the families of coefficients {aτij : τ ∈ [0, 1]} and {εατ : τ ∈ [0, 1]} are clearly
equicontinuous and therefore admit common moduli of continuity ωij and ω indepen-
dently of τ . Now lemma 4.4 yields the existence of a constant

K = K(θ, ε, b, r̄, R,M, µ̃,Λ, {ωij|i, j = 1, ..., n}, ω),

which is independent of τ , such that every fixed point (uτ , cτ ) of Fτ satisfies |cτ | ≤ K
and ||uτ ||C1(Rb)

≤ K. Hence we choose

D = {(u, c) ∈ E2 : ||u||C1(Rb)
≤ K + 1, |c| ≤ K + 1}.

Step 2b: Since the mapping (τ, (v, c))→ Fτ (v, c) from [0, 1]×D to E2 is also continuous
and compact, for every τ ∈ [0, 1] the mapping Fτ : D → E2 is continuous and compact.
By our choice of D we have (id − Fτ )(v, c) 6= 0 for all (v, c) ∈ ∂D. Hence the Leray-
Schauder degree d(id−Fτ , D, 0) is well defined. Because of the homotopy invariance, it
is independent of τ . We have, in particular,

d(id− F1, D, 0) = d(id− F0, D, 0). (4.14)

Step 3: Computing d(id− F0, D, 0). It remains to show d(id− F0, D, 0) 6= 0. We will
do so slightly differently as Xin in [21], see remark 2.18 for the reason. First, we will
show that the mapping F0 takes a simpler form than the other Fτ . To this end, let zc(s)
be the unique solution of

(1 + ε)zc,ss + czc,s = 0,

zc(−b) = 0, zc(+b) = 1.

If we regard zc as a function of (s, y), then zc also solves (4.13) with τ = 0. By uniqueness
zc = φ0(v, c). Actually, φ0(v, c) is independent of v because of f0 = 0. Therefore h0(v, c)
and F0(v, c) are also independent of v. We set h(c) := h0(v, c). As we have seen, F0 is
then given by

F0(v, c) = (zc, c− h(c) + θ) =: (F
(1)
0 (v, c), F

(2)
0 (v, c)).

We are therefore in a position to calculate F0 explicitly. An easy calculation yields

zc(s, y) =
s+ b

2b
if c = 0 and zc(s, y) = C · exp

(
− c

1 + ε
s

)
+D if c 6= 0,

where

C =
− exp

(
cb

1+ε

)
exp

(
2cb
1+ε

)
− 1

and D =
exp

(
2cb
1+ε

)
exp

(
2cb
1+ε

)
− 1

.
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4. Existence of traveling wave solutions: the (ε, b)-problem

Because zc is independent of y, we see

h(c) = zc(0) = C +D =
exp

(
2cb
1+ε

)
− exp

(
cb

1+ε

)
exp

(
2cb
1+ε

)
− 1

=
exp

(
cb

1+ε

)
exp

(
cb

1+ε

)
+ 1

,

where the last form is also valid for c = 0.
Step 3a: Finding a zero (u0, c0) of id − F0. The function h is strictly increasing.

Moreover, h(c) → 1 for c → ∞, as well as h(c) → 0 for c → −∞. Consequently, there
is a unique c0 ∈ R such that h(c0) = θ. Therefore, there is a unique zero (u0, c0) of
(id − F0) given by u0 = zc0 and h(c0) = θ. We know from step 2 that |c0| ≤ K and
||u0||C1(Rb)

≤ K.
Step 3b: Using the index of the zero (u0, c0). Since (u0, c0) is unique, the excision

property of the Leray Schauder degree yields d(id− F0, D, 0) = d(id− F0, Bδ(u0, c0), 0)
for some small δ > 0. By the subsequent lemma 4.9 we know F0 ∈ C1(E2, E2). The
differential can be written in matrix-like form:

DF0(v0, c0)(v, c) =

(
0 DcF

(1)
0 (v0, c0)

0 1 + h′(c0)

)(
v

c

)
.

Therefore

D(id− F0)(v0, c0)(v, c) =

(
idE1 −DcF

(1)
0 (v0, c0)

0 − h′(c0)

)(
v

c

)
.

Since h′ > 0 we see from the upper diagonal structure that D(id − F0) is invertible
regardless of DcF

(1)
0 (v0, c0). Consequently

d(id− F0, D, 0) = d(id− F0, Bδ(u0, c0), 0) = Index(id− F0, (u0, c0)) 6= 0.

By homotopy invariance we conclude d(id− F1, D, 0) 6= 0, which yields the existence of
the desired solution. Its C2,α(Rb)-regularity follows from the regularity of the solution
of the linear problem in lemma 4.5. �

Lemma 4.9 The mapping F0 from the proof of proposition 4.8 satisfies F0 ∈ C1(E2, E2).

Proof Because F0(v, c) is constant in v it is enough to prove that the mapping is
continuously differentiable in c. The second component F (2)

0 was given by c− h(c) + θ,
where

h(c) = zc(0) =
exp

(
cb

1+ε

)
exp

(
cb

1+ε

)
+ 1

.

Clearly, F (2)
0 is continuously differentiable. The first component F (1)

0 was given by zc,
where zc is the solution of

(1 + ε)zc,ss + czc,s = 0,

zc(−b) = 0, zc(+b) = 1.
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We will use the implicit function theorem in Banach spaces to show that

(c 7→ zc) ∈ C1(R, C2([−b, b])) ⊂ C1(R, C1([−b, b])).

Let w(s) := s+b
2b

, then z̃c(s) := zc(s)− w(s) satisfies

(1 + ε)z̃c,ss + cz̃c,s +
c

2b
= 0,

z̃c(−b) = 0, z̃c(+b) = 0.

Consider the space A := {z ∈ C2([−b, b]) : z(−b) = z(b) = 0} and the mapping

G : R× A→ C0([−b, b]), (c, z) 7→ (1 + ε)zss + czs +
c

2b
.

For arbitrary c ∈ R, we know G(c, z̃c) = 0. Hence, c 7→ z̃c is the implicit function
that will be delivered by the implicit function theorem. We only need it to verify the
smoothness of this mapping.

Clearly G ∈ C1(R× A,C0([−b, b])) with the differential

DG(c̄, z̄) : R× A→ C0([−b, b]), (c, z) 7→ (1 + ε)zss + c̄zs + cz̄s.

Moreover, the partial differential

DzG(c̄, z̄) : A→ C0([−b, b]), z 7→ (1 + ε)zss + c̄zs

is an Isomorphism. This is true since for every fixed c̄ and f ∈ C0([−b, b]), the equation

(1 + ε)zss + c̄zs = f,

zc(−b) = 0, zc(+b) = 0

has a unique solution z ∈ A.
Now, the implicit function theorem in Banach spaces yields the local existence of

a function g = g(c), which (as we already mentioned) must coincide with c 7→ z̃c.
Furthermore, the implicit function theorem implies g ∈ C1(R, A) (since we know that g
exists globally). This implies the weaker statement

(c 7→ zc = z̃c + w) ∈ C1(R, C1([−b, b])).

When we interpret zc as a function of s and y, which is constant in y, we also get
(c 7→ zc) ∈ C1(R, C1(Rb)). �

4.2. Bounds on the wavespeed cε,b

4.2.1. Lower bounds on the wavespeed

Finding bounds for the wavespeed cε,b away from −∞ is possible for any nonlinearity
of basic type, as long as the (ε, b)-solution is normalized by a constant θ that satisfies
property (iii) of definition 2.6. It is furthermore possible to find these bounds directly,
without comparing the wavespeed to the wavespeed of an (ε, b)-solution for another
nonlinearity, as opposed to the situation for the upper bounds of the wavespeed.
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4. Existence of traveling wave solutions: the (ε, b)-problem

Lemma 4.10 (Lower bounds for the wavespeed) Let f be a nonlinearity of basic
type and θ be as in property (iii) of definition 2.6. Then there are ε0 > 0 and b0 > 0
and a constant c1 < 0, such that for every 0 < ε ≤ ε0 and b ≥ b0 the unique classical
solution (U, c) = (U b,ε, cb,ε) of (2.7), (2.8) satisfies c1 ≤ cb,ε.

Proof The basic idea of the proof is to find two comparison functions z and w on
[−b, 0]×T n and [0, b]×T n for U that are actually independent of y and that touch U at
a point (0, y0). This will result in an inequality zs(0) ≤ Us(0, y0) ≤ ws(0), which gives
an inequality for c from which the desired estimate can be deduced. These comparison
functions will be found as solutions of ordinary differential boundary value problems.

Of course, it is sufficient to assume that c < 0, since we are interested in bounds for
c away from −∞.
Step 1: A comparison function on [−b, 0] × T n. Let r(y) =

∑n
i,j=1 aij(y)kikj, r̄ =∣∣∣∣α

r

∣∣∣∣
∞ and R = ||r||∞. Consider the problem

(1 + r̄ε)zss +
c

R
zs = 0 in [−b, 0],

z(−b) = 0, z(0) = θ.

The general solution of the ODE is given by

z(s) = D + C exp

(
−cs

R(1 + r̄ε)

)
.

The boundary conditions give

0 = z(−b) = D + C exp

(
cb

R(1 + r̄ε)

)
and θ = z(0) = D + C.

Therefore

C =
θ

1− exp
(

cb
R(1+r̄ε)

) and D = θ − C = −θ
exp

(
cb

R(1+r̄ε)

)
1− exp

(
cb

R(1+r̄ε)

) .
From c < 0 we see C > 0 and consequently zss > 0.
This helps us to compare U and z:

− εα(y)(U − z)ss −
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)(U − z)− c

R
r(y)(U − z)s

= f(y, U) + (r(y) + εα(y))zss +
cr(y)

R
zs + (c− cr(y)

R
)Us

≤ r(y)[(1 + ε
α(y)

r(y)
)zss +

c

R
zs]

≤ r(y)[(1 + r̄ε)zss +
c

R
zs] = 0.
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4. Existence of traveling wave solutions: the (ε, b)-problem

In the calculation, we have used f(y, U) ≤ 0 for s ≤ 0 (by monotonicity of U in s) and
Us ≥ 0 and c < 0 at the first inequality sign and zss > 0 at the second one. At the
boundary, we have

U − z|s=−b = 0 and U − z|s=0 ≤ 0.

Consequently, we have by the maximum principle U ≤ z in [−b, 0]× T n.
Step 2: A first inequality for Us(0, y0). With the help of the comparison function z

from step 1, we derive an inequality for Us(0, y0) for a specific y0: There exists y0 ∈ T n
such that U(0, y0) = θ = z(0). We obtain Us(0, y0) ≥ zs(0). Therefore for 0 < ε ≤ ε0,
b ≥ b0 > 0 for some ε0, b0

Us(0, y0) ≥ zs(0) =
−c

R(1 + r̄ε)
· θ

1− exp
(

cb
R(1+r̄ε)

)
≥ −c
R(1 + r̄ε0)

· θ =: C1 · (−c).
(4.15)

Step 3: A comparison function on [0, b] × T n. On the interval [0, b] we will have
to distinguish two cases to find a comparison function for U . Let r1 = r̄ and r2 =

infy∈Tn
α(y)
r(y)

, R be as above and M = supy∈Tn,z∈[0,1]

∣∣∣f(y,z)
r(y)

∣∣∣. For l = 1, 2 consider the
problem

(1 + rlε)wl,ss +
c

R
wl,s +M = 0 on [0, b],

wl(0) = θ, wl(b) = 1.

Then the general solution of the ODE is

wl(s) = −MRs

c
+D + C exp

(
−cs

R(1 + rlε)

)
and the boundary conditions yield

θ = D + C, 1 = −MRb

c
+D + C exp

(
−cb

R(1 + rlε)

)
.

Therefore

C =
1− θ + MRb

c

exp
(

−cb
R(1+rlε)

)
− 1

and D = θ −
1− θ + MRb

c

exp
(

−cb
R(1+rlε)

)
− 1

.

For wl,ss, we obtain

wl,ss =

(
−c

R(1 + rlε)

)2 1− θ + MRb
c

exp
(

−cb
R(1+rlε)

)
− 1

exp

(
−cs

R(1 + rlε)

)
.

Hence wl,ss ≥ 0 for c < −MRb
1−θ and wl,ss ≤ 0 for c ≥ −MRb

1−θ (for both l = 1 and l = 2).
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In the proof of lemma 4.4 we had a similar situation, however, there we only wanted
an estimate for fixed b with a b-dependent bound and could therefore assume the case
c < −2MRb in the corresponding situation. Here, b is not fixed and we want a b-
independent bound, so we have to take both cases into consideration.

For the first case that l = 1 and c < −MRb
1−θ or for the second case that l = 2 and

c ≥ −MRb
1−θ , we have

− εα(y)(U − wl)ss −
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)(U − wl)−
c

R
r(y)(U − wl)s

= f(y, U) + (r(y) + εα(y))wl,ss +
cr(y)

R
wl,s + (c− cr(y)

R
)Us

≤ r(y)

[
(1 + ε

α(y)

r(y)
)wl,ss +

c

R
wl,s +

f(y, U)

r(y)

]
≤ r(y)

[
(1 + rlε)wl,ss +

c

R
wl,s +M

]
= 0.

In the calculation, we have used at the last inequality sign, that in the first case w1,ss ≥ 0

and α(y)
r(y)
≤ r1 and in the second case w2,ss ≤ 0 and α(y)

r(y)
≥ r2. Furthermore we have used

Us ≥ 0 and c < 0 at the first inequality sign. Since

U − wl|s=0 ≤ 0 and U − wl|s=b = 0,

we have U ≤ w1 for c < −MRb
1−θ and U ≤ w2 for c ≥ −MRb

1−θ due to the maximum principle.
Step 4: A second inequality for Us(0, y0). With y0 from step 2 and wl from step 3,

we have U(0, y0) = θ = wl(0) for l = 1, 2. We obtain Us(0, y0) ≤ wl,s(0) for l = 1 and
c < − MRb

1−θ(f)
or l = 2 and c ≥ − MRb

1−θ(f)
. In both cases and for 0 < ε ≤ ε0 and b ≥ b0,

there holds

Us(0, y0) ≤ max{w1,s(0), w2,s(0)}

= max

 −c
R(1 + rlε)

1− θ + MRb
c

exp
(

−cb
R(1+rlε)

)
− 1

: l = 1, 2

− MR

c

≤ max

 −c
R(1 + rlε)

1− θ

exp
(

−cb
R(1+rlε)

)
− 1

: l = 1, 2

− MR

c

≤ −c
R

1− θ

exp
(

−cb
R(1+r1ε)

)
− 1
− MR

c
≤ −c

R

1− θ
−cb

R(1+r1ε)

− MR

c

=
(1 + r1ε)(1− θ)

b
− MR

c
≤ (1 + r1ε0)(1− θ)

b0

− MR

c
=: C2 −

MR

c
.
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Step 3: Combining the inequalities for c. Combining the inequality from step 4 with
(4.15), we obtain

C1 · (−c) ≤ C2 −
MR

c
.

Clearly, this inequality can only hold for c ≥ −K with some constant K > 0. This
concludes the proof. Note that the distinction between the two cases would not have
been necessary in the case α(y) = r(y) (see remark 2.19). However, in order to obtain a
priori estimates later, we need α to be constant (see lemma 5.4). �

4.2.2. Upper bounds on the wavespeed

To find upper bounds for the wavespeed, or more precisely bounds for cε,b away from 0,
we need further properties of the involved nonlinearity. We can find these upper bounds
for nonlinearities of basic type which lie above an x-independent nonlinearity g with
a certain integral property. This includes nonlinearities of combustion type with the
strong covering property.

As opposed to the lower bounds, we cannot find the upper bounds for the wavespeed
directly. Instead, we have to compare the wavespeed to the wavespeed of a more simple
one dimensional problem. To do so, we need a comparison principle for the wavespeeds.
The following proposition is a modification of proposition 1.3 from [21], where we basi-
cally merged two parts into one.

Proposition 4.11 (Comparison principle) We consider functions 0 < β1 ≤ β2 and
α > 0 with β1, β2, α ∈ C1(T n) and nonlinearities of basic type f2 ≤ f1. Moreover, let
(Ul, cl) (l = 1, 2) be classical solutions of

εα(y)Ul,ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)Ul

+ clβl(y)Ul,s + fl(y, Ul) = 0,

(4.16)

0 ≤ Ul ≤ 1, Ul(s, ·) 1-periodic ,
Ul(−b, y) = 0, Ul(b, y) = 1 for all y ∈ T n,

max
y∈Tn

Ul(0, y) = θ.

 (4.17)

If now either c2 < 0 or β1 = β2, then c1 ≤ c2 follows.

Proof As in step 2 of the proof of proposition 4.1, we use the sliding domain method.
Assume for a contradiction c2 < c1. The goal is to prove U1 = U2 and derive a contra-
diction from that.
Step 1: For λ ∈ (0, b), we define the function

wλ(s, y) = U1(s+ λ, y)− U2(s− λ, y)
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on Σλ = (−b + λ, b − λ) × T n. It follows from equation (4.16) that wλ satisfies the
following equation (where U1 = U1(s+ λ, y) and U2 = U2(s− λ, y)):

εα(y)wλ,ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)wλ

+ c1β1(y)U1,s − c2β2(y)U2,s + f1(y, U1)− f2(y, U2) = 0.

This implies

εα(y)wλ,ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)wλ + c2β2(y)wλ,s + f1(y, U1)− f1(y, U2)

= −c1β1(y)U1,s + c2β2(y)U1,s + f2(y, U2)− f1(y, U2)

≤ (c2 − c1)β1(y)U1,s + c2(β2(y)− β1(y))U1,s < 0.
(4.18)

In this calculation, the first inequality holds due to f2 ≤ f1. The second inequality holds
because of c2 − c1 < 0 (by assumption), β1 > 0 and U1,s > 0 (because of proposition
4.1), as well as either c2 < 0 and β1 ≤ β2 or β1 = β2. We define

γλ(s, y) =


f1(y, U1(s+ λ, y))− f1(y, U2(s− λ, y))

U1(s+ λ, y)− U2(s− λ, y)
if U1(s+ λ, y) 6= U2(s− λ, y)

0 otherwise.

We note that γλ is bounded by the Lipschitz constant of f1. Using the definition of γλ
in (4.18), we obtain

εα(y)wλ,ss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)wλ + c2β2(y)wλ,s + γλ(s, y)wλ ≤ 0. (4.19)

Step 2: The function wλ at the boundary. At the boundary of Σλ, the function wλ is
always positive. This can be seen as follows: We recall that 0 < U1 < 1 and 0 < U2 < 1
in (−b, b)× T n by proposition 4.1. Therefore, setting s = −b+ λ we find

wλ(−b+ λ, y) = U1(2λ− b, y)− U2(−b, y) = U1(2λ− b, y) > 0,

and setting s = +b− λ we find

wλ(b− λ, y) = U1(b, y)− U2(b− 2λ, y) = 1− U2(b− 2λ, y) > 0.

Step 3: Large λ. By uniform continuity of U1 and U2 up to the boundary, for every
1
2
> ε > 0 there is a δ > 0, such that for s1 ∈ (b− δ, b) and s2 ∈ (−b,−b+ δ) we have

|U1(s1, y)− 1| < ε and |U2(s2, y)| < ε.

Consequently 0 < b− λ < δ
2
yields for (s, y) ∈ Σλ:

s+ λ ∈ (−b+ 2λ, b) ⊂ (b− δ, b) and s− λ ∈ (−b, b− 2λ) ⊂ (−b,−b+ δ)
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4. Existence of traveling wave solutions: the (ε, b)-problem

and thus
|U1(s+ λ, y)− 1| < ε and |U2(s− λ, y)| < ε for (s, y) ∈ Σλ.

Therefore, by 0 < ε < 1
2
,

wλ(s, y) = U1(s+ λ, y)− U2(s− λ, y) > 0 for all (s, y) ∈ Σλ.

This finishes the calculation for λ close to b.

Step 4: Arbitrary λ. We set

λ0 = inf{λ ∈ (0, b) : wλ(s, y) > 0 for (s, y) ∈ Σλ}.

In step 3 we have seen that the set on the right hand side of the definition is not empty.
We want to show λ0 = 0. Suppose for a contradiction λ0 ∈ (0, b). The definition of λ0

implies wλ0(s, y) ≥ 0 due to continuity reasons. Since wλ0 > 0 on ∂Σλ0 , there are two
possibilities:

(1) There is (s0, y0) ∈ Σλ0 such that wλ0(s0, y0) = 0. The function wλ0 satisfies the
inequality (4.19) with λ = λ0. Therefore, the strong elliptic minimum principle
implies wλ0(s, y) ≡ 0. This holds irrespectively of the sign of γ, since the minimum
has the value 0. However, that is a contradiction to wλ0(b− λ0, y) > 0.

(2) There holds wλ0 > 0 in Σλ0 . The minimality of λ0 implies the existence of a sequence
0 < λn ↗ λ0, along with a sequence (sn, yn) ∈ Σλn , such that wλn(sn, yn) ≤ 0.
After chosing a convergent subsequence (sn, yn)→ (s0, y0), we find wλ0(s0, y0) ≤ 0,
a contradiction to the assumption of (2). Chosing this convergent subsequence
is possible, because yn can be chosen so that it is bounded (because of the 1-
periodicity of w in y) and the boundedness of sn ∈ [−b, b].

We have therefore obtained λ0 = 0.

Step 5: Deducing U1 = U2 and deriving a contradiction. From λ0 = 0, it follows that
w0 ≥ 0. This is equivalent to U1(s, y) ≥ U2(s, y) for (s, y) ∈ [−b, b]×T n. By the normal-
ization assumption, there holds maxy∈Tn Ul(0, y) = θ for l = 1, 2. Consequently, there
exists y0 with U2(0, y0) = θ. From this, we obtain w0(0, y0) ≤ 0 and thus w0(0, y0) = 0.
The minimum principle yields w0 ≡ 0 and hence U1 = U2.
Subtracting the respective equations (4.16) for U1 and U2 from one another, we obtain

from U1 = U2:
c1β1(y)U1,s + f1(y, U1) = c2β2(y)U1,s + f2(y, U1).

This implies c1β1(y) ≤ c2β2(y). In the case that c2 < 0, it follows that c1 < 0 and
c1 ≤ c2. This contradicts the assumption c2 < c1. In the case that β1 = β2, it follows
that c1 ≤ c2 as well. Again, this contradicts the assumption. This finishes the proof. �
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4. Existence of traveling wave solutions: the (ε, b)-problem

The existence of the comparison solution in the one dimensional situation is given in
the next lemma. It is a consequence of the more general proposition 4.8. Moreover we
derive estimates for the wavespeed of the comparison solution.

Lemma 4.12 (Existence and wavespeed of the comparison solution) (i) Let ε,
b, r̄, R > 0 and let g = g(z) be an x-independent nonlinearity of basic type and 0 < θ < 1.
Then the problem

(1 + r̄ε)uss +
c

R
us + g(u) = 0 on [−b, b], (4.20)

u(−b) = 0, u(0) = θ, u(b) = 1

has a unique classical solution (u, c).
(ii) In addition to the assumptions of (i), let θ ∈ (0, 1) be such that g(z) ≤ 0 for z ≤ θ

(such θ does exist by property (iii) of definition 2.6) and

1∫
0

g(z) dz > 0.

Then there exist ε0 > 0, b0 > 0 and c0 < 0 such that c < c0 holds for 0 < ε ≤ ε0, b ≥ b0.

Proof (i) We choose coefficients α(y) = r̄ and aij(y) = δij for i, j = 1, ..., n. (Note that∑n
i,j=1 aij(y)kikj = 1.) With these coefficients α and aij, we apply proposition 4.8 to

obtain a unique solution (U, c̃) of problem (2.7), (2.8). The coefficients are independent
of y. Hence, for arbitrary L ∈ R and the i− th unit vector ei, i = 1, ..., n, the function
given by Ũ(s, y) = U(s, y+Lei) solves (2.7) and (2.8). By uniqueness, which was proved
in proposition 4.3, Ũ = U follows. Since L was arbitrary, it follows that u := U is
independent of y and solves

(1 + r̄ε)uss + c̃us + g(u) = 0 on [−b, b],
u(−b) = 0, u(0) = θ, u(b) = 1.

By putting c = Rc̃, we see that (u, c) is the desired solution.
(ii) Step 1: Obtaining an inequality involving c. Wemultiply (4.20) by us and integrate

from some t0 ≤ 0 to b. We obtain

1

2
u2
s(b)−

1

2
u2
s(t0) =

−c
R(1 + r̄ε)

b∫
t0

u2
s ds−

1

(1 + r̄ε)

b∫
t0

g(u)us ds

=
−c

R(1 + r̄ε)

b∫
t0

u2
s ds−

1

(1 + r̄ε)

1∫
u(t0)

g(z) dz

≤
(

−c
R(1 + r̄ε)

)
+

b∫
−b

u2
s ds−

1

(1 + r̄ε)

1∫
0

g(z) dz.
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4. Existence of traveling wave solutions: the (ε, b)-problem

At the inequality, we have used t0 ≤ 0, which implies u(t0) ≤ θ and therefore g(z) ≤ 0
for z ≤ u(t0) ≤ θ by the assumption on θ.
Step 1a): Estimating the term −1

2
u2
s(t0). For arbitrary t0 ≤ 0, it does not seem

possible to obtain good enough estimates for the term −1
2
u2
s(t0) on the left hand side

of the calculation. However, it is sufficient to find a single t0 ≤ 0, for which we can
get a good estimate of the term. The existence of such t0 can be seen with an abstract
argument: We know u(−b) = 0 and u(0) = θ. We claim that there exists t0 ∈ [−b, 0],
such that

us(t0) = min{us(t) : −b ≤ t ≤ 0} ≤ θ

b
.

Indeed, from the contrary statement we could easily conclude u(0) > θ, which is not
true.

By the existence of such t0, we further have −1
2
u2
s(t0) ≥ −1

2
θ2

b2
≥ − θ2

b2
. (Keep in mind

us ≥ 0 by corally 4.2.) Using this and 1
2
u2
s(b) ≥ 0 in the above inequality, we obtain

−θ
2

b2
≤
(

−c
R(1 + r̄ε)

)
+

b∫
−b

u2
s ds−

1

(1 + r̄ε)

1∫
0

g(z) dz. (4.21)

Step 2: Ruling out c ≥ 0 for large b and small ε. We consider first the case c ≥ 0. Let
ε0 > 0 be arbitrary. Then, for 0 < ε ≤ ε0, the inequality (4.21) simplifies to

−θ
2

b2
≤ − 1

(1 + r̄ε)

1∫
0

g(z) dz ≤ − 1

(1 + r̄ε0)

1∫
0

g(z) dz.

We observe that the right hand side of this inequality does not depend on b and is nega-
tive. However, the left hand side tends to 0 as b→∞. Consequently, for sufficiently large
b1 > 0, the inequality fails to hold if b ≥ b1. This implies c < 0 for 0 < ε ≤ ε0 and b ≥ b1.

Step 3: Bounds away from 0. Now we turn to the case c ≤ 0. We choose some fixed
K < 0 and distinguish the cases c < K and c ≥ K. If c < K, because as we wanted, c
is away from 0.
Step 3a): A priori estimates for the case c ∈ [K, 0]. For the case c ∈ [K, 0] we will

need an estimate for ||us||C0([−b,b]). Without loss of generality let b ≥ 1. We derive
estimates for ||us||C0(I) for intervals I of length |I| = 1, which do not depend on I. Then
we achieve the estimate for ||us||C0([−b,b]) by covering [−b, b] with intervals of length of 1.
Let I ⊂ [−b, b] be an arbitrary interval with length |I| = 1. We already know us ≥ 0

and
b∫
−b
us ds = u(b) − u(−b) = 1. Therefore, we have ||us||L1([−b,b]) = 1. In particular,

this implies ||us||L1(I) ≤ 1. From (4.20), we obtain

|uss| ≤
|K|

R(1 + r̄ε)
us +

1

1 + r̄ε
||g||∞ .
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4. Existence of traveling wave solutions: the (ε, b)-problem

Hence, we have

||uss||L1(I) ≤
|K|

R(1 + r̄ε)
||us||L1(I) +

1

1 + r̄ε
||g||∞ |I| ≤

|K|
R

+ ||g||∞ .

The right hand side of this inequality does not depend on b or ε. Therefore we have

||us||C0(I) ≤ C ||us||W 1,1(I) ≤ C̃.

The constant C only depends on |I| = 1, but not on I itself. (Note that for intervals
of smaller length, the constant C does become larger, therefore we chose to only use
intervals I of the exact length 1.) Consequently, C̃ is independent of b, ε and I. By
covering [−b, b] with intervals of length 1, we obtain

||us||C0([−b,b]) ≤ C̃. (4.22)

Step 3b): Applying the estimates for ||us||C0([−b,b]). Let ε0 be as in step 2 and 0 < ε ≤
ε0. Moreover, let b2 > 0 and b ≥ b2. Using the estimates (4.22) in (4.21), we obtain

−θ
2

b2
≤
(

−c
R(1 + r̄ε)

)
+

b∫
−b

us ds · ||us||C0([−b,b]) −
1

(1 + r̄ε)

1∫
0

g(z) dz

=
−c

R(1 + r̄ε)
||us||C0([−b,b]) −

1

(1 + r̄ε)

1∫
0

g(z) dz

≤ −cC̃
R
− 1

(1 + r̄ε0)

1∫
0

g(z) dz.

For b ≥ b2 and 0 < ε ≤ ε0, this implies

c ≤ R

C̃

− 1

(1 + r̄ε0)

1∫
0

g(z) dz +
θ2

b2
2

 =: c̄.

The right hand side of the inequality is independent of b and ε. Moreover, it is negative
for b2 sufficiently large. Putting c0 := max{K, c̄} and b0 := max{b1, b2} with b1 from
step 2 finishes the proof. �

In the next lemma, we show that nonlinearities lying above appropriate x-independent
nonlinearities with certain integral properties have the negative wavespeed property.

Lemma 4.13 (Negative wavespeed property in the general case) Let f be a
nonlinearity of basic type. Moreover, let the matrix field (aij)

n
i,j=1, the vector k and

the (k-dependent) numbers rmax, rmin be as in the general assumptions. Furthermore,
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let there exist an x-independent nonlinearity g = g(z) of basic type with
1∫
0

g+(z) dz >

rmax

rmin

1∫
0

g−(z) dz and f(x, z) ≥ g(z) for all (x, z) ∈ T n × [0, 1]. Then f has the negative

wavespeed property with respect to the matrix field (aij)
n
i,j=1 and direction k.

Proof Step 1: A modification of the nonlinearity g. We claim that there is a factor

q > 1 and an x-independent nonlinearity ḡ = ḡ(z) of basic type with
1∫
0

ḡ(z) dz > 0 and

f(x, z) ≥ q̃ḡ(z) for all q̃ ∈ [1, q rmax

rmin
] and (x, z) ∈ T n × [0, 1]. This can be seen as follows:

Define ḡ by

ḡ(z) =

 g(z), if g(z) ≤ 0
rmin

qrmax

g(z), if g(z) > 0.

Clearly, we can choose q > 1, but close enough to 1 such that still
1∫
0

ḡ(z) dz > 0. It is

easy to see that ḡ is still a nonlinearity of basic type. Moreover, for any q̃ ∈ [1, q rmax

rmin
],

we have q̃ḡ ≤ g ≤ f .
Step 2: The negative wavespeed property of f . We show that f has the negative

wavespeed property with the help of ḡ from step 1. Let (U, c) = (U ε,b, cε,b) be the
solution of problem (2.7), (2.8) (with f as nonlinearity). Moreover, let r̄ = miny∈Tn

α(y)
r(y)

.
By lemma 4.12 (i), there is a unique solution (ũ, c̃) = (ũε,b, c̃ε,b) of the problem

(1 + r̄ε)ũss +
c̃ε,b

rmin

ũs +
ḡ(ũ)

rmin

= 0 on [−b, b],

ũ(−b) = 0, ũ(0) = θ(f), ũ(b) = 1.

First, we have to estimate c̃ε,b. We note, that θ(f) ∈ (0, 1). Otherwise, θ(f) = 1
would imply f ≤ 0, which clearly cannot be the case here. This is important, since it is
an assumption of part (ii) of lemma 4.12. Secondly, we note that ḡ(z) ≤ 0 for z ≤ θ(f)
is satisfied because of ḡ ≤ f . Therefore, the assumptions lemma 4.12 (ii) are met. The
lemma yields the existence of constants b0 > 0, ε̃ > 0 and c0 < 0, such that for b ≥ b0

and 0 < ε ≤ ε̃ there holds c̃ε,b ≤ c0.
We want to compare cε,b to c̃ε,b with the help of the comparison principle proposition

4.11. This requires c̃ε,b < 0. Therefore we assume 0 < ε ≤ ε0 and b ≥ b0. We define

βε(y) =
r(y)(1 + εα(y)

r(y)
)

rmin(1 + r̄ε)
and gε(y, z) = βε(y)ḡ(z).
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Since ḡ is a nonlinearity of basic type, the same holds for gε for every ε > 0. Because ũ
is independent of y, we see that ũ satisfies

εα(y)ũss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)ũ+ c̃βε(y)ũs + gε(y, ũ)

= (r(y) + εα(y))ũss + c̃βε(y)ũs + gε(y, ũ)

=
r(y)(1 + εα(y)

r(y)
)

(1 + r̄ε)

(
(1 + r̄ε)ũss +

c̃

rmin

ũs +
ḡ(ũ)

rmin

)
= 0.

For some small ε0 ≤ ε̃ and 0 < ε ≤ ε0, the inequality 1 ≤ βε ≤ q rmax

rmin
holds. Therefore

gε(z) = βεḡ(z) ≤ f(x, z) by step 1. This and c̃ = c̃ε,b < 0 let us apply proposition 4.11,
which yields cε,b = c ≤ c̃ = c̃ε,b ≤ c0 for 0 < ε ≤ ε0. �

Remark 4.14 If the modification process in step 1 of the previous proof is applied to a
C1-nonlinearity g, its modification ḡ will in general only be Lipschitz continuous. This
is actually the reason, why we solved the (ε, b)-problem for nonlinearities that are only
Lipschitz continuous.

As a corollary, we obtain the negative wavespeed property for nonlinearities of com-
bustion type and the strong covering property. This is actually the most important case
for us.
Lemma 4.15 (Negative wavespeed property in the combustion case) Let f be
a nonlinearity of combustion type that satisfies the strong covering property. Then f has
the negative wavespeed property for all matrix fields that satisfy the general assumptions
and for all directions k.

Proof By the strong covering property of f , there exists u0 > θ(f) such that f(x, u0) >
0 for all x ∈ T n. By continuity reasons, it is easy to conclude that there is an x-
independent nonlinearity g of combustion type, such that 0 ≤ g(z) ≤ f(x, z) for all
(x, z) ∈ T n × [0, 1] and which is nontrivial. Since g− = 0, the assumptions of lemma
4.13 hold for any matrix field (aij)

n
i,j=1 that satisfies the general assumptions and any

direction k. Applying the lemma concludes the proof. �

The following proposition is a synopsis of the results on upper bounds and lower
bounds for the wavespeed. It combines the results as we need them.
Proposition 4.16 (Upper bounds and lower bounds) Let f be a nonlinearity of
basic type which has the negative wavespeed property with respect to the matrix field
(aij)

n
i,j=1 and direction k. (For example f as in lemma 4.13 or lemma 4.15.) Let (U, c) =

(U ε,b, cε,b) be the solutions of problem (2.7), (2.8). Then there are constants c1, c2 < 0
and b0, ε0 > 0, so that c1 ≤ cε,b ≤ c2 < 0 for b ≥ b0, 0 < ε ≤ ε0.

Proof By lemma 4.10 there are constants ε1 > 0, b1 > 0 and c1 < 0, such that cε,b
satisfies c1 ≤ cε,b for 0 < ε ≤ ε1 and b ≥ b1. Moreover, by definition of the negative
wavespeed property, there are constants ε2 > 0, b2 > 0 and c2 < 0, such that cε,b satisfies
cε,b ≤ c2 < 0 for 0 < ε ≤ ε2 and b ≥ b2. With b0 := max{b1, b2} and ε0 := min{ε1, ε2}
the assertion follows. �
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5.1. Preparations for passing to the limit

Consider the weight factor α in the ε-term of (2.7). In order to solve the (ε, b)-problem
and to estimate the wavespeed cε,b of the (ε, b)-problem, choosing an arbitrary α ∈
C1(T n) with α > 0 was sufficient. However, for the task of deriving a priori estimates,
we will use theorem A.2 from Berestycki and Hamel. This theorem requires that α does
not depend on y. Therefore, we will use α ≡ 1 as a weight factor in the following.

5.1.1. Returning to (t, x) coordinates

The (ε, b)-problem is the regularization of a transformed problem in (s, y)-coordinates.
Before we pass to the limit ε → 0, b → ∞, we want to return to (t, x)-coordinates
(which is possible for cε,b < 0). There are multiple reasons: First of all, we want to
apply the aforementioned theorem A.2 of Berestycki and Hamel to derive suitable a
priori estimates. Furthermore, by returning to (t, x)-coordinates, we will have the usual
parabolic theory at our disposal after passing to the limit. Moreover, we do so for
regularity reasons, see remark 2.20.

Definition 5.1 (The (ε, b)-solution in (t, x)-coordinates) Assume that the non-
linearity f is of combustion type and has the covering property and the negative wavespeed
property with respect to the matrix field (aij)

n
i,j=1. (For example, due to lemma 4.15, this

is the case if f has the strong covering property.) Moreover, let f |Tn×[0,1] ∈ C1(T n ×
[0, 1]). Let (U ε,b, cε,b) be the solution of (2.7), (2.8) with the weight factor α = 1 in
(2.7) and normalization constant θ = θ(f) in (2.8). This solution exists by proposition
4.8. Let ε0, b0 and c1, c2 be the constants from proposition 4.16. Assuming b ≥ b0 and
0 < ε ≤ ε0, we have the estimates c1 ≤ cε,b ≤ c2 < 0 for the wavespeed cε,b. We consider
the transformation

(s, y) = (k · x− cε,bt, x) =: T ε,b(t, x).

With the transformation, we define the function

uε,b(t, x) := U ε,b(T ε,b(t, x)) = U ε,b(s, y). (5.1)

Since the inverse transformation is given by x = y and t = s−k·y
−cε,b , the function uε,b is

defined on Dε,b, where

Dε,b :=

{
(t, x) ∈ Rn+1 :

−b− k · x
−cε,b

< t <
b− k · x
−cε,b

}
.
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−b b
s

y

0

1 T ε,b

−b b
t

x

0

1

Dε,b

According to the chain rule, there hold

ut(t, x) = −cε,bUs(s, y), utt(t, x) = (cε,b)2Uss(s, y)

and

uxi(t, x) = (ki∂s + ∂yi)U(s, y), uxixj(t, x) = (ki∂s + ∂yi)(kj∂s + ∂yj)U(s, y).

By (2.7), the function uε,b satisfies

−uε,bt +
εuε,btt

(cε,b)2
+

n∑
i,j=1

aij(x)uε,bxixj = −f(x, uε,b). (5.2)

Furthermore, by (2.8) the function uε,b satisfies

uε,b
(
t+

k · ei
cε,b

, x+ ei

)
= uε,b (t, x) (5.3)

for the unit vectors ei, i = 1, ..., n. Due to corollary 4.2, there holds U ε,b
s > 0 and thus

uε,bt > 0 (5.4)

(since cε,b < 0).

5.1.2. A priori estimates for uε,b

In order to obtain estimates for the x-gradient of the function uε,b from definition 5.1,
we want to use theorem A.2 from Berestycki and Hamel. However this theorem requires
more regularity on uε,b than we have, namely uε,b ∈ C3. Therefore, the theorem will not
be applied to uε,b directly, but to an approximation. In the following lemma, we will
study the behavior (in (s, y)-coordinates) of the (ε, b)-problem under an approximation
of the coefficients and the nonlinearity.
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Lemma 5.2 (Behavior of the (ε, b)-problem under approximation) We denote
by Rb the cylinder [−b, b] × T n. Let α = 1, f be a nonlinearity of basic type with
f |Tn×[0,1] ∈ C1(T n × [0, 1]) and (aij)

n
i,j=1 be as in the general assumptions. Let (U, c) =

(U ε,b, cε,b) be the corresponding solution of problem (2.7), (2.8) with normalization con-
stant θ = θ(f), whose existence is guaranteed by proposition 4.8. That means the fol-
lowing: Given the operator

LU := εUss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U, (5.5)

the pair (U, c) satisfies
LU + cUs = −f(y, U) (5.6)

and
0 ≤ U ≤ 1, U(s, ·) is 1− periodic

U(−b, y) = 0, U(b, y) = 1 for all y ∈ T n,
max
y∈Tn

U(0, y) = θ(f).

 (5.7)

For small δ > 0, let (aij)
δ be a C1(T n)-matrix field which is symmetric and uniformly

elliptic. For i, j = 1, ..., n, we assume∣∣∣∣aδij − aij∣∣∣∣C1(Tn)
→ 0 for δ → 0. (5.8)

Moreover, let f δ be a nonlinearity of basic type with f δ|Tn×[0,1] ∈ C1(T n × [0, 1]) such
that ∣∣∣∣f δ − f ∣∣∣∣

C1(Tn×[0,1])
→ 0 for δ → 0. (5.9)

Furthermore, let (U δ, cδ) = (U δ,ε,b, cδ,ε,b) be the corresponding solutions of the problem
(2.7), (2.8), also with normalization constant θ(f) (not θ(f δ)). This means the following:
Given the operator

LδU δ := εU δ
ss +

n∑
i,j=1

aδij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U
δ, (5.10)

the pair (U δ, cδ) satisfies
LδU δ + cδU δ

s = −f δ(y, U δ) (5.11)

and
0 ≤ U δ ≤ 1, U δ(s, ·) is 1− periodic

U δ(−b, y) = 0, U δ(b, y) = 1 for all y ∈ T n,
max
y∈Tn

U δ(0, y) = θ(f).

 (5.12)

Then
∣∣cδ − c∣∣→ 0 and

∣∣∣∣U δ − U
∣∣∣∣
C2(Rb)

→ 0 for δ → 0.
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5. Analysis of limits ε→ 0, b→∞

Proof We will show that any subsequence of δ → 0 has another subsequence, again
denoted by δ, such that

∣∣cδ − c∣∣ → 0 and
∣∣∣∣U δ − U

∣∣∣∣
C2(Rb)

→ 0 for δ → 0. Then the
assertion

∣∣cδ − c∣∣→ 0 and
∣∣∣∣U δ − U

∣∣∣∣
C2(Rb)

→ 0 for δ → 0 follows. To this end, consider
an arbitrary subsequence of δ → 0, again denoted by δ.
Step 1: Estimates for

∣∣cδ∣∣ and ∣∣∣∣U δ
∣∣∣∣
C1(Rb)

. In the first step, we will acquire estimates
for cδ with the help of the a priori estimates in lemma 4.4, which we have used to prove the
existence of the (ε, b)-solution. By rδ, we denote the function rδ(y) :=

∑n
i,j=1 a

δ
ij(y)kikj.

Let δ0, M , R, r̄ be such that

M ≥ sup
y∈Tn,z∈[0,1]

∣∣f δ(y, z)∣∣
rδ(y)

, R ≥ sup
y∈Tn

rδ(y), r̄ ≥ max
y∈Tn

1

rδ(y)

for all 0 < δ ≤ δ0. These constants exist due to (5.8) and (5.9). Furthermore, let Λ > 0
such that

∣∣∣∣aδij∣∣∣∣∞ ≤ Λ, ||ε||∞ ≤ Λ. The assumption (5.8) implies the equicontinuity
of the family {aδij : 0 < δ ≤ δ0} for every i, j = 1, ..., n. Therefore, the family admits
a common modulus of continuity ωij for every i, j = 1, ..., n. Clearly, the constant
ε has a modulus of continuity ω. Also the family of operators Lδ admits a common
ellipticity constant µ̃ for its second order part. Hence, by lemma 4.4 there is a constant
K = K(θ(f), ε, b, r̄, R,M, µ̃,Λ, {ωij|i, j = 1, ..., n}, ω), such that∣∣cδ∣∣ ≤ K and

∣∣∣∣U δ
∣∣∣∣
C1(Rb)

≤ K. (5.13)

Step 2: Estimates for
∣∣∣∣U δ

∣∣∣∣
C2,α(Rb)

. The C1(Rb)-estimates from step 1 will help us
to obtain better estimates, which we need to pass to the limit in the equation. Let
α ∈ (0, 1) be an arbitrary Hölder exponent and 0 < δ ≤ δ0 with δ0 from step 1. Because
of the estimates (5.13) and because

∣∣∣∣f δ∣∣∣∣
C1(Tn×[0,1])

is bounded by (5.9), we obtain∣∣∣∣f δ(y, U δ)
∣∣∣∣
Cα(Rb)

≤ C. (5.14)

Since aδij is bounded in C1(Rb) due to (5.8), it is also bounded in Cα(Rb). Hence, there is
Λ̃ ≥ K with K from step 1, such that

∣∣∣∣aδij∣∣∣∣Cα(Rb)
≤ Λ̃ and

∣∣cδ∣∣ ≤ Λ̃. Let ϕ(s, y) = b+s
2b

.

Then U δ = ϕ on ∂Rb. By lemma 4.6, there is a constant C = C(n, α, µ̃, Λ̃, b) such that∣∣∣∣U δ
∣∣∣∣
C2,α(Rb)

≤ C(
∣∣∣∣U δ

∣∣∣∣
C0(Rb)

+ ||ϕ||C2,α(Rb)
+
∣∣∣∣f δ(y, U δ)

∣∣∣∣
Cα(Rb)

) ≤ C̃. (5.15)

The second inequality holds due to (5.14) and 0 ≤ U δ ≤ 1 independently of δ. Therefore,
we have proved that the sequence U δ is bounded in C2,α(Rb).

Step 3: Passing to a subsequence. By the estimates (5.13) and (5.15), there is a
subsequence of (U δ, cδ), a c̃ ∈ R and some Ũ ∈ C2(Rb), such that∣∣cδ − c̃∣∣→ 0 and

∣∣∣∣∣∣U δ − Ũ
∣∣∣∣∣∣
C2(Rb)

→ 0 for δ → 0.
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5. Analysis of limits ε→ 0, b→∞

This convergence is sufficient to pass to the limit in the equation (5.11) and its conditions
(5.12). We obtain

εŨss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)Ũ + c̃Ũs = −f(y, Ũ),


0 ≤ Ũ ≤ 1, Ũ(s, ·) is 1− periodic,
Ũ(−b, y) = 0, Ũ(b, y) = 1 for all y ∈ T n,
max
y∈Tn

Ũ(0, y) = θ(f).

However, by uniqueness of the (ε, b)-solution (see proposition 4.3), we have c̃ = c and
Ũ = U . Hence, the lemma is proved. �

Remark 5.3 (Modification of the nonlinearity f) As we already mentioned, we
want to apply theorem A.2 to obtain a certain a priori estimate for the function uε,b

from definition 5.1. Let f be a nonlinearity with properties as in the definition of uε,b.
Formally, the regularity f |Tn×[0,1] ∈ C1(T n× [0, 1]) is not sufficient to apply the theorem.
However, the function uε,b only takes values in [0, 1]. We can therefore modify f outside
of T n × [0, 1] to a function f̃ ∈ C1

b (T n × R). Then, the function uε,b remains a solution
of (5.2) with f̃ instead of f . We will define f̃ by a point reflection of f at z = 1: For
x ∈ T n and z ∈ R, we define

f̃(x, z) :=

{
f(x, z), if z ≤ 1,

−f(x, 2− z), if z > 1.

Since f ≥ 0 by the combustion property and f(x, z) ≤ 0 for z ∈ [0, θ] with θ ∈ (0, 1)
by property (iii) from definition 2.6, we actually have f(x, z) = 0 for z ∈ (0, θ). Be-
cause also f(x, z) = 0 for z 6∈ [0, 1], the nonlinearity f actually has the regularity
f ∈ C1

b (T n × (−∞, 1]). Then for f̃ , the regularity f̃ ∈ C1
b (T n × R) follows from con-

struction. Furthermore, by this construction, f̃ = f̃(x, z) is a function that is still
periodic in x and compactly supported in z. Therefore, the modified f and all its first
order derivatives are even uniformly continuous on T n × R.

Lemma 5.4 (A priori estimates for uε,b) Consider uε,b : Dε,b → [0, 1] and cε,b as
defined in definition 5.1 for 0 < ε ≤ ε0, b ≥ b0. For every bounded Lipschitz domain
Ω ⊂ Rn+1, there are constants C = C(Ω), b̃ = b̃(Ω) ≥ b0 > 0 and 0 < ε̃ = ε̃(Ω) ≤ ε0,
such that the following holds: For 0 < ε ≤ ε̃ and b ≥ b̃, there holds Ω b Dε,b and
furthermore ∣∣∣∣∇xu

ε,b
∣∣∣∣
L∞(Ω)

≤ C(Ω), (5.16)∣∣∣∣∣∣uε,bt ∣∣∣∣∣∣
L1(Ω)

≤ C(Ω), (5.17)

and ∣∣∣∣∣∣uε,bt ∣∣∣∣∣∣
L2(Ω)

≤ C(Ω). (5.18)
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5. Analysis of limits ε→ 0, b→∞

Proof Step 0: The inclusion for Ω. Let Ω be a bounded Lipschitz domain. We recall

Dε,b = {(t, x) ∈ Rn+1 :
−b− k · x
−cε,b

< t <
b− k · x
−cε,b

}

and the estimates c1 ≤ cε,b ≤ c2 < 0 for b ≥ b0, 0 < ε ≤ ε0 from proposition 4.16. Hence,
there exists b̃ = b̃(Ω) ≥ b0 such that the following holds: For b ≥ b̃ and 0 < ε ≤ ε0, we
have Ω b Dε,b. Moreover, for some constant K0, there holds

dist(Ω, ∂Dε,b) ≥ K0 > 0. (5.19)

Step 1: Estimating the x-gradient. In order to obtain the estimates (5.16), we want
to apply theorem A.2. By remark 5.3, we can assume f ∈ C1

b (T n × R) and that f and
all of its first order derivatives are uniformly continuous on T n × R.
However, as already mentioned, directly applying the theorem to uε,b would require

that uε,b ∈ C3. We usually do not have such a regularity, since (aij)
n
i,j=1 is only a C1(T n)

matrix field and we only have f ∈ C1
b (T n ×R) as well. In order to be sure that u ∈ C3,

we would at least require (aij)
n
i,j=1 to be a C1,α(T n) matrix field and f to be such that

the function f(y, uε,b) is C1,α for some α ∈ (0, 1). Since the estimates in theorem A.2
only involve the C1-Norms of the matrix field and the nonlinearity, we can solve this
problem by an approximation.
Step 1a: Defining the approximative coefficients. We define η ∈ C∞(Rn) by

η(x) :=

C exp

(
1

|x|2 − 1

)
for |x| ≤ 1,

0 otherwise

and choose C such that
∫
Rn η = 1. Then, we take the standard mollifier on Rn given by

ηδ(x) := 1
δn
η(x

δ
) and define aδij := ηδ ∗ aij. Consequently, we have aδij ∈ C∞(T n). Since

aij and its first order derivatives are uniformly continuous, there holds∣∣∣∣aδij − aij∣∣∣∣C1(Tn)
→ 0 for δ → 0. (5.20)

Analogously, let η̃δ be the standard mollifier on Rn+1 and define f δ = η̃δ ∗ f . Then
f δ ∈ C∞(T n × R). Since f and its first order derivatives are uniformly continuous (see
the assumption at the beginning of step 1), there holds∣∣∣∣f δ − f ∣∣∣∣

C1
b (Tn×R)

→ 0 for δ → 0. (5.21)

In particular, this implies ∣∣∣∣f δ − f ∣∣∣∣
C1(Tn×[0,1])

→ 0 for δ → 0. (5.22)

Let us show that for δ < θ(f), the relevant part of f δ, namely f δ|Tn×[0,1] coincides with
the relevant part of a nonlinearity of basic type as in definition 2.6. This means that
the trivial continuation of f δ|Tn×[0,1] is a nonlinearity of basic type. This is necessary
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5. Analysis of limits ε→ 0, b→∞

in order to apply lemma 5.2. We can see it as follows: Due to the way the modified f
has been constructed in remark 5.3 and because η̃δ is supported in Bδ(0), there holds
f δ(x, z) = 0 for z ∈ (−∞, θ(f)−δ). By symmetry of η̃ and the way the modification was
constructed by mirroring, there holds f δ(x, 1) = 0. Lastly, we have to show f δ(x, z) ≥ 0
for z < 1: For any (x0, z0) with z0 < 1, we have

f(x0, z0) =

∫
Rn+1

f(x, z)η̃δ((x, z)− (x0, z0)) d(x, z)

=

∫
Rn×(−∞,1)

f(x, z){η̃δ((x0, z0)− (x, z))− η̃δ((x0, z0)− (x, 2− z))} d(x, z).

The expression in the curly bracket is nonnegative, since |z − z0| ≤ |2− z| for z ≤ 1 and
also f(x, z) ≥ 0 for z ≤ 1. Therefore f(x0, z0) ≥ 0.
Step 1b: Carrying out the approximation. We now have that f δ|T n × [0, 1] coincides

the relevant part of a nonlinearity of basic type. Moreover, we have the necessary
convergences (5.20) and (5.22) of aδij and f δ. Altogether, the assumptions of lemma 5.2
hold. We take (U δ, cδ) = (U δ,ε,b, cδ,ε,b) from lemma 5.2. With consider the transformation

(s, y) = (k · x− cε,bt, x) =: T ε,b(t, x).

(We emphasize that the transformation is not s = k · x− cδ,ε,bt.) Then we define

uδ,ε,b(t, x) := U δ,ε,b(s, y) = U δ,ε,b(T ε,b(t, x)).

The function uδ,ε,b is defined on Dε,b. In definition 5.1, the function uε,b was defined
using the same transformation T ε,b by uε,b(t, x) = U ε,b(T ε,b(t, x)). Consequently, we
have uδ,ε,b = U δ,ε,b ◦ T ε,b and uε,b = U ε,b ◦ T ε,b. Furthermore, by lemma 5.2 we also have∣∣∣∣U δ,ε,b − U ε,b

∣∣∣∣
C2(Rb)

→ 0 for δ → 0. Therefore∣∣∣∣uδ,ε,b − uε,b∣∣∣∣
C2(Dε,b)

→ 0 for δ → 0 (5.23)

as well.
Showing the regularity uδ,ε,b ∈ C∞(Dε,b) is not difficult (and much more than we

actually need). Let Rb denote as usual the cylinder [−b, b]× T n. The function U δ,ε,b has
the regularity U δ,ε,b ∈ C2,α(Rb) by proposition 4.8. We will apply theorem 6.19 of [12].
By what is said right after the proof of this theorem in [12], it can be applied locally
in the following way: Let Ω̃ = (−b, b) × (−1, 2)n. There holds LδU δ,ε,b = −f δ(y, U δ,ε,b)
on Ω̃ with Lδ from (5.11). The domain Ω̃ has a C3,α boundary portion P = {−b} ×
(−1, 2)n ∪ {b} × (−1, 2)n. Boundary values of U δ,ε,b on this boundary portion are given
by the function ϕ(s, y) = b+s

2b
. We have ϕ ∈ C3,α(Ω̃) and ϕ = U δ,ε,b on P . Since

f δ ∈ C∞(T n × R), we have f δ(y, U δ) ∈ C1,α(Ω̃). Since aδij ∈ C∞(T n), the coefficients of
Lδ are in C1,α(Ω̃). The local version of the theorem 6.19 in [12] yields U δ,ε,b ∈ C3,α(Ω̃∪P ).
By periodicity U δ,ε,b ∈ C3,α(Rb) follows. Because f δ, aδij and ϕ are actually arbitrarily
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5. Analysis of limits ε→ 0, b→∞

smooth, the argument can be iterated to obtain U δ,ε,b ∈ C∞(Rb). Therefore, uδ,ε,b =
U δ,ε,b ◦ T ε,b ∈ C∞(Dε,b).
Step 1c: Estimating the x-gradient of the approximative (ε, b)-solution. From equation

(5.11), we can see that the approximative (ε, b)-solution uδ,ε,b satisfies the equation

−c
δ,ε,b

cε,b
uδ,ε,bt +

εuδ,ε,btt

(cε,b)2
+

n∑
i,j=1

aδij(x)uδ,ε,bxixj
= −f δ(x, uδ,ε,b).

If δ > 0 is sufficiently small, such that cδ,ε,b < 0, this is equivalent to

−uδ,ε,bt +
εuδ,ε,btt

cε,bcδ,ε,b
+

n∑
i,j=1

cε,b

cδ,ε,b
aδij(x)uδ,ε,bxixj

= − cε,b

cδ,ε,b
f δ(x, uδ,ε,b). (5.24)

Because of the estimates for cε,b, we can (if necessary) decrease ε̃ > 0 and increase b̃ > 0,
such that for 0 < ε ≤ ε̃ and b ≥ b̃ we have 0 < ε

(cε,b)2
< 1. Now let 0 < ε ≤ ε̃, b ≥ b̃ with

ε and b fixed. There is δ0 = δ0(b, ε) > 0 such that for 0 < δ ≤ δ0 we have 0 < ε
cε,bcδ,ε,b

< 1.
Using the convergences (5.20) and (5.21), by possibly decreasing δ0 > 0 further, we can
achieve∣∣∣∣∣∣∣∣ cε,bcδ,ε,b

aδij

∣∣∣∣∣∣∣∣
C1(Dε,b)

+

∣∣∣∣∣∣∣∣ cε,bcδ,ε,b
∂uf

δ

∣∣∣∣∣∣∣∣
L∞(Dε,b×R)

≤ 2 ||aij||C1(Tn) + 2 ||∂uf ||L∞(Tn×R) =: K1

for 0 < δ ≤ δ0. (We have regarded aδij = aδij(x) as a function that depends on t in
the expression with the C1(Dε,b)-norm.) Using the convergence (5.21) again, we can
furthermore achieve ∣∣∣∣∣∣∣∣ cε,bcδ,ε,b

f δ
∣∣∣∣∣∣∣∣
L∞(Tn×R)

≤ 2 ||f ||L∞(Tn×R) =: K2,∣∣∣∣∣∣∣∣ cε,bcδ,ε,b
∇xf

δ

∣∣∣∣∣∣∣∣2
L∞(Tn×R)

≤ 2 ||∇xf ||2L∞(Tn×R) =: K3

for 0 < δ ≤ δ0 with a possibly even smaller δ0. The factor ε
cε,bcδ,ε,b

∈ (0, 1) in front of
uδ,ε,btt in equation (5.24) now takes the role of the factor ε in front of utt in equation (A.1),
and we can apply theorem A.2 to uδ,ε,b. We obtain for (t, x) ∈ Ω∣∣∇xu

δ,ε,b(t, x)
∣∣2 ≤ C

(
1 +

1

d((t, x), ∂Dε,b)2

)
≤ C

(
1 +

1

K2
0

)
,

with K0 from (5.19). The constant C in the theorem is given by an expression that can
be estimated by

C ≤ C1

[∣∣∣∣uδ,ε,b∣∣∣∣
L∞(Dε,b)

(
osc
Dε,b

(uδ,ε,b) +

∣∣∣∣∣∣∣∣ cε,bcδ,ε,b
f δ
∣∣∣∣∣∣∣∣
L∞(Tn×R)

)
+

∣∣∣∣∣∣∣∣ cε,bcδ,ε,b
∇xf

δ

∣∣∣∣∣∣∣∣2
L∞(Tn×R)

]
≤ C1[1(1 +K2) +K3]
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for 0 < δ ≤ δ0(ε, b). The constant C1 depends only on n, µ̃, K1, where µ̃ is a common
ellipticity constant for the family of matrix fields {( cε,b

cδ,ε,b
aδij)

n
i,j=1 : 0 < δ ≤ δ0}. Clearly,

this family admits a common ellipticity constant for a possible even smaller δ0 because
of
∣∣∣∣aδij − aij∣∣∣∣C1(Tn)

→ 0 for δ → 0 and cε,b

cδ,ε,b
→ 1 for δ → 0. Therefore

∣∣∣∣∇xu
δ,ε,b
∣∣∣∣2
L∞(Ω)

≤ C1[1(1 +K2) +K3]

(
1 +

1

K2
0

)
=: C̃2.

The constant C̃ is independent of ε and b. By (5.23) it follows that∣∣∣∣∇xu
ε,b
∣∣∣∣
L∞(Ω)

≤ C̃ for 0 < ε ≤ ε̃, b ≥ b̃.

This is (5.16).

Step 2: Deriving the L1 and L2-bounds. For the rest of the proof we will more shortly
write u for uε,b. To see the L1-bounds of ut, we remember ut ≥ 0 and 0 ≤ u ≤ 1.
Therefore

∫
I
ut dt ≤ 1 for any interval I. Now the L1-bounds (5.17) follow from the

fubini theorem.
To obtain the L2-bounds for ut, we choose a function η ∈ C∞c (Dε,b) with 0 ≤ η ≤ 1

and η = 1 on Ω̄. First we test equation (5.2) with uη and obtain∫
supp(η)

−utuη +
εuttuη

(cε,b)2
+

n∑
i,j=1

aij(x)uxixjuη + f(x, u)uη dL = 0.

This can be rewritten by integration by parts as∫
supp(η)

εu2
tη

(cε,b)2
dL =

∫
supp(η)

−utuη −
εutuηt
(cε,b)2

−
n∑

i,j=1

(∂xjaij(x))uxiuη

−
n∑

i,j=1

aij(x)uxiuxjη −
n∑

i,j=1

aij(x)uxiuηxj + f(x, u)uη dL.

The integrals of all of the six terms on the right hand side are bounded independently
of ε and b. For the first term, this is due to the L1-bounds ||ut||L1(supp(η)) ≤ C by
(5.17), 0 ≤ u ≤ 1 and η ∈ L∞. For the second term, the reasons are 0 < ε ≤ ε̃,
(5.17), 0 ≤ u ≤ 1, ηt ∈ L∞ and because of cε,b < c2 < 0. For the third, fourth and
fifth term, we use the already derived L∞-bounds for the x-gradient of u, 0 ≤ u ≤ 1
and aij, ∂xjaij, η ∈ L∞. For the sixth term, we use f ∈ L∞, 0 ≤ u ≤ 1 and η ∈ L∞.
Altogether we obtain ∫

supp(η)

εu2
tη

(cε,b)2
dL ≤ C. (5.25)
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Now we test (5.2) with utη2. We have∫
Ω

u2
t dL ≤

∫
supp(η)

u2
tη

2 dL

=

∫
supp(η)

εuttutη
2

(cε,b)2
dL+

∫
supp(η)

n∑
i,j=1

aij(x)uxixjutη
2 dL+

∫
supp(η)

f(x, u)utη
2 dL

=: T1 + T2 + T3.

Clearly, |T3| ≤ ||fη2||∞ ||ut||L1(supp(η)) ≤ C. Moreover

|T1| =

∣∣∣∣∣∣∣
∫

supp(η)

ε1
2
∂t(u

2
t )η

2

(cε,b)2
dL

∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣
∫

supp(η)

εu2
tηηt

(cε,b)2
dL

∣∣∣∣∣∣∣ ≤ ||ηt||∞
∣∣∣∣∣∣∣
∫

supp(η)

εu2
tη

(cε,b)2
dL

∣∣∣∣∣∣∣ ≤ C

by (5.25). It remains to consider the term T2:

|T2| ≤

∣∣∣∣∣∣∣
∫

supp(η)

n∑
i,j=1

∂xj(aij(x)uxi)utη
2 dL

∣∣∣∣∣∣∣+

∣∣∣∣∣∣∣
∫

supp(η)

n∑
i,j=1

(∂xjaij(x))uxiutη
2 dL

∣∣∣∣∣∣∣
=: |T4|+ |T5| .

Clearly, |T5| ≤ C, because of η2∂xjaij ∈ L∞, (5.16) and ||ut||L1(supp(η)) ≤ C. Let us
consider the term T4 now. After an integration by parts in xj, T4 can by symmetry of
aij and a subsequent integration by parts in t be rewritten as

T4 = −
∫

supp(η)

n∑
i,j=1

aij(x)uxiutxjη
2 dL −

∫
supp(η)

n∑
i,j=1

aij(x)uxiut2ηηxj dL

= −
∫

supp(η)

1

2
∂t(

n∑
i,j=1

aij(x)uxiuxj)η
2 dL −

∫
supp(η)

n∑
i,j=1

aij(x)uxiut2ηηxj dL

= +

∫
supp(η)

1

2
(

n∑
i,j=1

aij(x)uxiuxj)ηηt dL −
∫

supp(η)

n∑
i,j=1

aij(x)uxiut2ηηxj dL.

On the right hand side the first integral can be estimated using (5.16) for uxi and uxj ,
because all the other factors are bounded and the integrand has support in supp(η). For
the second integral we can use (5.16) for uxi and the L1(supp(η))-bounds for ut. All the
other factors are bounded. Therefore |T4| ≤ C. Together we have proved∫

Ω

u2
t dL ≤ C

for 0 < ε ≤ ε̃ and b ≥ b̃. Here it might be necessary to increase b̃ and decrease ε̃, since
we used the estimates (5.16) and (5.17) not on Ω, but on the larger set supp(η). On the
larger set, the estimates hold for a possible smaller ε̃ and b̃. �
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5. Analysis of limits ε→ 0, b→∞

5.2. Passage to the limit

In this section, we start from uε,b as defined in definition 5.1. We prove the existence of
the limit function for ε → 0 and b → ∞. Afterwards, we show that the limit function
u is a traveling wave solution of type I and furthermore has the properties claimed in
theorems 2.8 and 2.9.

Under the additional regularity assumptions on f in theorem 2.10, we will show in
lemma 5.6, that utt exists in the classical sense and that consequently u can be trans-
formed into a solution of type II.

5.2.1. Existence of the limit function u and its regularity

Under the assumptions of either of the theorems 2.8, 2.9 or 2.10, the assumptions of the
following lemma are met.

Lemma 5.5 Let the assumptions of definition 5.1 hold. Consider the function uε,b :
Dε,b → [0, 1] and the corresponding wavespeed cε,b, which where given in definition 5.1.
Then there are sequences bm → ∞ and εm → 0 such that c(m) := cεm,bm → c < 0, and
um := uεm,bm converges weakly in H1

loc(Rn+1) to a function u : Rn+1 → R. The function
u satisfies 0 ≤ u ≤ 1, it is nondecreasing in t and a classical solution of:

−ut +
n∑

i,j=1

aij(x)uxixj + f(x, u) = 0 on Rn+1. (5.26)

Moreover, it has the regularity u ∈ C2,α
1,α/2,loc(R

n+1) for any α ∈ (0, 1). It satisfies the
"pulsating wave" condition

u

(
t+

k · ei
c

, x+ ei

)
= u(t, x) (5.27)

for the unit vectors ei, i = 1, ..., n. Additionally, there is some time-like number d > 0
such that

max
x∈[0,1]n

u(−d, x) ≤ θ(f), θ(f) ≤ max
x∈[0,1]n

u(d, x). (5.28)

Proof Step 1: Existence of the limit function and some properties. Let ε0, b0 and
c1, c2 be the constants from definition 5.1. We choose sequences εm and bm, such that
0 < εm ≤ ε0 and bm ≥ b0, as well as εm → 0 and bm → ∞ for m → ∞. Then
c1 ≤ c(m) ≤ c2 < 0. Therefore there is a subsequence (which will be denoted with the
same name) such that c(m) → c for some c < 0. The bounds for uε,b given in lemma 5.4
together with 0 ≤ uε,b ≤ 1 clearly imply H1

loc-bounds. Consequently, there is another
subsequence and a function u ∈ H1

loc(Rn+1), such that um → u weakly in H1
loc(Rn+1),

strongly in L2
loc(Rn+1) and pointwise almost everywhere. From 0 ≤ um ≤ 1, we obtain

0 ≤ u ≤ 1. The monotonicity of u in t follows from the monotonicity of um in t, which
holds by (5.4).
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5. Analysis of limits ε→ 0, b→∞

Step 2: Weak solution. In the second step, we show that u is a weak solution of the
equation in divergence form. We test the equation (5.2) for um with some test function
ϕ ∈ C∞c (Rn+1). For m large enough we have supp(ϕ) b Dεm,bm by lemma 5.4 and

0 =

∫
Rn+1

−um,tϕ+
εmum,tt
(c(m))2

ϕ+
n∑

i,j=1

aij(x)um,xixjϕ+ f(x, um)ϕdL

=

∫
Rn+1

−um,tϕ−
εmum,t
(c(m))2

ϕt −
n∑

i,j=1

aij(x)um,xiϕxj −
n∑

i,j=1

(∂xjaij(x))um,xiϕ+ f(x, um)ϕdL.

In the last term we will use um → u almost everywhere and therefore f(x, um)→ f(x, u)
almost everywhere, which together with f ∈ L∞ implies f(x, um) → f(x, u) in L2

loc. In
all the other term we will use um → u weakly in H1

loc. Moreover, we will use εm
(c(m))2

→ 0

by the bounds on c(m). Therefore, letting m→∞ yields for all ϕ ∈ C∞c (Rn+1):∫
Rn+1

−utϕ−
n∑

i,j=1

aij(x)uxiϕxj −
n∑

i,j=1

(∂xjaij(x))uxiϕ+ f(x, u)ϕdL = 0.

Hence, u ∈ H1
loc(Rn+1) is a weak solution of

L̃u := −ut +
n∑

i,j=1

∂xi(aij(x)uxj)−
n∑
j=1

(
n∑
i=1

∂xiaij(x))uxj = −f(x, u) on Rn+1. (5.29)

Step 3: The W 2,1
2,loc(Rn+1)-regularity of u. In this step, we prove uxixj ∈ L2

loc(Rn+1)
for i, j = 1, ..., n. We will use interior regularity of weak solutions. To this end, let
Q,Q′ ⊂ Rn+1 be bounded domains with Q′ b Q. We begin to check the necessary
assumptions for the interior regularity: We have u ∈ H1(Q) and (5.29) holds on Q.
The matrix field (aij)

n
i,j=1 is a C1(Q)-matrix field, which is symmetric and uniformly

elliptic. The coefficients
∑n

j=1(∂xjaij(x)) are in L∞(Q) for i = 1, .., n. Under these
assumptions, interior regularity of weak solutions (see for example theorem 6.6 of [16])
implies uxixj ∈ L2(Q′) for every i, j = 1, ..., n. Since Q′ was arbitrary, it follows that
u ∈ W 2,1

2,loc(Rn+1) and u is locally a strong solution of

Lu := −ut +
n∑

i,j=1

aij(x)uxixj = −f(x, u) on Rn+1.

Step 4: Cutting off in time. For arbitrary real numbers t1 < t2 consider a function
η ∈ C∞c (R) with η = 1 on [t1, t2] and 0 ≤ η ≤ 1. The function ũ given by ũ(t, x) =
η(t)u(t, x) satisfies ũ ∈ W 2,1

2,loc(Rn+1) and is a strong solution of the equation

Lũ = L(ηu) = ηLu− ηtu = −ηf(x, u)− ηtu =: f̃ on Rn+1.

Step 5: Obtaining a strong and classical approximative solution. In this step, we prove
the existence of an approximative solution vε for the truncated ũ that is both strong and

92



5. Analysis of limits ε→ 0, b→∞

classical. Afterwards, we deduce u ∈ W 2,1
p,loc(Rn+1) for every 2 ≤ p < ∞. For ε > 0, let

ϕε ∈ C∞c (Bε(0)) (where Bε(0) denotes the ball in the euclidean metric) be the standard
mollifier on Rn+1 (for its definition check the proof of lemma 5.4). With ũ, f̃ and η
from step 4, we define ψε := ũ ∗ ϕε (ψε will take the role of boundary conditions) and
fε := f̃ ∗ ϕε. Let Ω ⊂ Rn be a bounded domain with smooth boundary (say C2,α).
Consider the bounded cylinder Q = I × Ω with an open interval I = (T1, T2), such that
supp(η) b I. Let PQ denote its parabolic boundary and CQ = {T1} × ∂Ω its corners.
For ε sufficiently small, there holds ψε = 0 and fε = 0 in the vicinity of CQ. Therefore,
the following compatibility condition holds:

Lψε = 0 = fε on CQ. (5.30)

With that in mind, we consider the parabolic problem

−vε,t +
n∑

i,j=1

aij(x)vε,xixj = fε on Q,

vε = ψε on PQ.
(5.31)

We check the assumptions which guarantee the existence of a smooth solution vε to
the problem: The boundary conditions ψε and the right hand side fε are smooth (even
ψε ∈ C∞(Q) and fε ∈ C∞(Q), which is more than needed). The matrix field (aij)

n
i,j=1

is symmetric, uniformly elliptic and aij ∈ C1(T n) (which is more than needed). Fur-
thermore, the compatibility conditions (5.30) for the boundary conditions are satisfied.
Lastly, the domain Ω in the definition of Q has a sufficiently smooth boundary. There-
fore, there exists a unique solution vε ∈ C2,α

1,α/2(Q) of (5.31) (see theorem 5.14 in [16]).
Furthermore, for arbitrary 2 ≤ p < ∞ we have ψε ∈ W 2,1

p (Q) and fε ∈ Lp(Q).
Therefore, there also exists a unique strong solution in W 2,1

p (Q) of (5.31) by theorem
7.32 in [16]. But since vε ∈ C2,α

1,α/2(Q) ⊂ W 2,1
p (Q) for any p ≥ 2, the strong solution for

any p ≥ 2 has to coincide with vε. Define wε := ũ − vε. Due to steps 3 and 4, we have
wε ∈ W 2,1

p (Q) for p = 2. By the estimate given in the mentioned theorem (used with
the boundary values wε = ũ− ψε on PQ and p = 2), we obtain

||wε||L2(Q) + ||Dwε||L2(Q) +
∣∣∣∣D2wε

∣∣∣∣
L2(Q)

+ ||∂twε||L2(Q)

≤C
( ∣∣∣∣∣∣f̃ − fε∣∣∣∣∣∣

L2(Q)
+ ||ũ− ψε||L2(Q) + ||D(ũ− ψε)||L2(Q)

+
∣∣∣∣D2(ũ− ψε)

∣∣∣∣
L2(Q)

+ ||∂t(ũ− ψε)||L2(Q)

)
.

The right hand side tends to 0 as ε→ 0, which implies

||ũ− vε||W 2,1
2 (Q) → 0 as ε→ 0. (5.32)

Step 6: Deriving W 2,1
p (Q′)-estimates for vε and deducing u ∈ W 2,1

p,loc(Rn+1). Let 2 ≤
p <∞. In order to derive W 2,1

p (Q′)-estimates for vε, we first want to estimate supQ |vε|.
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5. Analysis of limits ε→ 0, b→∞

To do so, we will use the following well known maximum estimates. We have vε ∈
C2,α

1,α/2(Q) (where vε ∈ C2
1,loc(Q)∩C0(Q) would be sufficient). The operator in (5.31) has

no zeroth order term, therefore we have j = 0 as an upper bound for the coefficient of
the zeroth order term. Then we have (see for example theorem 2.10 of [16])

sup
Q
|vε| ≤ e(j+1)(T2−T1)

(
sup
PQ
|ψε|+ sup

Q
|fε|
)
≤ eT2−T1

(
1 + sup

Rn+1

∣∣∣f̃ ∣∣∣) =: K1. (5.33)

Here, we have used: sup |ψε| = sup |ũ ∗ ϕε| ≤ sup |ũ| ≤ 1 and likewise for fε.
Now let Q′ = [T3, T4]×Ω′ ⊂ Q be a subcylinder of Q, such that d(Q′,PQ) > 0 and Ω′

has smooth boundary and furthermore [t1, t2] ⊂ [T3, T4]. Interior Lp-estimates (see for
example theorem 7.22 in [16]) imply∣∣∣∣D2vε

∣∣∣∣
Lp(Q′)

+ ||∂tvε||Lp(Q′) ≤ C
(
||Lvε||Lp(Q) + ||vε||Lp(Q)

)
≤C

(
||fε||Lp(Q) +K1|Q|

1
p

)
≤ C

(
sup
Rn+1

∣∣∣f̃ ∣∣∣+K1

)
|Q|

1
p =: K2.

From this, we estimate ||Dvε||Lp(Q′) by interpolation. We have vε(t, ·) ∈ C2(Ω′) for any
fixed t ∈ [T3, T4] and by an interpolation inequality (see lemma 7.20 in [16])

||Dvε(t, ·)||Lp(Ω′) ≤
∣∣∣∣D2vε(t, ·)

∣∣∣∣
Lp(Ω′)

+ C(n,Ω) ||vε(t, ·)||Lp(Ω′) .

Taking the Lp([T3, T4])-norm on both sides and using Minkowski’s inequality, we obtain
from this

||Dvε||Lp(Q′) ≤
∣∣∣∣D2vε

∣∣∣∣
Lp(Q′)

+ C(n,Ω) ||vε||Lp(Q′) ≤ K2 + C(n,Ω)K1 |Q′|
1
p .

Altogether, we have ||vε||W 2,1
p (Q′) ≤ C.

Hence, for a subsequence and some û ∈ W 2,1
p (Q′), we have vε → û weakly in W 2,1

p (Q′)
for ε → 0. By p ≥ 2, this implies vε → û strongly in L2(Q′). Since (5.32) also implies
vε → ũ strongly in L2(Q′), we can deduce ũ = û on Q′ almost everywhere. Therefore,
ũ ∈ W 2,1

p (Q′). Due to η = 1 on [t1, t2] ⊂ [T3, T4], we have u ∈ W 2,1
p ((t1, t2)×Ω′) for every

2 ≤ p <∞. Since t1, t2 and Ω′, Ω were essentially arbitrary, we deduce u ∈ W 2,1
p,loc(Rn+1)

for every 2 ≤ p <∞.

Step 7: Using interior Schauder estimates for vε. Knowing u ∈ W 2,1
p,loc(Rn+1) for every

2 ≤ p <∞, we take another look at the sequence vε by using interior Schauder estimates.
To do so, we have to find an estimate for ||fε||Cα

α/2
(Q) =

∣∣∣∣∣∣f̃ ∗ ϕε∣∣∣∣∣∣
Cα
α/2

(Q)
. We can do that,

since we now know u ∈ W 2,1
p,loc(Rn+1) for every p ≥ 2. Indeed, for sufficiently large p, we

have by Sobolev imbedding

u ∈ W 2,1
p,loc(R

n+1) ⊂ W 1,p
loc (Rn+1) ⊂ C0,α

loc (Rn+1) ⊂ Cα
α/2,loc(Rn+1).

Therefore, f(x, u) ∈ Cα
α/2,loc(Rn+1) and thus f̃ = −ηf(x, u) − ηtu ∈ Cα

α/2,loc(Rn+1).
Let Qε = {z ∈ Rn+1 : dist(z,Q) < ε} (where we mean the usual euclidean distance).
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5. Analysis of limits ε→ 0, b→∞

Furthermore, we denote by d((t, x), (t̃, x̃)) the parabolic distance of two points as defined
in the general assumptions. For (t, x), (t̃, x̃) ∈ Q, we calculate∣∣fε(t, x)− fε(t̃, x̃)

∣∣
≤

∫
supp(ϕε)

ϕε(s, y)
∣∣∣f̃(t− s, x− y)− f̃(t̃− s, x̃− y)

∣∣∣ d(s, y)

≤
∫

supp(ϕε)

ϕε(s, y)
∣∣∣∣∣∣f̃ ∣∣∣∣∣∣

Cα
α/2

(Qε)
d((t− s, x− y), (t̃− s, x̃− y))α d(s, y)

=
∣∣∣∣∣∣f̃ ∣∣∣∣∣∣

Cα
α/2

(Qε)
d((t, x), (t̃, x̃))α.

Similarly,
sup
Q
|fε| ≤ sup

Q1

∣∣∣f̃ ∣∣∣ for 0 < ε ≤ 1.

Together, this implies

||fε||Cα
α/2

(Q) ≤
∣∣∣∣∣∣f̃ ∣∣∣∣∣∣

Cα
α/2

(Q1)
for 0 < ε ≤ 1. (5.34)

Now interior Schauder estimates yield (in this form, the estimates follow easily from the
estimates in theorem 4.9 [16]):

||vε||C2,α
1,α/2

(Q′) ≤ C
(
||vε||C0(Q) + ||fε||Cα

α/2
(Q)

)
≤ C

(
K1 +

∣∣∣∣∣∣f̃ ∣∣∣∣∣∣
Cα
α/2

(Q1)

)
(5.35)

by (5.33) and (5.34). Consequently, for a subsequence and some ṽ ∈ C2
1(Q′), we have

||vε − ṽ||C2
1 (Q′) → 0 for ε → 0. By the estimate on vε, we even have ṽ ∈ C2,α

1,α/2(Q′).
But by (5.32), ṽ = ũ follows. Therefore, we obtain ũ ∈ C2,α

1,α/2(Q′). Due to η = 1 on
[t1, t2] ⊂ [T3, T4], we have u ∈ C2,α

1,α/2((t1, t2)× Ω′). Since t1, t2 and Ω′, Ω were essentially
arbitrary, we deduce u ∈ C2,α

1,α/2,loc(R
n+1). This finishes the proof of the regularity.

Step 8: Further properties of u. From (5.3) we immediately see (5.27). From (5.16)
we see that for some d > 0 by taking another subsequence we can achieve um(d, ·)→ ũ
in C0([0, 1]n) and likewise for −d instead of d. Since um → u almost everywhere in Rn+1,
it follows from the Fubini theorem, that for t ∈ R \ N , where N is a set of measure 0,
there holds um(t, ·) → u(t, ·) almost everywhere in [0, 1]n. If we choose d ∈ R \ N , we
obtain ũ = u(d, ·) and likewise for −d. Therefore we have:

max
x∈[0,1]n

um(−d, x)→ max
x∈[0,1]n

u(−d, x) and max
x∈[0,1]n

um(d, x)→ max
x∈[0,1]n

u(d, x) (5.36)

for m→∞.
We now discuss the appropriate choice of d. There holds

um(−d, x) = U εm,bm(k · x+ c(m)d, x) and um(d, x) = U εm,bm(k · x− c(m)d, x).
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5. Analysis of limits ε→ 0, b→∞

Since c(m) ≤ c2 < 0, we can choose d large enough, such that k · x + c(m)d ≤ 0 and
k · x− c(m)d ≥ 0 for x ∈ [0, 1]n and all m. By the monotonicity of U εm,bm in s, we thus
have

um(−d, x) ≤ U εm,bm(0, x) ≤ um(d, x).

Taking the maximum over [0, 1]n, we obtain

max
x∈[0,1]n

um(−d, x) ≤ θ(f) ≤ max
x∈[0,1]n

um(d, x).

From this, (5.28) follows with the help of (5.36). �

In the next lemma, we derive further regularity properties of u. These include utt ∈
Lploc(Rn+1) for any 2 ≤ p < ∞. Under the regularity assumptions of theorem 2.10, we
prove a stronger regularity result. This implies that utt exists classically.

Lemma 5.6 (Additional regularity) (i) In the situation of lemma 5.5, the function
u has the additional regularity ut ∈ W 2,1

p,loc(Rn+1) for any 2 ≤ p <∞. Moreover, v := ut
is locally a strong solution of

−vt +
n∑

i,j=1

aij(x)vxixj + fz(x, u)v = 0. (5.37)

(ii) In addition to the assumptions of (i), we suppose that f has the additional regularity
fz ∈ C0,α0

loc (Rn+1) for some α0 ∈ (0, 1). Then ut ∈ C2,α
1,α/2,loc(R

n+1) for any α ∈ (0, α0).
In particular, in this case, utt exists classically. With the transformation s = k · x− ct,
y = x and U(s, y) := u(t, x) satisfies (2.5) classically.

Proof For both regularity statements (i) and (ii), we use the technique of difference
quotients. (i) We prove first that ut ∈ W 2,1

p,loc(Rn+1) for any 2 ≤ p < ∞. Consider the
difference quotients of u in t:

vh(t, x) := Dh
t u(t, x) :=

uh(t, x)− u(t, x)

h
:=

u(t+ h, x)− u(t, x)

h
.

Let Ω, Ω̃ ⊂ Rn be domains with smooth boundaries and Ω b Ω̃. By Q, we denote the
cylinder Q := (t1, t2) × Ω in Rn+1. For ε > 0, let Qε := (t1 − ε, t2 + ε) × Ω̃. Then we
have Q b Qε. By the mean value theorem, we obtain∣∣∣∣vh∣∣∣∣

C0(Qε)
≤ ||ut||C0(Q2ε)

=: C1 for 0 < |h| < ε. (5.38)

The difference quotient vh satisfies the equation

−vht +
n∑

i,j=1

aij(x)vhxixj = −f(x, uh)− f(x, u)

h
=: fh(t, x). (5.39)

Applying the mean value theorem twice yields∣∣∣∣fh∣∣∣∣
C0(Qε)

≤ ||f ||C1(Tn×[0,1]) ||ut||C0(Q2ε)
=: C2 for 0 < |h| < ε. (5.40)
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5. Analysis of limits ε→ 0, b→∞

By (5.38), (5.40), interior Lp-estimates yield (see theorem 7.22 in [16]):∣∣∣∣D2vh
∣∣∣∣
Lp(Q)

+
∣∣∣∣vht ∣∣∣∣Lp(Q)

≤ C
(∣∣∣∣fh∣∣∣∣

Lp(Qε)
+
∣∣∣∣vh∣∣∣∣

Lp(Qε)

)
≤ C(C2 + C1) |Qε|

1
p

for 0 < |h| < ε. Here, we have used Q b Qε, which implies d(Q,PQε) > 0, where PQε

denotes the parabolic boundary of Qε. The constant C does depend on ε, but not on h.
As in the proof of 5.5, we conclude from this by interpolation:∣∣∣∣vh∣∣∣∣

W 2,1
p (Q)

≤ C̃ for 0 < |h| < ε

and some constant C̃, which does not depend on h.
Hence, for a subsequence and some ṽ ∈ W 2,1

p (Q), we have vh → ṽ weakly in W 2,1
p (Q).

By Sobolev embedding also vh → ṽ strongly in Lp(Q). But we have vh → ut pointwise
as well and therefore ut = ṽ almost everywhere in Q. Consequently, ut ∈ W 2,1

p (Q). Since
Q was essentially arbitrary, we conclude ut ∈ W 2,1

p,loc(Rn+1). Differentiating (5.26) with
respect to t yields (5.37).

(ii) Now we prove ut ∈ C2,α
1,α/2,loc(R

n+1) for any α ∈ (0, α0) under the additional
regularity assumption on f . Let α ∈ (0, α0) be arbitrary and some ε > 0 be fixed. We
consider the difference quotients vh and fh and the domains Q and Qε as in the proof
of (i). Some of the estimates from (i) will also be used. We can show, that there is a
constant C3 > 0, such that∣∣∣∣fh∣∣∣∣

Cα
α/2

(Qε)
≤ C3 for 0 < |h| < ε. (5.41)

However, for the sake of clarity, we postpone this estimate to the end of the proof. With
the help of interior Schauder estimates (in this form, they follow easily from theorem
4.9 in [16]), we conclude from (5.39), (5.38) and (5.41):∣∣∣∣vh∣∣∣∣

C2,α
1,α/2

(Q)
≤ C

(∣∣∣∣vh∣∣∣∣
C0(Qε)

+
∣∣∣∣fh∣∣∣∣

Cα
α/2

(Qε)

)
≤ C(C1 + C3) for 0 < |h| < ε.

The constant C depends on ε, but not on h.
Hence, for a subsequence and some ṽ ∈ C2

1(Q), we have
∣∣∣∣vh − ṽ∣∣∣∣

C2
1 (Q)
→ 0. Moreover,

the estimates on vh imply ṽ ∈ C2,α
1,α/2(Q). But since vh → ut pointwise, we have ut = ṽ.

Consequently, ut ∈ C2,α
1,α/2(Q).

It remains to verify the estimate (5.41) to finish the proof. Suppose α̃ ∈ (0, 1). We
calculate for (t, x), (t̃, x̃) ∈ Q2ε (where the constant C may change from line to line):∣∣fz(x, u(t, x))− fz(x̃, u(t̃, x̃))

∣∣
≤ C

((
||x− x̃||2 +

∣∣u(t, x)− u(t̃, x̃)
∣∣2) 1

2

)α0

≤ C
(
||x− x̃||+ d((t, x), (t̃, x̃))α̃

)α0

≤ Cd
(
(t, x), (t̃, x̃)

)α̃α0 .
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5. Analysis of limits ε→ 0, b→∞

For the last inequality, we used that ||x− x̃||1−α̃ is bounded for (t, x), (t̃, x̃) ∈ Q2ε.
Therefore, the function (t, x) 7→ fz(x, u(t, x)) is a Cα

α/2(Q2ε)-function for any α ∈ (0, α0).
Now let g(t, x) := f(x, u(t, x)). We obtain gt(t, x) = fz(x, u(t, x))ut(t, x). Conse-

quently, gt ∈ Cα
α/2(Q2ε), since the product of two Cα

α/2(Q2ε) functions is again a Cα
α/2(Q2ε)

function.
Assume 0 < |h| < ε and (t, x), (t̃, x̃) ∈ Qε. We calculate for α ∈ (0, α0):∣∣fh(t, x)− fh(t̃, x̃)

∣∣
=

∣∣∣∣∣∣1h
t+h∫
t

gt(s, x) ds− 1

h

t̃+h∫
t̃

gt(s, x̃) ds

∣∣∣∣∣∣
=

∣∣∣∣∣∣1h
t+h∫
t

gt(s, x) ds− 1

h

t̃+h∫
t̃

gt(s, x) ds+
1

h

t̃+h∫
t̃

gt(s, x)− gt(s, x̃) ds

∣∣∣∣∣∣
≤ 1

h

t+h∫
t

∣∣gt(s, x)− gt(s+ t̃− t, x)
∣∣ ds+

1

h

t̃+h∫
t̃

|gt(s, x)− gt(s, x̃)| ds

≤ 1

h

t+h∫
t

||gt||Cα
α/2

(Q2ε)

∣∣t− t̃∣∣α/2 ds+
1

h

t̃+h∫
t̃

||gt||Cα
α/2

(Q2ε)
|x− x̃|α ds

≤ Cd
(
(t, x), (t̃, x̃)

)α
.

Together with
∣∣∣∣fh∣∣∣∣

C0(Qε)
≤ ||fz||C0(Tn×[0,1]) ||ut||C0(Q2ε)

by mean value theorem, we have
proved (5.41). �

Note that lemma 5.6 resolves the problem that was mentioned in remark 2.20 (i).

5.2.2. Possibilities for the values at infinity

In this subsection, we prove that for t → ±∞, the limit function u(t, x) from lemma
5.5 converges locally uniformly in x to functions u+(x) and u−(x). We will prove that
these functions have to be constant. We will show that there are only two possibilities
for u+, namely u+ = 1 and u+ = θ(f). Furthermore, we will show that the possibility
u+ = θ(f) implies that u is constant and therefore u− = θ(f). Hence, by proving u− = 0,
one automatically obtains u+ = 1.
In order to prove that u+ and u− are constant, we have to derive a differential equation

for these functions. For this task, we have to obtain estimates for the derivatives of u.
The first step to these estimates will be the following lemma.

Proposition 5.7 (Global estimates) In the situation of lemma 5.5, the function u
is globally Lipschitz continuous. Furthermore, the derivatives ut, Du and D2u are uni-
formly bounded on R× Rn.
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5. Analysis of limits ε→ 0, b→∞

Proof Let Qr = Qr(z0) = Qr(t0, x0) ⊂ R×Rn be the cube with edge length r centered
around z0 = (t0, x0). We want to have an estimate on ||ut||C0(Qr)

, ||Du||C0(Qr)
and

||D2u||C0(Qr)
, which does not depend on z0. Once we have such a local estimate, we can

conclude that these derivatives are globally bounded and therefore u is globally Lipschitz
as well. This can be done by estimating the C2,α

1,α/2(Qr) norm:

||ut||C0(Qr)
+ ||Du||C0(Qr)

+
∣∣∣∣D2u

∣∣∣∣
C0(Qr)

≤ C ||u||C2,α
1,α/2

(Qr)
. (5.42)

Step 1: An estimate for ||u||C2,α
1,α/2

(Qr)
. By interior Schauder estimates, ||u||C2,α

1,α/2
(Qr)

can be estimated by an expressing not involving values of u on the parabolic boundary of
Qr, only depending on ||u||C0(Q2r)

and ||f(x, u)||Cα
α/2

(Q2r)
. The following estimates follow

easily for example from [16] theorem 4.9:

||u||C2,α
1,α/2

(Qr)
≤ K

(
||u||C0(Q2r)

+ ||f(x, u)||Cα
α/2

(Q2r)

)
≤ K

(
1 + ||f(x, u)||Cα

α/2
(Q2r)

)
. (5.43)

The constant K only depends on n, α, ||aij||Cα(Tn), the ellipticity constants of matrix
field (aij)

n
i,j=1 and the parabolic distance of Qr(z0) and Q2r(z0) (which does not depend

on z0). In particular, the estimate does not depend on z0.

Step 2: An estimate for ||f(x, u)||Cα
α/2

(Q2r)
. It remains to estimate ||f(x, u)||Cα

α/2
(Q2r)

.

This involves estimating the Hölder seminorm of u on Q2r, for which we introduced
the notation [u]Cα

α/2
(Q2r)

. With the help of a theorem from Krylov and Safonov, we
can estimate [u]Cα

α/2
(Q2r)

for a specific Hölder-exponent α = σ, which depends on the
dimension n and the ellipticity constant µ of (aij)

n
i,j=1. The Krylov-Safonov estimates

(see [15] theorem 4.3) state for (t1, x1), (t2, x2) ∈ Q2r

|u(t1, x1)− u(t2, x2)| ≤ N
(
||u||C0(Q3r)

+ ||f(x, u)||Ln+1(Q3r)

)
d ((t1, x1), (t2, x2))σ

≤ N
(

1 + (3r)
1

n+1 ||f ||C0(Tn×[0,1])

)
d ((t1, x1), (t2, x2))σ

Consequently, we have [u]Cσ
σ/2

(Q2r)
≤ N

(
1 + (3r)

1
n+1 ||f ||C0(Tn×[0,1])

)
=: C. Here, the

constant N depends on the parabolic distance between ∂Q3r and Q2r (which does not
depend on the center z0), the ellipticity constants of (aij)

n
i,j=1 and the dimension n.

Consequently, C does not depend on z0.
Using [u]Cσ

σ/2
(Q2r)

≤ C, it is easy to see that ||f(x, u)||Cσ
σ/2

(Q2r)
is bounded indepen-

dently of z0. We want to mention that, alternatively, the estimates for [u]Cα
α/2

(Q2r)
can

be obtained with interior Lp-estimates (see theorem 7.22 in [16]). We have already used
these estimates in the proofs of the lemmas 5.5 and 5.6. In this case, the estimates for
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[u]Cα
α/2

(Q2r)
can be obtained for any α ∈ (0, 1) by choosing appropriate p.

Step 3: Combining the estimates. Combining the estimates for ||f(x, u)||Cσ
σ/2

(Q2r)
with

the estimates (5.43), we obtain that ||u||C2,σ
1,σ/2

(Q2r(z0)) is bounded independently of z0.
Therefore, we see from (5.42) that ||ut||C0(Qr(z0)) + ||Du||C0(Qr(z0)) + ||D2u||C0(Qr(z0)) is
bounded independently of z0. Consequently all these derivatives are bounded globally
and u is globally Lipschitz-continuous. �

In the following lemma we show the existence of the limit functions u+ and u−. The
estimates of the previous proposition will be used to derive equations for u+ and u−.
With the help of these equations, it is proved that u+ and u− are constant.

Lemma 5.8 (Boundary values at infinity are constant) In the situation of lemma
5.5, the limits

u+(x) = lim
t→+∞

u(t, x) and

u−(x) = lim
t→−∞

u(t, x)

exist locally uniformly in x ∈ Rn. The functions u+ and u− are constant. Furthermore,
there are only two possibilities for u+. We either have u+ ≡ 1 or u+ ≡ θ(f). For u−,
we have the inequality 0 ≤ u− ≤ θ(f).

Proof Step 1: Existence and periodicity of the limits. u(t, x) is monotone in t and
bounded, so clearly the pointwise limits exist. From (5.27), it follows immediately that
u+(x) = u+(x+ ei) and u−(x) = u−(x+ ei) for the unit vectors ei, i = 1, ..., n. In other
words, u+ and u− are 1-periodic functions.
Step 2: Deriving a differential equation for u+ and u−. We will now derive an equation

for u+ and u− using the Lipschitz estimates from proposition 5.7. To this end, let Ω and
Ω′ be bounded domains in Rn with [0, 1]n ⊂ Ω b Ω′. Furthermore, let D and D′ be the
cylindrical domains D = (0, T )× Ω and D′ = (−1, T )× Ω′. Consider the operator

L = ∂t −
n∑

i,j=1

aij(x)∂xixj

and the sequence of functions um(t, x) := u(t+m,x), as well as fm(t, x) := f(x, um(t, x)).
Then Lum = fm in D′. By proposition 5.7 we have ||fm||Cα

α/2
(D′) ≤ C independently

of m. Interior Schauder estimates yield (as mentioned above, in this form they follow
easily from thereom 4.9 in [16])

||um||C2,α
1,α/2

(D) ≤ K
(
||um||C0(D′) + ||fm||Cα

α/2
(D′)

)
≤ K(1 + C) = C̃. (5.44)

On the one hand, um(t, x)→ u+(x) uniformly on D for m→ +∞, on the other hand
the estimate (5.44) implies by the Arzelà-Ascoli theorem the existence of a subsequence,
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such that ∂tum, Dum and D2um converge uniformly on D. Due to (5.44), the limit
function is even a C2,α

1,α/2(D)-function, even though the convergence does not take place
in C2,α

1,α/2(D). Therefore, we have u+ ∈ C2,α
1,α/2(D) (if considered as a function of t and

x) and Lum → Lu+ uniformly on D for m → ∞. Moreover, fm(t, x) → f(x, u+(x))
uniformly on D for m → ∞. Consequently, we can pass to the limit in the equation.
We obtain that u+ is a classical solution of Lu+ = f(x, u+) on Ω. The t-derivative of
u+ vanishes, because u+ does not depend on t. Since Ω was arbitrary, it follows that u+

is a classical solution of
n∑

i,j=1

aij(x)u+
xixj

= −f(x, u+) ≤ 0 on Rn.

By the same reasoning, u− is a classical solution of
n∑

i,j=1

aij(x)u−xixj = −f(x, u−) ≤ 0 on Rn.

Step 3: Conclusion. Since u+ is 1-periodic, it must assume its minimum. Hence,
the minimum principle implies that u+ is constant. That in turn means Lu+ = 0 and
therefore f(x, u+) = 0 for all x ∈ T n. Due to the same reasoning, u− must be constant
(and satisfy f(x, u−) = 0 for all x ∈ T n).
By (5.28), there is x0 ∈ [0, 1]n, such that u(d, x0) ≥ θ(f). Since u(t, x) is nondecreasing

in t, there holds u(t, x0) ≥ θ(f) for t ≥ d. Since u(t, x) → u+(x) for t → ∞ and u+ is
constant, we obtain u+ ≥ θ(f). Moreover, by (5.28), there holds u(−d, x) ≤ θ(f) for all
x ∈ [0, 1]n. Therefore, we can deduce u− ≤ θ(f) in the same fashion.
If now u+ ∈ (θ(f), 1), there exists x ∈ T n with f(x, u+) > 0 by the covering property

of f . This is a contradiction to f(x, u+) = 0 for all x ∈ T n. Therefore, only the
possibilities u+ = θ(f) or u+ = 1 remain.

Lastly, we have to prove that the convergence for t → ±∞ takes place locally uni-
formly. This can be deduced by Dini’s theorem, since u(t, x) is monotone in t and we
already know that the limit functions u+ and u− are continuous. �

Remark 5.9 The possibilities for u− and u+ are slightly asymmetrical at this point.
Due to lemma 5.8, both u− and u+ are constant. However, for u+ there remain only two
possibilities u+ = θ(f) and u+ = 1, while there remains a continuum of possibilities for
u−, namely u− ∈ [0, θ(f)]. The reason is that the covering property only concerns f(·, z)
for z ∈ (θ(f), 1). Therefore, the information f(x, u−) = 0 for all x ∈ T n does not help
to say anything about u− here. Thus, for u− any value in [0, θ(f)] is still a possibility at
this point.

The possibilities for the combination of possible values of u+ and u− will be reduced
further in the following lemma, which is the analogue of lemma 3.2 of [21].

Lemma 5.10 In the situation of lemma 5.5, consider the constants u+ and u− from
lemma 5.8. If u+ satisfies u+ = θ(f), then u ≡ θ(f) on Rn+1 and consequently u− =
θ(f).
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Proof In this proof, we will use the maximum principle in a slightly different way than
Xin does in the proof of lemma 3.2 in [21]. We do so, to avoid the use of lemma 6.1,
which corresponds to proposition 4.1 in [21]. We will use the fact that u is nondecreasing
to turn the usual one-side parabolic maximum principle into a two-sided one.

Let us begin with the proof. We know u(t, x) → u+ as t → ∞ for all x ∈ Rn.
Therefore, if u+ = θ(f), the monotonicity of u in t (lemma 5.5) implies u(t, x) ≤ θ(f)
for all (t, x) ∈ Rn+1. This has two consequences. Firstly, u achieves its maximum θ(f)
due to (5.28). Secondly, due to the combustion property of f , we have f(x, u(t, x)) = 0
for all (t, x) ∈ Rn+1. Therefore, u is a classical solution of

−ut +
n∑

i,j=1

aij(x)uxixj = 0.

Therefore, the strong parabolic maximum principle is available. Denote by (t0, x0) the
point, where u achieves its maximum u(t0, x0) = θ(f). Due to the monotonicity of u in
t and u ≤ θ(f), the maximum is also achieved in any point (t̃, x0) with t̃ ≥ t0. By the
maximum principle, u has to be equal to θ(f) in {(t, x) ∈ Rn+1 : t ≤ t̃} for any t̃ ≥ t0.
Hence, we obtain u ≡ θ(f) on Rn+1. �

We want to remark that instead of using the combustion property of f in the previous
proof to infer f(x, u(t, x)) = 0 for all (t, x) ∈ Rn+1, it would have sufficed to use property
(iii) from definition 2.6 and obtain f(x, u(t, x)) ≤ 0 for all (t, x) ∈ Rn+1.
Remark 5.11 Assume that in the situation of lemmas 5.5, 5.8, we can show u− = 0.
Then it follows from lemma 5.10 together with lemma 5.8 that u+ = 1. In order to show
u− = 0, we need a special exponential solution of the equation that we can compare with
the solution of the (ε, b)-problem as we pass to the limit.

5.2.3. The periodic principle eigenvalue and an exponential
solution

It is known that for elliptic operators L in nondivergence form with smooth and peri-
odic coefficients, there exists a unique real number λp = λp(L) and a periodic positive
eigenfunction φ such that Lφ = λpφ. This is mentioned, for example, in [7]. In [21],
Xin also makes use of it. However, we were unable to find a proof in literature for the
existence and uniqueness of λp(L) and a source for its further properties. In particular,
we need to know how λp(L) depends on the coefficients of L. Therefore we want to give
a proof for the results that we need. First, however, we have to solve the linear problem
in the periodic setting. After that we show the existence of λp and its properties. We
then apply this result to obtain a special exponential solution, which we can use as a
comparision function to show u− = 0.
Lemma 5.12 (Solvability of the linear periodic problem) Consider the elliptic
operator L given by

Lu :=
n∑

i,j=1

aij(x)uxixj +
n∑
i=1

bi(x)uxi + c(x)u.

102



5. Analysis of limits ε→ 0, b→∞

We assume that L has C0,α(T n) coefficients and that c(x) ≤ c0 < 0 for all x ∈ T n. For
some µ > 0, the matrix field is assumed to satisfy

µ ||ξ||2 ≤
n∑

i,j=1

aij(x)ξiξj ≤ µ−1 ||ξ||2 for all ξ ∈ Rn and x ∈ T n.

Then for every f ∈ C0,α(T n), there is a unique solution u ∈ C2(T n) of Lu = f . More-
over, u has the regularity u ∈ C2,α(T n) and satisfies the estimate

||u||C0(Tn) ≤
||f ||C0(Tn)

|c0|
. (5.45)

Proof Step 1: Choosing an approximating sequence for the solution. We choose a
sequence of C2,α-domains Ωm ⊂ Rn, m ∈ N, such that

Ωm b Ωm+1 and
∞⋃
m=1

Ωm = Rn.

Clearly, under the given assumptions, there is a unique solution um ∈ C2,α(Ωm) of the
problem

Lum = f in Ωm, um = 0 on ∂Ωm.

Step 2: A maximum estimate for um. There holds

L

(
um −

||f ||C0(Tn)

|c0|

)
= f(x)−

||f ||C0(Tn)

|c0|
c(x) ≥ 0.

It follows from the weak maximum principle that

sup
Ωm

(
um −

||f ||C0(Tn)

|c0|

)
≤ sup

∂Ωm

(
um −

||f ||C0(Tn)

|c0|

)
+

= 0. (5.46)

for every m ∈ N. Similarly,

L

(
um +

||f ||C0(Tn)

|c0|

)
= f(x) +

||f ||C0(Tn)

|c0|
c(x) ≤ 0

and by the weak minimum principle

inf
Ωm

(
um +

||f ||C0(Tn)

|c0|

)
≥ inf

∂Ωm

(
um +

||f ||C0(Tn)

|c0|

)
−

= 0. (5.47)

Together, (5.46) and (5.47) imply

||um||C0(Ωm) ≤
||f ||C0(Tn)

|c0|
for every m ∈ N. (5.48)
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Step 3: Local C2,α-estimates for um. Let Ω and Ω′ be bounded domains in Rn with
Ω b Ω′. There exists m0 = m0(Ω′) ∈ N, such that Ω′ b Ωm holds for m ≥ m0. For
m ≥ m0, interior Schauder estimates yield together with (5.48):

||um||C2,α(Ω) ≤ C
(
||um||C0(Ω′) + ||f ||C0,α(Ω′)

)
≤ C

(
||f ||C0(Tn)

|c0|
+ ||f ||C0,α(Ω′)

)
. (5.49)

The constant C depends on n, α, the coefficients of L, on Ω and Ω′, but not on m.
Therefore, the right hand side of (5.49) does not depend on m. Hence, we obtained
C2,α
loc -estimates for um.

Step 4: Passing to the limit. By the Arzelà-Ascoli theorem and a diagonal argument,
we can therefore choose a subsequence, such that um → u in C2

loc(Rn). From the estimate
(5.49), we even obtain u ∈ C2,α

loc (Rn), even though the convergence only takes place in
C2
loc(Rn). By the C2

loc(Rn) convergence of um, we can pass to the limit in the equation
and obtain Lu = f on Rn. Moreover, by (5.48) we deduce

||u||L∞(Rn) ≤
||f ||C0(Tn)

|c0|
. (5.50)

In particular, u is bounded.
Step 5: Periodicity and Uniqueness of the solution. With the help of theorem A.1, we

can conclude that u is periodic: The assumptions of the theorem are satisfied because
for the constant function v = 1 we have −Lv = −c(x) ≥ −c0 > 0 and v is clearly
nonnegative. Let ei be the i − th unit vector and define ũ(x) := u(x + ei). By the
periodicity of the coefficients of L and the periodicity of f , we obtain Lũ = f . Therefore,
there holds L(u− ũ) = 0 and u− ũ is bounded. Theorem A.1 (ii) implies (note ∂Rn = ∅,
therefore no boundary values have to be checked) that u− ũ = 0. Since i = 1, ..., n was
arbitrary, we conclude the periodicity of u. Due to the same reasoning, we also obtain
the uniqueness of the solution. From u ∈ C2,α

loc (Rn) and the periodicity, we deduce
u ∈ C2,α(T n). The claimed estimate for ||u||C0(Tn) follows from (5.50). �

The solution of the linear problem will now be used to obtain the existence of the
periodic principle eigenvalue. The proof uses the Krein-Rutman theorem.

Lemma 5.13 (The periodic principle eigenvalue) Consider the elliptic operators
L and L0, which are given by

Lu := L0u+ c(x)u :=
n∑

i,j=1

aij(x)uxixj +
n∑
i=1

bi(x)uxi + c(x)u.

We assume, that they have C0,α(T n) coefficients and for some µ > 0, the matrix fields
satisfies

µ ||ξ||2 ≤
n∑

i,j=1

aij(x)ξiξj ≤ µ−1 ||ξ||2 for all ξ ∈ Rn and x ∈ T n.
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(a) There is a unique λp = λp(L) ∈ R, such that there exists a 1-periodic function
φ ∈ C2(T n) with φ > 0 and Lφ = λpφ. Moreover, φ ∈ C2,α(T n) and φ is unique
up to multiplication with a positive constant. λp is called the periodic principal
eigenvalue and φ the periodic principal eigenfunction of L.

(b) Assume c1, c2 ∈ C0,α(T n) with c1(x) ≤ c2(x) for all x ∈ Rn and define the operators
Lju := L0u + cj(x)u for j = 1, 2. Then there holds λp(L1) ≤ λp(L2). Moreover,
for the operator L, there holds

inf
x∈Tn

c(x) ≤ λp(L) ≤ sup
x∈Tn

c(x). (5.51)

(c) For m ∈ N, consider the elliptic operators L(m), which are given by

L(m)u =
n∑

i,j=1

a
(m)
ij (x)uxixj +

n∑
i=1

b
(m)
i (x)uxi + c(m)(x)u.

We assume that each L(m) satisfies the same assumptions as L. Furthermore, for
1 ≤ i, j ≤ n, we assume the following convergences of the coefficients:∣∣∣∣∣∣a(m)

ij − aij
∣∣∣∣∣∣
C0,α(Tn)

→ 0 for m→∞,∣∣∣∣∣∣b(m)
i − bi

∣∣∣∣∣∣
C0,α(Tn)

→ 0 for m→∞ and∣∣∣∣c(m) − c
∣∣∣∣
C0,α(Tn)

→ 0 for m→∞.

Then λp
(
L(m)

)
→ λp(L) for m→∞.

Proof (a) Step 1: Existence. We show the assertion with the Krein-Rutman theorem
as it is given in [8] theorem 1.2. For ξ ∈ R, we define the operator Lξu := Lu − ξu.
We choose ξ sufficiently large, such that c(x) − ξ ≤ c0 < 0. Then by lemma 5.12, for
every f ∈ C0,α(T n) and in particular for every f ∈ C1(T n), there is a unique solution
u ∈ C2,α(T n) of the problem −Lξu = f . Therefore with X := C1(T n), the operator
T : X → X, f 7→ (−Lξ)−1(f) is well defined.
We show that the operator T is compact: Set u := Tf , which is equivalent to −Lξu =

f . By (5.45) we have

||u||C0(Tn) ≤
||f ||C0(Tn)

|c0|
.

We choose a bounded domain Ω with [0, 1]n ⊂ Ω. Then interior Schauder estimates yield

||u||C2,α(Tn) = ||u||C2,α([0,1]n) ≤ C
(
||u||C0(Ω) + ||f ||C0,α(Ω)

)
≤ C

(
||f ||C0(Tn)

|c0|
+ ||f ||C0,α(Ω)

)
≤ C̃ ||f ||C1(Tn) .
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Hence, we have ||Tf ||C2,α(Tn) ≤ C̃ ||f ||C1(Tn). Consequently, T is a compact linear oper-
ator from X to X.
Let K = {u ∈ C1(T n) : u ≥ 0} be the cone of nonnegative functions. Clearly, this

cone has a nonempty interior. In other words, it is a solid cone. The interior is given by
K◦ = {u ∈ C1(T n) : u > 0}.
We have to show that T is a strongly positive operator. (Every cone induces a partial

ordering on a Banach space. See [8] chapter 1.) By definition, this means that we have to
show T (K \{0}) ⊂ K◦. To this end, let f ∈ K \{0}, that is f ≥ 0, but f 6≡ 0. As above,
set u := Tf , which is equivalent to −Lξu = f . The function u does achieve its minimum
due to periodicity. There are two possibilities. Either u is strictly positive or u assumes
a nonpositive minimum. Assume the latter is the case. Then, by the minimum principle,
u has to be constant and u ≤ 0 holds. This implies f = −Lξu = −(c(x) − ξ)u ≤ 0, in
contradiction to f ≥ 0, f 6≡ 0. There remains the only possibility u > 0, that is u ∈ K◦.
Hence, T is a strongly positive operator.
Altogether we know that T : X → X is a compact linear operator and strongly

positive. We can therefore apply the Krein-Rutman theorem (theorem 1.2 in [8]). We
obtain that the spectral radius r(T ) is positive and r(T ) is a simple eigenvalue of T with
an eigenvector φ ∈ K◦. Moreover, there is no other eigenvalue with an eigenvector in
K◦.

Hence, we have (−Lξ)−1(φ) = Tφ = r(T )φ. This implies φ ∈ C2,α(T n) and due to
r(T ) > 0 also 1

r(T )
φ = −Lξφ. We can write this as Lφ = (ξ− 1

r(T )
)φ. Hence, λ := (ξ− 1

r(T )
)

is an eigenvalue of L with positive eigenfunction φ ∈ C2,α(T n).

Step 2: Uniqueness. Suppose there is a function φ̃ ∈ C2(T n) with φ̃ > 0 and a
real number λ̃, such that Lφ̃ = λ̃φ̃. With Lξ as in step 1, we can rewrite this as
−Lξφ̃ = (ξ − λ̃)φ̃. This implies ξ 6= λ̃, because otherwise −Lξφ̃ = 0 and thus φ̃ = 0.
However, we assumed φ̃ > 0. Therefore 1

(ξ−λ̃)
φ̃ = T φ̃ with the operator T from step 1.

Since φ̃ ∈ K◦, the Krein Rutman theorem implies 1
(ξ−λ̃)

= r(T ). Hence, λ = λ̃ with the
λ from the end of step 1. This finishes the proof of (a).
(b) Denote by φ1 and φ2 the periodic principle eigenfunctions of L1 and L2. Since

they can be chosen up to multiplication with positive constants, it is possible to choose
them in such a way that

max
x∈Tn

φ1 − φ2 = φ1(x0)− φ2(x0) = 0. (5.52)

We have

L1φ1 − L2φ2 = L0(φ1 − φ2) + c1(x)φ1 − c2(x)φ2 = λp(L1)φ1 − λp(L2)φ2. (5.53)

Due to (5.52), we have L0(φ1 − φ2)(x0) ≤ 0 and φ1(x0) = φ2(x0). Using this in (5.53),
we obtain

(c1(x0)− c2(x0))φ1(x0) ≥ (λp(L1)− λp(L2))φ1(x0).

Since c1 ≤ c2 and φ1 > 0, we deduce 0 ≥ (c1(x0) − c2(x0))φ1(x0) and consequently
λp(L1) ≤ λp(L2).
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5. Analysis of limits ε→ 0, b→∞

In order to prove (5.51), we observe that for a constant c̄, the operator given by
L̄φ := L0φ + c̄φ satisfies λp(L̄) = c̄ with a positive constant as eigenfunction. There-
fore, (5.51) follows from the just proved monotonicity of λp in the zeroth order coefficient.

(c) Step 1: Estimates for the periodic principal eigenvalue and eigenfunction. Let φ(m)

denote the periodic principal eigenfunction of L(m). This means

L(m)φ(m) =
n∑

i,j=1

a
(m)
ij (x)φ(m)

xixj
+

n∑
i=1

b
(m)
i (x)φ(m)

xi
+ c(m)(x)φ(m) = λp

(
L(m)

)
φ(m).

Equivalently, by defining a new operator M (m), this can be written as

M (m)φ(m) :=
n∑

i,j=1

a
(m)
ij (x)φ(m)

xixj
+

n∑
i=1

b
(m)
i (x)φ(m)

xi
+
(
c(m)(x)− λp

(
L(m)

))
φ(m) = 0.

Since φ(m) is only unique up to multiplication with a positive constant, we can choose
φ(m) such that

∣∣∣∣φ(m)
∣∣∣∣
C0(Tn)

= 1. Due to the inequality from (b), we have
∣∣λp (L(m)

)∣∣ ≤∣∣∣∣c(m)
∣∣∣∣
C0(Tn)

. From this inequality and the assumed convergences for the coefficients,
we deduce that there exists m0 ∈ N, such that for m ≥ m0 the following estimates for
the coefficients hold:∣∣∣∣c(m) − λp

(
L(m)

)∣∣∣∣
C0,α(Tn)

≤ 2
∣∣∣∣c(m)

∣∣∣∣
C0,α(Tn)

≤ 2 ||c||C0,α(Tn) + 1, (5.54)∣∣∣∣∣∣b(m)
i

∣∣∣∣∣∣
C0,α(Tn)

≤ ||bi||C0,α(Tn) + 1,
∣∣∣∣∣∣a(m)

ij

∣∣∣∣∣∣
C0,α(Tn)

≤ ||aij||C0,α(Tn) + 1, (5.55)

as well as

µ

2
||ξ||2 ≤

n∑
i,j=1

a
(m)
ij (x)ξiξj ≤

(µ
2

)−1

||ξ||2 for all ξ ∈ Rn and x ∈ T n. (5.56)

ByM (m)φ(m) = 0, (5.54), (5.55) and (5.55), one can see from interior Schauder estimates
and the periodicity of φ(m) that∣∣∣∣φ(m)

∣∣∣∣
C2,α(Tn)

≤ C
∣∣∣∣φ(m)

∣∣∣∣
C0(Tn)

= C. (5.57)

The constant C depends on the bounds obtained in (5.54), (5.55) and (5.55), on α and
on n, but not on m.

Step 2: Passing to the limit. As we have seen above, λp
(
L(m)

)
is a bounded sequence

due to
∣∣λp (L(m)

)∣∣ ≤ ∣∣∣∣c(m)
∣∣∣∣
C0(Tn)

and (5.54). Moreover, due to (5.57),
∣∣∣∣φ(m)

∣∣∣∣
C2,α(Tn)

≤
C. Therefore, for any subsequence, we can choose another subsequence, such that the
following holds: There is a function φ̃ ∈ C2(T n) with φ̃ ≥ 0 and

∣∣∣∣∣∣φ̃∣∣∣∣∣∣
C0(Tn)

= 1, as

well as real number λ̃, such that φ(m) → φ̃ in C2(T n) and λp
(
L(m)

)
→ λ̃ for m → ∞.

Passing to the limit, we see Lφ̃ = λ̃φ̃.
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5. Analysis of limits ε→ 0, b→∞

We want to use the uniqueness of the principle eigenvalue to conclude λ = λ̃. In order
to do so, we still have to show the strict inequality φ̃ > 0. Only then it will be clear,
that φ̃ is a periodic principle eigenfunction of L. The weaker inequality φ̃ ≥ 0 is already
known. Assume that there exists x0 with φ̃(x0) = 0. We write Lφ̃ = λ̃φ̃ as

n∑
i,j=1

aij(x)φ̃xixj +
n∑
i=1

bi(x)φ̃xi + (c(x)− λ̃)φ̃ = 0.

Hence, the strong minimum principle implies φ̃ ≡ 0 irrespectively of the sign of c(x)− λ̃.
But this is a contradiction to

∣∣∣∣∣∣φ̃∣∣∣∣∣∣
C0(Tn)

= 1. Consequently, the strict inequality φ̃ > 0

holds. Therefore, we know that φ̃ is a periodic principle eigenfunction of L. By the
uniqueness of the periodic principle eigenvalue, this implies λ̃ = λp(L). We have shown
that any subsequence has another subsequence with λp

(
L(m)

)
→ λp(L). But this means

the convergence of the original sequence as claimed. �

Lemma 5.14 (Exponential solution) Let cε,b be the wavespeed from definition 5.1.
We recall the estimates c1 ≤ cε,b ≤ c2 < 0 for 0 < ε ≤ ε0 and b ≥ b0. Consider the
equation

Lε,bU := εUss +
n∑

i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U + cε,bUs = 0. (5.58)

Then there are a real number ωε,b > 0 and a function Ψε,b ∈ C2(T n) with Ψε,b(y) > 0,
such that (5.58) has the solution

Φε,b(s, y) = eωε,bsΨε,b(y).

For ωε,b and Ψε,b, the following estimates hold:

inf
0<ε≤ε0,b≥b0

ωε,b ≥ ω0 > 0, inf
0<ε≤ε0,b≥b0,y∈Tn

Ψε,b(y) = 1, sup
0<ε≤ε0,b≥b0,y∈Tn

Ψε,b(y) ≤ C <∞.

(5.59)

Proof The proof is a variation of the proof of lemma 3.3 in [21], see remark 2.21.
Step 1: Reformulating the problem with the periodic principle eigenvalue. Consider

the ansatz
Φε,b(s, y) = eωε,bsΨε,b(y).

Writing more shortly ω for ωε,b and Ψ for Ψε,b, the ansatz yields the equation

0 = Lε,bΦε,b

= (ε+ r(y))ω2eωsΨ + eωs
n∑

i,j=1

aij(y)Ψyiyj + 2ωeωs
n∑

i,j=1

aij(y)kiΨyj + ωcε,beωsΨ.
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5. Analysis of limits ε→ 0, b→∞

This is equivalent to

−ω2Ψ =
n∑

i,j=1

1

ε+ r(y)
aij(y)Ψyiyj + 2ω

n∑
i,j=1

1

ε+ r(y)
aij(y)kiΨyj + ω

1

ε+ r(y)
cε,bΨ.

We define the coefficients

aε,b,ωij (y) :=
1

ε+ r(y)
aij(y), bε,b,ωj (y) := 2ω

n∑
i=1

1

ε+ r(y)
aij(y)ki

and
cε,b,ω(y) := ω

1

ε+ r(y)
cε,b.

With these coefficients we define the elliptic operator Mω = M ε,b
ω by

M ε,b
ω Ψ :=

n∑
i,j=1

aε,b,ωij (y)Ψyiyj +
n∑
j=1

bε,b,ωj (y)Ψyj + cε,b,ω(y)Ψ.

Then the equation can be written more shortly as MωΨ = −ω2Ψ.

Step 2: The existence of ωε,b and its estimate. By step 1, we have to find ω = ωε,b
such that the periodic principal eigenvalue of Mω equals −ω2. Due to lemma 5.13 (c),
λp(Mω) depends continuously on ω. Hence, we can use the intermediate value theorem
to find ω. From the inequality (5.51) and the negativity of cε,b, we obtain

cε,bω

ε+ rmin

≤ λp(Mω) ≤ cε,bω

ε+ rmax

< 0. (5.60)

This implies −ω2 > λp(Mω) if 0 < ω < − cε,b

ε+rmax
and −ω2 < λp(Mω) if ω > − cε,b

ε+rmin
. By

the intermediate value theorem, there is ω = ωε,b with λp(M ε,b
ωε,b

) = −ω2
ε,b. From (5.60),

we obtain furthermore

− c2

ε0 + rmax

≤ − cε,b

ε+ rmax

≤ ωε,b ≤ −
cε,b

ε+ rmin

≤ − c1

rmin

. (5.61)

Therefore, the existence of the exponential solution is proved, as well as the estimate

inf
0<ε≤ε0,b≥b0

ωε,b ≥ −
c2

ε0 + rmax

=: ω0 > 0.

Step 3: The estimates for Ψε,b. The corresponding eigenfunction Ψε,b to λp(M ε,b
ωε,b

) is
only unique up to multiplication with a positive constant. Hence, the function Ψε,b can
be chosen such that

inf
y∈Tn

Ψε,b(y) = 1 for every 0 < ε ≤ ε0, b ≥ b0.

109



5. Analysis of limits ε→ 0, b→∞

Then, the second property of (5.59) is satisfied by this normalization.
The last of the properties will follow from the Harnack inequality. Let us check the

assumptions for the inequality. We have M ε,b
ωε,b

Ψε,b = −ω2
ε,bΨ

ε,b. By putting M̃ ε,b
ωε,b

:=

M ε,b
ωε,b

+ ω2
ε,b we can write this as M̃ ε,b

ωε,b
Ψε,b = 0. With the help of (5.61), it is clear that

the coefficients of M̃ ε,b
ωε,b

have L∞-bounds that do not depend on ε or b. The matrix field
(a
ε,b,ωε,b
ij )ni,j=1 actually does not depend on ωε,b and not on b either. The only dependence

is on ε. One can see that the family of matrix fields {(aε,b,ωε,bij )ni,j=1 : 0 < ε ≤ ε0, b ≥ b0}
admits an ellipticity constant that only depends on ε0. We choose a ball BR(0) with
[0, 1]n ⊂ BR(0). Then we apply the Harnack inequality (see for example Corollary 9.25
in [12]), which by M̃ ε,b

ωε,b
Ψε,b = 0 and Ψε,b > 0 gives us

sup
y∈Tn

Ψε,b(y) = sup
y∈BR(0)

Ψε,b(y) ≤ C inf
y∈BR(0)

Ψε,b(y) = C.

The constant C depends on n and the bounds for the coefficients and the ellipticity
constant. Therefore, C is independent of ε and b. The third property in (5.59) is
proved. �

5.2.4. Behavior of u at infinity

We are now ready to show that our limit function u from lemma 5.5 shows the correct
behavior at s = ±∞.

Lemma 5.15 Consider the situation of lemma 5.5. Then the constants u+ and u− from
lemma 5.8 satisfy u− = 0 and u+ = 1.

Proof The proof of the lemma is essentially as in the proof of theorem 0.1 in [21]. It
only remains to show that u− = 0. Then u+ = 1 follows automatically as explained in
remark 5.11.
We recall that u(t, x) is the limit function of a sequence uεn,bn from lemma 5.5, where

uε,b was defined in definition 5.1 via the coordinate transformation (s, y) = (k ·x−cε,bt, x)
of the function U ε,b(s, y). In order to show u− = 0, we compare U ε,b with the exponential
solution Φε,b(s, y) = eωε,bsΨε,b(y) from lemma 5.14. Due to the estimate (5.59) we have
Ψε,b ≥ θ(f). Moreover, θ(f) ≥ U ε,b(s, y) for s ≤ 0 holds by normalization of U ε,b and
the monotonicity of U ε,b in s. Consequently, we have f(y, U ε,b(s, y)) = 0 for (s, y) ∈
[−b, 0]× T n due to the combustion property of f . Hence, U ε,b satisfies

εU ε,b
ss +

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)U
ε,b + cε,bU ε,b

s = 0 in [−b, 0]× T n.

Therefore, W ε,b := U ε,b − Φε,b satisfies

εW ε,b
ss +

n∑
i,j=1

aij(y)(ki∂s + ∂yi)(kj∂s + ∂yj)W
ε,b + cε,bW ε,b

s = 0 in [−b, 0]× T n.
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5. Analysis of limits ε→ 0, b→∞

At the boundary, we have

Φε,b(0, y) ≥ θ(f) ≥ U ε,b(0, y) for all y ∈ T n

and
Φε,b(−b, y) > 0 = U ε,b(−b, y) for all y ∈ T n.

We thus have W ε,b ≤ 0 on ∂((−b, 0)× T n). Due to the 1-periodicity in y we can apply
the strong maximum principle to W ε,b. We obtain W ε,b ≤ 0 on [−b, 0] × T n. Applying
the estimates (5.59), we obtain

U ε,b(s, y) ≤ Φε,b(s, y) = eωε,bsΨε,b(y) ≤ Ceω0s for all (s, y) ∈ [−b, 0]× T n.

In (t, x) coordinates, this means

uε,b(t, x) ≤ C exp(ω0(k · x− cε,bt))

on
{

(t, x) :
−b− k · x
−cε,b

≤ t ≤ 0− k · x
−cε,b

}
.

If we now take ε = εn and b = bn from lemma 5.5 and let n→∞, we obtain

u(t, x) ≤ C exp(ω0(k · x− ct))

on
{

(t, x) : t <
0− k · x
−c

}
.

This implies u(t, x) → 0 for t → −∞ locally uniformly (we recall c < 0) in x and
therefore u− = 0. This implies that both boundary values u− and u+ are as claimed. �

We want to remark that, as in the proof of lemma 5.10, instead of using the combustion
property of f to infer f(x, u(t, x)) = 0 for all (t, x) ∈ Rn+1, it would have sufficed to use
property (iii) from definition 2.6 and obtain f(x, u(t, x)) ≤ 0 for all (t, x) ∈ Rn+1.

5.2.5. The strict inequalities 0 < u < 1 and ut > 0

Lemma 5.16 In the situation of lemma 5.5, the function u satisfies the strict inequality
0 < u < 1.

Proof Step 1: The inequality u < 1. Suppose there is (t0, x0) such that u(t0, x0) = 1.
From f(x, 1) = 0, we obtain:

0 = −ut +
n∑

i,j=1

aij(x)uxixj + f(x, u)

= −(u− 1)t +
n∑

i,j=1

aij(x)(u− 1)xixj + f(x, u)− f(x, 1).
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5. Analysis of limits ε→ 0, b→∞

We define

d(t, x) :=


f(x, u)− f(x, 1)

u− 1
if u 6= 1

fz(x, 1) if u = 1.

The function d is continuous and bounded. We obtain the equation

0 = −(u− 1)t +
n∑

i,j=1

aij(x)(u− 1)xixj + d(t, x)(u− 1).

Since (u− 1)(t0, x0) = 0, the function u− 1 obtains its maximum with the value 0. Due
to the parabolic maximum principle we obtain u ≡ 1 for t ≤ t0 irrespectively of the
sign of d(t, x). However, this contradicts u(t, x)→ 0 for t→ −∞. The strict inequality
u < 1 is proved.

Step 2: The inequality 0 < u. To show 0 < u, we have to work differently. The reason
is that we could use the usual left-sided parabolic maximum principle to show u < 1,
but we need a right-sided minimum principle (or a two-sided one) to show 0 < u. We
have

−ut +
n∑

i,j=1

aij(x)uxixj = −f(x, u) ≤ 0.

The inequality for f holds due to the combustion property. If u(t0, x0) = 0, the parabolic
minimum principle implies u ≡ 0 for t ≤ t0. However, as opposed to the situation in
the proof of lemma 5.10, this does not help. Moreover, the monotonicity does not help
to turn the one-sided parabolic minimum principle into a two-sided one. Instead, the
condition (5.27) helps us to do so. We refer forward to lemma 6.1 (i), which implies
u = 0 on Rn+1. This contradicts u(t, x)→ 1 for t→∞. Hence, 0 < u.
Again, we remark that it is possible to avoid to use the combustion property of f in

step 2 by using a linearization as in step 1. �

Lemma 5.17 In the situation of lemma 5.5, the following holds for the function u: The
time derivative ut satisfies the strict inequality ut > 0 .

Proof From lemma 5.5 we already know ut ≥ 0. We could use the additional regularity
from lemma 5.6, reformulate (5.37) into a weak form and use a strong maximum principle
for weak solutions. Instead we are going to give an argument with a Harnack inequality,
that does not involve the additional regularity. See remark 2.22.
Suppose there is (t0, x0) such that ut(t0, x0) = 0. For h > 0, we consider the difference

quotient of u in t:

vh(t, x) := Dh
t u(t, x) :=

uh(t, x)− u(t, x)

h
:=

u(t+ h, x)− u(t, x)

h
.

Due to the equation (5.26), the difference quotient vh classically satisfies the equation

−vht +
n∑

i,j=1

aij(x)vhxixj +
f(x, uh)− f(x, u)

h
= 0.
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5. Analysis of limits ε→ 0, b→∞

We define the coefficient dh by

dh(t, x) :=


f(x, uh(t, x))− f(x, u(t, x))

uh(t, x)− u(t, x)
if uh(t, x) 6= u(t, x)

fz(x, u(t, x)) if uh(t, x) = u(t, x).

Clearly, dh is continuous for every h > 0 and bounded by ||fz||C0(Tn×[0,1]) independently
of h. By the regularity of the matrix field (aij)

n
i,j=1, we see that vh is also a weak solution

of

−vht +
n∑

i,j=1

∂xj(aij(x)vhxi)−
n∑
i=1

(
n∑
j=1

∂xj(aij(x))vhxi) + dh(t, x)vh. (5.62)

Since vh is nonnegative on Rn+1 due to the monotonicity of u in t, we can apply the
Harnack inequality from theorem 6.27 in [16]. With slight change of the notation in [16]
we set

Q((t, x), R) := {(t̃, x̃) ∈ Rn+1 : d((t̃, x̃), (t, x)) < R, t̃ < t}

and Θ((t, x), R) := Q((t− 4R2, x), R). Then the Harnack inequality reads:

sup
Q((t0−R2,x0),R/2)

vh = sup
Θ((t0,x0),R/2)

vh ≤ C inf
Q((t0,x0),R)

vh. (5.63)

The constant C depends on R, an ellipticity constant for the matrix field (aij)
n
i,j=1, on

L∞-bounds for the coefficients in (5.62), but not on the specific coefficients. This is
important, since dh depends on h. As stated above, dh is bounded by ||fz||C0(Tn×[0,1])

independently of h. The other coefficients are independent of h altogether. Hence, C
does not depend on h.
For every fixed R, the right hand side of (5.63) converges to 0 as h→ 0. This is due to

the assumption that ut(t0, x0) = 0 and because of vh(t0, x0)→ ut(t0, x0). It follows that
vh → 0 in Q((t0 −R2, x0), R/2). Consequently, we have ut = 0 in Q((t0 −R2, x0), R/2).
Since R > 0 was arbitrary, we can deduce from this that ut(t, x0) = 0 for every t < t0.
From lemma 5.8 and lemma 5.15, we know u(t, x0)→ 0 for t→ −∞. Therefore, it follows
that u(t0, x0) = 0. But by lemma 5.16, there holds the strict inequality 0 < u < 1, which
is a contradiction. Hence, ut > 0 ∈ Rn+1 is proved. �

5.2.6. Conclusion of the existence proofs

Under the assumptions of either of the theorems 2.8, 2.9 or 2.10, the assumptions of
lemma 5.5 are met. The limit function u from this lemma is a classical solution of
(5.26), that is of (2.3). Moreover, u satisfies the periodicity condition from (2.4) and
0 ≤ u ≤ 1. The functions u has the desired behavior at infinity due to the lemmas 5.8
and 5.15. Therefore (2.4) is satisfied and consequently u is a traveling wave solution of
type I. Moreover, by the lemmas 5.16 and 5.17, the strict inequalities 0 < u < 1 and
ut > 0 hold. This finishes the proofs of theorems 2.8 and 2.9. To finish the proof of
theorem 2.10, it remains to apply lemma 5.6 (ii).
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6. Monotonicity and uniqueness of
traveling wave solutions

6.1. Minimum principles

In some situations, the usual left-sided parabolic minimum principle is not sufficient. By
the periodicity condition of traveling wave solutions, it is possible to deduce two-sided
minimum principles from the usual one-sided one. As opposed to proposition 4.1 in [21],
we state the following minimum principle in nondivergence form, which makes it possible
to lower the regularity assumptions for the monotonicity and uniqueness. Also, we think
that our proof of the minimum principles is simpler than the proof of proposition 4.1 in
[21].

Lemma 6.1 (Two-sided minimum principle) Consider the domain D, where either
D = R× Rn or for some q ∈ R either

D =

{
(t, x) ∈ R× Rn : t <

q − k · x
−c

}
or

D =

{
(t, x) ∈ R× Rn : t >

q − k · x
−c

}
.

On D, let the operator L be given by

Lu := −ut +
n∑

i,j=1

aij(x)uxixj + β(t, x)u on D.

For the coefficients of L, we assume: The matrix field (aij)
n
i,j=1 is uniformly elliptic,

continuous and 1-periodic. The coefficient β is continuous. Moreover, for a real number
c < 0 and a unit vector k, there holds β(t, x) = β

(
t+ k·ei

c
, x+ ei

)
for the standard unit

vectors ei, i = 1, ..., n. Let u be a classical solution of the differential inequality Lu ≤ 0
on D with u(t, x) = u

(
t+ k·ei

c
, x+ ei

)
for ei, i = 1, ..., n. We suppose that u achieves

its minimum at a point (t0, x0) ∈ D. Assume that one of the following three conditions
holds:

(i) β ≡ 0 in D,

(ii) β ≤ 0 in D and u(t0, x0) < 0,

(iii) u ≥ 0 in D and u(t0, x0) = 0.

Then u is constant on D.
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6. Monotonicity and uniqueness of traveling wave solutions

Proof Let m = u(t0, x0). If one of the conditions (i), (ii) or (iii) holds, we can
apply the usual strong parabolic minimum principle (see for example [11] chapter 2
section 2 theorems 4’ and 5). We obtain u ≡ m on D ∩ {t ≤ t0}. Since k is a unit
vector, there is a j such that kj 6= 0. In every case, the domain D has the property
that

(
t0 + l

k·ej
c
, x0 + lej

)
∈ D if and only if (t0, x0) ∈ D. Because for any l ∈ Z, u

also achieves its minimum m at
(
t0 + l

k·ej
c
, x0 + lej

)
, we can conclude that u ≡ m on

D ∩
{
t ≤ t0 + l

k·ej
c

}
for any l ∈ Z and therefore u ≡ m on D. �

6.2. Proof of the monotonicity theorem 2.11

We recall that in theorem 2.11, (aij)
n
i,j=1 only needs to be a C0(T n)-matrix field, which

is symmetric and uniformly elliptic.

Proof (of theorem 2.11) Step 1: The strict inequality 0 < u < 1. The first step is
to show 0 < u < 1 in R × Rn. However, this can be deduced from (2.3) exactly in the
way as in the proof of lemma 5.16.

Step 2: The inequality ut ≥ 0. Some things are easier described in (s, y)-coordinates
than in (t, x)-coordinates and vice versa. Therefore, we will use both coordinate systems
in the proof. We define the coordinate transformation (s, y) := (k ·x−ct, y). The inverse
transformation is given by

(t, x) = T (s, y) :=

(
s− k · y
−c

, y

)
.

With the help of the transformation T , we define the function U by

U(s, y) := u(T (s, y)) = u(t, x).

Let us remark that the function U is not necessarily a classical solution of (2.5), because
this might require additional regularity. We refer to lemma 5.6. However, the function
U does satisfy (2.6). The uniformity of the boundary conditions comes from the fact
that u assumes its boundary values locally uniformly in x and the transformed function
U is 1-periodic in y.

We define the shifts Uλ(s, y) := U(s+λ, y) in (s, y)-coordinates and the corresponding
shifts uλ(t, x) := u

(
t+ λ

−c , x
)
in (t, x)-coordinates. Then we have Uλ = uλ ◦ T . For

λ > 0, we consider a function Wλ in (s, y)-coordinates, which is given by

Wλ(s, y) := U(s+ λ, y)− U(s, y) = Uλ(s, y)− U(s, y).

Furthermore, we consider the corresponding function wλ in (t, x)-coordinates, which is
given by

wλ(t, x) := u

(
t+

λ

−c
, x

)
− u(t, x) = uλ(t, x)− u(t, x).
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6. Monotonicity and uniqueness of traveling wave solutions

Again, we have Wλ = wλ ◦ T .
Let θ be as in property (iii) of definition 2.6. There exists ε < θ, such that

fz(y, z) ≤ 0 for all (y, z) ∈ T n × [1− ε, 1], (6.1)

as assumed in the theorem. Due to the combustion property of f and 0 < ε < θ, there
also holds

f(y, z) = 0 for (y, z) ∈ T n × [0, ε]. (6.2)

Since U satisfies the uniform boundary conditions in (2.6), there exists someN = N(ε) >
0, such that

|U(s, y)− 1| < ε if s ≥ N,

|U(s, y)| < ε if s ≤ −N.
(6.3)

Step 2a): Three assertions concerning minima. We formulate three assertions:
Assertion 1: There holds either wλ > 0 on R× Rn or wλ has a global minimum.
Assertion 2: If wλ has a global minimum and minwλ = 0, then wλ ≡ 0.
Assertion 3: If wλ has a global minimum and wλ(t0, x0) = wλ(T (s0, y0)) = minwλ < 0,
then s0 ∈ [−N,N ].

Assertion 1 follows from the fact that wλ(T (s, y)) → 0 for s → ±∞ uniformly in y
and that wλ(T (s, y)) is 1-periodic in y, as well as the continuity of wλ. Assertion 2 can
be seen as follows: By shift-invariance of (2.3), we obtain for wλ the equation

−wλ,t +
n∑

i,j=1

aij(x)wλ,xixj + f(x, uλ)− f(x, u) = 0. (6.4)

We define the coefficient

βλ(t, x) =

1∫
0

fz

(
x, ξu

(
t+

λ

−c
, x

)
+ (1− ξ)u(t, x)

)
dξ

=

1∫
0

fz (x, ξU(s+ λ, y) + (1− ξ)U(s, y)) dξ. (6.5)

Using this coefficient, (6.4) can be written as

−wλ,t +
n∑

i,j=1

aij(x)wλ,xixj + βλ(t, x)wλ = 0. (6.6)

Now Assertion 2 follows from (6.6) and lemma 6.1 (iii).
To prove Assertion 3 suppose first that s0 ∈ (−∞,−N). We have U(s, y) < ε for

s < −N , which is equivalent to u(t, x) < ε < θ for t < N−k·x
−c . Therefore, by (6.2), there

holds f(x, u(t, x)) = 0 on the domain

D =

{
(t, x) ∈ R× Rn : t <

N − k · x
−c

}
.
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6. Monotonicity and uniqueness of traveling wave solutions

Hence, equation (6.4) implies

−wλ,t +
n∑

i,j=1

aij(x)wλ,xixj = −f(x, uλ) ≤ 0 on D.

The usual parabolic minimum principle implies (we do not need lemma 6.1 here) that
wλ is constant on D ∩ {t < t0}. However, this is a contradiction to wλ(t, x0) → 0 for
t→ −∞.
Now suppose s0 ∈ (N,∞). For s > N or equivalently for t > N−k·x

−c , we see from (6.5)
and (6.1), that βλ(t, x) ≤ 0. Therefore, by (6.6) and lemma 6.1 (ii), we obtain wλ ≡
wλ(t0, x0) < 0 on

{
(t, x) ∈ R× Rn : t > N−k·x

−c

}
. This is a contradiction to wλ(t, x0)→ 0

for t→∞. The only remaining possibility is s0 ∈ [−N,N ] as claimed. Hence, Assertion
3 is proved.
Step 2b): Large λ. In this step, we prove that there exists λ0 > 0, such that wλ > 0

for λ > λ0. (Actually wλ ≥ 0 would be sufficient, but the proof is practically the same.)
Due to the inequality 0 < u < 1 (and likewise for U) from step 1, we have

max
s∈[−N,N ],y∈Tn

U(s, y) =: M < 1.

Since U satisfies (2.6), we can choose λ0 sufficiently large, such that λ > λ0 implies
U(s+ λ, y) > M for s ∈ [−N,N ], y ∈ Rn. Then we have

wλ(T (s, y)) > 0 for (s, y) ∈ [−N,N ]× T n and λ > λ0.

We continue by showing that we even have wλ > 0 on R × Rn for λ > λ0. For fixed
λ > λ0 either wλ > 0 on R×Rn or wλ has a global nonpositive minimum by assertion 1.
In the latter case, we either have wλ ≡ 0 by assertion 2, if the minimum has the value 0.
But this is a contradiction to wλ > 0 in T ([−N,N ]× T n). Or, when we have a negative
minimum, we obtain a contradiction from assertion 3. Therefore, the only remaining
possibility is wλ > 0 on R× Rn.
Step 2c): Arbitrary λ. We define

µ := inf{λ > 0 : wλ ≥ 0}.

The set on the right hand side is not empty due to step 2b). If µ = 0, it follows that
ut ≥ 0, since wλ

λ
→ ut pointwise for λ → 0. In order to show µ = 0, we assume for a

contradiction that µ > 0. The inequality wµ ≥ 0 holds by definition of µ and continuity
of wλ(t, x) in λ. By assertion 2, there either holds wµ > 0 or wµ ≡ 0. Suppose for
a contradiction, that wµ > 0. Due to the minimality of µ and Assertion 1, there is a
sequence 0 < µn ↗ µ and (sn, yn) with

wµn(T (sn, yn)) = min
R×Tn

wµn(T (s, y)) < 0.

Then sn ∈ [−N,N ] by Assertion 3. Also, by 1-periodicity in y, the sequence yn can
be chosen such that yn ∈ [0, 1]n. Consequently, we can find a convergent subsequence
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of (sn, yn, µn) and obtain a point (s, y) with wµ(T (s, y)) ≤ 0. This contradicts our
assumption wµ > 0. Therefore, we find wµ ≡ 0.

That means uµ − u ≡ 0 or, in the (s, y)-coordinates,

U(s+ µ, y)− U(s, y) ≡ 0 for (s, y) ∈ R× T n.

In other words, U is periodic in s with µ as period. However, U(s, y)→ 0 for s→ −∞
and U(s, y) → 1 for s → ∞. This can only hold if µ = 0. Accordingly, we have µ = 0.
This is a contradiction to our assumption µ > 0. Therefore µ = 0 and thus ut ≥ 0.

Step 3: The inequality ut > 0. Now that we know that ut ≥ 0, we can see the strict
inequality ut > 0 by exactly the same argumentation as in lemma 5.17. �

6.3. Proof of uniqueness theorem 2.12

Proof (of theorem 2.12) Step 1: Rescaling. Suppose for a contradiction c′ < c < 0.
We recall the situation for u and u′. For u, we have

−ut +
n∑

i,j=1

aij(x)uxixj + f(x, u) = 0,

lim
t→−∞

u(t, x) = 0, lim
t→∞

u(t, x) = 1 locally uniformly in x ∈ R,

u(t, x) = u

(
t+

k · ei
c

, x+ ei

)
for the unit vectors ei, i = 1, ..., n

and 0 ≤ u ≤ 1.

For u′, we have

−u′t +
n∑

i,j=1

aij(x)u′xixj + f(x, u′) = 0,

lim
t→−∞

u′(t, x) = 0, lim
t→∞

u′(t, x) = 1 locally uniformly in x ∈ R,

u′(t, x) = u′
(
t+

k · ei
c′

, x+ ei

)
for the unit vectors ei, i = 1, ..., n

and 0 ≤ u′ ≤ 1.

We want to rescale u′, so that it matches the periodicity condition of u. We define

ũ(t, x) := u′
( c
c′
t, x
)
. (6.7)

Then

ũ

(
t+

k · ei
c

, x+ ei

)
= u′

(
c

c′

(
t+

k · ei
c

)
, x+ ei

)
= u′

(
c

c′
t+

k · ei
c′

, x+ ei

)
= u′

( c
c′
t, x
)

= ũ(t, x).
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Hence, the periodicity conditions for u and ũ match. We have ũt(t, x) = c
c′
u′t
(
c
c′
t, x
)
.

Due to u′t > 0 by theorem 2.11 and c′ < c < 0 by assumption, this leads to

−ũt +
n∑

i,j=1

aij(x)ũxixj + f(x, ũ) =
(

1− c

c′

)
u′t > 0. (6.8)

The arguments in the equation are ũ = ũ(t, x) and u′t = u′t
(
c
c′
t, x
)
.

Step 2: Applying the sliding domain method. In analogy to the proof of theorem 2.11
we define

uλ(t, x) := u

(
t+

λ

−c
, x

)
and wλ(t, x) := uλ − ũ for λ ∈ R.

In contrast to the proof of theorem 2.11, we allow here any λ ∈ R instead of only λ > 0.
By shift invariance of the equation for u in t, we have

−uλ,t +
n∑

i,j=1

aij(x)uλ,xixj + f(x, uλ) = 0.

Subtracting (6.8) from this equation, we obtain an inequality for wλ:

−wλ,t +
n∑

i,j=1

aij(x)wλ,xixj + f(x, uλ)− f(x, ũ) = −
(

1− c

c′

)
u′t < 0. (6.9)

As in the proof of theorem 2.11, we will use both (t, x)-coordinates and (s, y)-coordinates:
Define (s, y) := (k · x− ct, x) and the inverse transformation

(t, x) = T (s, y) :=

(
s− k · y
−c

, y

)
.

With the help of the transformation T , we define

U = u ◦ T and Ũ = ũ ◦ T. (6.10)

Moreover, we define the shift Uλ by Uλ(s, y) := U(s+λ, y). Then also Uλ = uλ ◦T holds.
As in the proof of theorem 2.11, we note that U is not necessarily a classical solution
of (2.5) and neither has Ũ to be a classical solution of the corresponding differential
inequality, because this requires additional regularity. However, U and Ũ do satisfy
(2.6), in particular the uniform boundary conditions.

Let θ be as in property (iii) of definition 2.6. By assumption on f in theorem 2.11,
there exists 0 < ε < θ, such that

fz(y, z) ≤ 0 for (y, z) ∈ T n × [1− ε, 1]. (6.11)

Due to the combustion property of f and 0 < ε < θ, there also holds

f(y, z) = 0 for (y, z) ∈ T n × [0, ε]. (6.12)
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Because of the uniform boundary conditions for U and Ũ , we can choose N = N(ε),
such that

|U(s, y)− 1| < ε and |U ′(s, y)− 1| < ε for s > N,

|U(s, y)| < ε and |U ′(s, y)| < ε for s < −N.
(6.13)

Step 2a): Three assertions concerning minima. As in the proof of 2.11, we will formulate
three assertions:
Assertion 1: There holds either wλ > 0 or wλ has a global minimum.
Assertion 2: If wλ has a global minimum and minwλ = 0, then wλ ≡ 0.
Assertion 3: If wλ has a global minimum and wλ(t0, x0) = wλ(T (s0, y0)) = minwλ < 0,
then s0 ∈ [−N,N + λ−], where λ− = max{−λ, 0}.
Assertion 1 follows from the fact that wλ(T (s, y))→ 0 uniformly in y and that wλ(T (s, y))
is 1-periodic in y, as well as the continuity of wλ. Assertion 2 can be seen as follows:
We define the coefficient

βλ(t, x) =

1∫
0

fz

(
x, ξu

(
t+

λ

−c
, x

)
+ (1− ξ)ũ(t, x)

)
dξ

=

1∫
0

fz

(
x, ξU(s+ λ, y) + (1− ξ)Ũ(s, y)

)
dξ. (6.14)

Then, inequality (6.9) can be written as

−wλ,t +
n∑

i,j=1

aij(x)wλ,xixj + βλ(t, x)wλ < 0. (6.15)

Now Assertion 2 follows from (6.15) and lemma 6.1 (iii). We remark that we did not
use the strict inequality in (6.15).
To prove Assertion 3 suppose first that s0 ∈ (−∞,−N). We have Ũ(s, y) < ε for

s < −N or equivalently ũ(t, x) < ε for t < N−k·x
−c . Therefore, by (6.12), there holds

f(x, u(t, x)) = 0 on the domain

D =

{
(t, x) ∈ R× Rn : t <

N − k · x
−c

}
.

Then the equation (6.9) implies

−wλ,t +
n∑

i,j=1

aij(x)wλ,xixj = −f(x, uλ) ≤ 0 on D.

The usual parabolic minimum principle implies (we do not need lemma 6.1 here) that
wλ is constant on D ∩ {t < t0} with (t0, x0) = T (s0, y0). This is a contradiction to
wλ(t, x0)→ 0 for t→ −∞.

Now suppose s0 ∈ (N+λ−,∞). For s > N+λ−, which is equivalent to t > (N+λ−)−k·x
−c ,

we see from (6.11), (6.13) and (6.14), that βλ(t, x) ≤ 0. Therefore, we obtain from (6.15)

120



6. Monotonicity and uniqueness of traveling wave solutions

and lemma 6.1 (ii) that wλ ≡ wλ(t0, x0) < 0 on
{

(t, x) ∈ R× Rn : t > (N+λ−)−k·x
−c

}
.

This is a contradiction to wλ(t, x0) → 0 for t → ∞. The only remaining possibility is
s0 ∈ [−N,N + λ−] as claimed. Hence, Assertion 3 is proved.
Step 2b): Large λ. In this step, we show that there exists λ0 > 0, such that wλ > 0 for

λ > λ0. (Actually wλ ≥ 0 would be sufficient.) We have the inequality 0 < u′ < 1 from
theorem 2.11. The rescaled function ũ from (6.7) and the transformed Ũ from (6.10)
inherit this inequality. Hence, we have

max
s∈[−N,N ],y∈Tn

Ũ(s, y) =: M < 1.

Since U satisfies (2.6), we can choose λ0 > 0 sufficiently large, such that λ > λ0 implies
U(s+ λ, y) > M for all (s, y) ∈ [−N,N ]× T n. Then there holds

wλ(T (s, y)) > 0 for (s, y) ∈ [−N,N ]× T n and λ > λ0. (6.16)

Now for fixed λ > λ0 either wλ > 0 on R×Rn or wλ has a global nonpositive minimum by
assertion 1. In the latter case, we either have wλ ≡ 0 by assertion 2, if the minimum has
the value 0. But this is a contradiction to wλ > 0 in T ([−N,N ]×T n). Or, when wλ has a
negative minimum, we obtain from assertion 3 that is is taken in T ([−N,N+λ−]×T n) =
T ([−N,N ] × T n) (since λ > λ0 > 0). This contradicts (6.16). Therefore, the only
remaining possibility is wλ > 0 on R× Rn.
Step 2c): Arbitrary λ. We define

µ = inf{λ ∈ R : wλ ≥ 0 on R× Rn}.

The set on the right hand side is not empty due to step 2b). There holds −∞ < µ ≤ λ0

(µ = −∞ is not possible due to the boundary conditions for u and ũ). From the
definition of µ and the continuity of wλ(t, x) in λ, we obtain wµ ≥ 0. By assertion 2
there either holds wµ > 0 or wµ ≡ 0. Suppose for a contradiction that wµ > 0 holds. By
minimality of µ and assertion 1, there is a sequence µ− 1 < µn ↗ µ and (sn, yn) with

wµn(T (sn, yn)) = min
R×Tn

wµn(T (s, y)) < 0.

Then sn ∈ [−N,N+µ−+1] by Assertion 3. Due to the 1-periodicity in y, the sequence yn
can be chosen such that yn ∈ [0, 1]n. Consequently, we can find a convergent subsequence
of (sn, yn, µn) and obtain a point (s, y) with wµ(T (s, y)) ≤ 0. This contradicts the
assumption wµ > 0. Therefore, we obtain wµ ≡ 0.
Step 2d): Obtaining a contradiction. From wµ ≡ 0, we obtain a contradiction to the

strict inequality in (6.15). Therefore, the assumption c′ < c must have been false and
we obtain c′ ≥ c.

Step 3: Ruling out c < c′. By repeating steps 1 - 2d) with c and c′ interchanged, we
obtain c ≥ c′ and together c = c′.
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Step 4: Conclusion of the proof. In step 3 we have found c = c′. The entire procedure
can be repeated with minor modifications to show uµ = u′ for some µ directly. The
rescaling in step 1 is now unnecessary. Therefore, we can skip step 1. Then steps 2-
2c) can be performed with a slight modification. The modification is that the strict
inequality sign in (6.15) is replaced with an equality sign. Note that the strict inequality
was never used in steps 2-2c), it was only used in step 2d). Therefore steps 2-2c) can be
repeated to obtain wµ ≡ 0 for some µ ∈ R. With t0 := µ, the t0 of the theorem is found
and the proof is finished. �
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A. Appendix

Lemma A.1 (Berestycki, Hamel, Rossi [7]) Consider the operator given by

−Lu(x) := −
n∑

i,j=1

aij(x)∂iju(x)−
n∑
i=1

bi(x)∂iu(x)− c(x)u(x)

with aij, bi, c ∈ L∞(Ω) and (aij)
n
i,j=1 uniformly elliptic. Let Ω be a general unbounded

domain. Assume that there exist a positive constant ε and a nonnegative function v ∈
C2(Ω) ∩C(Ω) such that: −Lv ≥ ε > 0 in Ω and, if Ω 6= Rn, inf∂Ω v > 0. Then we have
the following:

(i) infΩ v > 0,

(ii) if u ∈ C2(Ω) ∩ C(Ω) is such that supΩ u < ∞, −Lu ≤ 0 and, in case Ω 6= Rn,
u ≤ 0 on ∂Ω, then u ≤ 0 in Ω.

Proof See [7] lemma 2.1. �

Theorem A.2 (Berestycki and Hamel [4]) Let Ω be an open subset of R×RN . Let
(αij)1≤i,j≤N be a C1(Ω) symmetric matrix field such that there exists σ > 0 with

∀(X, ξ) ∈ Ω× RN ,
∑

1≤i,j≤N

αij(X)ξiξj ≥ σ |ξ|2 .

Let (βi)1≤i≤N be a C1(Ω) vector field and f = f(X, u) be a C1
loc(Ω × R) function such

that ∂uf is bounded in Ω× R. Let b ≥ 0 be such that, for all 1 ≤ i, j ≤ N ,∣∣∣∣αij∣∣∣∣
C1(Ω)

+
∣∣∣∣bi∣∣∣∣

C1(Ω)
+ ||∂uf ||L∞(Ω×R) ≤ b.

Let 0 ≤ ε ≤ 1 and let u be a solution of class C3(Ω) ∩ L∞loc(Ω) of the equation

εutt − ut + αij(X)uij + βi(X)ui + f(X, u) = 0 in Ω. (A.1)

Then, for all X ∈ Ω,

|∇xu(X)|2 ≤ C

(
1 +

1

d(X, ∂Ω)2

)
,

where

C = C1[||u||L∞(BX) (oscBX (u) + ||f ||L∞(BX×[mx,MX ])) + ||∇xf ||2L∞(Bx×[mX ,MX ])],

BX = Bd(X,∂Ω)/2(X), mX = infBX u, and MX = supBX u. The constant C1 = C1(N, σ, b)
depends only on N , σ, and b.

Proof See [4] theorem 1.2. �
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