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1 Introduction

The huge amount of information that is available to and produced by mankind gives
indication of the importance and complexity of information processing and storage
technology [1|. The cited study by Hilbert and Lopez estimates a global data amount
of 300 exabyte already in 2007, the year in which the first iPhone was introduced by
Apple Inc [2]. The amount and traffic of digital data is further increasing, alongside
with the requirement of hardware miniaturization for the availability on portable
devices.

A good measure for the complexity of such technologies is Moore’s law [3], stating
that the number of transistors on a given chip can be doubled every two years,
thereby increasing not only the compactness of chips, but also the speed, the effi-
ciency and the affordability of devices. Since its introduction in 1965, several pre-
dictions of the law’s expiration have been made. Most notably by Moore himself,
prognosticating the end of the principle by 2025 [4]. Indeed, a further miniaturiza-
tion will inevitably reach an end, at the latest when the length-scale of a single atom
is reached [5]. But even prior to this hard limit, quantum mechanical effects begin
to play a role and perturb the functionality of the devices [6]. Consequently, new
concepts of information processing are sought.

In the early 1980’s, first ideas were presented to utilize quantum mechanical ef-
fects for information processing [7-10|, instead of regarding them as a perturbation.
A quantum computer would exploit the indefiniteness that is inherent to quantum
mechanics in order to strongly parallelize the data processing.

In classical systems, the smallest unit of information, the bit, can be in one of two
states: either 0 or 1. Its quantum analogue, the qubit, is a quantum mechanical
two-level system with the eigenstates |0) and |1) and can exist in all the states
1) = a|0) + B[1) (with o, 3 € C and |a|* + |8]* = 1) that are linear combina-
tions of the eigenstates. It has been shown that with this concept and appropriate
algorithms |11, 12|, certain problems can be solved fundamentally faster than with
classical computers using Boolean algebra.

Promising candidates for the physical representation of a qubit include the polar-
ization states of a photon and the eigenstates of a spin-1/2 particle [13-15].

The photon is already extensively used in today’s data communication, although
the quantum properties are not yet (fully) exploited. Since the technology for the
long-distance transfer is already established, the polarization states of photons are
prime candidates for flying qubits, whose primary function is the transmission of
quantum states. The electron is the foundation of all present-day data processing,
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hence the term electronics. For quantum computation, the electron, being a spin-1/2
particle, would take the function of an anchored qubit, whose primary role is the
availability for manipulation and calculation like a processor register, rather than
its transmission. Thus, a coupling of flying and anchored qubits is an essential part
of quantum information processing.

It is the transfer of polarization between light and electron spins that provides
the subject for the investigations of the presented thesis.

The research on electron spins has boosted their significance for information pro-
cessing. The discovery of the giant magnetoresistance [16, 17| not only revolutionized
data storage by providing the core technology for hard drives. It even brought forth
a new field of research known as spintronics [18, 19].

While present-day data processing exclusively relies on the transport and manip-
ulation of electric charges, and data storage exclusively makes use of the electrons’
spin, in spintronics the potential is extended by combining both degrees of freedom.
Although the quantum character of the spin is not exploited in spintronics and data
processing still relies on Boolean algebra, the spin has significant advantages over
the charge. If the value (0 or 1) of the bit is encoded in the presence or absence
of an electronic charge, for every single switching a Coulomb potential has to be
overcome. If the bit is represented by the projections of an electron spin, the en-
ergetic difference between the 0 and 1 state is much smaller and the switching is
significantly less energy consuming [20-24].

In the last 50 years, all progress in information processing has been closely inter-
linked with advances in semiconductor technology. The invention of the transistor
[25] marked the starting point for miniaturization, circuit integration and optimiza-
tion of efficiency found in today’s hardware. It is therefore not surprising that
the blueprint of the central device of spintronics, the spin-transistor, as discussed
by Datta and Das in 1990 [26], is based on semiconductor material. Indeed, the
manipulation of electronic states in semiconductors benefits from their tremendous
flexibility: via band-gap engineering [27| and the variation of charge carrier density
by doping or the field effect, semiconductors can be tailored to meet very specific
needs. These versatile manipulations are mastered on an industrial-scale level, which
is a cause and consequence of the fact that semiconductor technology forms the cor-
nerstone of modern electronics.

In addition to the manipulation of electronic characteristics, the magnetic prop-
erties can be modified to a great extent. Doping with magnetic materials grants
access to the modification of the spin system in semiconductors. Depending on
the employed materials and doping levels, para-, dia-, and ferromagnetic properties
can be attained. The most common approach of fabricating semiconductors with
particular magnetic properties is by replacing a fraction of the cations of a semicon-
ductor alloy by transition metal ions. The resulting ternary alloys known as diluted
magnetic semiconductors are subject to extensive research [28-34|. The integration
of (ferro-)magnetism into the semiconductor architecture could allow information



processing and storage on the same chip or even in the same material. Their flexible
structure, both with respect to electronic and magnetic properties, makes diluted
magnetic semiconductors a model system for spintronics.

In addition to their structural flexibility, semiconductors offer a number of gate-
ways for spintronic operations, i.e. spin manipulation. Most commonly used and
today most advanced are the electrical and optical approaches [35-37].

Electrical concepts mostly concentrate on the injection of spin-polarized electrons
from ferromagnetic materials into semiconductors [38-40|, but also use the spin hall
effect [41-43|, asymmetric magnetoresistance [44, 45|, resonant tunneling [46, 47|,
and spin torque schemes [48-52].

The optical techniques are based on the illumination with polarized light. On
the one hand, the magnetic state of a material can be read almost perturbation-free
using the Faraday/Kerr effect [53, 54|, on the other hand it is possible to directly
manipulate spins by optical orientation [55]. Due to the long coherence lengths of
modern laser systems, the read-out as well as the manipulation can be realized fully
coherently [56-60].

The operation by light is promoted by the excellent optical properties of semicon-
ductors, like their large oscillator strength [61, 62] and the selection rules indicating
the dipole-allowed transitions [55, 63]. As already stated above, the integration of
light into the spintronic operation principle facilitates the transmission of informa-
tion tremendously. Furthermore, optical manipulation allows switching rates as high
as terahertz and can be easily focused spatially, allowing for small structures.

In spite of these impressive achievements in spintronics, there are still very tough
problems to be solved and many details to be understood. This generates interest
in sustained fundamental research on electrons and their spins in semiconductors.
The development of new materials and operation principles provides the pathway
to seminal innovations.

It is the aim of this thesis to explore new approaches for the utilization of the
interaction of polarized light with electron spins in semiconductors.

The theoretical framework of said interaction is reviewed in Chapter 2. Semicon-
ductors and semiconductor quantum wells, as well as optical excitations of these
materials are discussed (Sections 2.1 and 2.2). Section 2.3 treats magnetic phenom-
ena induced by spin polarization.

The experimental techniques are presented in Chapter 3. The specifics of the
investigated samples are described along with the principles of measurement. The
optical setups used for the implementation are shown schematically and the neces-
sary equipment is discussed.

In Chapter 4, the direct optical manipulation of electron spins in the diluted
magnetic semiconductor CdMnTe is presented. The intra-ion transition of Mn*"
ions is excited resonantly by polarized light in a sample which exhibits the collective
magnetic phase of spin glass. Thereby, spin relaxation is suppressed. The optical
orientation and alignment is evidenced by the photoluminescence of the intra-ion
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transition showing a nonzero degree of polarization. This establishes the Mn*" ion
as an optically active center available for the optical control of electron spins.

An alternative material system to diluted magnetic semiconductors are hybrid
structures comprising a semiconductor and a ferromagnetic layer, separated by a
thin (nanometer scale) barrier. The interaction of the two components is of central
importance for the functionality of the device as a whole. This interaction was
previously identified as the p — d exchange interaction of holes leading to a spin
polarization in the semiconductor [64-66]. The experiments presented in Chapter 5
were carried out in a GaAs-based hybrid structure consisting of an InGaAs quantum
well and a GaMnAs ferromagnetic layer. Circularly polarized photoluminescence
confirms the spin polarization of charge carriers in the semiconductor. The effect of
the p — d exchange interaction is quantified in independent measurements but found
to be too small to create the observed polarization. Instead, the experiments point
to a novel effect that can be described as the spin-dependent capture of electrons
by the ferromagnetic layer.

The experiments discussed in Chapter 6 address the operation, rather than the
material system. For the full exploitation of the quantum character, the coherence
of the quantum state must be preserved in the interaction of light and electron spin
|67, 68]. Therefore, it is necessary to utilize a coherent optical process. In condensed
matter, one of such processes is the photon echo. It denotes the spontaneous emission
of a burst of light from a medium which was previously excited by subsequent,
resonant pulses of light [69].

If trions in a semiconductor quantum well are employed for the excitation of
the photon echo, the selection rules allow a spin-sensitive excitation with circularly
polarized light. The involvement of states with nonzero angular momentum provides
an additional degree of freedom for the control of the photon echo by applying an
external magnetic field. This is shown in Section 6.3.

Furthermore, it is possible to transfer the optical excitation into the spin-state
of the electron. In this way, the external magnetic field also provides a decoupling
from the optically accessible states. The reversal of this process by an additional
laser pulse permits the optical retrieval of the photon echo, long after expiration of
the optical coherence time of the system. This is presented in Section 6.4, where a
maximal extension of the echo signal’s decay time by three orders of magnitude is
reported.

The thesis is concluded by Chapter 7, summarizing the results and giving an
outlook to future investigations.
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In this chapter, the relevant physical processes of light-matter-interaction are dis-
cussed. On the material-side, semiconductors provide the basis for the optical ma-
nipulation of charge carriers. Special emphasis is laid on quantum well structures
(Sec. 2.1) as well as magnetic doping (Sec. 2.3).

Section 2.2 revises different aspects of optical excitations. The treatment of res-
onances in semiconductors as two-level systems is discussed. Subsection 2.2.1 ad-
dresses the interaction of the two-level system with an intensive light pulse in (near)
resonance in a semiclassical model. Subsection 2.2.2 extends the approach by includ-
ing also the effects that are not described by the occupations of the two basis states.
The decay of the excitations is treated in Subsec. 2.2.3. An excitation protocol that
reverses the decay (partially), namely the photon echo, is introduced in Subsec. 2.2.4.
The basis for the integration of the spin’s angular momentum in optical excitations
is provided by the selection rules reviewed in Subsec. 2.2.5. Subsection 2.2.6 treats
dynamics caused by the spin’s magnetic moment.

Collective magnetic aspects of spins are recapitulated in Sec. 2.3, where relevant
aspects of paramagnetism (Subsec. 2.3.1) and ferromagnetism (Subsec. 2.3.2) are
discussed.

2.1 Semiconductors and quantum well structures

Semiconductors are characterized by an energy gap that separates the electronic
states of the valence band from those of the conduction band. These bands are
defined by their occupation at zero temperature: the valence band is the energeti-
cally highest fully occupied band and the conduction band is the lowest unoccupied
band. Hence there are no free charge carriers available at zero temperature and the
material is insulating. Nonzero conductivity can be induced by the excitation of
electrons from the valence band into the conduction band or by the introduction of
additional charge carriers via doping.

The semiconductors investigated in this work are direct band gap semiconductors:
the maximum in energy of the valence band and the minimum in energy of the
conduction band are situated at the same point of the first Brillouin zone [62, 70].
In the case of zinc blende crystals like GaAs and CdTe, this is the I'-point — the
center of the Brillouin zone at k = 0.

The schematic representation in Fig. 2.1 contains only the bands that are closest
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Figure 2.1 Scheme of the band structure of a direct band gap semiconductor near the
center of the Brillouin zone. The conduction band (CB) is separated from the valence band
(VB) by the band gap E,. The valence band is composed of heavy hole (hh), light hole
(Ih), and split-off (so) subbands. Due to spin-orbit interaction, the split-off band is shifted
by —Agg with respect to the valence band edge.

to the energy gap and that are therefore relevant for the interaction with light.
The conduction band (CB) originates from s-like' atomic states, so that the total
angular momentum j = s = 1/2 of the electronic states is defined by the spin. The
valence band (VB) states emerge from p-like atomic states, having a total angular
momentum of j = 3/2 due to spin-orbit coupling. This results in the formation of
three distinct valence bands’: the heavy-hole (hh) band with j = 3/2, m; = £3/2,
the light-hole (lh) band with j = 3/2, m; = +1/2 and the split-off band (so) with
J = 1/2, m; = £1/2. The designation as heavy and light holes stems from the
concept of the effective mass defined as

O*E(k)
ok*

where E(k) is the electron dispersion relation. The effective mass formalism allows
the mathematical description of electrons and holes in semiconductors as free par-

m* _ h2/

(2.1)

'The bands evolve from the hybridization of atomic orbitals. The letters s, p, d, ... denote the
value of the angular momentum quantum number [ of the respective underlying orbital.

*The quantum theory of angular momentum (and their summation) is covered in any quantum
mechanics textbook like [71-74], and others.
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2.1 Semiconductors and quantum well structures

ticles by representing the influence of the crystal field.

The valence band and the conduction band are separated by the energy gap E, and
the spin-orbit interaction shifts the split-off band by —Agy. The split-off energies
AGEY = 0.34€V [75] and ASS™ = 0.92€V [75] of the studied materials are sub-
stantial, especially compared to the band gaps (EgGaAS ~ ldeV ~ Enge [70]) and
render the split-off states irrelevant for optical excitation.

The electronic properties of semiconductors can be influenced by doping, the pur-

poseful incorporation of impurity atoms into the semiconductor material. The dop-
ing with an element that possesses one valence electron more as compared to the
replaced semiconductor host material supplies an additional electron that does not
take part in the lattice binding but is instead easily ionized and can be treated as
a free (quasi-)particle in the conduction band.? In that case the dopant is called a
donor that causes n-doping.
In the opposite case, when the dopant possesses one electron less than the replaced
host element, it is referred to as acceptor, leading to p-doping. By analogy to the case
of n-doping, the “missing” electron can be treated as a free particle in the valence
band, called hole. The concept of holes will be treated in more detail in Sec. 2.2. In
both cases the doping leads to an increased conductivity. The effects of doping on
other properties of semiconductors will be discussed in the respective sections.

The particularly relevant case of magnetic doping with the transition metal man-
ganese (Mn) will be reviewed in more detail in Sec. 2.3.

The advances in industrial fabrication of semiconductors not only allowed the
mastering of doping, but also the development of new material structures, known
as nanostructures. These nanostructures possess patterning in the size of the ex-
tent of the de Broglie wavelength A\ = h/p (h — Planck constant, p — relativistic
momentum) of the electrons and thereby make quantum effects accessible. The con-
cept relies on the combination of materials with different band gaps E,, creating a
potential landscape in which the charge carriers become localized and thereby effec-
tively reducing the dimensionality of the material. Depending on the degree of this
confinement, quantum wells (confinement in one dimension), quantum wires (con-
finement in two dimensions) and quantum dots (confinement in three dimensions)
are distinguished [77].

As the experiments presented in this thesis were performed on quantum wells, these
are discussed in more detail here.

For the fabrication of quantum wells, a semiconductor material with a smaller
band gap is sandwiched between two layers of semiconductor material with a larger
band gap. Along with the resulting potential landscape, this is sketched in Fig. 2.2.

*The treatment as a free particle is within the scope of the effective mass model, which can only
be applied in the case of shallow impurities. The low binding energy of the electron is due to
the effective mass and the screening of the Coulomb potential by the dielectric constant of the
material [76].
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As mentioned before, for quantum confinement the thickness of the well must be of
the size of the de Broglie wavelength, more precisely, it must be smaller than the
mean free path of the charge carrier. The mean free path is strongly dependent on
crystal quality, doping and temperature and typically amounts to several hundred
nanometer or even a few micrometer |61, 78, 79]. Modern epitaxial crystal growth

= SERETE E,

E (k=0) ~\g
A \
i CB
& VB
3>

V4

Figure 2.2 Potential curve along the growth direction for a semiconductor with smaller
band gap embedded in a semiconductor of larger band gap. Free charge carriers are
localized in the region with smaller band gap.

techniques allow precise control over the thickness of quantum well structures. In
combination with an abundance of materials and material combinations, a very flex-
ible design of quantum wells, also known as “band gap engineering” [27], is possible.
In such a situation, the charge carriers in the medium become localized in the quan-
tum well’s potential minimum and the confinement leads to a quantization of the
energy levels in the direction perpendicular to the quantum well plane. The motion
of a charge carrier within the quantum well plane can still be described as a free
particle with an effective mass. Due to the different effective masses of heavy and
light holes, their quantization energies are different and the levels for heavy and
light holes are split (including at k = 0). Moreover, fluctuations in the thickness
and/or smoothness of the quantum well lead to additional confinement potentials.

The effects of quantum confinement on the energy levels of the semiconductor
also find expression in the optical properties. For example, the binding energy of an
exciton will increase, because the electron and hole are close to each other. Excitons
and other excitations in semiconductors are the subject of the next section.
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2.2 Optical excitations

The fundamental optical excitation in a direct band gap semiconductor consists of
the promotion of an electron from the top of the valence band to the bottom of the
conduction band. The transition leaves behind an unoccupied state in the valence
band. This absence of a negatively charged particle can be treated as a positively
charged particle in an otherwise empty band. This concept results in the definition
of a quasiparticle known as hole. In this picture, the situation in the valence band
and in the conduction band are very similar: in both bands there is only a single
charge carrier to be taken into account.

Consequently, the properties of both, electron and hole, can be defined by the band
structure within the single particle approximation [62|, which replaces the influence
of the crystal lattice by assigning an effective mass m” to the charge carrier. By this
replacement it is possible to treat electrons and holes in semiconductors like free
(quasi-)particles.

Negatively charged electron and positively charged hole are subject to Coulomb
attraction. This leads to a bound state called exciton, that was first proposed
theoretically by Frenkel [80] and confirmed 20 years later experimentally in cuprous
oxide [81, 82|. Excitons have been the subject of extensive research in various
materials [83—-85]. The excitation of an exciton is sketched in the top row of Fig. 2.3.

For the influence of a confinement potential on the exciton properties, the exciton
Bohr radius ay = agmg/m” (my — free electron mass, m™ — exciton effective mass,
ag — hydrogen Bohr radius) has to be taken into account. If the width of the
potential is bigger than the exciton Bohr radius, the exciton behaves like a free
particle with effective mass M = Mgectron + Mhole and the maximum confinement
length is determined by the exciton mean free path. In the case of a confinement
length that is smaller than ay, the exciton properties are modified strongly. For
example, since the constituting electron and hole are forced closer to each other, the
exciton binding energy will increase [61].

The additional binding energy that is introduced due to the quantum confinement
paved the way for the discovery of bound complexes that comprise more than two
charge carriers. Excitons with one additional bound electron or hole are called
trions [86] and were first observed in a CdTe quantum well [87] that is similar to
the structures studied in this thesis. An additional requirement for the formation
of a trion by the binding of a particle to an exciton is the presence of free charge
carriers [61]. These can be easily provided by (modulation) doping.

The excitation of a negatively charged trion is sketched in the bottom row of Fig. 2.3.
The orientation of spins that is indicated there is determined by the polarization of
the exciting light via the optical selection rules discussed in Subsec. 2.2.5.
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(@) (b)

k k

k k

Figure 2.3 Schematic presentation of the excitation of multiparticle states. In a), a photon
is absorbed by an undoped semiconductor, promoting an electron from the valence band
(VB) to the conduction band (CB) and binding it with the resulting hole into an exciton
pictured in b). In ¢), a photon is absorbed by a n-doped semiconductor, resulting in a
bound state of two electrons and one heavy hole called trion, shown in d). The indicated

spin-orientations are in accord with the absorption of right-handed circularly polarized
light (see Subsec. 2.2.5).

2.2.1 The Rabi problem

For a more thorough treatment of the excitations, the interaction of light and matter
will be treated in a semiclassical model.* Another simplification comes from the fact
that the wavelength of the light (several hundred nanometer) is big compared to the
atomic scales of the semiconductor (exciton Bohr radius is about 100 A, see [61]).
This is known as the dipole approximation. Furthermore, only the ground state and
the excited state are taken into account, since other states are separated energetically
or do not interact due to the localization and the low temperatures maintained in

‘In the semiclassical approach, the light field is treated classically, while the energy structure of
the material is treated quantum-mechanically.
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experiment. Such a two-level system is described by the wave function
U(r,t) = a,(t)o, (r)e P 4 ay(t) gy (r)e E2", (2.2)

where |a,(t)|* denotes the probability’ for the system to be in the eigenstate de-
scribed by ¢,, at time t. The Hamiltonian for the system interacting with an elec-
tromagnetic field can be decomposed into an unperturbed part H, with eigenenergies
E, and E,, and a time-dependent interaction potential V' (7, ). For a monochromatic
plane wave of amplitude E,; and angular frequency w

1
V(r.t) = —ger (EEpe ™" + c.c.) (2.3)

holds in dipole approximation.
For the analytical solution of the Schrodinger equation

ih%w = (Hy+ V)7, (2.4)

it is convenient to set the arbitrary zero of energy at F, so that only
th — E2 - E1 (25)

has to be regarded for the eigenenergies. Furthermore the Rabi frequency (2, which
is a measure for the atom-field interaction energy is defined via

hi2gp = e(r - é)E,. (2.6)

With these substitutions, the Schrodinger equation (2.4) yields

aq (f) = %Qﬁei{w_wo)taa (f)
o (2.7)
@y (f) = 5911‘371(&)7%)%1(?5)

for the coefficients a; in (2.2). In this, terms that are o exp(di(w + wy)t) are
disregarded, since they oscillate very fast and are therefore averaged to zero in any
realistic time interval. This is also known as the rotating wave approzimation [63].
It is however important to note here, that Eqgs. (2.7) hold for resonant (w = wy) as
well as near-resonant (w—wy < w) excitation. In the case of resonance, the solution
for the occupations |a;|* is

lar(t)]* = cos® (2x1/2)

lay(8)|* = sin® (2xt/2) , (2.8)

The commonly used interpretation as probabilities also demands |a; (t)|* + |as(2))* = 1.
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describing a periodic change between ¢; and ¢, with the frequency (23. This is
known as Rabi oscillations: in an undamped system under continuous excitation,
the occupation changes periodically between the ground state and the excited state.
In the case of near-resonance w — w, < w, the occupation probabilities |a;(t)|?
and |a,(t)|* have to be modified [63] to take into account the detuning A = w — wy:

jar (O =1~ |ax(t)]*

1 0
) =55 e
+ R

. . 2.9
[1—cos ((A* + 23)t)] . (29)

As can be seen from (2.9), the detuning A changes the frequency as well as the
amplitude of the Rabi oscillations.

For a complete description of the system, not only the occupations |a,(t)|* need to be
taken into account, but coherent superpositions of both states need to be regarded
as well. A formalism for this is the density matriz, which will be discussed in the
following.

2.2.2 Density matrix and optical Bloch equations

The density matrix p of a system described by the wave function ¥ is defined as the
ensemble average over the product of the ket and bra state vectors [88] with

p =) (& (2.10)
The equation of motion for p

1

b= [H.g (2.11)
follows from the Schrédinger equation in (2.4) and is known as the Lindblad equa-
tion. In the case discussed here, the Hamilton operator H consists of the Hamil-
ton operator H; for the unperturbed system and the interaction potential V' via
H = Hy+ V. The eigenstates |i) of the unperturbed system fulfill H,|i) = E; |i)
with the eigenenergies F;. The interaction potential V' = er - E is again given by
the dipole approximation of the interaction with an electromagnetic wave [88|.

In the case of a two-level-systen, the density matrix is of dimension 2x2:

_ (pult) pia(t)
plt) = (:021@) pQQ(t)) . (212)

Thereby the diagonal elements stand for the occupations with p;;(t) = |a;(t)]* (see
Eq. (2.9)). The off-diagonal elements are related to the polarization of the medium
and represent coherent superpositions of the states [62, 88, 89|. In this way, the
density matrix reflects the entire dynamic of the two-level system and is therefore a



2.2 Optical excitations 13

helpful tool for its understanding, as exercised in Chap. 6 and the appendix for the
trion resonance in a n-doped semiconductor quantum well.

For the description of the system, the density matrix is used in the optical Bloch
equations [89-91]. Thereby it is convenient to not regard the entries of the density
matrix themselves, but rather composite variables

U= Pa + P12
v =1i(pa1 — p12) (2.13)
W = Pa2 — P11-

The quantities v and v are derived from the (complex) polarization, while w is a

measure for the population inversion. With these variables, the time evolution of
the system is given by

u=—Av
v = Au+ Qgw (2.14)
w = —QR'U.

It can be seen that v and v are coupled by the detuning A, and v and w are coupled
by the Rabi frequency 2z. In 1957, a geometrical interpretation of this finding®
was published, in which the variables u, v, w are understood as the elements of a
three-dimensional Bloch vector B = ui + v2 + w3 [92].

Any state of the system can thus be represented by a point in three-dimensional
space. Since damping is not included in (2.14), all states must have the same distance
from (0,0, 0), meaning that they all lie on the surface of a sphere, the Bloch sphere,
as shown in Fig. 2.4. The eigenstates of the two-level system are represented by the
poles of the sphere, along the 3-axis. The action of a resonant laser pulse is expressed
as a rotation about the i-axis and the action of the detuning A is illustrated by a
rotation about the 3-axis. It is in this context, that the concept of the pulse area

'p

o - / Opdt, (2.15)

0

with 7, meaning the duration of the interaction, is used to describe the action of
a laser pulse on a two-level system. The pulse area is measured in multiples of 7
and is equal to the angle of rotation of the Bloch vector about the i-axis. With
this concept, it is possible to graphically follow the action of pulses, as is done in
Figs. 2.5 and 2.6 for the photon echo.

5The original paper discussed magnetic resonance theory, but the concept can be applied here as
well.
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Yo

Figure 2.4 A Bloch sphere for the illustration of a quantum mechanical two-level system.
The poles of the sphere denote the eigenstates of the system. The Bloch vector (green)
represents the quantum mechanical state of the two-level system, where the polar angle is
a measure for the proportion of the basis vectors and the azimuthal angle is a consequence
of the detuning between the driving field and the eigenfrequency of the system.

2.2.3 Damping

The most obvious damping mechanism is due to the loss of energy to the system’s
environment by scattering or recombination. This is accompanied with the decay
of the excited state into the ground state. In case of a radiative decay, the selection
rules discussed in Subsec. 2.2.5 apply. The decay occurs with a constant rate and
therefore yields an exponential law describing the number of excited charge carriers

N(t) = Nyexp(—t/Ty). (2.16)

The time constant 77 describes the lifetime of the excited state. Since this process
only concerns the occupations p;;, it only affects the optical Bloch equation for the
parameter w (compare (2.14)), which is modified to

1—w

Tl — pv. (2.17)

In addition to that, there are also elastic processes. These are scattering events
with lattice defects, phonons and other excitations, causing arbitrary jumps of the
phase and thereby deteriorating the coherence of the system. Since only the polar-
ization is susceptible to decoherence, only the Bloch equations for the parameters u
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and v have to be modified. For a constant scattering rate, resulting in an exponential
decay of the polarization

P(t) = Fyexp(—t/T), (2.18)

the respective optical Bloch equations read

1
= = Av
12 (2.19)
U= T + Au + 2pw.
Thereby it has to be kept in mind that the coherence of the polarization is also
limited by the lifetime T, of the excited state. The overall coherence time T; is

defined by

L L ' 2.20

T, 2T, 7, (2.20)
where v describes the decoherence due to purely elastic processes. This means that
if the decoherence is only due to population relaxation, 7, = 27;. For a nonzero
contribution of elastic processes, the decoherence time is shorter than the double
lifetime 7, < 27;. In both cases the factor of two stems from the fact that the
polarization is governed by the field amplitude, while the population is defined by
the square of the field amplitude.

For inhomogeneously broadened ensembles, an additional damping mechanism
can be identified, that does act neither on the occupation nor on the polarization of
the two-level systems described so far, but is instead a consequence of the superpo-
sition of many of theses systems.”

Instantly after the excitation, all oscillators are in phase with the light field and their
superposition creates a macroscopic polarization. Due to inhomogeneous broaden-
ing and the resulting distribution of eigenfrequencies of the two-level systems, the
oscillators gradually pick up different phases with respect to the exciting light field.
This can be described as an effective detuning from the light field frequency. As
Eq. (2.14) shows, a detuning leads to an interchange of u and v, which can be
shown as a rotation in the equatorial plane of the Bloch sphere. The value of the
polarization of the individual two-level systems is not affected. Only their phases
change, depending on the respective detuning. Due to this distribution of different
phases, the superposition of the polarizations of all oscillators cancels and a loss
of the macroscopic polarization occurs. This decay is known as free polarization
decay and can be characterized by the dephasing time 75. The Bloch equations do
not need to be modified with T3, since they describe individual two-level systems

"The density matrix in Eq. (2.10) was defined as the ensemble average.
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only. It is important to note here, that the individual oscillators are not affected by
the free polarization decay and can maintain their coherence beyond T3 . Therefore
T, < T, must always be the case. The exact relation of 75 and T, is defined by the
relative importance of inhomogeneous and homogeneous broadening for the respec-
tive system under study. In most systems (including systems considered in Chap. 6),
the inhomogeneous broadening is much larger than the homogeneous broadening,
making 75, < Ts.

Furthermore, the dephasing can be reversed, restoring the macroscopic polariza-
tion. This peculiarity is used in photon echo experiments as discussed in the next
subsection.

2.2.4 Photon echoes

The term photon echo denotes the delayed emission of light from a medium pre-
viously irradiated by two (or more) subsequent, coherent, resonant pulses of light.
This phenomenon makes use of the reversibility of the dephasing of an inhomoge-
neously broadened ensemble (see Subsec. 2.2.3) and was first observed in ruby in
1964 [69]. Since then, photon echoes have been studied in different material sys-
tems like atomic vapors [93|, rare earth crystals [94] and semiconductors [95-97].
Spontaneous as well as stimulated photon echoes were reported and employed in the
spectroscopy of energy levels and in the investigation of the coherent evolution of
optical excitations [98-100]. Recently, photon echoes have attracted attention for
their application in quantum storage schemes [67, 68, 101].

In this subsection, the basics of the photon echo process are reviewed for the exci-
tation of an ensemble of two-level systems. Special emphasis is laid on the relation
to the time constants discussed in Subsec. 2.2.3. Depending on the number of ex-
citing laser pulses, spontaneous and stimulated photon echoes can be distinguished,
as will be done in the following.

Spontaneous photon echoes

The medium is excited coherently by a laser pulse, creating a macroscopic polar-
ization. The ensemble starts dephasing due to the inhomogeneous distribution of
oscillator-eigenfrequencies. This leads to a fast decay of the macroscopic polarization
with time constant T,. The (microscopic) polarization of the individual oscillators,
however, decays with time constant 75 (see Subsec. 2.2.3). After a time 7, the (de-
phased) ensemble is hit by a second laser pulse that inverts the phase the oscillators
so that a rephasing process begins. The rephasing occurs at the same rate as the
dephasing did before so that the macroscopic polarization is restored at time 2715
after the incidence of the first pulse.
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Figure 2.5 Depiction of the spontaneous echo process with Bloch spheres. The first laser
pulse excites the two-level systems from the ground state into a coherent superposition
of the ground state and the excited state during the pulse duration 7,. During the delay
between the pulses 7y5, the ensemble dephases. The second pulse inverts the phases of the
individual two-level systems during the pulse duration 7,. The inverted phases lead to a
rephasing of the ensemble which is complete at 275.

This process is pictured in Fig. 2.5 with the help of (modified) Bloch-spheres,
in which instead of a single two-level system the entire ensemble is displayed. In
this representation, the laser pulses are displayed as having pulse areas (see (2.15))
of m/2 and = for the first and second pulse, respectively. Before any excitation,
the system is in the ground state (p;; = 1,py = 0), represented by an arrow
pointing to the south pole. The first laser pulse with pulse area © = /2 excites
a coherent superposition of the ground state and the excited state, depicted by a
rotation of the vector into the equatorial plane during the pulse duration 7,. Due
to the inhomogeneous broadening, not all dipoles are excited with their respective
eigenfrequency and a relative phase between the dipoles builds up, represented by
a spread of arrows in the equatorial plane. After a time 7y5, the second pulse of
pulse area © = 7 arrives, reversing the phase (i.e. adding a phase of ) of the
dipoles. This is shown as a further rotation of the arrows, around the same axis
as for the previous pulse, but with an angle of 7. Subsequently, the relative phase
of the dipoles is annihilated due to the spread of eigenfrequencies and at t = 27,
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all dipoles are in phase again, restoring the macroscopic polarization and producing
a photon echo. The in-phase dipoles are again pictured as a single arrow in the
equatorial plane.

It is important to note that the coherence that was introduced by the first laser
pulse remains in the equatorial plane of the Bloch sphere. The coherent state is a
superposition of the ground state and the excited state. Therefore, the observation
of the spontaneous photon echo is limited by the (optical) coherence time T;, of this
superposition. Hence the amplitude of the electric field emitted during the photon
echo can be described with

P o exp(—2715/T5). (2.21)

This situation can be changed when a stimulated photon echo is studied.

Stimulated photon echo

The stimulated photon echo comprises an additional, third pulse. The situation can
be regarded as a spontaneous echo with the second pulse split into two separate
pulses. However, a closer look reveals also a qualitative change. In Fig. 2.6 the
time evolution of the laser-induced coherence is shown. As before, the first pulse
(@ = m/2) excites a coherent superposition of the ground state and the excited
state and the ensemble starts dephasing. The second pulse again induces a rotation
about the 1-axis, but the pulse area is smaller compared to the situation of the
spontaneous photon echo so that the angle of rotation is also smaller. In the case
of a m/2 pulse, the coherence is transferred into the 13-plane. This means that
part of the coherence is encoded in the occupation of the ground state and the
excited state. In this condition, the coherence of the system is no longer affected
by elastic processes, but is limited only by population relaxation, occurring with
a characteristic time constant 7} (see Subsec. 2.2.3). A third pulse of pulse area
© = 7/2 then completes the rotation back into the equator plane and induces the
rephasing and the photon echo.

Since the dephasing took place only during the delay 7,5 between the first and the
second pulse, the rephasing is complete at time 1,5 after the third pulse. Accordingly,
for a delay of 753 between the second and third pulse, the time of echo emission after
the first pulse is

tspp = 2712 + Ta3. (2.22)

The complete time dependence of the signal is determined by the coherence time
T, and the lifetime T} of the excited state, depending on what sequence of the process
is regarded. During the times in which the system is in the equator plane (i.e.
between the first and second pulse and between the third pulse and echo emission),
the decay is the same as in the spontaneous echo case. When the system is in a
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t= T12+T23+Tp
AN

Figure 2.6 The process of the stimulated photon echo illustrated with Bloch spheres. The
first laser pulse creates a coherent superposition of the ground state and the excited state.
During the delay 75 between the pulses, the ensemble dephases. The second laser pulse
encodes the optically excited coherence in the population. All components that are not
parallel to the vertical axis are still subject to dephasing and will average out during 7y5.
The third laser pulse brings the system back into the equatorial plane and induces the
rephasing. The stimulated echo is emitted at 7y, after the third pulse.

state that is described by occupations (i.e. during the time 755 between the second
and the third pulse), the decay is governed by the lifetime of the excited state. A
typical experiment for the stimulated echo leaves the delay 75 between the first and
second pulse constant and only varies the delay 753 between the second and third
pulse, as described in the last paragraph of Subsec. 3.4.3. In this way, the signal
follows

P o exp(—7o3/Th), (2:23)

granting access to the lifetime 7] of the excited charge carriers.

2.2.5 Selection rules

For the optical excitation of charge carriers in semiconductors not only the band
gap has to be bridged. The excitation process must also conserve the angular mo-
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mentum.®

Circularly polarized light carries an angular momentum of /¢, = 1. Upon the
absorption, this angular momentum is transferred to the medium, so that only tran-
sitions with a change in angular momentum by Al = +1 can be excited. Taking
into account the quantum numbers of the involved states, the optical selection rules,
coupling the polarization of light and the polarization of spins, can be derived from
these principles. For the general case of dipole-allowed transitions in bulk direct
band gap semiconductors, the selection rules are shown in Fig. 2.7.

L Iy

m; = -3/2 -1/2 +1/2 +3/2 B

hh Ih Ih hh

Figure 2.7 Electric dipole-allowed transitions for k = 0 and circularly polarized light.
Transitions from the p-like (j = 3/2) valence band into the s-like (j = s = 1/2) conduction
band must conserve angular momentum. The different projections m; for heavy and light
holes result in different transition probabilities for the conduction band states for right-
(07) and left-handed (o) circularly polarized light. Transitions from the heavy hole band
are three times more probable than from the light hole band.

The absorption of o (i.e. right-handed circularly) polarized light can either lead
to a transition between the m; = —3/2 heavy hole state and the m; = —1/2 electron
state or the m; = —1/2 light hole state and the m; = +1/2 electron state. The
transitions occur with a probability ratio of 3:1, indicated by the thickness of the
respective arrow in Fig. 2.7. For the opposite polarization o, the signs of the m;
states must be reversed.

Linearly polarized light can be described as a superposition of o and ¢~. The
action is hence a superposition of the described transitions.

For the more specific case of trions in n-doped CdTe quantum wells, the selection
rules are pictured in Fig. 2.8. There, the ground state is constituted by the resident

8The conservation of momentum is fulfilled in optical transitions, because the momentum of the
photon is negligibly small compared to the dispersion of the band structure.
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m,= +3/2  -3/2

T Yy o trion
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I [ electron
m, = +1/2 -1/2

Figure 2.8 Selection rules for the excitation of trions from an electron state with circularly
polarized light. Right-handed (o) circularly polarized light drives the transition between
the m, = +1/2 electron state |1) and the m; = +3/2 trion state [3), while left-handed
(67) circularly polarized light drives the |2) <+ |4) transition.

electron and the excited state is the trion. More specifically, it is a heavy hole trion
in its ground state with the electrons forming a spin-singlet (see Tab. 2.1).

Again, the spin orientation of the optically addressed states is directly related to
the circular polarization of light. The ground states are defined by the resident elec-
tron’s spin orientation, while for the excited states, the orientation of the hole spin
of the trion is the distinguishing property. Right-handed circularly (¢") polarized
light connects the m; = 1/2 electron and the m; = 3/2 trion state and o~ polar-
ized light works on the other pair of states with reversed signs for the m;. Linearly
polarized light acts on both pairs of states.

Selection rules govern all optical transitions in semiconductors. Not only the spin
configurations of free excitons and trions are subject to selection rules. Depending
on the band structure and the impurity complexes, many different other excitations
are possible, such as bound excitons and trions and intra-ion transitions in dopants.

In all cases, the absorption of polarized light has a direct effect on the spin state
of the excited charge carriers. The injection of spin-polarized charge carriers by
circularly polarized light is known as optical orientation [55|. It grants access to the
optical excitation, purposeful manipulation and investigation of the spin system and
forms the basis of many spectroscopic techniques (see Sec. 3.2).

So far, the spin has been treated in the context of band structure and optical
excitations. In this frame, it is sufficient to consider the angular momentum that
is associated with the spin. But the angular momentum of a charged particle gives
rise to a magnetic moment which is the fundamental object of magnetism. The
polarization of magnetic moments causes magnetism. That this is also valid for the
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magnetic moments of electron spins was confirmed experimentally by the discovery
of electron spin resonance [102, 103].

2.2.6 Spin dynamics in semiconductors
The magnetic properties of the spin are defined by its magnetic moment

UB
=qg—=S. 2.24

The Bohr magneton pg and Planck’s constant A are fundamental constants [104]
and the Landé factor g is a property of the spin-bearing particle. In the case of
semiconductors, the value of g is mainly defined by the band structure, as can be
seen from the Roth-Lax-Zwerdling relation [105]

1 ﬂso
= 1—-(—-1)——1, 2.2
g Jo [ (m* ) 2ASO + SEg:| ' ( 5)

describing the Landé factor for bulk material. Apart from the Landé factor for
free electrons g, ~ 2 and the electron mass m, all parameters (£, — band gap,
Agp — spin-orbit energy, m” — effective mass, see Fig. 2.1) are determined by the
semiconductor material.

The confinement of charge carriers in nanostructures strongly alters the potential
landscape and induces anisotropy. In a phenomenological approach, this can be
understood in the following way: In the directions without confinement (e.g. in
the in-plane direction of quantum wells), the band parameters are equal or close
to those of the bulk material. In the confinement direction (i.e. in the growth
direction for quantum wells), the wave function of the charge carriers extends into
the semiconductor material of the barrier. This leads to an admixture of the band
parameters of the barrier. Additionally, the charge carriers become localized, which
affects the effective mass. Consequently, influencing factors for the value of the
Landé factor include the compound and the confinement length of the nanostructure
[61, 106].

The response of a spin to an external magnetic field is determined by its Landé
factor.

Spin in an external magnetic field

For the action of an external magnetic field B on the spin magnetic moment g, the
relative orientation has to be taken into account. The Zeeman effect describes an
energy splitting of the components of p, that are parallel to the magnetic field B
and is given by

EZ-eema.n = M- B. (226)



2.2 Optical excitations 23

Obviously, the spin components perpendicular to the external magnetic field are not
shifted in energy. Instead, they experience a torque

L=pu,x B, (2.27)

causing a precession by the magnetic moment about the external magnetic field.
This precession is known as the Larmor precession and occurs at the Larmor fre-
quency

0, = |QL$BB. (2.28)
A measurement of the Larmor frequency for different magnetic fields allows the de-
duction of the Landé factor |g| (see Subsec. 3.3.1).

Also without an external magnetic field, the spin polarization shows a dynamic
behavior — it is subject to decay.

Spin relaxation

In general terms, the relaxation of spin polarization is due to fluctuating effective
magnetic fields. Such fields can be generated by the Elliott-Yafet, Bir-Aronov-Pikus
and Dyakonov-Perel mechanisms as well as by hyperfine interaction with nuclear
spins [78].

Depending on the material, every electron interacts with a large number of nuclear
spins (hyperfine interaction). These have random orientations, leading to random
effective magnetic fields that cause spin relaxation. This mechanism has the char-
acteristics of point-type interaction and is rather weak. The spin relaxation mecha-
nisms to be discussed in the following rely on scattering and are typically much more
effective than the hyperfine interaction. Still, for strongly localized electrons, the
hyperfine interaction can become the dominant relaxation mechanism, especially for
materials with large nuclear angular momenta.

The Elliott-Yafet mechanism [107, 108] originates from momentum relaxation in
conjunction with spin-orbit interaction. The momentum relaxation is caused by
scattering by (optical) phonons and (charged) impurities so that the efficiency of the
scattering depends on their concentrations. While the concentration of impurities is
a sample property and cannot be influenced, the amount of phonons is temperature-
dependent, rendering the Elliott-Yafet mechanism negligible for clean samples at
low temperatures [77].

The relaxation due to the Bir-Aronov-Pikus mechanism is a consequence of an
exchange interaction of electrons in the conduction band and unpolarized holes in the
valence band. The spin relaxation rate is proportional to the electron scattering rate
and hence proportional to the number of holes. Since a sizeable hole concentration
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is required, the Bir-Aronov-Pikus mechanism is important especially for p-doped
materials [109).

Unlike the two previously discussed mechanisms, the spin relaxation due to the
Dyakonov-Perel mechanism is not proportional to the electron scattering rate. In
non-centrosymmetric crystals (e.g. such with zinc blende symmetry like GaAs and
CdTe), the degeneracy of the conduction band is lifted due to spin-orbit coupling
[110]. This, in turn, gives rise to an effective magnetic field B(k) that depends on
the electron’s momentum k. The magnetic field therefore acts on the spin between
scattering events, rather than during. Accordingly, the spin relaxation becomes more
efficient when less scattering occurs, i.e. when the impurity concentration decreases.
For clean samples usually the Dyakonov-Perel mechanism is the dominant one [77].

The main spin relaxation mechanism for holes is a consequence of the band struc-
ture. The valence band is split into sub-bands of light and heavy holes, having
different spin projections. The strong coupling of spin and orbit as well as heavy
and light holes makes momentum scattering very efficient for spin relaxation. There-
fore, in bulk material, the spin relaxation of holes is generally much faster than for
electrons [109, 111, 112].

The involvement of momentum in the spin relaxation mechanisms motivates the
investigation of localization of charge carriers. In the case of quantum wells, where
the charge carriers are confined in (only) one dimension, the spin relaxation rate
becomes anisotropic. A potential asymmetry in the quantum well gives rise to an
additional effective magnetic field due to the Bychkov-Rashba splitting [113, 114].
Still, the spin relaxation due to spin-orbit coupling is generally smaller as compared
to bulk material [75].

For holes, the spin structure is very different in quantum wells, as the spin re-
laxation rate is strongly dependent on momentum [115, 116]. The quantum well
potential splits the light and heavy hole sub-bands and decouples them at the cen-
ter of the Brillouin-zone. Due to this decoupling, holes at the center of the zone
(i.e. with zero momentum) experience very low spin relaxation, while for finite mo-
mentum, the spin relaxation due to heavy-light hole mixing is still very effective,
making the hole spin relaxation much faster than the electron one [117-121].

Through thermal excitation, the strong momentum dependence is equivalent to a
strong temperature dependence [109]. For low temperatures, when the particle states
are close to the center of the Brillouin zone, the spin evolution will be dominated
by excitonic effects [109]:

An important difference of excitons as compared to free charge carriers is the ad-
ditional electron-hole exchange interaction. When the fine structure of the exciton
complex is taken into account, three different relaxation processes can be distin-
guished. The simultaneous spin-flip of electron and hole, describing the transition
between the bright states of the exciton, is associated with the exciton spin relaxation
time that is typically in the picosecond range [122, 123]. The spin flip of the exciton-
bound hole couples the bright and dark states of the exciton and exhibits a very short
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time constant in the picosecond range [124-126|. In the case of the exciton-bound
electron, the electron-hole exchange is found to act as a static external magnetic
field, which reduces the spin relaxation rate due to energy mismatch [124, 127].
Consequently, the spin relaxation time of the exciton-bound electron is found to
be in the nanosecond range [122, 123|. Also for exciton-bound charge carriers, the
spin relaxation of holes is significantly faster than for electrons (picosecond-range
vs. nanosecond-range, respectively).

In the presence of an external magnetic field, the relaxation times for spins are

distinguished with respect to their relative orientation to the field. The time con-
stant T stands for the spin relaxation parallel to the magnetic field. Since the
spin directions parallel to the external field represent the energy eigenstates, the
relaxation process is an inelastic one. Since it is mostly mediated by phonons, the
T;-relaxation is also called spin-lattice relaxation [128].
The relaxation of the spin components perpendicular to the external magnetic field
is accounted for by the transverse relaxation time 7,. In the corresponding relax-
ation processes, only the phase of the spin state needs to be changed, hence there is
no energy transfer necessary. An inelastic relaxation into the ground state, however,
also leads to a relaxation of the transverse spin component. Therefore T}, is limited
by T;.

In order to prevent confusion of the spin-related time constants and the optical
relaxation times discussed in Subsec. 2.2.3, the spin-related times will be equipped
with an additional superscript, indicating the spin-bearing particle. For instance,
the spin relaxation times for electrons will be denoted with 77 and T5.

The various different properties and dependencies of spin-bearing particles lead
to diverse magnetic phenomena.

2.3 Magnetism

Magnetic phenomena in solid state can be classified as dia-, para- or ferromagnetic.
Diamagnetic materials possess no magnetic moment, unless an external magnetic
field is applied. In accord with Lenz’s law, the action of the induced magnetic mo-
ments is opposite to the external magnetic field, attenuating it.
In the case of paramagnetism, permanent magnetic moments are associated with
the atoms or molecules of the material due to unpaired electrons. Similarly, per-
manent magnetic moments that behave paramagnetically also originate from excess
electrons, excitons and trions. The interaction among the magnetic moments is very
weak, so that they can be assumed to be independent. Without an external field,
the magnetic moments will be oriented randomly. The application of an external
magnetic field aligns the magnetic moments, enhancing the external field.

A ferromagnet also possesses permanent magnetic moments, but additionally it
exhibits a spontaneous magnetization even in the absence of an external magnetic
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field. The magnetization is caused by the parallel alignment of the magnetic mo-
ments that is generally a consequence of exchange interaction (see Subsec. 2.3.2).

Since the samples studied in this thesis include paramagnetic and ferromagnetic
structures, these two will be discussed in more detail in this section. In Subsec. 2.3.1,
paramagnetism will be treated. The Brillouin function giving the magnetization of
a paramagnet is introduced and the diluted magnetic semiconductor CdMnTe is dis-
cussed. Subsection 2.3.2 contains remarks on ferromagnetism that are relevant for
the experiments presented in Chap. 5. The exchange interaction as the quantum-
mechanical origin of ferromagnetism is discussed as well as the characteristic macro-
scopic phenomena of hysteresis and the Curie temperature. The ferromagnetic semi-
conductor GaMnAs is reviewed as a component of the ferromagnet/semiconductor
hybrid structure introduced at the end of the subsection.

2.3.1 Paramagnetism
Brillouin function

The magnetization of a paramagnetic material due to an external magnetic field is
caused by the thermal occupation of spin-split energy levels. The splitting is caused
by the Zeeman effect, which for spin components parallel to the magnetic field is

EZ-eeman = —Hs- B = 'm'sgﬁBB: (229)

with m, = :I:% for electron spins. The spin projections hence have Zeeman energies
of £, = %gu.BB and F, = —%gp.BB. For thermal equilibrium, the populations N;
and N, of the split levels are described by the Boltzmann distribution:

B
N _ exp (%27)
N e (457) + oo (-457)
. (2.30)
N, exp (%22 )

N exp (gﬁﬁg) T exp (— gig?) |

where N is the total number of spins, kg is the Boltzmann constant and 7' is the
temperature.

With the substitution g = g‘:g? , the magnetization M = $gugN(N; — N,) can be
written as

1 1_e ]
M = —gugN - S —gupN - tanh(q). (2.31)

2 el +e 1 2
For high temperatures and/or low magnetic fields, this can be approximated via

p ~ , ; : 14 B
tanh(q) =~ ¢ to show the simple relation M oc 7.
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This finding is known as Curie’s law with
B
M=C= 2.32
= (232
and C being the (material-specific) Curie constant.

In the general case of a particle with angular momentum number J, the Zeeman
splitting results in (2.J + 1) equally spaced energy levels. With

p= JgupB
kT '

(2.33)

relating the Zeeman energy and the thermal energy, the magnetization reads

M = JgugN - B;(p), (2.34)
where
C2J+1 27 +1)p\ 1 p
Bj(p) = 57 coth ( 57 57 coth (QJ) (2.35)

is the Brillouin function |70, 129].

CdMnTe

Due to the unique electron configuration of the Mn®" ion, it plays an important role
for the magnetic doping of semiconductors [130-132].

The crystal growth procedure for CdMnTe is very similar to the production of
CdTe. With the commonly used Bridgman technique [133], Cd; _ ,Mn_,Te crystals
in CdTe zinc blende structure can be produced with manganese accounting for up
to x = 77% among the cations [134].

In CdTe, being a II-VI semiconductor, manganese represents an isoelectronic
dopant, replacing cadmium at a cation site. In this situation, the Mn atom, having a
[Ar]3d°4s” electron configuration, provides both 4s electrons for the crystal binding.
The 3d shell of the Mn*" ion is half filled, so that all five electron spins can align
ferromagnetically (as demanded by Hund’s rules [135, 136]). The ground state of
the Mn®" is hence characterized by spin s = 5/2 and orbital angular momentum
[=0.

The effect of the manganese ions is strongly dependent on the manganese con-
centration x. Roughly three different regimes can be distinguished: paramagnetic,
antiferromagnetic and spin-glass-like [137]. For very low concentrations, the man-
ganese ions are magnetically isolated and can be treated individually. Each ion
then represents a tiny paramagnet and the total magnetization is proportional to
the molar fraction = of manganese. For intermediate Mn concentrations (starting
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at x ~ 0.005 [138]), the mean distance between Mn ions becomes shorter, favoring
the formation of Mn nearest-neighbor pairs and Mn clusters. The coupling of Mn
nearest and next-nearest neighbors is mediated by short-range superexchange inter-
action (see paragraph “exchange interaction” below, in Subsec. 2.3.2), which leads
to an antiferromagnetic alignment of the Mn magnetic moments. Accordingly, the
magnetization is no longer proportional to the concentration of Mn ions, but shows
a nonmonotonic behavior with a maximum at z =~ 0.12 [139, 140]. For Mn concen-
trations of # > 0.17 [141] (nearest-neighbor percolation threshold is = ~ 0.2 [142]),
the Mn clusters can reach the size of the sample. Due to the position of the Mn ions
on a fcc sublattice, an antiferromagnetic alignment throughout the cluster is not
possible. This is known as frustration [143]. In connection with low temperatures,
i.e. when the thermal energy is below the exchange energy, this leads to a magnetic
phase called spin glass [144-146]. The term accounts for the random but stable
spin orientations in the low-temperature state that is analogous to the positional
disorder found in chemical glass.

The existence of the spin glass phase can be evidenced by the temperature depen-
dence of the magnetization of the medium [140, 147]. More precisely, the presence
of a spin glass phase leads to a deviation of the magnetic susceptibility from the
Curie-Weiss law [70, 148| at low temperatures [138]. An additional property of the
spin glass phase is the dependence of the magnetization on whether the sample is
cooled in the presence or absence of a magnetic field.

The effect of manganese on the CdTe band structure is restricted to the increase
of the band gap with rising Mn concentration, while the shapes, symmetries and
characters of the valence and conduction bands are not affected by doping with Mn
[134].

The linear increase of the absorption edge with increasing Mn content is pinned
at about 40 % [149, 150] due to the onset of absorption of an intra-ion transition
of Mn®". This transition has an absorption edge of around 2.2eV (at cryogenic
temperatures), independent from the doping concentration x [151, 152].

As already mentioned above, in the Mn ion ground state the electron spins are
aligned, forming an S = 5/2 spin state with zero orbital angular momentum (L = 0)
designated as °S (°4, in group theoretical notation). Due to the s-like character,
this state is not split by the crystal field.

The first excited state is described by the spin reversal of a single 3d electron
which gives rise to four quartet states with total spin S = 3/2, namely ‘P, *D,
*F, and *G. The lowest in energy, the ‘G state, has a 2L + 1 = 9-fold degeneracy
that is lifted by the crystal field and again split into four states (see Fig. 2.9). The
energetically lowest of which is labeled “T; [130, 132], in accord with the irreducible
representation of symmetry group T [153, 154].

It is the transition from A, to *T, that is generally accepted as the transition
pinning the absorption energy of CdMnTe at 2.2V [132, 149, 151].

The experimental findings on optical orientation of Mn®" ions presented in Chap. 4
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Figure 2.9 Level scheme of manganese. In the crystal field, the lowest excited state
(4G) is split into four states, but the bs ground state remains unaltered. Vertical arrows
indicate possible intra-Mn transitions. Reproduced from [130], with the permission of ATP
Publishing.

were achieved studying this transition.

2.3.2 Ferromagnetism
Exchange interaction

The exchange interaction is a quantum mechanical effect that results from the ex-
change of indistinguishable particles in a system. Specifically, two electrons at
locations r; and 75, described by individual wave functions ¢(r;) and ¥ (r,) are
considered. The wave function of the joint state can be written as a product of
single electron states but must be, as for all fermions, antisymmetric (Pauli exclu-
sion principle, [155]). That means that the wave function resulting from a particle
swap (exchange) must be the negative of the original wave function. Hence for a
symmetric space state, the spin part of the wave function must be antisymmetric
and vice versa. The eigenstates of the spin part of a two-electron wave function are
listed in Tab. 2.1.

The singlet state g is antisymmetric and the triplet state X is symmetric under
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eigenstate m, s S;-S,

11 1/

ITY)\JgiT) 0 1 1/4 triplet state Xy

W11 174

% 0 0 -—3/4 singlet state X'g

Table 2.1 Eigenstates of a system of two spins S; and S, with a coupling of the form
S; - S5. The corresponding values of mg, s and the eigenvalues are listed along with the
degeneracy of the spin state.

particle exchange. The joint wave functions then take the form

By = \% (6(r)(rs) + 6(ra)(r)] Ss

1 (2.36)
D = — |o(r))W(1ry) — O(1ry)h(1ry)| X
T \/ﬁ[.(l)(l) (r2)¥(r1)] Xr
and the corresponding energies are
Eg = / / P HPodr dry
(2.37)

Ep = / f &5 Hdpdr dr,.

Exploiting the eigenvalues of S; - S,, the Hamiltonian describing the system can
be rewritten to an effective Hamiltonian reading

a 1
Heg = 1 (Es+3Er) — (Es — Er) Sy - Ss. (2.38)

Obviously, only the second term is dependent on spin. Its prefactor is referred to as
exchange constant .J, where

J = Eg — Ep. (2.39)

The sign of J indicates whether the singlet or the triplet is the favored state.
In the Heisenberg model [156, 157|, defined by the Hamiltonian

HHeiSenberg - = Z JijSz' . S_ja (240)

i>j
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this approach is applied for all neighboring spins of a system (.J;; is the exchange
constant of spin S; and spin S;, which, in the simplest case, is assumed to be equal
for all nearest neighbors and 0 otherwise). In this way, ordering of spins can be
explained even for larger systems.

Although this model provides the basis for the understanding of magnetic order-
ing, the situation in real systems is somewhat more complicated. Especially the
restriction to nearest-neighbor interaction is not compatible with the indirect ex-
change observed in many systems. For example, the exchange interaction between
magnetic ions in metal can be mediated by conduction electrons. In the RKKY
interaction [158-160], a localized magnetic moment polarizes the conduction elec-
tron spins which then lead to a polarization of the neighboring localized magnetic
moment.

In many magnetic alloys, the interaction among magnetic ions occupying next-to-
nearest lattice sites is mediated by non-magnetic atoms that are situated on lattice
sites between the magnetic ions. This typically antiferromagnetic interaction is
known as superezchange |[161-164].

In the ferromagnetic semiconductor GaMnAs, the long-range ferromagnetic order-
ing is mediated by a locally antiferromagnetic interaction between the Mn electrons
and valence band states (holes). The holes are provided by the doping with man-
ganese itself — see paragraph “GaMnAs” below.

Hysteresis

A unique property of ferromagnets is the hysteresis of their magnetization in depen-
dence of the external magnetic field. That is, the magnetization not only depends
on the current value of the external field, but also on its previous value. A typical
hysteresis loop is shown in Fig. 2.10. For large external fields, the magnetization
reaches a saturation value M,. When the external field is decreased again, the mag-
netization also reduces, but at zero external field a nonzero magnetization prevails
(upper curve). This is known as the remanent magnetization M,. In order to fully
demagnetize the ferromagnet (i.e. to bring the magnetization to zero), an external
field of the opposite orientation with a value of |H,| is necessary. This field is called
the coercive field.

The values of M,, M, and H, are material-specific and can be used to charac-
terize a ferromagnet. Additionally, a ferromagnet can be characterized by its Curie
temperature.

Curie temperature

Above a certain temperature, the spontaneous magnetization that is characteris-
tic for ferromagnets vanishes. This temperature is called the Curie temperature
Tc- and is a material property. For the naturally ferromagnetic elements of iron,
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Figure 2.10 A generic hysteresis loop, exhibiting the saturation magnetization M, the
remanent magnetization M, and the coercive field H,.

cobalt and nickel, the Curie temperatures are 1043 K, 1388 K and 627K, respec-
tively [70]. Among the ferromagnetic semiconductors, manganese plays a central
role as a dopant [32, 165, 166]. In these materials, the Curie temperature is strongly
dependent on the manganese concentration and the fabrication process. In the case
of GaMnAs, for instance, the Mn content can lead to Curie temperatures as high
as 172K [167], but typically values well below 110K are observed [168]. Addition-
ally, the annealing of the GaMnAs has a profound effect on the Curie temperature
[167]. Furthermore, the influence of the surface and thickness of the GaMnAs-layer
[169, 170] and its capping [171] leads to a wide range of Curie temperatures [32].

GaMnAs

The most stable position of manganese inside the GaAs lattice is at the cation site
[166], replacing a gallium atom (substitutional Mn). In the host lattice, gallium,
having a [Ar]3d'%4s%4p" valence electron structure, participates in the crystal bond-
ing with its 4s electrons and the 4p electron. Manganese ([Ar]|3d°4s”) also provides
two 4s electrons but lacks the 4p electron, hence acts as an acceptor and supplies
one hole per Mn atom.

A local magnetic moment is introduced by the five 3d electrons of manganese. In
agreement with Hund’s rules [135, 136], the electrons align ferromagnetically, form-
ing a s = 5/2 state with zero orbital angular momentum. The hybridization of
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these Mn d orbitals with the valence band state of the hole, which has a p character
and is centered at the Arsenic anion site, is the origin of the ferromagnetic ordering
observed in GaMnAs.

For a collective ferromagnetic ordering, a sufficient density of magnetic moments
must be supplied, which is the case for a Mn content of about 2% or more. This
is however well above the Mn equilibrium solubility limit in GaAs [166], so that a
non-equilibrium growth technique has to be employed to prevent MnAs clusters and
Mn precipitation. This is achieved by low-temperature (about 250 °C) molecular
beam epitaxy. The downside of this method is a relatively poor sample quality with
a low conductivity [165, 172] and a high concentration of point-defects [32]. Among
those, two defects have been identified as the most relevant: the arsenic antisite
defect and the manganese interstitial [173]. The former means the presence of an
As atom at a cation site, acting as a double-donor and hence compensating the
holes provided by the substitutional Mn. The latter defect signifies a Mn atom at
an interstitial site of the GaAs lattice, also acting as a double-donor. Additionally,
the interstitial manganese exhibits strong local direct antiferromagnetic coupling to
neighboring substitutional manganese, reducing the net effective magnetic moment
and hence inhibiting the magnetism. It has been shown that post-growth annealing
at temperatures around the growth temperature can effectively reduce the impact of
interstitial manganese defects [174]. For the healing of As antisite defects, consider-
ably higher annealing temperatures are necessary [175], so that this is not possible
without the precipitation of Mn or the formation of MnAs metallic clusters [166].

A suitable parameter for the evaluation of GaMnAs samples is the ferromagnetic
transition temperature (Curie temperature) 7. Not only the annealing has been
found to have a profound effect [167] on the Curie temperature, but also the surface
and thickness of the GaMnAs-layer [169, 170] and the capping [171] of the sam-
ple. In this way, a wide range of Curie temperatures is attainable, but still the
ferromagnetism can only be observed below room temperature.

Due to this demanding set of crucial parameters along with the inherent diffi-
culty of low temperature molecular beam epitaxy, a novel approach to ferromagnetic
semiconductor structures has been suggested that can be described as a ferromag-
net/semiconductor hybrid system.

Ferromagnet /semiconductor hybrid structures

The most straightforward way of incorporating ferromagnetism into semiconduc-
tors is the manufacturing of a monolithic device with an inherently ferromagnetic
functional area.

Examples for this approach, like GaMnAs or InMnAs have allowed remarkable
progress [32, 33], but exhibit ferromagnetism only for cryogenic temperatures [168]
and show relatively poor charge carrier mobility [165, 172].

An alternative strategy is provided by ferromagnet,/semiconductor hybrid struc-
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tures [176-178|. Here, the different functions are assumed by individual constituents
that are combined to a device fulfilling all the requirements. The important aspect is
that all constituents maintain their respective properties without deteriorating those
of the other components. The selection and combination of optimal components and
materials is the principal task to be solved in this approach.

The preservation of the excellent optical and electrical properties of semiconductor
nanostructures in combination with ferromagnetism is possible by spatially separat-
ing the semiconductor and the ferromagnet. Modern molecular beam epitaxy allows
a monolayer-resolved growth of heterostructures, so that a separation of ferromagnet
and semiconductor on the length scale of a few nanometers is possible. This opens
the possibility for different mechanisms to mediate the cross-talk between ferromag-
net and semiconductor. Among them are the exchange interaction between electrons
of the semiconductor and electrons of the ferromagnet, stray fields and tunneling
of charge carriers. A long-range effect involving elliptically polarized phonons was
published in [179].
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3 Experimental approach

This chapter addresses the methods that were used to obtain experimental data.
The samples for the resonant manipulation of Mn®" spins, for the investigation
of a ferromagnet/semiconductor hybrid structure and for the observation of the
photon echo are discussed in the respective subsections of Sec. 3.1. The spectroscopic
procedures of photoluminescence (Sec. 3.2), Kerr rotation (Sec. 3.3) and four-wave-
mixing (Sec. 3.4) are explained along with the associated optical setups.

3.1 Samples

For the different approaches to combine optics and magnetism in semiconductors,
specially tailored samples were used. For the direct optical addressing of electron
spins in manganese ions, a bulk crystal of cadmium manganese telluride (CdMnTe)
with a high concentration of manganese was used (see also paragraph “CdMnTe” in
Subsec. 2.3.1). The sample is described in detail in Subsec. 3.1.1.

To examine the influence of a nearby ferromagnet on carrier spins in a quantum
well, a ferromagnet /semiconductor hybrid structure (as introduced in Subsec. 2.3.2)
based on gallium arsenide (GaAs) was used. Further details on the sample can be
found in Subsec. 3.1.2.

In the third approach, no magnetic doping is involved, but instead the carrier spins
of an n-doped quantum well are employed in coherent photon echoes (see 2.2.4).
The samples are based on cadmium telluride (CdTe) and presented in Subsec. 3.1.3.

3.1.1 CdMnTe bulk crystal

The CdMnTe bulk crystals were prepared from a Cd,_,Mn_, Te ingot grown by the
Bridgman technique [133]. The samples were cut along the (100) cleavage plane
into pieces of 5mm x 5mm x 0.5 mm size. The experimental results presented in
Chap. 4 comprise samples with three different manganese concentrations: x = 0.36,
xr =0.40 and x = 0.45.

All of these concentrations allow a direct access to the intra-ion transition dis-
cussed in Subsec. 2.3.1, since the exciton resonance is spectrally well separated and
energetically higher (see Fig. 3.1, compare Fig. 4.1).

Additionally, the studied manganese concentrations induce the formation of a
spin glass phase at sufficiently low temperatures (see paragraph “CdMnTe” in Sub-
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Figure 3.1 Dependence of the absorption edge energy on the manganese concentration x
for different temperatures. Due to their dependence on z, the absorption of the exciton
(X) and the Mn*" intra-ion transition (I\-'InQ_) can be distinguished. Reproduced from
[180], with permission from Elsevier.

sec. 2.3.1). The associated temperatures for the spin glass transition according to
[137] are given in Table 3.1.

v (%) Ty (K)

35 8
40 12
45 18

Table 3.1 Spin glass transition temperatures 7T, for different Mn concentrations z in
Cd;_,Mn,Te [137].

In order to study the Mn®" intra-ion transition at low temperatures, but without
the influence of the spin glass phase, an additional sample is provided. CdTe as
a host material for the Mn ion is replaced by ZnSe. Due to the larger band gap
and exciton energy of ZnSe, the direct observation of the Mn®" intra-ion transition
is possible already at low Mn concentrations. The studied sample was grown by
the same technique as the CdMnTe crystals, but contained a considerably smaller
manganese concentration of about 2 %.
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3.1.2 GaAs-based semiconductor /ferromagnet hybrid
structure

The hybrid structures were grown by metal-organic vapor phase epitaxy [181] in
Nizhny Novgorod, Russia. The structures consist of an InGaAs quantum well that
is separated by a barrier of GaAs from a Mn-doped layer. The thickness dg of
this barrier is the distinguishing criterion of the individual samples. A schematic
representation of the samples is given in Fig. 3.2.

GaAs cap (40nm)

GaMnAs layer (1nm)
GaAs spacer (2-10nm)

InGaAs QW (10nm)

GaAs buffer (100nm)

(001) n-GaAs

Figure 3.2 Sketch of the studied ferromagnet-semiconductor hybrid structure. The thin
ferromagnetic GaMnAs layer (green) resulting from d-doping is separated from the InGaAs
quantum well (blue) by a GaAs spacer. Samples with three differnt spacer thicknesses of
2nm, 5nm, and 10 nm were studied (see Chap. 5).

A wafer of n"-GaAs in (001) orientation serves as a substrate for the samples.
A weakly Si doped n-GaAs buffer layer is followed by an InGaAs quantum well
with a thickness of 10nm and an In concentration of about 10% to 20 %. On top
of this, an undoped GaAs spacer was grown. The thickness dg of this spacer is
varied for the three different samples, having values of 2nm, 5nm or 10nm. The
GaMnAs-layer is created by d-doping [182] of Mn into the GaAs matrix, resulting
in a 1 nm-thick ferromagnetic GaMnAs layer with a Mn concentration of about 5 %.
The ferromagnetism is mediated by Mn-provided holes (see paragraph “GaMnAs” in
Subsec. 2.3.2) with a density of 10'*cm™ to 10" cm™? and has a Curie temperature
of Tp = 35 K.

Further description and in-depth studies of the samples were performed before by
Dorokhin et al. [183] and Pankov et al. [184].

3.1.3 CdTe-based quantum wells

The quantum well sample was grown by molecular beam epitaxy at the Polish
Institute of Physics and is identified by the number 031901C. A sketch of the
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sample is given in Fig. 3.3. A wafer of (100)-surface oriented GaAs is used as a
substrate, on which several layers of CdTe are grown, forming a 2 pm thick buffer
layer.

CdMgTe (110nm)

CdTe QW (20nm)

Iodine 6-doping
5x

CdMgTe (110nm)

CdTe buffer (2pm)

(100) GaAs substrate

Figure 3.3 Sketch of the CdTe-based heterostructure. Five 20 nm-thick CdTe quantum
wells (blue) are separated by CdMgTe barriers of 110nm thickness. The spacers contain
regions with iodine d-doping (green) near the quantum wells. The excess electrons provided
by the iodine diffuse into the quantum wells and form a 2D electron gas.

In this way, the lattice constant is matched to the CdTe-based heterostructure
comprising five thin (20 nm) layers of CdTe, separated by Cdg 7sMg, 5, Te-spacers of
110 nm thickness. Due to the smaller band gap of CdTe, compared to CdMgTe, the
thin layers act as quantum wells, trapping free charge carriers. These are provided
by modulation-doping of the barriers with iodine donors adding excess electrons to
the crystal. The electrons diffuse into the quantum well and are trapped by the
potential minimum, forming a 2D electron gas of density n, ~ 1 x 10"° cm™2. The
structure is capped by an additional 110 nm CdMgTe layer to reduce the influence
of surface charges.

3.2 Photoluminescence spectroscopy

The term photoluminescence denotes the emission of light from matter that was
excited optically.

In semiconductors the photoluminescence results from the radiative recombination
of photoexcited electrons with holes. The spectroscopy of photoluminescence hence
gives insight into the energy level structure of the investigated material. The resolu-
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tion of different experimental parameters grants access to the respective properties
of the involved charge carriers.

A spectral resolution of the photoluminescence identifies the contributions of dif-
ferent energy levels and transitions, a time resolution gives insight into the radiative
lifetimes of the excited states. A polarization-sensitive detection or excitation grants
access to the spin-system of the sample, as the optical transitions are subject to se-
lection rules as discussed in Subsec. 2.2.5. Furthermore, a combination of these
parameters further increases the potential of this spectroscopic tool. The experi-
mental arrangement for the investigation of photoluminescence is shown in Fig. 3.4.

COHERENT

1IN3Y3IHOD

Streak

D camera

101eOIYI0UON

Figure 3.4 Optical setup for photoluminescence spectroscopy. The polarization of the
excitation can be adjusted with a polarizer and a retardation plate (/4 for circular, A/2 for
linear polarizations). The detected polarization is determined by another set of retardation
plate and polarizer. For the detection of the full intensity, the retardation plate is replaced
by a depolarizer. A monochromator in connection with a CCD camera allows a spectrally
resolved and time-integrated measurement of the photoluminescence intensity. For time-
resolved investigation, a streak camera is used.

3.2.1 Polarization-resolved photoluminescence

As discussed in Subsec. 2.2.5, the transition of an electron from the s-like conduction
band to the p-like valence band is accompanied by the change of angular momentum.
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This leads to the emission of polarized light, whereby the polarization depends on
the spin-orientation of the charge carriers, as can be seen in Fig. 2.7.

In the case of right-handed (¢7) and left-handed (o) circular polarization, the
respective intensities I, and I_ give a direct measure for the optical recombination
rates for the two spin orientations. The degree of circular polarization is defined as

I, —1.

e

(3.1)

Analogously, the spin alignment perpendicular to the direction of light propaga-
tion can be measured by the degree of linear polarization defined as
I, —1,
L+,

Pi (3.2)

Thereby I, and I, denote the intensities of orthogonally linearly polarized compo-
nents of the photoluminescence.

As the optical selection rules are also valid for the excitation, the use of polarized
light allows the optical orientation of spin-polarized charge carriers. Studying the
photoluminescence of optically oriented charge carriers allows the investigation of
spin relaxation mechanisms.

In addition to time-resolved approaches, the Hanle effect [55, 185] can be used
to determine the spin relaxation time without time-resolving the photoluminescence
signal. It is based on the spin depolarizing action of a transverse external magnetic
field. Spin-polarized charge carriers are injected optically by circularly polarized
continuous-wave excitation. The polarization of the photoluminescence is measured
as a function of the external magnetic field applied in Voigt geometry." In the time-
integrated detection, the field-induced Larmor precession (Eq. (2.28)) of the injected
spins results in depolarization of the photoluminescence with rising magnetic field.
The resulting Hanle curve contains information about the dynamic parameters of
the spin system.

Experimentally, the polarization of excitation and detection is controlled by re-
tardation plates in connection with polarizers. The laser systems that are employed
in the excitation deliver linearly polarized light.

3.2.2 Spectrally resolved photoluminescence

In order to distinguish contributions of different energy levels and transitions, the
photoluminescence signal is resolved spectrally. Therefor, a monochromator using
a diffraction grating for the spatial separation of photon energies is used. The
spectrum is then recorded with the array detector of a charge-coupled device (CCD).

1Voigt geometry denotes a configuration in which the magnetic field is parallel to the sample
surface, but perpendicular to the direction of light propagation and optically induced spin.
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The recorded spectrum indicates the energy, spectral width and intensity of the
respective transitions.

A variant of spectrally resolved photoluminescence is the photoluminescence ex-
citation (PLE), in which a distinct feature of the photoluminescence (e.g. the in-
tensity of a single peak) is observed while the excitation energy is scanned. The
signal strength is then proportional to the carrier density, which is determined by
the absorption coefficient. Accordingly, photoluminescence excitation represents a
possibility to measure absorption without the necessity of a translucent sample.

In the experiments discussed in this thesis, both types of spectrally resolved pho-
toluminescence experiments were carried out.

The excitation was implemented with a Titanium-Sapphire-laser COHERENT MIRA
900 providing a spectral range of 700nm to 980nm or by the addition of an op-
tical parametric oscillator from APE offering an extended wavelength range of
505nm to 4000 nm. Typically the laser sources were run in the mode-locked (i.e.
pulsing) regime. The spectral width of the pulses is then typically about 0.8 nm.

The detection was realized with a spectrometer ACTON SP2500 from Princeton In-
struments, providing a resolution of about 0.1 nm in connection with a CCD camera.

3.2.3 Time-resolved photoluminescence

For time-resolved photoluminescence spectroscopy, the excitation is carried out with
a short light pulse. The photoluminescence emission is then recorded as a function
of time after the excitation pulse. The detected intensity transients depend on the
carrier relaxation and recombination mechanisms and allow a determination of the
radiative lifetimes. Likewise, an additional resolution of the polarization (see 3.2.1)
grants access to the time constants of the spin system.

In the time-resolved photoluminescence experiments discussed in this thesis, the
excitation was again provided by a COHERENT MIRA 900, either directly or with
an additional optical parametric oscillator from APE. Both systems provide laser
pulses of 7, < 3ps duration.

The detection was accomplished with a HAMAMATSU streak camera, achieving a
time resolution of 20ps (synchroscan unit) in the setup combining spectral and
temporal resolution as shown in Fig. 3.4.

Alternatively, the modulation of the excitation light source can also be accom-
plished by an electro-optical modulator. In this way, either a pulse of variable
duration (cw-laser) or a picosecond pulse train (ps-laser) of variable duration can be
produced. The electro-optical modulator has a switching time of below 1ps and is
operated at repetition rates of several kilohertz. Thus, this variant of excitation is
especially favorable for signals that exhibit time constants in the microsecond range.
Also in this case, the detection is implemented with the same streak camera, but
with exchanged scanning unit (slow single sweep unit instead of synchroscan unit).
The temporal resolution is defined by the length of the excitation pulse (train) as
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defined by the electro-optical modulator.

3.3 Magneto-optical Kerr effect

The magneto-optical Kerr effect describes the rotation of the polarization plane of
linearly polarized light upon reflection from a magnetized surface and was discovered
by John Kerr in 1877 [54].

Linearly polarized light can be understood as a superposition of two circularly po-
larized components. The magnetized material exhibits a spin polarization that gives
rise to a difference in refractive indices for the two circular polarizations. Hence the
group velocities are not equal for the two components and the reflection produces
a phase-lag between them. This phase-lag between circular polarizations is equiva-
lent to a rotation of the polarization plane of linearly polarized light. The angle of
rotation is thereby proportional to the magnetization of the medium [129].

For the excitation, a mode-locked Ti:sapphire laser with a pulse duration of 2 ps
was used. A linear polarizer in front of the sample ensures the linear polarization
of the excitation. The reflected light is passed through a photoelastic modulator
(PEM), that is installed with the main axis parallel to the polarization of excita-
tion. In this way, only the part of reflected light, which was rotated out of the
original polarization plane is modulated by the PEM. Light that did not experi-
ence Kerr rotation is transmitted through the PEM unmodulated. A subsequent
polarizer that is twisted by 45° with respect to the excitation polarization translates
the polarization modulation into an intensity modulation at the same frequency.
The amount of modulated light is thereby proportional to the angle of polarization
rotation.

A photodiode detects the intensity of the light and feeds a proportional voltage to
a lock-in amplifier, that multiplies the signal with an AC voltage oscillating at the
modulation frequency of the PEM. The product of the multiplication is averaged
over several oscillations, canceling the contributions of other frequencies (especially
the DC component). The output of the lock-in amplifier is a DC voltage that is
proportional to the amplitude of the oscillatory signal.

Therefore, the output of the lock-in amplifier is proportional to the intensity of
modulated light and hence proportional to the Kerr rotation of polarization and to
the magnetization of the sample.

3.3.1 Time-resolved Kerr rotation

A time resolution of the Kerr rotation is possible when a pump-probe scheme with
two subsequent laser pulses is implemented. The first laser pulse (pump pulse)
induces a change in the sample that can be probed by a delayed second laser pulse
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(probe pulse). A change of the delay between the pulses provides the time resolution
of the induced excitation. The experimental setup is shown in Fig. 3.5.

COHERENT

=
]
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Figure 3.5 Setup for the time-resolved measurement of the magneto-optical Kerr effect.
Upon reflection from a magnetized sample, the linearly polarized probe beam experiences
a rotation of the plane of polarization. A photoelastic modulator (PEM) in conjunction
with a linear polarizer translates this rotation into an intensity modulation. The intensity
is detected by a photodiode and its modulation is analyzed by a lock-in amplifier. For
time-integrated measurements, the pump-beam is blocked.

In the case of pump-probe Kerr rotation, the pump pulse is circularly polarized, so
that it induces a spin orientation (i.e. magnetization). Upon reflection, the linearly
polarized probe pulse experiences a rotation of the polarization plane that can be
detected as described above, giving a measure for the spin orientation in the sample.
In this scheme, the spins are oriented along the axis of light propagation. The
application of a magnetic field in Voigt geometry, i.e. perpendicular to the light
propagation axis, induces a precession of the spin about the magnetic field axis with
the Larmor precession frequency (2, see Eq. (2.28). As the magnetization changes
accordingly, the precession can be detected as an oscillation in the pump-probe
Kerr signal. With a measurment of the magnetic field dependence of the Larmor
frequency (2 (B), the absolute value of the Landé factor g of the respective charge
carrier can be determined. A potential intercept when plotting {2; (B) (extrapolated
value for (21 (B = 0) # 0 from linear fit) results from a zero-field splitting of the
spin states coupled by an external magnetic field in Voigt geometry.

3.4 Four-Wave-Mixing spectroscopy

The response of condensed matter to an illumination with an electromagnetic field
is described by the polarization. A power series expansion of the polarization P in
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the electric field E reads

'rt/e—Zx E;(r,t)

+Z, (2 (r,t) * Bj(r,t) x E(r,t)
+ ZXS;I (r.t) x Ej(r,t) x Ep(r,t) « Ey(r,1)
gkl

+ O(EY).

The indices 1, 7, k,l denote spatial coordinates and ¢, is the vacuum permittivity.
The optical susceptibilities x classify phenomena as linear (governed by X(-U) or
non-linear (governed by x(>1}). The magnitude of y is a material property and
strongly dependent on crystal symmetries.

The term four-wave-mixing (FWM) denotes a phenomenon that is governed by

. Generally, three electromagnetic fields interact with the medium and produce
a th1rd order nonlinear polarization which is the source of a fourth electromagnetic
wave. Hence this process is called four-wave-mixing. In the simplified case of in-
stantaneous, local action, the third order polarization reads

PO (1) o XP - Ey(r.t) - By(r,t) - Ey(r.1). (3.4)

The frequency and direction of the fourth wave created by this nonlinear polarization
depend on the geometry of the incident waves F, E,, F5. With the assumption of
plane waves E, = E, exp(iw,t — ik,r) + c.c., with n = 1, 2, 3, the multiplication
in (3.4) leads to mixing terms that contain, e.g., a frequency vy, = —v; + 15 + 3 and
a direction k; = —k; + ky + k5.

In the case of degenerate four-wave-mixing the direction and frequency of two or
more of the involved waves can be the same. This is the case in the experiments
discussed in Chap. 6, where the geometry was chosen such that E5; = E,. Hence the
properties of the FWM signal are

VpwM = 2V — V) (3.5)
kewn = 2k; — ky (3.6)
Pl o< X BT E3. (3.7)

In Fig. 3.6 this situation is sketched for reflection geometry. It is important to note
here that the FWM signal is emitted in a background-free direction, see Eq. (3.6)
and Fig. 3.6, and that the nonlinear polarization depends on the field amplitudes of
the generating waves, rather than on their intensities.

Since in the realization of the photon echo, the electric fields of the exciting beams
are decisive and not their intensities, the optical polarization can be important.
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Figure 3.6 Generation of an additional beam by degenerate four-wave-mixing. Apart
from the reflections of the generating beams incident under k; and ko, the four-wave-
mixing signal being emitted in the background-free direction 2k, — k; is shown.

Indeed, the optical selection rules (see Subsec. 2.2.5) determine which states and
transitions are involved in the generation of the echo. These states can exhibit very
different dependence on various parameters. However, the optical polarization of
the echo is generally identical to the polarization of the first excitation pulse [186].

3.4.1 Optical setup

The optical setup for the detection of four-wave-mixing signals is shown in Fig. 3.7.
The single beam that is emitted from the mode-locked Titanium-Sapphire-laser CoO-
HERENT MIRA 900 (compare 3.2) is divided into four beams. Three of them are
used to excite the sample and produce a four-wave-mixing signal, the fourth beam
is used as a reference for heterodyne detection (see Subsec. 3.4.2).

A crucial ingredient for this detection scheme is the information and control of
the relevant frequencies. To this end, two acousto-optical modulators (AOM) from
INTRAACTION are used to imprint specified frequencies to Beam 1 and the reference
beam. The working principle is as follows: using the piezoelectric effect, a high-
frequency voltage excites a traveling ultrasound wave in a transparent medium (here:
flint glass) inside the AOM. Thereby a periodic fluctuation of the material density
is created that causes spatial oscillations of the refractive index, which act as an
optical grating. Consequently, an incident light beam is diffracted and experiences
a shift of its optical frequency due to the Doppler effect. The frequency shift can
be varied from 30 MHz to 50 MHz. The sign of the shift depends on the direction of
the diffraction relative to the direction of propagation of the ultrasound wave.

For the following description, the excitation beams are identified with numbers,
representing the sequence of arrival at the sample in a typical photon echo experi-
ment (see 2.2.4).

The control of the arrival time of pulses is achieved by the use of delay lines, that
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Figure 3.7 Optical setup for four-wave-mixing spectroscopy. The beam of the picosecond
laser is split into four beams. Three of them are used for excitation (red) and the fourth
(orange) serves as a reference. All beams are focused on the sample by a spherical mir-
ror, which also collects the reflections of all beams as well as the four-wave-mixing signal
(blue). For the detection, the excitation beams are blocked. Beam 1 and the reference
beam are aligned with a small vertical shift, so that a selective blocking can be ensured.
The four-wave-mixing signal and the reference beam are superimposed using an interfer-
ometer and detected by balanced photodiodes. The detection scheme is explained in detail
in Subsec. 3.4.2.

A magnetic field can be applied parallel to the sample surface with an electromagnet. The
figure shows the setup in the configuration for the stimulated photon echo. For the mea-
surement of spontaneous photon echoes, the leftmost beam is blocked. The different colors
for the beams are only for illustration and are no indication for the optical wavelength.
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mechanically shift a retroreflector and thereby increase the traveling distance of a
light pulse and thereby delay a pulse in time. For the experiments presented in
Chap. 6, three delay lines OWIS LIMES were used, two with a length of 25 cm and
one with a length of 15cm. Thereby, respective maximum delays for the pulses of
about 1.7ns and 1.0 ns are possible. The delay lines can be moved with a resolution
of 0.3 um, corresponding to 2fs. Since this is considerably smaller than the duration
7, ~ 2ps of the optical pulses, the delay line does not deteriorate the overall time
resolution of the setup.

The path of Beam 1 does not contain a delay line, so the time of arrival is fixed.
It is, however, passed through an AOM that shifts the optical frequency by 42 MHz
and that is operated at a frequency of 1kHz, imprinting an additional intensity-
modulation. Apart from different delay lines, allowing for individual retardation,
beams 2 and 3 share the exact same path. Acousto-optical modulators are not
introduced in their paths, so that the optical frequencies vy = V3 = Ve, remain
unchanged.

For the reference beam, an individual delay line is used to control the time of
arrival independently. The optical frequency is shifted to v, = Vg — 41.01 MHz
by using an acousto-optical modulator that is continuously operated (no additional
modulation of the intensity). The opposite sign of the shift as compared to Beam 1
is achieved by utilizing the opposite order of diffraction.

All beams are directed to a spherical mirror with a radius (and focal length) of
40 ¢cm, which focuses the beams in the plane of the sample. While the beams 1, 2
and 3 are all absolutely parallel and thus focused in the same spot, the reference
beam is aligned such that it is focused with a small vertical shift. The size of the
shift is approximately 200 pm — about the same size as the beam diameter.

The reflections of all beams, as well as the four-wave-mixing signal are collected
by the same mirror and are again parallelized. Beam dumps block all beams except
for the reference and the FWM signal. For the detection, the FWM signal and
the reference beam are superimposed in an interferometer and focused on balanced
photodiodes. The functional principle of the detection is further specified in the
next subsection.

3.4.2 Optical heterodyne detection and signal recovery

Optical heterodyne detection is an interferometric technique of signal processing.
It relies on nonlinear mixing of the oscillating signal with a reference of nearby
frequency. The beat (more precisely: the difference frequency) that results from
this mixing exhibits the same properties as the signal of interest but is generally
easier to detect and process.

For the experiments discussed in Chap. 6, the signal of interest is of course the
optical FWM signal. The reference beam passes the same optical elements as the
other beams and does not interact with any other beam or an induced polarization.
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According to (3.6), the optical frequency of the FWM signal is given by

VewM = 2Uaser — (Viaser +42.00 MHz)

| (3.8)
= Vjgger — 42.00 MHz.

Because of the intensity modulation of Beam 2 at f,,,4, the intensity of the FMW-
signal is also modulated at the same frequency.

The FWM signal and the reference beam, which was frequency-shifted to v, =
Viaser — 41.01 MHz, are superimposed using an interferometer and focused on two
photodiodes.

The mixing (i.e. interference) with the reference beam gives rise to a beat at
frequency

v, signal — Vref — VFWM
= Upeer — 41.01 MHZ — (14,0 — 42.00 MHz) (3.9)
= 0.99 MHz.

This frequency can easily be processed electronically and is immune against influ-
ences from stray light, mechanical vibrations and other environmental instabilities.
The intensity modulation at f,,q = 1kHz is preserved and can be understood as
the envelope of the signal. The electronic signal is transferred to a lock-in amplifier
that is provided with the beat frequency of v, = 990kHz by the power supply of
the AOMs. The time constant of the lock-in amplifier is set to 100 ps, corresponding
to a bandwidth of 10kHz. The modulation of the signal at f,,,q = 1kHz is therefore
not damped by the lock-in amplifier.

In order to achieve an even better signal-to-noise ratio, the output of the lock-in am-
plifier is connected to a second lock-in amplifier which is adjusted to f,,,q = 1 kHz.
The signal detected by this second lock-in amplifier is transferred to a LabView
script run on a desktop computer.

3.4.3 Principle of measurement

In order to detect the dynamics of the four-wave-mixing signals and the photon echo,
the laser pulses have to be delayed with respect to each other. This is achieved by
introducing detours into the paths of the beams. Depending on the parameters that
are to be accessed, different scanning routines can be implemented. Figure 3.8 gives
an overview of the pulse sequence.

Reference scan

Moving (only) the reference delay line results in a changed overlap of the FWM
signal and the reference beam. The step size can be chosen such that it is shorter
than the dephasing time and the laser pulse duration. In that way, the temporal
profile of the FWM signal, more particularly the photon echo, can be resolved.
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Figure 3.8 Sequence of laser pulses and photon echo occurrence in a (stimulated) photon
echo experiment. The time delays 795 and 753 between the excitation pulses can be con-
trolled independently. Furthermore, the independent delay of the reference pulse (green)
grants access to multiple scanning routines.

Ti2 Scan

It is possible to measure the decay constant of the photon echo in the following way:
for different delays between the first and second pulse, the echo profile is scanned in
the way described in the previous paragraph. All the peak intensities of the resulting
curves are then plotted against the respective delay time. A decay function can be
fitted to the resulting curve, allowing the extraction of the time constant. This
procedure is however very time-consuming and produces a lot of data that is not
actually needed, since only the maximum signal intensity of the photon echo is
of interest. Hence the amount of data and the required amount of time can be
decreased by recording data only at the exact time of photon echo occurrence. For
this purpose, the delay lines for the reference beam and for the second beam are
moved in parallel. Since the delay of the second beam determines the time 75, and
the reference pulse has to arrive at time 7, = 275, the step for the reference beam
delay has to be set to twice the size as the step of the second beam delay.

Tas scan

For the case of the stimulated echo, the dependence on two different time delays can
be studied. In addition to the time delay between the first and the second beam
that is investigated as described in the previous paragraph, the dependence on the
time delay of the third beam is of interest. Therefor the time delay between the first
and the second beam (7,) is set to a fixed value.

For the case of the stimulated photon echo, an additional mode of measurement
is required in order to investigate the dependence on Beam 3. In this case, the echo
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signal is expected at time t = 2 - 75 + Tp3. For recording the echo amplitude, the
reference beam is set to the time of echo occurrence. The delay line for Beam 3 and
for the reference beam are moved in parallel and with equal step sizes.

The scan protocols mentioned before can be employed for the investigation of the
stimulated photon echo as well.
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4 Resonant optical orientation of
Mn?" spins in bulk CdMnTe

One of the most extensively studied semiconductor materials is cadmium telluride
(CdTe). The increasing application of CdTe as a solar cell material hints at its
industrial significance but fast progress is inhibited by intrinsic difficulties in material
preparation and lack of structural material knowledge [187].

For spintronic applications, the diluted magnetic semiconductor CdMnTe offers a
large versatility due to the high Mn contents of up to 77 % that are achievable with-
out loss of crystallographic structure [134]. The flexibility in Manganese concentra-
tion allows an abundance of different magnetic behaviors (see paragraph “CdMnTe”
in Subsec. 2.3.1 and [137, 188|). In any case, the five electrons of the outer 3d shell
of the Mn®" ion represent an optically active magnetic center [130, 132, 189)].

The ion can be excited either directly [149] or via energy transfer from optically
excited electron-hole pairs and excitons [190, 191]. The relaxation into the ground
state is accompanied by intracenter photoluminescence with characteristic photon
energies around 2.0eV and decay times of several tens of microseconds [192, 193].
The optical control of Mn spins via optically excited and oriented charge carriers was
demonstrated in CdTe quantum dots [194, 195]. This was achieved by exploiting the
exchange interaction between electron-hole pairs and the Mn ions. A direct optical
optical control of the Mn spins has not yet been reported.

This chapter presents the resonant optical orientation and alignment of Mn®" spins
in the Cd;_,Mn,Te crystals described in 3.1.1. The spin orientation and alignment
is evidenced optically by the circular and linear polarization of photoluminescence,
respectively. Part of the results discussed in this chapter are published in [196].

4.1 Time-integrated studies

Figure 4.1 shows the photoluminescence spectra of CdMnTe crystals with different
Mn content. The high-energy peak is attributed to the free exciton and experiences a
blue shift with rising Mn concentration as the recombination energy follows the band
gap of Cd,_,Mn,Te [134]. For = 0.45, the exciton recombination is expected at
about 2.31 eV [180, 197], but not observed. This is due to the fact that for manganese
concentrations higher than = = 0.4, the excitation of the Mn®" intra-ion transition
is energetically favored compared to the excitation of an exciton [130].
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Figure 4.1 Photoluminescence spectra of Cd;_,Mn,Te for different Mn concentrations x.
Independent from the manganese amount, the intra-ion transition of Mn?* (solid arrows)
can be observed at about 2eV. The recombination of the exciton (X, dashed arrows) shifts
to higher energies with rising manganese concentration. For a manganese percentage of
x > 45% it is not observed. The spectra were recorded for continuous-wave excitation at
Eexe = 3.06 V(Ao = 405nm), normalized, and shifted by 1 for better readability.

The low-energy peak is attributed to the Mn*" intracenter transition. The spectral
position of this peak is the same for all studied Mn concentrations. As discussed
in the paragraph “CdMnTe” of Subsec. 2.3.1, the fundamental optical transition in
Mn*" ions is generally accepted to involve the ®A; ground state and the *T} excited
state.

This transition is further studied by photoluminescence spectroscopy. The vari-

ation of the excitation wavelength causes a spectral shift of the peak intensity as
shown in Fig. 4.2 for the sample with z = 0.45. The reason for the shift is the inho-
mogeneous broadening induced by the Jahn-Teller distortion of the crystal field. At
an excitation wavelength of 570 nm (2.175eV), the peak of the photoluminescence is
observed at 1.996 eV, which is the minimal value. This condition is hence identified
as the resonant excitation of the Mn®" intracenter transition.
Accordingly, a sizeable Stokes shift of about 0.2eV is observed, caused by excita-
tion energy transfer among manganese ions and electron-lattice interaction (Franck-
Condon principle). The observation of a Stokes shift of this order is typical for II-VI
crystals [132, 193, 198, 199].

For the same excitation energies, the intensity of the photoluminescence and the
degrees of circular (p,, see eq. (3.1)) and linear (p;, see eq. (3.2)) polarization were
measured. The results are shown in Fig. 4.3.
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Figure 4.2 Photoluminescence spectra of the Mn®" intra-ion transition for different exci-
tation wavelengths. The vertical lines mark the positions of the intensity maxima for the
respective curves. The intensity peak is shifted by ca. —40meV for an excitation wave-
length of 570nm (2.175€V). The different shape of the spectra as compared to Fig. 4.1 is
due to the application of a long-pass filter with a cut-on wavelength of 600 nm (2.066 €V)
that suppresses stray light of the laser.

The PLE spectrum shows a steep increase in photoluminescence intensity when
the photon energy exceeds the resonance at 2.175eV (570nm). Furthermore, the
photoluminescence from the intracenter transition exhibits a degree of polarization
of about 8 %, both circular (green circles) and linear (blue triangles), for resonant
excitation.

The PLE spectra of all three studied samples (see Subsec. 3.1.1) show the same
behavior and exhibit no correlation with the optical generation of excitons. The
optically induced polarization is therefore attributed to the resonant excitation of
Mn®" jons.

The circular polarization of the photoluminescence evidences the optical orienta-
tion of Mn spins along the light propagation axis z || [110]. When the polarization of
the excitation is reversed from o' to ¢, the polarization of the photoluminescence
changes accordingly pf = —p. .

The linear polarization signifies the optical alignment of Mn spins in the z-y-
plane. When the direction of linear polarization of the excitation is changed from
z || [001] to y || [110], the polarization of the photoluminescence changes accordingly
pi = —p}. Moreover, the magnitude of optical alignment is independent from the

direction of linear polarization, so that p; = p; , excluding a noteworthy anisotropy
for the observed effect.
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Figure 4.3 Photoluminescence excitation spectra in Cdys5Mng 45Te. Dependence of the
Mn?" intra-ion photoluminescence intensity (black line, left axis) and the circular and
linear polarization degrees (circles and triangles, right axis) on the excitation energy.

4.2 Time dependence

The dynamics of the effect can be monitored using time resolved photoluminescence
spectroscopy. The excitation was implemented with an electro-optical modulator
modulating the beam of a picosecond laser (2ps pulse length, 76 MHz repetition
rate) and thereby producing 5 ps-long trains of pulses at a repetition period of 100 ps.

The decay of the total photoluminescence intensity I(t) = I, +1_ = I, + I,
exp(—t/7) is defined by the lifetime 7 of the Mn*" excited state. The spin dynamics,
including the spin relaxation time, of the optically oriented or aligned spins can be
determined by the polarization transients.

In Fig. 4.4 the transients of the photoluminescence intensity (top panel) and the
degree of polarization (bottom panel) are shown for the sample with a manganese
fraction of x = 0.40 and for an excitation energy of hw., = 2.175eV.

From the transient of the intensity, a lifetime of 7 = 23 is can be extracted. This
is in good agreement with previous measurements [193, 200].

The transient of circular polarization (Fig. 4.4, green circles in bottom panel) is
characterized by a plateau at about 8 % polarization. This indicates that the spin
relaxation time is much longer than the time range of the scan, which is about 100 ps.
A lower bound of 1 ms for the spin relaxation time can be given nevertheless.

The transient of linear polarization (Fig. 4.4, blue triangles in bottom panel)
exhibits a fast initial decay, followed by a plateau. The time constant of the initial
decay is defined by the apparatus function and can therefore not be resolved.
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Figure 4.4 Time-resolved photoluminescence data for the sample with z = 0.40 at an
excitation energy of 2.175eV. The decay of the photoluminescence intensity (open circles,
top panel) is fitted with a monoexponential function (black curve) revealing a decay time
of 7 = 23pus. The dashed line is the apparatus function. The bottom panel contains
the dynamics of the circular p,. (green circles) and linear p; (blue triangles) degrees of
polarization

4.3 Role of the spin glass phase

The intra-ion transition of Mn*" in Cd,_,Mn,Te is only observable for manganese
contents of x = 0.4 or higher [151, 152|. At the same time, manganese contents
of above z = 0.17 [141, 142] lead to the development of the spin glass phase in
CdMnTe (see paragraph “CdMnTe” in Subsec. 2.3.1, [140, 147]). Accordingly, the
studied sample is expected to exhibit spin glass behavior. The long-range interaction
leads to reduced fluctuations of the Mn®" spins. This in turn leads to reduced spin
relaxation (see Subsec. 2.2.6) and thereby to enhanced spin polarization which is
detected by the polarization of photoluminescence. It is therefore instructive to
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study the influence of the spin glass phase on the observed optical polarization
displayed in Fig. 4.3.

4.3.1 Temperature dependence

A characteristic feature of the spin glass phase is the associated transition temper-
ature [140, 147] . With increasing temperature, the fluctuations of the Mn?" spins
should also increase, enhancing the spin relaxation and decreasing the observed
polarization.

In order to test this, the ambient temperature (i.e. lattice temperature) of the
sample was set to different values below 35 K and the degree of circular polarization
was measured. The results are shown in Fig. 4.5.
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Figure 4.5 Temperature dependence of the photoluminescence from the Mn?" intra-ion
transition. The polarization decreases with increasing temperature and reaches zero at the
transition temperature T, of the spin glass phase.

Indeed, the degree of circular polarization decreases with rising temperature. Fur-
thermore, for temperatures above the spin glass transition temperature 7, the po-
larization vanishes entirely. This suggests that the spin glass phase plays a crucial
role for the observed polarization of the photoluminescence from the Mn?" intra-ion
transition.

4.3.2 Power dependence

The spin orientation of the Mn®" ions in the spin glass phase is frozen randomly, but
the optical excitation with polarized light defines a preferred direction for spin ori-



4.3 Role of the spin glass phase 27

entation. This leads to the conjecture that an optical manipulation and orientation
of the spin glass could be possible. This would lead to even stronger suppression of
the spin relaxation and consequently to a higher degree of polarization. The effect
would depend strongly on the number density of optically oriented charge carriers
and hence on excitation power density. The power dependence of the degree of
circular polarization was measured with a constant excitation spot size.
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Figure 4.6 Excitation power dependence of the degree of circular polarization of the
photoluminescence from the Mn?" intra-ion transition. For rising excitation power, the
degree of polarization decreases. The measurement was repeated for ambient temperatures
of T'= 2K (green circles) and T = 12K (blue triangles).

The results are shown in Fig. 4.6, where it can be seen clearly that there is no
increase in polarization with rising excitation power density. On the contrary, the
polarization decreases significantly for increasing power. This is attributed to the
increased heat input for higher excitation powers, which has the same effect as an
increase in ambient temperature as discussed in Subsec. 4.3.1.

4.3.3 Comparison with ZnMnSe

In order to determine the influence of the spin glass phase on the spin polarization of
Mn?" ions, it would be instructive to compare with a sample showing no spin glass
phase. As already discussed in Subsec. 3.1.1, this is not possible in CdMnTe since
the Mn®" intra-ion transition can only be studied when the Mn content exceeds the
threshold for the formation of the spin glass phase.

For the observation of the intra-ion transition in absence of a spin glass phase,
a different material has to be investigated. In zinc selenide (ZnSe), the exciton
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resonance is at 2.8 eV and considerably larger than the Mn*" transition. Hence even
for small Mn concentrations, the Mn”" ions can be addressed directly. Additionally,
being a II-VI semiconductor, in ZnSe the Mn ions assume the same configuration as
in CdTe and form isoelectronic magnetic centers.

Albeit slightly shifted in energy, the optical orientation of the same intra-ion
transition (GAI — T;) can be studied in ZnSe and directly compared to the behavior
in CdTe. The optical orientation under resonant excitation is shown in Fig. 4.7 for
external magnetic fields between zero and 3 T.
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Figure 4.7 Magnetic field dependence of the degree of circular polarization in ZnMnSe.

For small external fields, the polarization is close to zero. Only for considerable field

strenghts of B < 3T, a polarization can be observed that is always smaller than the

minimal polarization observed in the CdMnTe sample.

In the ZnMnTe sample, there is less than one percent polarization, [p.| < 1% for
field strengths of |B| < 500 mT. For higher fields, the degree of circular polarization
rises markedly, reaching close to 7% for B = 3T (blue triangles in Fig. 4.7). For
the CdMnTe sample (green circles in Fig. 4.7), the increase of polarization with
magnetic field is only minor throughout the entire range. The value of p., however,
is generally higher than for the ZnSe sample. In fact, in the sample with spin glass
properties, the polarization exceeds 8 % already at zero field.

This behavior can be interpreted as follows: the observation of optical orientation
requires the suppression of spin relaxation. This can be achieved in different ways.
For the CdTe sample, the spin relaxation is suppressed by the reduction of fluctu-
ating fields due to the spin glass phase. The spin glass is robust against external
magnetic fields and is present also for zero external field. In ZnMnSe, a sizeable
polarization can only be observed for magnetic fields of B > 1T. For zero field, the
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polarization is zero, confirming the necessity of spin glass.

For stronger magnetic fields, a spin polarization can also be observed in the para-
magnetic ZnMnSe. This can be caused by a suppression of the spin relaxation due
to the Zeeman energy barrier for spin flips. To resolve the underlying effect, it
would be necessary to investigate the time-resolved photoluminescence of the Mn?*
transition in ZnMnTe. For the statement that the spin glass phase of the sample is
crucial for the observation of optical orientation, the finding that there is no spin
polarization in ZnMnSe for B = 0 is sufficient.

4.4 Theoretical modeling

In an isolated Mn*" ion, inner d—d transitions are forbidden by spin and parity selec-
tion rules. In the crystal environment, this restraint is partly lifted due to different
effects, including the crystal field, hybridization of Mn d-states with the chalcogenide
p-states [132], and spin orbit interaction. Hence the transition can be observed. In
the following, a simple model is used to estimate the polarization of the intracenter
photoluminescence, taking into account only the effect of spin orbit interaction. Fur-
thermore, spherical symmetry is assumed to model the intracenter transitions with
selection rules for electric-dipole transitions in one-particle approximation using the
total angular momentum formalism.

The ®A; ground state of Mn®" is characterized by total spin S = 5/2 and total

orbital momentum L = 0. It is therefore treated as a spherically symmetric state
with a total angular momentum of j = 5/2.
The “T; excited state (see paragraph “CdMnTe” in Subsec. 2.3.1) is characterized
by total spin S = 3/2. Due to the symmetry properties of this orbital state 7} (also
represented as Iy [153, 154]), it can be associated with an effective total orbital mo-
mentum of L.g = 1. The total orbital momentum of the excited state of the system
can hence take values of j' = 1/2,3/2,5/2. Within the electric dipole approxima-
tion, the selection rules only allow transitions with j — j' = jor j — j = j + 1.
Since j = 5/2, the state with j' = 1/2 is out of consideration and only the transition
matrix elements for the states with ;' = 3/2 and ;' = 5/2 need to be calculated.

The probability of a transition is proportional to the square of the absolute value of
the transition matrix element. For the calculation of photoluminescence polarization
only the ratios of the matrix elements are relevant, not their individual values.

With the aforementioned approximations, the Wigner-Eckart theorem can be ex-
ploited to decompose the different transition matrix elements into a single mutual
reduced matrix element, multiplied by individual Clebsch-Gordan coefficients. These
can be calculated with the formulas from the pertinent literature (see, e.g. [201]).

The allowed transitions between the j = 5/2 ground state and the j' = 3/2 and
§' = 5/2 excited states for right-handed circular polarized light and their transition
probabilities are depicted in Fig. 4.8.
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Figure 4.8 Selection rules for Mn?" under right-handed circularly polarized excitation.
The arrows correspond to the dipole-allowed transitions from the ground states to the
excited states of the Mn®" ion. The relative intensity of the transitions is shown next to
the corresponding arrows.

From the inequalities of the transition probabilities results an unequal occupation

of the excited substates and a nonzero polarization of the photoluminescence. From
the calculated transition probabilities, degrees of polarization of 44.55 % and 7.25 %
follow for recombination from the excited states with j' = 3/2 and j' = 5/2, respec-
tively. Assuming that both excited states share the same reduced matrix element,
an overall polarization of 22.17 % is expected. This is nearly three times higher than
observed in experiment.
In the above discussion of the allowed transitions, spin depolarization was disre-
garded. Indeed, as the almost constant polarization in the lower panel of Fig. 4.4
shows, the spin depolarization is suppressed. However, Fig. 4.4 also shows a very fast
decay of the linear polarization immediately after the excitation - for the circular
polarization it even seems to be too fast to be resolved.

The large Stokes shift of about 0.2eV evidences a considerable energy relaxation
of the excited state prior to the emission of photoluminescence. The spin depolar-
ization can occur during this relaxation via one or both of the following underlying
mechanisms. (i) An electron-phonon interaction changes the configuration of the
d-orbital electrons and the Mn ions [202]. This locally reduces the atomic poten-
tial energy, which, in turn, induces a reduction of the recombination energy from
the excited state. It also leads to a modulation of the spin-orbit interaction of the
electrons, inducing a spin flip and thereby a reduction of the photoluminescence
polarization. (ii) Excitation energy is transferred among manganese ions. Since the
spins of neighboring manganese ions are not parallel to each other, this process can
also reduce the spin orientation and alignment. By the additional emission of a
phonon, this process can also provide a Stokes shift.
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In order to describe the temporal behavior of the signal, a three-level system is
considered. It is sketched in Fig. 4.9 and comprises a ground state |0), an excited
state |1) and a radiative state |2). These correspond to the resonances observed in
experiment. The transition |0) — |1) denotes the resonant excitation of the Mn*"
intra-ion transition at 2.175eV (570 nm), while the transition |2) — |0) corresponds
to the emission of the photoluminescence at 2.0eV (620 nm).

In general, the entire system of interacting Mn spins has to be considered for the
excited state. In the scope of the model, the description of the excited state is
limited to parameters that are accessible experimentally. These are the degrees
of polarization, that represent the polarization of the dipole moment' P(t) of the
system. With the dipole density N(t), the polarization degrees for circular polariza-
tion p. o< P.(t)/N(t), linear polarization p; o P (t)/N(t), and linear polarization
pyr o Pri(t)/N(t) with respect to a basis that is rotated by 45° with respect to the
basis of P;, can be specified. Exemplarily, the linear polarization for Py (t) will be
discussed further.

The response of the 3-level-system in Fig. 4.9 to an illumination can be described
by the rate equations

N, = G(t)—W-N, PI,L =g.(t) = (v+W) P (4.1)
Ny =W N, — Ny/7 Py =W-P—Pp/r. (4.2)

The generation rates G for the occupation and gy (t) for the polarization are deter-
mined by the selection rules and by the polarization of the laser. Relaxation from
the optically excited state |1) to the radiative state |2) occurs with the rate W, while
the radiative state is characterized by the lifetime 7. Spin depolarization occurs only
in state |1) with rate ~.

The rate equations for the polarization can be solved by an exponential decay
with an additive constant

pL X exp (=) + pLo- (4.3)

This solution is plausible, since after the initiation by a laser pulse, the polarization
only decays in |1), leading to an exponential decrease of polarization. As soon as
the system has relaxed into state |2), no depolarization takes place any more and
a constant value remains. This is a valid approximation, since the polarization in
Fig. 4.4 exhibits a plateau-like long-term dependence.

In extension of the model, an additional exponential decay can be conceded for the
polarization in |2), so that p7 o o exp (—t/T|2>). In this case, the decay constant
is very long at T}, > 1ms. The function with an additional exponential term is
displayed in Fig. 4.9.

lAccording to the correspondence principle [55], optical transitions can be described by classical
dipoles with a frequency equal to the optical transition frequency and a dipole moment equal
to the matrix element of the transition.
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Figure 4.9 Left: 3-level-model of the system involved in the emission of photolumines-
cence. Electrons are excited from level |0) to level |1) optically at rate G. The relaxation
to level [2) is the origin of the Stokes shift and occurs at rate W. The radiative recombi-
nation from |2) to |0) exhibits a lifetime of 7. Spin relaxation occurs only in level |1) at
rate . Right: measurement of the linear degree of polarization (black) and biexponential
fit (green) to the data. After a fast decay with a time constant of 2.3 ps, the polarization
exhibits an almost constant behavior with a decay constant in excess of 1 ms.

4.5 Conclusion

The polarization of photoluminescence from CdMnTe crystals evidences optical ori-
entation and alignment of resonantly excited Mn*" spins. The de grees of polarization
for circularly polarized excitation (optical orientation of spins) and of linearly po-
larized excitation (optical alignment of spins) amount to 8 % and 10 %, respectively.
This is possible by the suppression of spin relaxation due to the low temperatures
in experiment, leading to the emergence of a spin glass phase in the studied sample.
Thereby, the spin relaxation times are extended to values on the order of a mil-
lisecond, exceeding by far the recombination time of the Mn®" excited state, which
amounts to 23 ps.

A simple phenomenological model is developed, based on the approximation of
isolated centers. Polarizations of up to about 25% are compliant with the model.
The lower values found in experiment can be explained by the disregard of spin
depolarization in the model. Possible mechanisms for that include electron-phonon
interaction changing the d-orbital configuration of electrons and Mn ions and an
excitation energy transfer among Mn ions.

The dynamics of the signal can be reproduced by studying a 3-level-system allow-
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ing for spin relaxation and the Stokes shift.

The results approve the Mn®" ion in CdTe as an optically active center. The
embedding in a spin glass system establishes the connection to collective magnetism
and opens perspectives for optical control and recording of information.
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5 Spin polarization in a
ferromagnet /semiconductor hybrid
structure

Hybrid structures consisting of a ferromagnetic layer and a semiconductor are aimed
at the integration of magnetism into the semiconductor architecture. They represent
an alternative to diluted magnetic semiconductors, which struggle with the loss of
their electronical and optical properties at increased magnetic doping levels |28, 29,
130]. Essential for hybrid structures is the interaction of the ferromagnetic layer
with the charge carriers in the semiconductor across the barrier separating the two
materials.

This interaction is investigated by time-resolved photoluminescence spectroscopy

and Kerr rotation for a GaAs-based hybrid structure consisting of an InGaAs quan-
tum well and a ferromagnetic GaMnAs layer. The sample is described in detail in
Subsec. 3.1.2. The literature [64-66| predicts the interaction to be a p—d exchange
interaction, leading to a spin polarization of holes. This, in turn, leads to a polar-
ization of the photoluminescence emitted from the quantum well.
The polarization observed experimentally, however, exceeds the value that can be
expected due to p—d exchange interaction. Instead, the spin-polarized charge carrier
is found to be the electron, as shown in Sec. 5.2. Moreover, the dominant mechanism
for the spin polarization is found to be a spin-dependent tunneling of electrons from
the quantum well into the ferromagnetic layer. The respective measurements are
presented in Secs. 5.3 and 5.4. All related phenomena are observed for temperatures
up to the Curie temperature of the ferromagnetic layer, confirming its active role
in the spin polarization of the charge carriers in the semiconductor quantum well.
Parts of the findings are published in [203] and [204].

5.1 Characterization and influence of the
ferromagnetic layer

As discussed in Subsec. 2.3.2, a unique property of ferromagnets is the hystere-
sis of their magnetization in an external magnetic field. The magnetization of the
ferromagnetic layer is detected by Kerr rotation (see Sec. 3.3) for a temperature
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Figure 5.1 Kerr rotation measurement of the ferromagnetic GaMnAs layer in the sample
with 10nm spacer. The Kerr rotation angle is measured as a function of the external
magnetic field in Faraday geometry, exposing a hysteresis loop of the magnetization.

of T = 2K and an excitation energy of E.. = 1.65eV (A, = 750nm). The low
temperature ensures ferromagnetism (T" < T¢) and a prolonged spin relaxation.
The sample is excited from the side of the GaMnAs layer. The detection is thus
only sensitive to the magnetization of the GaMnAs and is not influenced by the
magnetization of the quantum well, which is confirmed by the independence of the
characteristic magnetic parameters from the excitation energy. The Kerr rotation
measurement reveals a hysteresis loop shown in Fig. 5.1. Saturation starts at ap-
proximately 80 mT external field and the coercive force is about 15mT.

The influence of the ferromagnetic layer on the semiconductor quantum well is
studied by the photoluminescence from the quantum well. The photoluminescence
spectrum of the sample is given in Fig. 5.2 (black line). Apart from lines stemming
from the GaAs buffer layer at 1.51eV (exciton-impurity complex, not shown) and
1.49eV (band-shallow acceptor, not shown), a peak corresponding to the electron-
heavy hole recombination in their quantum well ground states at about 1.417eV is
observed.

An influence of the ferromagnetic layer should manifest itself in a spin polar-
ization of the charge carriers inside the quantum well. This spin polarization can
be detected by studying the degree of polarization of the photoluminescence under
linearly polarized excitation, since the radiative recombination of charge carriers is
subject to selection rules (see Subsec. 2.2.5). A spin polarization of either electron
or hole spins in the quantum well leads to a polarization of the photoluminescence.
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Figure 5.2 Photoluminescence spectrum and degree of circular polarization (green circles,
right axis) under linearly polarized excitation of the sample with 10nm spacer. At the
maximum of photoluminescence intensity, a circular polarization of about 4% is observed
in a Faraday field of 100 mT.

That means that the intensities I, and I_ for the ¢© and o~ circularly polarized
parts of the photoluminescence, respectively, are of different magnitude and the
degree of circular polarization defined in Eq. (3.1) is unequal to zero.

As can be seen in Fig. 5.2 (green circles), a sizeable polarization of about 4%
is observed for an external magnetic field of B = 100mT in Faraday geometry.
This polarization is induced by the ferromagnetic layer, as in structures that do not
possess a GaMnAs layer, no polarization can be observed for magnetic fields in this
range and for linearly polarized excitation.

Additionally, if the spin polarization is induced by the ferromagnetic layer, the
degree of polarization is expected to show a hysteresis-like behavior depending on the
magnetization. For this, the magnetic field dependence of the photoluminescence
from the quantum well is examined by exciting charge carriers quasi-resonantly
with photon energies of E, . = 1.44eV(A = 861 nm). This below-barrier excitation
permits optical access to the quantum well through the GaAs substrate. By avoiding
an excitation involving the transmission through the GaMnAs layer, any magnetic
circular dichroism effect of the ferromagnetic layer can be excluded.

Indeed, as Fig. 5.3 shows, the degree of circular polarization of the photolumi-
nescence from the quantum well follows a hysteresis that is similar to the one that
was measured for the ferromagnetic layer by Kerr rotation (compare Fig. 5.1). This
demonstrates that the ferromagnetic layer influences the spins of the charge carri-
ers inside the quantum well and a read out of the ferromagnet’s magnetization by
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Figure 5.3 Degree of circular polarization of the photoluminescence from the quantum
well in the sample with 10 nm spacer under linearly polarized excitation. A clear hysteresis
curve is observed, proving the influence of the ferromagnet.

examining the charge carriers of the quantum well is possible.

In order to determine which charge carrier (electron or hole) experiences spin
polarization and to reveal the mechanism of interaction, further investigations were
carried out.

5.2 Determination of the polarized charge carrier

A distinguishing feature for the spin polarization of electrons and holes is their
different spin relaxation rates (see Subsec. 2.2.6).

In order to determine the respective times, optical orientation measurements are
carried out. Spin-polarized charge carriers are excited optically and the degree of
circular polarization is extracted from the photoluminescence (see Subsec. 3.2.1).

Figure 5.4 shows the degree of circular polarization under circularly polarized
excitation pl for B = 0 and B = 125mT. The influence of the magnetic field
is evidenced by a considerable reduction of spin depolarization in the longitudinal
magnetic field. The initial fast decay of p; exhibits a time constant on the order of
the resolution of the setup and is attributed to the relaxation of the hole spin (see
“spin relaxation” in Subsec. 2.2.6). The spin relaxation time of electrons is 7¢ = 9ns
at B = 0 and increases to > 30ns under the application of a longitudinal magnetic
field with B = 125mT. A magnetic field of this strength aligns all magnetic domains
of the ferromagnet (see Fig. 5.1). The spin relaxation of electrons caused by the
interaction with differently oriented magnetic domains of the ferromagnet is hence
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Figure 5.5 Time dependence of the degree of circular polarization of the photolumi-
nescence under linearly polarized excitation. The degree of circular polarization p, rises
monotonically with time, exhibiting a time constant of 11 ns for both field orientations.

For linearly polarized excitation, the time dependence of the degree of circu-
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lar polarization p,. is shown in Fig. 5.5 for magnetic fields of B = 125mT and
B = —125mT. The sign of p, follows the magnetic field and the direction of magne-
tization of the ferromagnet. The degree of circular polarization rises monotonically
throughout the entire observation period of 1ns. Therefore it must be concluded
that the spin relaxation time of the involved charge carrier exceeds 1ns. A linear fit
to the data yields a time constant of 11ns. In the system under study this is only
plausible for the electron.

Consistently, the equilibrium polarization of hole spins due to p-d exchange in-
teraction, as previously discussed in the literature [64-66] must be ruled out as the
primary cause of the observed polarization.

5.3 Spin-dependent capture of charge carriers

For electron spins, the s—d exchange interaction with Mn ions causes an effective
magnetic field in which the spins get polarized due to thermal occupation of spin-
split levels.

The effective magnetic field B, that results from the exchange interaction with the
ferromagnet can be detected with the Hanle effect [55, 185]. Spin-polarized charge
carriers are injected optically by circularly polarized continuous-wave excitation.
The polarization of the photoluminescence is measured as a function of the external
magnetic field applied in Voigt geometry. In the time-integrated detection, the
field-induced Larmor precession of the injected spins results in depolarization of the
photoluminescence with rising field. The characteristic field for the depolarization
must be on the order of the internal field leading to polarization. The Hanle curve
for the studied sample is shown in Fig. 5.6.

It displays a clear hysteresis with a characteristic width of about 15mT, which
is the same value as was found for the coercive force of the ferromagnetic layer by
Kerr rotation measurement in Sec. 5.1. For increasing field strength (both positive
and negative signs), the polarization decreases, reaching the half maximum value at
about B, =40mT. This represents an upper bound for the exchange field B, so
that the spin level splitting can be estimated to

AE,, < 2uplg|By, ~ 2506V, (5.1)

where the electron Landé factor |g| = 0.53 is used. This is considerably smaller than
the estimated 8.5meV for an electron in ferromagnetic GaMnAs [205].

Another way to determine the characteristic energy scale of the splitting by ex-
change interaction is time-resolved Kerr rotation (see Subsec. 3.3.1). In Fig. 5.7,
Kerr rotation transients for different external magnetic fields are shown. As can be
seen, the external field in Voigt configuration induces oscillations of the optically
injected spins. The curves can be described by two components: one fast-decaying
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Figure 5.7 Time-resolved Kerr rotation measurements for different magnetic fields in Voigt
geometry for the sample with dg = 10nm spacer. The excitation energy is tuned to the
exciton resonance in order to investigate the charge carriers in the quantum well, instead
of in the ferromagnetic layer. The curves are shifted vertically for better readability. For

ero field, a double-exponential decay was fitted to the data (dashed red curve).

signal and a long-living part. The fast decay is attributed to the spin relaxation of
holes with a relaxation time of Tg” = 20 ps. This value is in agreement with the spin
relaxation time extracted from the optical orientation measurements in Fig. 5.4.
The long-living component is assigned to the electrons, yielding an electron-spin
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lifetime of 7¢ = 0.3ns. The field-induced oscillations can be well described by
cos (f2pt) exp (—t/7g), where (2, denotes the Larmor frequency. In Fig. 5.8, the Lar-
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Figure 5.8 Larmor precession frequencies extracted from Kerr rotation for different mag-
netic fields. The slope of the linear fit gives a Landé factor of |g| = 0.53 and the y-intercept
indicates a zero-field spin splitting of AE,, = 2.4 1eV.

mor frequency of the long-living component is plotted in dependence of the magnetic
field. From the slope of the curve, a Landé factor of |g| = 0.53 can be extracted.
This corroborates the conclusion of Sec. 5.2, associating the long spin relaxation
time with the electron and thereby identifying the electron as the spin-polarized
charge carrier.

Additionally, in Fig. 5.8, a y-intercept can be observed, that is a measure for the
zero-field spin splitting induced by s—d exchange interaction with the ferromagnetic
layer and amounts to AE,, = 2.4peV.

This splitting leads to an equilibrium spin polarization of P, = ?ifi.i‘ < 05%
at T = 2K (kg is the Boltzmann constant), which is considerably smaller than
the 4% found in experiment. It must therefore be concluded that the (equilibrium)
exchange interaction has to be ruled out as the primary mechanism of the observed
polarization.

In order to identify additional effects, that lead to spin polarization, the role of the
ferromagnetic layer was studied further by varying the distance to the quantum well,
i.e. by varying the spacer thickness dg (see the sample description in Subsec. 3.1.2).

The bottom panel of Fig. 5.9 shows the time dependence of the degree of circular
polarization of the photoluminescence under linearly polarized below-barrier exci-
tation for spacers of 5nm and 10 nm thickness. For both spacers, the initial degree
of circular polarization is close to zero and rises linearly with time. However, for
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Figure 5.9 Top panel: decay of the photoluminescence intensity for spacers of dg = 10nm
(black) and dg = 5nm (green) thickness. The curves are well described by exponential
decays with time constants of 450 ps and 30ps, respectively. Bottom panel: degree of
circular polarization under linearly polarized excitation for the same spacer thicknesses.

the sample with thinner spacer, p. increases about 25 times faster and reaches much
higher values (10% vs. 35%).

The top panel of Fig. 5.9 gives the time dependence of the photoluminescence in-
tensity for the above spacer thicknesses. Both transients exhibit exponential decay
with I o exp(—I't), but the time constants are very different. While the photo-
luminescence from the quantum well that is separated by dg¢ = 10nm from the
ferromagnetic layer decays with I'jor, = 450ps, the decay for the sample with
ds = 5nm is about 15 times faster at I's,:, = 30 ps.

Earlier experiments of Epstein et al. [206] showed non-equilibrium polarization
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of free electrons in MnAs/bulk-GaAs structures, that were explained by Ciuti et al.
[207] by spin-dependent reflection from the ferromagnet /semiconductor interface. In
the case discussed here, however, the polarization is observed even when the photon
energy of the excitation is tuned below the band-gap of GaAs hw < Ef“‘AS, so that
charge carriers are excited in the quantum well only.

The pronounced dependence of both the polarization and the photoluminescence
intensity on the spacer thickness dg, suggests a spin-dependent escape of charge
carriers from the quantum well into the ferromagnet. Under linearly polarized exci-
tation, the observed polarization (as in Fig. 5.5) is hence caused by an asymmetry
of the tunneling rates v, and ~y_ for charge carriers with spin along and opposite to
the magnetization, leading to an accumulation of charge carriers with spins opposite
to those leaving the quantum well faster. In this way, the ferromagnet acts as a spin
separator by spin-dependent capture of charge carriers.

The asymmetry in capture rates can be detected directly by optically injecting
spins along or opposite to the magnetization by circular polarized excitation. Due to
the competition of radiative recombination with the spin-dependent capture by the
ferromagnet, the total intensity of photoluminescence must depend on the helicity
of exciting light, since it is proportional to the amount of electrons in the quantum
well.

For the evaluation of this effect, the modulation parameter

I —1I

_ = 5.2
1 (5-2)

Ui
is defined. The intensities I~ denote the total photoluminescence intensity for o*-
polarized excitation.
This must not be confused with the degree of circular polarization p, (see Eq. (3.1)),
where the intensities I (with a subscript) denote the o~-polarized components of
the photoluminescence, hence in the detection.

In Fig. 5.10, the dependence of n on the external magnetic field is shown. The
sizeable modulation of 3% and the hysteresis are clear signs for the spin dependent
capture by the ferromagnetic layer.

Additionally, the almost identical curves for p.(B) and n(B) indicate a close in-
terdependence between the two quantities, that can be explained by analyzing their
relation to the electron polarization P.

The optical orientation [55] of electrons for the case discussed here is described
by the rate equations

dn"f’ G ny Ny n
—— =—(1+P)—v.n, — ——

T T (5.3)
dn; :g (I—Pi) — v — n; B n_—ng

dt 2 - ore
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Figure 5.10 Modulation parameter (green) and degree of circular polarization (black) in
an external magnetic field. The hysteresis proves the influence of the ferromagnetic layer
and the almost identical curves suggest a close relation between 7 and p,.

where n, denotes the number of electrons with spin up/down, G is their genera-
tion rate, 7 their radiative recombination time, 74 the electron spin lifetime and P,
their initial polarization due to the selection rules. For resonant excitation of the
heavy hole subband with o polarized light, the initial polarization is P; = F1 [78].
The parameters . account for the capture rates for electrons with spin projections
my, = £1/2 into the ferromagnet. Due to the very fast relaxation, the spin polar-
ization of holes is neglected. The equilibrium polarization of electron spins due to
s—d exchange interaction was quantified by the Hanle effect (Fig. 5.6) and by Kerr
rotation measurements (Fig. 5.8) and can be neglected due to its small value.
With the definition of the mean capture rate v = (v, + v_) /2 of electrons by the
ferromagnet and a parameter 5§ = (v, —v_) / (74 + 7_) characterizing the difference
in capture rates for the two spin-orientations, the steady-state number of electrons

g
=n n_— 0.4
ne=n =gty (5:49)

and their spin polarization

ny—n__  (y+1/7)F -8

- 2.9
n,+n_ ~y+1/7+1/75— 8P, (5:5)

P=

can be specified.

Since 3 is an odd function of the magnetization M., Eq. (5.4) states that the
concentration of electrons depends on the mutual orientation of the spin polar-
ization P and the magnetization M,. This becomes most pronounced, when the
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spin-dependent capture of the ferromagnet dominates, i.e. for y7 > 1. Similarly,
the polarization of electrons inside the quantum well (see Eq. (5.5)) is not only char-
acterized by the optical orientation described by the term oc P;, but also contains a
contribution that is oc —3. The minus sign indicates that the spin polarization pre-
vailing in the quantum well is directed opposite to the spin species that is captured
at a greater rate.

With Egs. (5.4) and (5.5) and the selection rules for optical transitions between
the electron and the heavy hole subband, the degree of circular polarization for
linearly polarized (P, = 0) excitation is

n, —n_ B

—_P=_ = , 5.6
Pe ny+n_  y+1/7+1/7g (5.6)

and the modulation parameter for circularly polarized excitation (|P;| = 1) reads

_ n(=|B]) = n(+|B]) _ VB

IR TS v .1

As can be seen, the remarkable relation

n(B) = |P|p.(B) (5.8)

connects the degree of circular polarization and the modulation parameter. More-
over, in the case of resonant excitation of the quantum well heavy hole subband,
the value of P, is close to unity, making the magnetic field dependencies of 1 and p,
equal. This equality is also observed in experiment as shown in Fig. 5.10.

5.4 Kinetics of spin dependent capture

The parameters describing the dynamics of the photoluminescence and the polar-
ization can be determined by time-resolved photoluminescence spectroscopy (see
Sec. 3.2). The decay of the photoluminescence signal monitors the total decay rate
I' = 1/7+ of electrons due to radiative recombination (o< 1/7) and capture by the
ferromagnet (o< ). The spin-related parameters, such as the relaxation time 74 and
the spin accumulation rate (v, —_)/2 are monitored by the polarization p.(t) and
the modulation n(¢). The rate equations (5.3) can be used for the calculation of spin
dynamics after the excitation, when the generation rate is set to zero, G = 0. For
the definition of the initial conditions n(t = 0) = n%, the different polarizations
have to be taken into account. For excitation with o=-polarized light and ideal se-
lection rules, the initial populations are n?F =1 and n = 0. For linearly polarized
excitations, the populations are equal: n.g'r =n".

As can be seen from the experiments (see Fig. 5.5), the photoluminescence inten-
sity exhibits a much shorter time constant than the polarization and the modulation.
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Consequently, the total decay rate of electrons must be much larger than the spin
relaxation rate, I" > 1/7g, and also much larger than the spin accumulation rate,
I' > (v, —~_) /2. In this case the rate equations can be simplified, so that the
observable quantities read

I(t) = (-n,i + n.g) exp (—1I't) (5.9)
0 0 0.0
Ny —n_ t 2n. Y — Y -
polt) = e "5 (1 - ) = (’+0 ; ) (5.10)
ny +n_ Ts (n+ +n )
Ve - 5
n(t) = +Tt' (5.11)

The photoluminescence intensity decays with the total escape rate I' and the inten-
sity modulation is determined by the spin accumulation rate, i.e. half the difference
of the capture rates v, and ~_ for spin up and spin down. For the evolution of the
polarization p,, it is instructive to consider two different cases of excitation: (i) for
circularly polarized excitation, e.g. o' (and hence n” = 1, n°. = 0), the degree of
polarization

pult) =1 = (5.12)

Ts
is (initially) determined by the spin relaxation time 7. Since the electrons are ex-
cited fully spin-polarized and the spin dependent capture by the ferromagnet does
not mix the populations of spin up and spin down, the depolarization of the photo-
luminescence is initially caused only by spin relaxation. (ii) For linearly polarized

excitation (:qE'L = n.[l), the situation is quite the opposite. The degree of polarization

o= F Ty (5.13)

is determined only by the spin accumulation rate and equal to the modulation.
Since the populations of spin up and spin down electrons are equal at ¢ = 0, the
spin relaxation term, being proportional to the difference in populations (x ny —
n=), does not contribute. Hence for the case of linearly polarized excitation, the
electron spin polarization is attributed only to the spin dependent capture by the
ferromagnet.

Time-resolved photoluminescence spectroscopy is sensitive to I(t), p.(t) and n(t),
and therefore grants access to the dynamic parameters I', v, —v_ and 7g, charac-
terizing the spin dependent capture effect.

In the top panel of Fig. 5.9, the decay of the photoluminescence intensity is shown
for samples with spacer thicknesses of 5nm and 10nm. The exponential decays
reveal time constants "' of 440ps for the 10nm spacer and 30ps for the 5nm
spacer. The decay of the photoluminescence intensity also limits the observation
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of the polarization dependent quantities p. and 7. The steep variation of I" with
the spacer thickness signifies a strong contribution of the electron capture by the
ferromagnet.
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Figure 5.11 Transients of the degree of circular polarization p, (solid symbols) and the

modulation parameter n (open symbols) for spacer thicknesses of 5nm (black) and 10 nm

(green). The dashed red curves are linear fits to the polarization data for the extraction
of the spin accumulation rate.

The transients of the modulation parameter 7(¢) (under circular excitation, solid
symbols) for spacer thicknesses of 5nm and 10nm are shown in Fig. 5.11. For
comparison, the degree of circular polarization p,(t) (under linear excitation, open
symbols) is repeated (compare Fig. 5.5). At t = 0, both quantities are zero, verifying
the absence of an equilibrium spin polarization. In accord with Eq. (5.11), they
increase linearly with time, reaching polarizations of about 10 % for the 10 nm spacer
and 30 % for the 5nm spacer during the respective electron lifetime. Linear fits to
the data (according to (5.13)) reveal spin accumulation rates (7, —~_)"" of 5.5ns
for the 10 nm spacer and 240 ps for the 5 nm spacer. For the sample with dg = 10 nm,
the transients for the degree of polarization p. and for the modulation parameter 7
coincide, giving an initial polarization of P, = 1. This is not the case for the sample
with spacer thickness dg = 5nm. Here, the modulation parameter stays behind the
degree of polarization, signifying a less efficient spin polarization P, < 1.

5.5 Temperature dependence

In order to confirm that the effects discussed above are indeed a consequence of the
interaction with the ferromagnetic layer, the relevant parameters are measured as a



5.6 Conclusion 79

function of temperature. If caused by the ferromagnet, the difference in capture rates
v+ —7_, the zero field splitting AE,, and the Kerr rotation angle should all show a
distinct temperature dependence and drop to zero when the Curie temperature of
the GaMnAs is reached and the ferromagnetism is lost.
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Figure 5.12 Temperature dependence of difference of capture rates (green circles), zero
field spin splitting (black squares) and Kerr rotation angle (blue triangles). Solid lines are
guide to the eye.

All three parameters exhibit a pronounced temperature dependence that is also
clearly correlated, as the data in Fig. 5.12 shows. The signals vanish at about the
Curie temperature T = 35 K, confirming that the observed phenomena are indeed
induced by the ferromagnetism of the GaMnAs layer.

5.6 Conclusion

The ferromagnet /semiconductor hybrid structure is analyzed with regard to the in-
teraction between the ferromagnetic layer and the charge carriers in the semiconduc-
tor quantum well. Kerr rotation measurements reveal the characteristic parameters
of the ferromagnetic GaMnAs layer by studying the magnetic field dependence. The
same parameters are measured for the magnetic field dependence of the circular de-
gree of polarization that is emitted from the semiconductor quantum well. Thus,
the circular degree of polarization is a consequence of a spin polarization induced by
the ferromagnet, demonstrating an effective interaction. The temporal analysis of
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the degree of polarization reveals time constants that are typical for electron spins
in the studied material.

Additionally, the photoluminescence intensity is dependent on the helicity of the ex-
citation and exhibits the same magnetic field dependence. The pronounced depen-
dence on the thickness of the spacer between the ferromagnet and the semiconductor
suggests a spin-dependent tunneling of electrons from the semiconductor quantum
well into the ferromagnet.
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Figure 5.13 Two main effects for the ferromagnet-induced spin polarization of photolumi-
nescence emitted from a quantum well (QW). An external magnetic field (B = 100mT) is
applied in-plane. Left: the energy-levels of charge carriers are split due to s(p)—d exchange
interaction. Due to thermal occupation, the levels are populated unequally which leads
to polarized photoluminescence. Right: A spin-dependent tunneling of electrons into the
ferromagnetic layer (FM) is induced. Due to the additional relaxation channel, a dynamic
spin polarization and hence optical polarization occurs.

Two main effects for the ferromagnet-induced spin polarization of quantum well
electrons are identified: the first one is the equilibrium spin polarization due to
the thermal occupation of split spin levels. The splitting is caused by the effective
magnetic field that is a consequence of the s—d exchange interaction with the Mn ions
of the ferromagnet. The second effect is a non-equilibrium spin-dependent transfer
of electrons through the interface between semiconductor and ferromagnet.

While the first effect is well known and expected for such a hybrid structure [64-66],
the second effect is unexpected and demonstrated for the first time (published in
[203]).
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6 Transfer of coherence using photon
echoes from trions in a
semiconductor quantum well

For the exploitation of the quantum character of spin states in the operation of spin-
tronic devices, the processes have to preserve coherence. The photon echo discussed
in Subsec. 2.2.4 is such a process. It can be investigated using four-wave-mixing
spectroscopy as described in Sec. 3.4.

The photon echo is an optical phenomenon, that per se does not include any
relation to the spin degree of freedom. The involvement of spin is achieved by
utilizing polarized light and exploiting the optical selection rules (Subsec. 2.2.5) of
the trion resonance. In the investigated sample described in Subsec. 3.1.3, the trion
resonance is spectrally isolated and can be selectively excited by picosecond laser
pulses — as will be discussed in Sec 6.1.

The access to the spin degree of freedom allows a manipulation of the photon
echo by an external magnetic field. More precisely, the optical coherence that is
imprinted by the laser pulses in a spontaneous photon echo experiment can be
transferred into the spin state of the resident electron. This is demonstrated in
Sec. 6.3. The subsequent optical retrieval of the transferred coherence is shown in
Sec. 6.4 by the application of an additional laser pulse in a stimulated photon echo
experiment. In order to minimize scattering effects and to maximize the coherence
times, all experiments shown in the following were conducted at a temperature of
T = 2K. Furthermore, the excitation power is kept in the linear regime to avoid
many-body effects and excitation-induced dephasing.

6.1 Spectral dependence of four-wave-mixing

The photoluminescence spectrum of the sample described in Subsec. 3.1.3 is shown in
Fig. 6.1 (green). It exhibits clear features of the quasiparticles discussed in Sec. 2.2,
namely the exciton recombination (X) at 1.601 eV and the trion recombination (T)
at 1.599eV. The additional binding energy of the trion (about 2meV) makes it
possible to selectively excite excitons or trions using spectrally narrow picosecond
laser pulses (as indicated by the black line in Fig. 6.1).

The spectral dependence of the four-wave-mixing signal from the CdTe quantum
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Figure 6.1 Photoluminescence spectrum (green) and four-wave-mixing signal (blue) of the
studied CdTe-based quantum well sample and spectrum of the laser source (black) used
for excitation in the experiments. The recombination peaks of exciton (X) and trion (T)
are spectrally well separated, so that a selective excitation with picosecond laser pulses is
possible.

well at zero time delay is shown in blue in Fig. 6.1. The responses from the exciton
and trion resonances are clearly resolved and coincide well with the spectrum of
photoluminescence. The Stokes shift of 0.5meV indicates a spectral diffusion of
excitons and trions towards localization sites caused by fluctuations of the width
and composition of the quantum well. A tuning of the laser wavelength to the
lower-energy flank of the trion peak even allows to selectively excite trions with
enhanced localization.

6.2 Power dependence of four-wave-mixing

In Subsec. 2.2.4, the photon echo process is explained for optical excitation pulses
possessing pulse areas of 7/2 and 7. In experiment it is desirable to keep the response
of the medium in the linear regime, preventing unwanted nonlinear effects. Such
effects, like exciton-exciton scattering, band gap renormalization, nonlinearities in
absorption and reflection, and heating, lead to an enhanced decoherence obstructing
the observation of coherent phenomena. For the four-wave-mixing signal, the linear
regime is characterized by Epwy o EyE3, compare Eq. (3.7). Any deviation from
that dependence is an indication of excitation induced dephasing. Figure 6.2 shows
the dependence of the FWM amplitude on the intensities of the first (left) and second
(right) excitation pulse. The FWM signal is measured while the intensity of one of
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the beams is changed. The intensity of the other beam is thereby kept constant at
an intermediate level. The maximum intensity is limited by the laser system.
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Figure 6.2 Power dependence of the four-wave-mixing signal amplitude on the excitation
power. Left: The dependence on the power of the first pulse is expected to show a square-
root behavior. Right: The dependence on the power of the second pulse is expected to be
linear.

Since E « VI, a square-root dependence on the intensity of the first excitation
beam is expected — and confirmed by experiment. For the second excitation beam,
a linear dependence is observed for excitation powers of P, < 4mW — as expected.
For higher powers, the measurement deviates from the linear dependence, indicating
the onset of nonlinear effects. The restriction of the pulse intensity (and thereby
the pulse area) leads to only a partial photon echo, meaning that not all excited
oscillators partake in the echo process as shown in Fig. 2.5. Nevertheless, a clear
photon echo is observed as will be shown in the following.

6.3 Spontaneous photon echo

The time dependence of the photon echo is measured according to the procedure
described in Subsec. 3.4.3. Exemplary results are shown in Fig. 6.3. The colored
curves show reference scans for different time delays 7,5, resolving the photon echo
profile. Note that the maximum of the signal is observed at 7, = 275, which
is a unambiguous indication for the emission of a photon echo. By performing a
synchronous scan of both the 7, delay and the 7, time (black curve), the decay of
the photon echo signal can be measured as a function of 7y5,. This is the mode of
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measurement used for the results discussed in the following. For the stimulated echo
in Sec. 6.4, the delay 7,3 is scanned synchronous with 7, For very small delays
T12 (e.g. blue curve), a FWM signal is observed due to the direct interaction of
the second laser pulse with the macroscopic polarization that was excited by the
first pulse. The ensemble is not dephased in this case and the signal is called free
polarization decay (see Subsec. 2.2.3).
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Figure 6.3 Spontaneous photon echo signals for different time delays 715. When the delay

of the reference pulse is scanned while 75 is fixed, the profile of the photon echo can be

resolved (colored curves). The maximum of the photon echo occurs at twice the delay

between the first and the second pulse — for some curves, the corresponding 15 times are

shown near the arrows. In order to measure the decay constant of the photon echo, it is
sufficient to scan the delay of the reference pulse at twice the rate of 75 (black curve).

For the determination of the decay time of the spontaneous photon echo, the
polarization is chosen to be o for all beams and the time 7, is increased in steps of
1/3 ps, which corresponds to a step size of the delay line of 0.05 mm. The resulting
signal is shown in Fig. 6.4. A fit with an exponential decay (see Eq. (2.21)) yields a
coherence time of T, = (69.4 £ 0.2) ps. Coherence times on this order of magnitude
have been reported before for trions in CdTe quantum wells [208].

As described in Subsec. 2.2.4, the first laser pulse excites a coherent superposition
of the ground state and the excited state. With the ground state being the resident
electron and the excited state being the trion, the selection rules discussed in Sub-
sec. 2.2.5 (see Fig. 2.8) apply. In the case of o -polarized light, only the transition
from the m, = +1/2 ground state to the m; = +3/2 excited state (left pair of states
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Figure 6.4 Decay of the spontaneous photon echo under circularly polarized polarization.
The exponential fit (black curve) exhibits a decay constant of T, = 70 ps.

in Fig. 2.8 is driven. The same selection rules are also valid for the subsequent laser
pulse. Only if the later pulse is polarized in such a way, that the selection rules allow
an interaction with the coherence excited by the first pulse, the rephasing process
and the photon echo emission can take place. If the subsequent pulse cannot inter-
act with the induced coherence, no rephasing process can be induced and no photon
echo signal can be observed. The manipulation of the induced coherence therefore
grants access to the control of photon echoes.

T
3

1
1P

LTU
4

D

trion

electron

Figure 6.5 Level-scheme of the electron-trion system with the transverse magnetic field
coupling the electron spin projections of the ground state.

This is achieved by the application of an external magnetic in Voigt geometry. The
magnetic field induces a Larmor precession of the resident electron’s spin, thereby
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coupling the |1) and |]) eigenstates of the electron-trion-system’s ground state (see
Fig. 6.5). The excited state is not affected because the electrons in the trion complex
form a spin singlet state that has no (effective) magnetic moment and the transverse
Landé factor of the hole is very close to zero [209]. With this coupling, the optically
induced polarization can be manipulated without being restricted to the selection
rules.
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Figure 6.6 Decay of spontaneous photon echo under circularly polarized excitation. The
transverse magnetic field induces oscillations of the echo signal.

Figure 6.6 shows the decay of the spontaneous photon echo signal Ppyp with
circularly polarized excitation in the presence of a constant magnetic field with
B =700mT in Voigt geometry.

The signal shows the exponential decay that was already seen for the measurement
in zero magnetic field. Additionally, oscillations can be observed that are attributed
to Larmor precession. In order to investigate these further, the exponential decay
is erased by dividing by the signal that was measured in zero magnetic field. The
resulting oscillatory part of the signal

R= |PPE(T12:B)|/|PPE(T12:Bzo)l (6-1)

is shown in Fig. 6.7, together with a fit according to Eq. (6.3) (see below). The
values of [g. ;| = 1.52 £ 0.01 (|gp| = 0.18 = 0.01) for the Landé factors of the
electron (hole) are in good agreement with previously published measurements in
the same sample [210] and similar samples [211].

The reason for the oscillatory behavior of the photon echo signal can therefore be
identified as the Larmor precession of the electron spin.
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Figure 6.7 Oscillatory part R of the spontaneous photon echo under circular excitation in
a transverse magnetic field of B = 700mT. The fit (black curve) is according to Eq. (6.3).

The process can be described as follows: The first pulse creates a coherent su-

perposition of electron state |1) and trion state |3). During the pulse action, the
magnetic field can be disregarded, since 7, < T}. The coherence is then subject
to dephasing as well as to the action of the magnetic field, rotating the spin of the
electron ground state. After half a Larmor precession (t = T}/2) the spin direc-
tion is reversed, meaning that the optically induced coherence is transferred into
a superposition of states |2) and [3). As can be seen from Fig. 2.8, the transition
between |2) and |3) is optically inaccessible. If the second pulse arrives at this time
(110 = T /2), the interaction will not lead to a rephasing of the coherence. Hence no
photon echo can be generated and the signal drops to zero. This situation repeats
itself whenever 7, = (2n — 1)T /2.
When one or more full Larmor precession are completed (¢t = nT}), the spin direc-
tion is returned into the original state and the coherence that was excited by the
first pulse is again optically accessible. If the second pulse arrives at these times
(119 = nT7}), the situation is the same as if there was no magnetic field. The second
pulse can induce the rephasing and a photon echo is observed.

For the quantitative analysis of the process, it is instructive to model the density
matrix p(t). For the system under study, the density matrix is a 4x4 matrix that
represents the coherent superpositions of the quantum mechanical states presented
in Sec. 2.2 and Fig. 2.8. The diagonal elements p;;. represent populations of electrons
(k=1,2) or trions (k = 3,4), while the off-diagonal elements p;; stand for coherent
superpositions of electron- and trion-states."

"Note that the indices of the density matrix change with respect to Subsec. 2.2.2, since here



88 6 Transfer of coherence via photon echoes

t= 0 t < Ty t= T12 t= 2T12
By32 221 P2 L I3>32 Ly  |pEE
o c G
T photon echo
Ve =2 5z =2 a3 === Vs ==
t=0 t= T[/QL t= T12 t= 2T12
ByB2 22y B2 B2y ByB2 22y 2 22
c c

’V\N> I\N\,» no echo
|1>m€?u—zlz> |1>m§§?ﬁ|2> l1>m£§;3172-|2> |1>T17§g?1'5|2>
L L L

L

Figure 6.8 Process of the spontaneous photon echo in the electron-trion system under cir-
cularly polarized excitation. Top row: without magnetic field, bottom row: with magnetic
field and T2 = ?T/QL

The results presented in the following were achieved by Dr. Irina Yugova and
published in the supplementary material of [212] and [213]. The model uses a semi-
classical approach.

With several assumptions for a mathematical simplification of the problem, the
time evolution of the density matrix can be modeled analytically. The assumptions

a) Pulse duration 7, is short compared to trion lifetime 77, decoherence time 75,
and electron precession time 77} ; pulses are approximated with a rectangular
function

b) Trion recombination time is short compared to the laser repetition time

c) The laser wavelength is large compared to the length scale of localization
(dipole approximation)

d) The excitation of the quantum wells is in the linear regime (pulse area < 1)
e) The charge carrier concentration is low, there is no interaction of trions
f) All other excited states are disregarded

are in agreement with the conditions under which the experiments were conducted.

effectively two two-level system are described and the optical couplings are covered by p;; and
pay (see Fig. 2.8)
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In this scope, the density matrix can be tracked through time, calculating the evo-
lution of the elements of p(t) sequentially, considering the interaction with polarized
laser pulses and a magnetic field and taking into account the damping processes.

The calculation of the spontaneous echo under right-handed circular polarized
excitation in a transverse magnetic field can be found in Appendix A and yields

+ 1 2r719) 1 oF
PgEJJr o p13 o exp(—2715/T) L COSQ( il COS; - Tm)- (6.2)

The oscillatory part as shown in Fig. 6.7 is hence

+ 1 [0 1 Qf
i -I-C082( LT12) ‘|‘COS; LTl?)_ (6.3)

6.3.1 Linearly polarized excitation

The experiment is repeated with linearly polarized excitation, driving both the |1) —
|3) and the |2) — |4) transition. The phase between the right- and left-handed part
of the excitation determines the direction of linear polarization. In the experiment,
two configurations are used. In both cases, the first pulse is polarized parallel to the
optical table. This direction is denoted “horizontal” (H). The second pulse is either
polarized parallel (H) or orthogonal (“vertical”, V) to the first one. Both transients
are shown in Fig. 6.9 and exhibit the same time constant of T, ~ 70 ps.
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Figure 6.9 Decay of the spontaneous photon echo signal under linearly polarized excita-
tions. For both configurations — parallel (HH) and orthogonal (HV), the time constant is
the same.
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This confirms that the coherence time is independent from the polarization. How-
ever, the influence of a transverse magnetic field is expected to differ strongly for
different polarization configurations.
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Figure 6.10 Decay of spontaneous photon echo under linearly polarized excitation. For the
two linear polarization configurations, the spontaneous photon echo signals behave differ-
ently. The transverse magnetic field of 700mT induces distinct oscillations for orthogonal
(HV) polarization (blue triangles), but only marginal oscillations for parallel linear (HH)
polarization.

Figure 6.10 displays the time dependence of the spontaneous photon echo under
linearly polarized excitation in the presence of a transverse magnetic field with
B =700mT. In the collinear case (HH), there is no qualitative effect of the magnetic
field on the signal. The minute oscillation that can be observed occurs with the
same frequency as in the purely circular polarized case and is attributed to a slight
ellipticity that is caused by minor imperfections of the polarization optics used
during the experiments. Also the modeling of the density matrix confirms the signal
to follow

PI%H x exp(—2715/T3) (6.4)

without oscillations.

In the configuration with crossed linear polarization (HV), marked oscillations
can be observed. They show a sharp bend at zero signal which can be explained
by the fact that the setup used for the measurements is sensitive to the absolute
value of the polarization. Hence all signals will be displayed as non-negative. In the
calculation this is accounted for by using the absolute value.
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Figure 6.11 Oscillatory part R of the spontaneous photon echo under crossed linear (HV)

excitation in a transverse magnetic field of B = 700 mT. The fit (black curve) is according

to Eq. (6.7).

The oscillatory part of the signal is again isolated by calculating
R = |Ppg(T12, B)|/| Ppe(T12, B = 0)]. (6.5)

It is shown in Figure 6.11 along with a curve that results from the same theoretical
approach as discussed above. For crossed linear excitation, a photon echo signal of

P o lexp(=2m1a/T5) cos (2, — 2170 )| (6.6)
is expected. Accordingly, the oscillatory part follows
R"™ = |cos ((QL - Qf)ﬁg) |. (6.7)

In the time-resolved experiment, the frequency of the oscillation is determined by the
difference in Larmor frequencies of the electron {2, and the hole 2. Consequently,
only the difference in Landé factors |g, — g5, 1| &~ 1.7 is accessible experimentally,
confirming the results extracted from circularly polarized excitation. The derivation
of Eq. (6.6) is presented in detail in Appendix A.

The oscillations are characterized by the product of the (effective) Larmor fre-
quency (2; and the delay time 7. In addition to changing the time delay, as
discussed above, the Larmor frequency {2, = |g|%2 B can be scanned by sweeping
the external magnetic field B. The spontaneous photon echo signal should again
show oscillations that are compatible with the model. Figure 6.12 shows the mag-
netic field dependence of the photon echo amplitude (open symbols) for different,
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but fixed delay times 7, in crossed linear (HV) polarization. The solid lines follow
Eq. (6.7).7

" Sl i i ' 5 T ..V s . % 2
-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
magnetic field B (T)

Figure 6.12 Magnetic field dependence of the oscillatory part of the spontaneous photon
echo signal in crossed linear polarization configuration for different time delays 745.

Experiment and theory are in full agreement, confirming that the oscillations
of the spontaneous photon echo signal are caused by the magnetic-field-induced
Larmor precession of carrier spins. The modeling of the optically excited coherence
can describe the measured signals quantitatively.

A further inspection of the coherence tracked by the density matrix reveals that
even when the second pulse arrives at a time when the system is in an optically
inaccessible state, some interaction does take place, converting the optically excited
coherence into a spin coherence. In order to verify this finding experimentally, the
experiment is extended by an additional laser pulse, entering the regime of stimulated
photon echoes. The findings are discussed in detail in Subsec. 6.4.

6.3.2 Spectral dependence of T,

In Sec. 6.1 it was shown that the four-wave-mixing amplitude (and hence the photon
echo amplitude) depends on the excitation energy (see Fig. 6.1). Additionally, the
spectral dependence of the decay time of the spontaneous photon echo, i.e. the
coherence time 75, was investigated. Therefor, the measurement “1;, scan” described
in Subsec. 3.4.3 was repeated for different excitation energies. The results are shown
in Fig. 6.13.

*In this case, the calculation of R is simply a normalization to 1.
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Figure 6.13 Spectral dependence of the time constant 75, for spontaneous photon echo
(black). Highest values are observed for the low-energy flank of the trion transition. The
intensities of the photoluminescence (green) and the four-wave-mixing signal (blue) are
included for reference.

While the excitation around the exciton resonance results in coherence times on
the order of the pulse length, the coherence time of the trion is considerably longer,
amounting to some tens of picoseconds. A maximal coherence time is observed
for photon energies of 1.5985€eV (775.63nm) in the low-energy flank of the trion
resonance. In this spectral range, the trions feature an enhanced localization which
is the basis for the observed dependency. The localization reduces the efficiency of
scattering processes, which are the reason for decoherence. Therefore the coherence
time 75 is extended.

6.4 Stimulated photon echo

The field-induced oscillations in the spontaneous photon echo signal as well as the
theoretical modeling of the density matrix evidence an involvement of the spin in
the photon echo process in the studied system. By the application of an additional
laser pulse and the investigation of the stimulated photon echo, it is possible to
investigate the involvement of spin optically.

According to Eq. (2.23), the lifetime of the optical transition can be measured
by scanning the stimulated photon echo amplitude in dependence of the delay 7,3
between the second and the third pulse. The procedure is described in detail in “7,,
scan” in Subsec. 3.4.3.

The measurement was repeated for three different polarization configurations:
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circular polarizations with all beams having the same helicity (6700 ™), collinear

polarization (HHH) and crossed linear polarization, in which the first pulse is po-
larized perpendicular to the others (HVV).
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Figure 6.14 Decay of the stimulated photon echo signal under circularly and linearly
polarization configurations. All transients show the same time constant of T} = 43 ps.

Exponential fits with

Pspg, o< eXP(_TQ3/T1) (6-8)

to all three curves are displayed with solid lines in figure 6.14. For all configurations,
the experiment reveals the same time constant of T} ~ 43 ps. This is consistent with
Eq. (2.20) and indicates that the dominant mechanism for the decay of the signal is
the recombination of the trion, since T =~ 27} and not T, < 2T7.

6.4.1 0" oo polarized excitation in magnetic field

Until the second pulse, the excitation scheme for the stimulated photon echo is the
same as that of the spontaneous photon echo discussed in Sec. 6.3: The first pulse
creates a coherent superposition of |1) and |3) which is then subject to dephasing
and to the action of the magnetic field. The same is true for the magnetic field
induced perpetual alternation between optically accessible state p;3 and optically
inaccessible state p,3 before the arrival of the second pulse.

However, the time of arrival of the second laser pulse relative to the phase of the
Larmor precession of the electron now not only determines whether a spontaneous
photon echo is emitted or not. The exact modification of the optically excited
coherence can be further investigated due to the disposal of a third laser pulse.
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Figure 6.15 Stimulated echo process in electron-trion system. Top row: magnetic field
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Figure 6.16 Fringes for electron (blue) and hole (orange) spins resulting from two laser
pulses acting coherently on the same transition.

The action of the second pulse results in the transfer of the optically excited
coherence into the spin state of the studied system. This transfer is governed by
two effects whose relative importance depends on the time of arrival of the second
laser pulse relative to the Larmor precession of the electron.

The first effect is dominant when the second pulse arrives after an odd multiple of
half Larmor rotations, i.e. 75 = (2n — 1)7},/2. The coherent superposition that was
excited by the first pulse is then in the state described by py3. The laser pulse acts
on the transition 1) — |3) and transfers (part of) the coherence into a superposition
of states |1) and |2). In this condition no spontaneous photon echo can be observed
since the coherence is not in an optically accessible state but was shifted to a spin
coherence described by p;5. Consequently the decoherence is no longer governed by
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optical processes, having relatively short time constants in the range of picoseconds
(as seen in Sec. 6.3), but is determined by the electron spin coherence time 75 in
the range of nanoseconds (see [210] and below). By the use of a third pulse and
again exploiting the effect of the magnetic field, it is possible to convert the spin
coherence back into an optical coherence which can then emit a photon echo. This
is achieved by reversing the procedure used before: the third optical pulse, again
acting on the transition |1) — |[3), converts the spin coherence into a coherence
of the states |2) and [3) (ps3). Then the Larmor precession of the spin leads to
an optical coherence of states |1) and |3). Due to the specifics of the excitation
scheme (712 = (2n — 1)T},/2), the rephasing of the ensemble is complete just as the
coherence is shuffled back into the optically accessible state and a stimulated photon
echo is emitted.

The second process is dominant for 71, = nT}, when the second laser pulse arrives
after a number of full Larmor rotations. It is pictured in Fig. 6.15 (bottom row)
and involves the excitation of spectral population gratings.

As before, the first pulse creates a macroscopic polarization and a coherent super-
position of electron and trion. Between the first and the second pulse, the excited
coherence is subject to dephasing due to the inhomogeneous broadening of the en-
semble of dipoles. Every dipole thereby picks up a phase that is defined by the
detuning dwy = w — wy, of the dipole’s eigenfrequency w from the laser frequency wy.
Upon the arrival of the second pulse (7, = nT7}), the system is again in an optically
accessible state described by p;3. Depending on the phase that every individual
dipole accumulated during 7,5, the second laser pulse projects the coherent state
into a population state, either of the electron p;; or the trion ps3. This results in
spectral population gratings [98] for the electron and the trion state with opposite
phase that are given by

pr1 o sin(8wtiy/2) P33 X cos° (0wTya/2). (6.9)

Due to the selection rules, the excitation with circularly polarized light connects
a population with a spin orientation. The population gratings of the electrons and
trions are therefore equivalent with fringes of electron spins (S, = (p1; — p22)/2) and
hole spins (J, = (p33 — paa)/2), respectively. They are illustrated in Figure 6.16.

Since the external magnetic field acts differently on electrons and trions, the two
gratings are desynchronized.®> The Larmor precession of the electrons along with
the lack of Larmor precession of the trions prevents the annihilation of the gratings,
even beyond trion recombination.

At the incidence of the third laser pulse, the electron grating is still present and
interacts with the laser pulse. As the grating is a consequence of the coherent

*The non-existence of the echo for zero field is due to the annihilation of the gratings during
recombination. In principle, a desynchronization could also come from a spin decoherence
during the trion lifetime. But this is not the case here since the spin coherence time is much
longer than the trion lifetime (T, T}, > T7) [210, 213]
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excitation by the precedent two pulses, it still carries the phase information that is
necessary to create a stimulated photon echo [213]. Indeed, this phase information is
stored in an electron spin coherence, rather than in an optically accessible state. This
means that the decay of the signal between the second and third pulse is determined
by the electron spin coherence time 75 . In previous studies spin relaxation times of
30ns [214-216] were found.

Both processes represent the transfer of optically excited coherence from the
electron-trion state into the spin state of the resident electron. For circularly polar-
ized excitation and arbitrary 7,5, both processes occur in conjunction and therefore
all spin components contribute to the spontaneous photon echo signal. A distinc-
tion is not possible under these circumstances. Moreover, one of the assumptions for
the modeling was the absence of spin polarization before the first laser pulse. For
circularly polarized excitation, this initial condition of p;; = pyy = 1/2 is not ful-
filled. Circularly polarized excitation induces a macroscopic spin polarization which
decays with the electron spin relaxation time 75 = 30ns. This relaxation time is
longer than the pulse repetition period of the laser excitation (13.2ns) which means
that upon the arrival of a laser pulse, the spin polarization that was induced by the
preceding laser pulse has not yet vanished.

Consequently, it must be stated that circularly polarized excitation is not optimal
for the investigation of the magnetic-field-induced stimulated photon echo. Linearly
polarized excitation not only prevents a macroscopic spin polarization, it also in-
volves only the dephasing-free S, component of the electron spin in the generation
of the stimulated photon echo (see Eq. (B.36) in Appendix B).

6.4.2 Linearly polarized excitation in magnetic field

As for the case without magnetic field discussed above, two different linearly po-
larized excitation configurations were used. One collinear polarization (HHH), in
which all beams are polarized parallel to each other and one crossed linear polariza-
tion (HVV), in which the first pulse is polarized perpendicular to the others.

The result of the measurement for (HHH) polarized excitation and a transverse
magnetic field with B = 700 mT is shown in Fig. 6.17. The stimulated photon echo
signal remains at a sizeable amplitude throughout the entire measurement window
of 1200 ps (green circles). When the magnetic field is switched off, the signal drops
to zero within 250 ps (grey circles, compare also Fig. 6.14).
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Figure 6.17 Effect of the magnetic field on the stimulated photon echo in HHH polarized
excitation. The black curve is according to Eq. (6.10) with only amplitude as fitting
parameter.

The black line in Fig. 6.17 follows

il A2
Py oxexp (—%) sin” (%)
2
+ exp (—?j’) 2 cos” (‘?) (6.10)
+ exp - exp — 12 ) gin® 17
/45 iy 2 '

which is derived from the same model as for the spontaneous echo. The calcula-
tions are presented in Appendix B. The dynamic parameters were taken from the
literature or from the previous measurements; the only fitting-parameter is the con-
stant of proportionality. Theory and experiment concur, demonstrating the transfer
of optically excited coherence into the spin state of the resident electron and the
subsequent retrieval as an optical pulse by means of the stimulated photon echo.

The decisive role of the external magnetic field can be elucidated by scanning its
value for fixed delay times 7,5, and 7,3. In the collinear case, no oscillations are ex-
pected as was already observed for the variation of the delay time 7,5 (see Fig. 6.17).
Instead, the magnetic field enables the storage of the optical information in spectral
interference fringes (see Fig. 6.16) by preventing the annihilation of electron and
trion fringes upon trion recombination. This is achieved by the desynchronization
of the two fringes through Larmor precession at different frequencies for electron
and trion.
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Figure 6.18 Magnetic field dependence of the stimulated photon echo for collinear po-
larized excitation. The long-lived photon echo for 79 = 27ps and 753 = 1.27ns is only
observed in the presence of a transverse magnetic field.

The desynchronization is more efficient for faster rotation, so that the monotonous
increase with rising magnetic field measured in experiment (see Fig. 6.18) can be un-
derstood also intuitively. The calculated curve (green in Fig. 6.18) follows Eq. (B.36).
Experiment and calculation agree, evidencing the crucial role of the magnetic field
for the storage of optically excited coherence in the spin state of the resident electron
of the CdTe quantum well.

The results for time-resolved measurement of the stimulated photon echo for
crossed linear excitation (HVV) are shown in Fig. 6.19. For nonzero magnetic field*
(green circles), the photon echo amplitude shows distinct oscillations throughout the
entire measurement window of 1200 ps. The sharp bends at zero signal are attributed
to the same conjuncture as for spontaneous photon echoes (compare Fig. 6.10): the
measurement setup records all signals as non-negative. Without magnetic field, the
signal vanishes within 250 ps (grey circles, compare also Fig. 6.14).

The black line in Fig. 6.19 obeys

T, .
Pyyy oxexp (—;z) cos (2, (Tig + Ta3))
2

(6.11)
+exp (—;213) cos(£2,712),

1:

“In contrast to the previous graphs, here the measurement in a magnetic field of B = 150mT
is shown. For the sake of clarity, the number of oscillations within the measurement window
had to be limited. All measurements were repeated for several different magnetic fields and all
conclusions hold for all fields.
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Figure 6.19 Effect of the magnetic field on the stimulated photon echo in HVV polarized
excitation. The black curve is according to Eq. (6.11) with only amplitude as fitting
parameter.

with the constant of proportionality being the only fitting-parameter. Equation
(6.11) is derived from the same semiclassical model already introduced in Subsec. 6.3.
Detailed calculations are given in Appendix B. The calculated curve reproduces the
experimental data, evidencing the retrieval of optically excited coherence from the
spin state of the resident electron.

As already observed for the spontaneous photon echo in Subsec. 6.3.1, the field-
induced oscillations of the photon echo signal are described by trigonometric func-
tions with the product of Larmor frequency and delay time as their argument. This
is also the case for the stimulated echo for crossed linear (HVV) polarization, as
Eq. (6.11) shows. Accordingly, for a varied external magnetic field and fixed time
delays, the same oscillations should be observable. The measurements shown in
Fig. 6.20 confirm this expectation.

Furthermore, the measured signal (black) and the calculated curve (green) show
excellent agreement. This again confirms the involvement of spin in the echo process
and reinforces the validity of the model.

The observation of stimulated photon echo signals at long delay times between
second and third pulse of 73 = 1.27ns indicates the transfer of optically excited
coherence into the spin coherence of the resident electron and back. Due to the
particular pulse sequence of the stimulated photon echo process, this finding can be
interpreted as a coherent storage of optical information. In this interpretation, the
first laser pulse (“write”) contains the information that is to be stored. The second
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Figure 6.20 Magnetic field dependence of the stimulated photon echo for crossed linear
polarized excitation. The oscillations of the measured curve (black) evidence Larmor pre-
cession and confirm the model for the calculations (black). The delay times were chosen
T = 27ps and 193 = 1.27ns.

laser pulse takes the function of a “store” command, transferring the volatile optical
coherence into the robust spin coherence of the electron state. The third pulse then
acts as the “read-out”, providing the information in the original, optical form, long
after the expiration of all optical decay times.

6.4.3 Spectral dependence of T}

The lifetime T, of the stimulated photon echo signal was measured for different
excitation energies by scanning the delay between the second and the third laser
pulse, as described in “7,3 scan” in Subsec. 3.4.3. The measured spectral dependence
shown in Fig. 6.21 resembles the spectral dependence of the coherence time T,
measured for the spontaneous photon echo in Subsec. 6.3.2.

The maximum for the lifetime 7T} is observed for photon energies of 1.5985eV
(775.63nm), the same value at which the maximum of T, was found (compare
Fig. 6.13). In the case of the coherence time T5, this was explained by the enhanced
localization of trions in the low-energy flank of the photoluminescence spectrum.
The same is valid for the lifetime 7}. An increased localization is equivalent to a
reduced Bohr radius, which makes a recombination less probable and hence extends
the lifetime 7). Simultaneously, the smaller Bohr radius also reduces the absorption
probability which causes the amplitude of the photon echo signal to shrink, making
it impossible to further decrease the excitation energy.
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Figure 6.21 Spectral dependence of the time constant 7 for stimulated photon echoes
(red). The highest value is observed for the low-energy flank of the trion transition. The
intensities of the photoluminescence (green) and the four-wave-mixing signal (blue) are
included for reference.

Furthermore, there is a more profound spectral dependence of the observed effects.
The selection rules of the trion play a crucial role in the transfer of coherence between
optically accessible states and spin states as discussed above. In particular the fact
that the two-level systems driven by polarized light possess individual ground states
(see Fig. 6.5) makes it possible to map the coherent superposition of optically coupled
states onto a superposition of spin states. Other resonances will therefore not permit
any transfer of coherence.

The exciton resonance, for example, is subject to fundamentally different optical
selection rules. They are shown in Fig. 6.22.

An external magnetic field does couple the states with opposite spin orientation,
but the mutual ground state erases any coherent superposition — optical or spin —
upon relaxation. Any manipulation is therefore limited by the lifetime of the excited
state.

The spectral separation of excitons and trions is hence essential for the experiment.

6.5 Conclusion

The photon echo is employed to store optically excited coherence in the spin state
of the resident electron of a CdTe quantum well. By the application of a transverse
magnetic field, a modification of the optical selection rules is induced, that makes
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Figure 6.22 Optical selection rules for the exciton and circularly polarized light. The
ground state is spin-independent. The optically accessible excited states have angular
momenta of m; = +1.

the spin system accessible for coherent optical effects. In this way, the decay time
of the stimulated photon echo can be extended by three orders of magnitude.

The unique level scheme of the negatively charged exciton (trion), consisting of
two individual two-level systems under circularly polarized excitation (see Fig. 2.8),
provides the basis for the optical manipulation of electron spins. The coupling of the
two-level systems, that is achieved by the application of a transverse magnetic field,
modifies the selection rules such that a transfer of optically excited coherence into
the spin state and back becomes possible. In the scope of the 2-pulse experiment
of spontaneous photon echo (see Sec. 6.3), the information contained in the first
pulse can be transferred into the spin system of the resident electron by the second
pulse. This is evidenced by the magnetic-field-induced oscillations of the photon
echo signal at the Larmor frequency of the electron spin. A retrieval of the stored
information is possible by the application of an additional, third laser pulse, inducing
a stimulated photon echo (Sec. 6.4). This third pulse transfers the coherence from the
electron spin state back into an optically accessible state. The storage of information
is evidenced by the prolongation of the decay time of the stimulated echo signal.
Without the involvement of the spin, the decay time of the stimulated echo was
measured as 7]} = 43 ps. Upon the application of a transverse magnetic field and the
storage of the optically excited coherence in the spin state, the decay time was found
to exceed several nanoseconds, meaning an extension of three orders of magnitude.
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7 Summary

The interaction and reciprocal manipulation of polarized light and electron spins in
semiconductors was studied with three different approaches.

In Chap. 4 the intra-ion transition of Mn®" ions in CdMnTe is examined. The
resonant excitation with circularly polarized light leads to a circular polarization
of the photoluminescence of 8%, evidencing the optical orientation of Mn®" spins.
Linearly polarized excitation leads to alignment of the Mn®" spins expressed in a
linear polarization of the photoluminescence of 10 %. The existence of polarization
is attributed to the suppression of spin depolarization due to the spin glass phase
of the studied material. A simple phenomenological model is used to deduce the
optical selection rules for the Mn®" intra-ion transition.

The Mn*" ion in CdTe is confirmed as an optically active center and a promising
candidate for spintronic applications. In combination with the collective magnetism
of the spin glass phase of CdMnTe, it paves the way for optical control and recording
of information.

In Chap. 5, a GaAs-based ferromagnet /semiconductor hybrid structure is exam-

ined. The influence of the ferromagnetic GaMnAs layer on the charge carriers in the
InGaAs quantum well is detected by the circular polarization of the quantum well
photoluminescence as well as by the dependence of the photoluminescence intensity
on the helicity of the excitation. Both effects show identical hysteresis-like depen-
dencies on the external magnetic field and can be observed for temperatures up to
the Curie temperature of the ferromagnetic layer. Moreover, both effects show an
identical pronounced time dependence, which is compatible with the time constants
typical for electron spins.
Therefore, the spin level splitting due to p—d exchange interaction of holes, that was
expected to be the main mechanism of interaction between ferromagnet and semi-
conductor, is not sufficient to explain the observed effects. Instead, a spin-dependent
tunneling of electrons from the quantum well into the ferromagnet is identified as
the primary cause for the polarization of the photoluminescence and its dependence
on the excitation helicity.

Unlike previously studied spin polarization effects involving a hybrid structure
interface [22, 206, 207, 217, 218|, the phenomenon discussed here is expected to
also take place in insulating structures not specifically designed for electrical spin-
injection. This increases the number of potentially suitable materials drastically.
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The spin polarization that is induced by the ferromagnet persists up to the Curie
temperature of the employed material. Hence with a different choice of the ferromag-
netic material, the effect could be observable at elevated temperatures. Excellent
prospect for such future investigations is provided by the elements iron, cobalt, and
nickel, and by compounds containing manganese, such as MnAs, MnB or MnBi,
which exhibit ferromagnetism even above room temperature. Furthermore, the dis-
covery of this unexpected effect exemplifies the open questions in this field and
motivates further investigation of hybrid structures for optical spin manipulation.

In Chap. 6, the photon echo and its dependence on an external magnetic field is
examined. The photon echo is observed for the excitation of the trion resonance in
an n-doped CdTe quantum well. A transverse magnetic field modifies the optical
selection rules of the trion transition and grants access to the spin state of the res-
ident electron of the quantum well. In this way, an additional degree of freedom is
introduced in the echo procedure, so that the optically excited coherent process can
be manipulated by the external magnetic field. The involvement of the spin via the
selection rules even allows a transfer of the optical coherence into the spin coherence
of the resident electron. The optical retrieval of this coherence is evidenced in the
scope of the stimulated photon echo. Due to the considerably longer coherence time
of the spin state compared to the optical transition, the transfer of optically im-
printed information into the spin state and the subsequent retrieval can be regarded
as a storage of the optical information. In the conducted stimulated photon echo
experiment, the three laser pulses then take the functions of “write”, “store”, and
“read”. The investigated quantum well sample allows an extension of the stimulated
photon echo decay time from 43 ps to several nanoseconds, signifying an increase of
three orders of magnitude.

The utilization of systems with longer spin coherence times offers the potential
to increase this number even further. A prime candidate for such a system are
quantum dots which offer an increased localization of the charge carriers (which was
already found to be beneficial in Subsec. 6.4.3). An additional benefit comes from
the reduced many-body effects that permit higher excitation power densities. The
lower absorption probability provided by quantum dots can be further counteracted
by placing them in a cavity.

Another way of increasing the coherence time is by using elaborated excitation
schemes (219, 220]) involving additional laser pulses.



A Calculation of the spontaneous
photon echo amplitude

As already hinted at in Chap. 6, the modeling of the density matrix p of the electron-trion
system opens the possibility to track the optically excited coherence through time. The
evolution of the density matrix is given by the Lindblad equation

ihp = [H p] nyy (A1)

with H being the Hamilton operator of the system and I" describing the relaxation processes
phenomenologically. In the Hamilton operator, three contributions need to be considered:
the unperturbed spin system, the interaction with the magnetic field and the interaction
with the light field. In the short pulse approximation, the pulse duration is considered to be
much shorter than the trion lifetime, the decoherence times and the electron spin precession
time (Larmor period). This approximation is justified for the experiment discussed in
Chap. 6. Under these conditions, the interaction of the electron-trion system with light
and its dynamics in the magnetic field can be separated and considered individually. The
Hamilton operator can thus be written as H = ﬁg + Hp + V, where ﬁﬂ is the Hamilton
operator of the unperturbed system, H p describes the interaction with the magnetic field
and

Vi) = — / (e (r)E - (1) + d_(r)E, (1) ) (A2)

accounts for the interaction with the light field. The circularly polarized components of
the dipole operator are denoted afi(r), whereas E = (7, t) are the correspondingly polarized
components of the electric field. For simplicity, the laser pulses will be approximated by
rectangular functions, so that the pulse area is given by f. 7,, where 7, is the pulse duration
and f, is the effective amplitude of the o* polarized part. For a light wavelength that is
much larger than the length scale of localization (as in the experiment discussed here), the
pulse area can also be written as fy7, = Qieikr, with r being the position of the localized
electron [221].

With these assumptions, the action of the first pulse can be calculated. For the initial
value of the density matrix, it is assumed that the trion recombination is short compared
to the laser repetition time of 13.2ns, so that before the arrival of the first pulse, only the
ground state of the system is occupied. This means that only p;; and pys are unequal
to zero. The action of the first pulse with a pulse area of |f,7, < 1|, conforming with
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experiment, results in the following density matrix elements:

© . 0 o\ [f+7l” 7/
p11(mp) = P11) "‘ - (f+P f+P3 ) + (ng) - Pgl) 4
0 0 £ 0 0 o f+T7,
p33(7p) = P:{as) - 7}) (f+P( ) — +Pg1)) ( & — ( )) ]
(A.3)
’!_
71"’
p2a(Tp) = ,072 5 (f 924 fr 942) + (P ,0 )
0 i, 0 * 0 o\ 1=
,044( = ;0514) - 733 ( ( ) 952)) (944 - 952))
fi f— if_T, ifi
p12(7p) = P12 + :(*,?1) =Py Pﬁ) D) L Pg;) ; =
f f it .
0 0 - 0)1J— 0) LJ+T,
p3a(Tp) = ﬂéf + sz) = + 52} B 954) ; £
wr [ @ ifity, © 0 f 0 1 7,00
p13(T,) =e='” ng) - % P:(as) gl}) + p (f+49( ) P:(ﬂ))]
iwr | 0 lf— 0 0 0 * 0
p2u(Tp) = €77 4954} il) - sz}) p — (/- P( )+ 70 ))]
- f f .f* -f* (LA‘E))
W _ 17_T, 1 T,
) = [0 o EEE g e i

—iwr, (0) 0) /- +f _

p3a(Tp) =€ P32+ Piag "‘ P31~ 127

if_m, if, T
(0) p(U) + P]

The first group gives the diagonal elements of the density matrix and hence the occupations
of the different states, the second group contains the spin coherence and the third group
covers the coherent superpositions of ground and excited states. The superscript “(0)”
signifies the matrix elements before pulse action. Due to the short pulse approximation,
the magnetic field and the relaxation processes can be disregarded.

Between the first and second pulse (i.e. during 75), the system is subject to the action
of the magnetic field. The corresponding Hamiltonian

0 h&y O 0
B2 00 0

0 0 2w, RO

0 0 a2l 2hw,

(A.6)

contains the Larmor frequencies 2; and 2" of electron and hole (trion). Furthermore,
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the relaxation I has to be taken into account by

__P11—P22 1922 + P33 TfT; —Pi12 _ _Px1 _ P13 _ P14
2T Ty 2 Tle +T§ Tle —T; 15 TS
TTTy | —par pio _P22=Pu y Pu _ P23 _ Paa
2 |+, T-T 2Ty T T Ty . (AT
_ P31 _Pﬁ P14—P33 _ P33 _ P31 _ P34
Ty T3 o™ Ty " I
_Pu __ P42 _Pa3z _ Pa3 P33 Paa _ Paa
T5 T5 " T 9h T

Here T, is the optical coherence time, T} is the trion recombination time, T} and T are
the longitudinal and transverse electron spin relaxation times, respectively, and T" is the
hole spin relaxation time."

Shortly before the arrival of the second pulse, the matrix elements that are relevant for
the interaction with light read

g T12(iwg—1/Ty)

- i.r‘3’23 P

p13(7p) cos (£21,712/2) (
cos (§21,712/2) — i4013(Tp
( ) (
( ) (

p13(T12) [

p23(Ti2) = [;023(Tp |
(112) = [p: cos (£2p,119/2 m12(iwg—1/Ty) (A.-8)
(r12) = |

T

P24(T12 — 1P14\Tp

- T12(iwg—1/T3)
p .

) )sin (2,715/2)]
) )sin (2y712/2)] €72 (07112
») ) sin (2,712/2)]
) )sin (2,715/2)]

P14\T12 .014(T COoS QLT12/2 —ipgy

Again, the short pulse approximation was used, so that 75 — t; ~ 795.
The action of the second pulse leads to

l(wT +WDT12)

p11(T12 + 7p) X f1+f2+T €

i(wT, +u.-DT12)

paa(Tig +7p) X —fi_fo_T,
(A.9)

p33(T12 + Tp) X f1+f2+1r§e_l(“"'fp+w0?12) CO

l(wT +WDT12)

Pas(Tia +7p) X fi_fo_ T-e

for the diagonal elements and

—1 T Wn T~ Q —T-
p12(T12 + 7, ) 1f1+f2+T i(wrptwo 12)sm (—1;12) e 12/T2

(A.10)
Tp+WoTi2) sin ( 4,119 ) e*ﬁz/TQ
2

p3a(Tia +7p) o< if1yfo_T,

for the matrix elements describing spin coherence. The symbols f, 4 stand for the pulse
amplitude of the ai-polarized component of the n-th pulse. The matrix elements for the

'For the hole spin relaxation, longitudinal and transverse direction are not discerned because no
Larmor precession of the trion is observed QE =0
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optically active coherent superpositions of ground and excited state are
p13(T12 + 7p) iTseiwte_t/TQ [(f§+)2f1+.0£01) cos({21,115/2) cos (£2;,(t — 712)/2)
5 5 f1opS) sin(@uma/2) sin (Qu(t = 712)/2)] + c.c.
p24(T12 + Tp) X ifﬁ’ewe_m’ [(f;—)gfl—ﬁgg) cos(§2,712/2) cos (2,(t — 712)/2)

5 S5 frpY sin(2mia/2) sin (Qu(t = 72)/2)| + e

(A.11)

In order to calculate the four wave mixing signal, the Eqgs. (A.11) for individual oscillators
must be summed over all electron-trion-complexes. The polarization at the time ¢ = 274
of echo emission amounts to

— 275/ * 0 * * 0) .
Plj_E o e 2/ {(f-2+)2f1+;051) ‘3052(~QLT12/2) + f2+f2—f1—952) SmQ(-QLTu/Q)} +c.c.

Pop o e 7/ (£ 1_pl cos”(Qm1/2) + fio S Frip$) sin®(2mia/2)] + e
(A.12)

From these equations, all polarization configurations can be calculated by inserting the
respective f,,4 for the pulse sequence.

For o polarized excitation, fio = fo_ =0, so that Pp =0 and

B o (o))l [ AT (A.13)
For collinear polarized excitation, f,, = fi_ = f; and fo5, = fo_ = F3, so that

Pl oc L(f3) e 4 ce (A-14)
For crossed-linear polarized excitation, again f,, = f,_ = f; but fo, = —f5_, so that

PR o L(f3)* o2/ ™ cos(m) + e (415

2

An additional analysis of the Larmor precession of the hole spin reveals that for PISI'E
and Pllpig"m only a slowly-varying envelop function has to be multiplied to Eq. (A.13) and
Eq. (A.14), which for the relatively short decay times observed in the experiment are of no
consequence.

An analysis of the Larmor precession of the hole spin reveals that for PISLE an addi-
tional slowly-varying envelop function has to be multiplied to Eq. (A.13). The additional
contribution of the hole spin precession that is added in

0)1 +cos(f2;,m5) 1 + COS(Q{ITH)
2

Ppg (f2+)2(f1+)*e_2T12/T2 ,051 5 + c.c. (A.16)

has hardly any consequence due to the relatively short decay time observed in experiment.
For collinearly polarized excitation, the oscillation due to the hole spin precession cancel
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in the same way as the contribution of the electron spin precession.
In contrast to that, for crossed linear polarization, the precession frequency of the signal
is altered so that it follows

in,cr 1 % 2 —27
PE,E‘ x §(f2)2f19 #12/12 cos ((QL - wf)‘rm) +c.c. (A.17)

The Larmor precession frequency is determined by the Landé factors of electron and hole
: H
via 2y, — 2 = |9, — gn,1|upB-

B Calculation of the stimulated
photon echo amplitude

For the calculation of the stimulated photon echo amplitude, the density matrix approach
already used for the calculation of the spontaneous echo in Appendix A is followed. Due to
the considerably longer times (793 < T5) it is convenient to describe the evolution through
the electron and trion spin polarizations as well as the occupation of electron and trion
levels instead of all individual density matrix elements. The following relations hold:

S. = (p11 — p22) /2, Sy =1i(p12 — pa1) /2, S, = (P12 + p21) /2,
J. = (p33 — paa) /2, Jy =1i(p34 — pa3) /2, Jp = (p3a + pa3) /2, (B.1)
ne = (p11 + pa2) /2, ny = (p33+ pa) /2

The populations of electrons and trions are denoted n, and np, respectively, and S, , .
and J, , . are the components of the electron and trion spin polarizations.

The situation up to the action of the second laser pulse was already discussed in Ap-
pendix A, so that Eqgs. (A.9) and (A.10) only need to be inserted in Eqgs. (B.1) to obtain
the spin polarizations and occupations after the action of the second pulse. The results
are

S, (112 +27,) oc — K Acos (§21,715/2), (B.2)

Sy(T12 +27,) o< KAsin (£21,715/2), (B.3)

Sp(T12 +27,) X —IKAX cos (§21,712/2), (B.4)
for the electron spin polarizations,

J (112 +27,) x KA cos(£2,72/2), (B.5)

Jy (12 +27,) X =K Apsin (£21,715/2), (B.6)

J$(71-2 +2T‘p) o ].KET sin ('QLTIZ/Q)! (B?)
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for the trion spin polarizations and

Ne(Tig + 27,) o< —2K X' cos (21,712/2) , (B.8)
n-T(T12 + 2Tp) o 2K XY COS (QLTIQ/Q) (Bg)

for the occupations. The parameters

A =1y (frofos — Fiofo), S =1, (frofor+ fiofo),  (B.10)
Ap =1, (fixfor — fi_for), X =1y (frefoo + fiofor) (B.11)

reflect different polarization configurations and

K — iei (prerngg)e*le/Tz (B-12)

16

abbreviates a factor that all parameters share.
After the action of the second pulse, the dynamics of the electron spin components are
mainly characterized by the Larmor precession about the z-axis:

Salt) = Spe” /T (B.13)
Sy(t) = e~ T (S0 + €1, ) cos (21t = T1a) (B.14)
e (/T (820 + &1z 0) sin (20,(t — 112)) ( )

—e /e, g (B.16)

S.(t) = e_(t_le)/TQE (Sz.,o + flJz,U) cos (2, (t — 712)) ( )
+ e (mm)/T (Sy.0+ &, o) sin (121,(t — 712)) ( )
(B.19)

_ e—(f—fu)/ﬁf‘gl Jz,O

For compactness & +i& = ﬁ was defined with v = 1/74 — 1/T5.
In contrast to the electron, the Landé factor of the hole is close to zero, which allows the
description of the spin dynamics solely with an exponential decay:

J,(t) = Jz’{]e_(t_TIQ)/TT’ J

y(t) _ Jy_.ge—(t—Tl?)/TT, J.(t) = ijoe—(t—‘”l-z)/TT:

(B.20)

where 77 is the trion spin lifetime with 1/7p = I/Th' +1/T;.

Also the dynamics of the occupations are defined by an exponential decay. The recombi-
nation of the trion with characteristic time 77 is the reason for the increase of the electron
population an a decrease of the hole population with

np(t) = npge” T2/ (B.21)
ne(t) = ne o +npo — np(t). (B.22)

These dependencies hold until the arrival of the third laser pulse. In order to calculate
the effect of the third beam, the situation before its arrival has to be defined. The spin
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polarization components and occupations of electrons and holes are given by

S, xKA [—6_723/TT§1 cos(f2p,112/2)+ (B.23)

o 7™3/T2 (& — 1) cos(82,712/2) cos(821,7a3) + sin(2; 71/2) + (B.24)

& cos(2712/2) sin(2712/2)) | (B.25)

S, xKA [—e_mm §ycos($2,115/2)+ (B.26)

e /T3 (1 = &) cos(£21,712/2) sin(2 7a3) + sin(2y 712/2)+ (B.27)

€ cos(£2,712/2) COS(QLTIQ/Q))jI : (B.23)

S, o — 1K Ze ™1 sin (02p71/2) (B.29)

J. oc KAe ™/ cos(02719/2), (B.30)

Jy —KApe ™/ sin(2; 112/2), (B.31)

J, o iK Sre /T sin() 715/2), (B.32)
and

n, o< —2K Xe ™3/ cos(02; 715/2), (B.33)

ny oc 2K Ze ™3/ cos(02) 719/2). (B.34)

With these, the action of the third laser pulse can be calculated. For the emission of the
photon echo signal, the density matrix elements p;3 and py, are crucial. At the time of the
stimulated photon echo occurrence, t = 793 + 2715 + 37, they read

lei(wa—p+wﬂrl2)efﬁz/fﬂ2 s¢

P13 = — 5
[fSJer (nT ; Re J, — S’z) cos(£2;,112/2)
+ (f3—Tp (Jy - 1J3;) - f3—|—Tp (Sy — ISI)) Sin(ﬂLT12/2):|
i (B.35)
P24 = — %ei(mpwoﬂme_mﬁ? X
{fsfp (”’T o) Te g+ Sz) cos(2,712/2)

— (faumy (I, —1J;) — f3:7, (S, —1S,)) sin(.QL'r]g/Q)] :

For the calculation of the stimulated photon echo signals for different excitation po-
larizations, the pulse intensity parameters f,. have to be matched to the experimental
conditions.
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Configuration HHH

For the excitation with collinear polarization, this means fi, = f1_ = f1, fo. = fo_ = fo,
and f3, = f3_ = f3. Thismeans A = Ap = 0, ¥ = Y = 2f, f and consequently
S, =58, =J,=J,=0. The photon echo is given by

PHHH x — iei(wrp-l—wuﬁg)e—rlz/']"g f3><

(B.36)

npy —n,

cos(f21,112/2) —i(J, — S,) sin(QL'r12/2)] + c.c.

and polarized in the same way. Two important features have to be noted here: 1) The
only factor that decays with the long relaxation time of the electron spin is the term
o S,. All the other factors decay on shorter time scales of T} or 7. 2) Due to the factor
o sin(§2},715/2), this long-living contribution is only present in a magnetic field.

With all the substitutions reversed, the stimulated photon echo amplitude reads

Pyuy o —ie >12/T2 f, fofsTs [8_723/]”16 sin®(£2;,712/2) (B3
B.37
+ e /N (2 cos” (92, 712/2) + e~ 23/ Th sinQ(QLTu/Q))} + c.c.

Configuration HVV

Likewise, for crossed-linear polarization the pulse intensity parameters fi, = f;_ = fi,

for=—fo_ =fo,and f3. = —f3_ = f3leadto A = —Ap =2f fy and X = X = 0.
The polarization of the photon echo is parallel to the polarization of the first pulse and

the amplitude is given by

PHVV o —
[(J. = S.) cos(£2y,712/2) — (Jy +Sy) sin(2,712/2)] + c.c.

ifw ¢ 2) — T
lel( 1'pJﬁ‘J‘ofu)e T12/ ngTpX (B.38)
The substitution of the parameters defined in Eq. (B.1) results in a lengthy term reading
Pyyy o< — je~2m2/T flf2f3’r§’><
[e_TB/TT cos(£2;,119)
+ /T cos (21, 715/2) [€) cos($2,712/2) + & sin (2, 715/2)]
+e /T cos (921, (112 + T23))

e /T2 €1 cos(£21,(T12/2 + Tp3)) + §osin({2,(T12/2 + TQ?’))]}

(B.39)

+c.c.

This can be simplified by the assumption that the hole spin relaxation is faster than the
radiative recombination, T), < T;. In that case, £ = & = 0 and the stimulated photon
echo amplitude is

. 2, /T 3
Pyyy o —ie 2712/ *fifafsmy X

o e (B.40)
[e TBITT cos(£21,m19) + € 272 cos (02, (19 + Ta3)) | + coc.
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