
Picosecond Ultrasonics for the

Modulation and Nanoscopy of

Semiconductor Lasers

Dissertation

Zur Erlangung des akademischen Grades

Doktor der Naturwissenschaften

Fakultät Physik

TU Dortmund

Thomas Czerniuk

2017



Erster Gutachter: Prof. Manfred Bayer (Technische Universität Dortmund)

Zweiter Gutachter: Prof. Metin Tolan (Technische Universität Dortmund)

Dritter Gutachter: Prof. Andrey Akimov (University of Nottingham)

Datum der Einreichung: 21. Juni 2017

Datum der Disputation: 18. August 2017



Contents

I Introduction 5

1 Motivation and Outline 7

2 Picosecond Ultrasonics 11

2.1 Phonons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Elasticity Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Generation of Picosecond Acoustic Pulses . . . . . . . . . . . . . . . . . . 16

2.4 Nonlinear Acoustic Pulse Propagation . . . . . . . . . . . . . . . . . . . . 19

II Semiconductor Laser Emission Modulation 25

3 Vertical-Cavity-Surface-Emitting-Lasers 31

3.1 Laser Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Laser components in VCSELs . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2.1 Microcavities and Micropillar Resonators . . . . . . . . . . . . . . 34

3.2.2 Quantum Wells and Quantum Dots . . . . . . . . . . . . . . . . . 38

3.2.3 Electrical and Optical Pumping . . . . . . . . . . . . . . . . . . . . 40

4 Picosecond Control of a Planar QD Laser 43

4.1 Semiclassical Laser Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2 Planar Microcavity QD Laser and Experimental Setup . . . . . . . . . . . 48

4.3 Measured and Simulated Laser Emission Intensity . . . . . . . . . . . . . 51

4.3.1 Positive Detuning . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3.2 Negative Detuning . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3.3 Almost Resonant Case . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.3.4 Vanishing Detuning . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3.5 Evaluation of the Developed Model . . . . . . . . . . . . . . . . . . 57

5 Lasing from Active Optomechanical Resonators 61

5.1 Optomechanical Resonators . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3



4 CONTENTS

5.2 Planar Microcavity QW Laser and Experimental Setup . . . . . . . . . . 65

5.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.3.1 Emission Modulation at 180 K . . . . . . . . . . . . . . . . . . . . 67

5.3.2 Emission Modulation at 295 K . . . . . . . . . . . . . . . . . . . . 71

6 Emission Modulation of Micropillar Lasers 77

6.1 Micropillar Lasers and Experimental Setup . . . . . . . . . . . . . . . . . 78

6.2 Electrically Pumped Micropillar VCSELs . . . . . . . . . . . . . . . . . . 81

6.2.1 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.2.2 Theoretical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.3 Optically Pumped Micropillar VCSELs . . . . . . . . . . . . . . . . . . . . 89

6.4 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7 Conclusion and Outlook 95

III Nanoscopy of Semiconductor Heterostructures 99

8 Acousto-Optic Interactions 105

8.1 Transfer-Matrix Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

8.2 Photoelasticity and Interface Displacement . . . . . . . . . . . . . . . . . 108

9 Cubic GaN QWs as Strain Detectors 113

9.1 Single c-GaN QWs and Experimental Setup . . . . . . . . . . . . . . . . . 115

9.2 Measured and Simulated Reflectivity Modulation . . . . . . . . . . . . . . 117

10 Acousto-Optical Nanoscopy 127

10.1 Theoretical Background and Model Simulations . . . . . . . . . . . . . . . 129

10.2 Acousto-Optical Nanoscopy of a Micropillar . . . . . . . . . . . . . . . . . 135

11 Conclusion and Outlook 143



Part I

Introduction

5





Chapter 1

Motivation and Outline

Light and sound have always been the main tools of mankind to perceive nature and

to communicate with each other. Classical optical devices based on refractive lenses

like telescopes or microscopes made it possible to observe far away and smallest objects

beyond the capability of the human eye. Mirrors were used in ancient light houses to

send light signals across kilometer distances. Coming from these rather basic elements,

more knowledge about the quantum nature of light led to the development of the first

laser in the 1960’s [76]. Unlike classical light sources, lasers provide coherent, monochro-

matic light with a low beam divergence. Lasers turned out to be a break-through for

new imaging and communication techniques. Most noteworthy is the establishment of

global communication networks like the internet that have paved the way for today’s

information society. These communication networks are operated with semiconductor

lasers whose emission is transported via optical fibers [110]. Lasers are also used in mod-

ern imaging/ranging techniques like laser scanning or laser range finding, which allow to

obtain rapid and high resolution 3D-information about objects [28].

In modern acoustic applications, the frequency and intensity of the employed sound

waves are tailored for the specific needs. Ultrasound with relatively strong amplitude

is used for acoustic levitation [18]. This techniques allows a controllable container-less

transportation and is especially useful wherever materials with a high purity are pro-

cessed, e.g. in electronic or pharmaceutic industries. In the field of sonochemistry, sound

is used to support or selectively start chemical reactions [117, 91]. However, the most

prominent applications of sound waves aim at imaging or positioning hidden or buried

objects by sending out acoustic pulses and detecting their echoes [71]. Widely known

examples are echo-sounding and sonar in seafaring to determine the depth of the ocean

underneath ships or the position of other (sub-marine) vessels, respectively. Similar seis-

mic methods are used in geophysics for the investigation of the earth’s subsurface either

out of scientific interest or economic reasons (to find useful deposits like ore or oil). On

smaller length scales, non-invasive ultrasound imaging techniques are used to record in-

vivo images of biological organisms. Ultrasound involves high-frequency acoustic waves
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8 CHAPTER 1. MOTIVATION AND OUTLINE

with wavevectors so short that they allow one to investigate objects as small as a few

micrometers [17].

The interaction of light and sound is exploited in acousto-optical devices, which often

aim at the manipulation of light by sound: ultrasound waves are injected into photoe-

lastic crystals, where they imprint a periodic grating onto the index of refraction. The

employed sound wavelengths are on the order of tens of micrometers, such that light is

deflected from and optionally frequency-shifted by the imprinted gratings. Applications

comprise acousto-optical modulators and acousto-optical filters, for example [105].

In this thesis, the idea is to scale the sound wavelength further down until it is in the

same order or even smaller than the wavelength of visible light. The interaction of light

with sound in this regime shall be exploited to improve communication and imaging

techniques. Two main questions shall be pursued:

“Can such sound waves be used to increase the speed of optical communications tech-

niques?”

and

“Can acoustic echo-sounding techniques with such short acoustic wavelengths be com-

bined with optical methods?”

To answer these questions, semiconductor based light emitters are subjected to ex-

periments involving ultrashort acoustic pulses. A special focus is put on semiconductor

lasers due to their importance for communication technologies.

On the one hand, sound will be used to modulate the emission of semiconductor lasers.

To this end, ultrafast mechanical vibrations are launched in the studied lasers, where

they affect all laser components; i.e., the laser resonator, the active medium, and the

pump mechanism. The mechanical vibrations are imprinted into every aspect of the

laser’s emission, namely the intensity and the wavelength. The future perspective is to

realize fast laser clock rates or tailored emission sequences for optical communication

techniques this way.

On the other hand, light shall be combined with acoustic imaging techniques. The res-

olution limit of conventional echo-sounding is determined by the duration of the acoustic

signal, which is sent out in the first place and whose echoes are recorded. Acoustic pulses

with spatial extents on the order of hundreds of nanometers are injected into semicon-

ductor lasers. These acoustic pulses are too long to resolve the nanometer-scaled layers

forming the studied lasers. An interferometric acousto-optical nanoscopy method with an

improved resolution is developed. This method allows a characterization with nanome-

ter precision, despite the relatively long acoustic pulse. As another benefit, information

about the internal light field distributions can be extracted from the method.

The thesis is structured as follows. This introductory part I is dedicated to sound.

It comprehensively reviews the picosecond ultrasonics technique, which is used in all
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experiments to generate ultrashort acoustic pulses. Part II presents the first experimen-

tal results. The work deals with the emission modulation of semiconductor lasers due

to ultrafast vibrations. Various aspects are discussed, like the influence of mechanical

vibrations on the active medium of the laser and how its manipulation affects the lasing

process. Moreover, the interplay of acoustic and optical resonances supported by the

nanometer-scaled laser resonator is exploited for an emission modulation with remark-

able frequencies. The combination of acoustic imaging techniques with optics is the topic

of part III. An ultrafast optical detection scheme for sound is presented along with the

interferometric acousto-optical nanoscopy method mentioned above.
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Chapter 2

Picosecond Ultrasonics

Sound waves in general are a variation of the density and the pressure inside a medium

propagating at its speed of sound. In the case of the semiconductors studied in this

thesis, the atoms are crystallized into a lattice with a certain periodicity. One distin-

guishes between sound waves with wavelengths much longer and of the same order than

this characteristic length scale. In the first case, a physical description that assumes a

continuum for the solid and the deformation field holds true. In the latter, one needs to

take the finite spacing of the crystal atoms into account. Sound waves are treated in the

corresponding picture as coherent superpositions of quantized vibrations of the crystal

lattice. These collective excitations are denoted phonons.

The key tool for all experiments presented in this work are ultrashort acoustic pulses.

There are two established techniques for the generation of such pulses. The first one relies

on electric metal transducers grown on a piezoelectric substrate, which are used to excite

surface acoustic waves (SAWs). The available frequency range is limited by the spacing

of the metal transducers and typically reaches phonon frequencies of up to 30 GHz [67]. In

principle, a pulsed operation of SAWs is possible. Rectangular, sawtooth, and delta-like

pulses have been realized via Fourier synthesis recently, although the limited frequency

range provides a lower limit of the pulse duration of about 800 ps up to now [108].

The second technique is based on the injection of heat into a metal transducer by a

sub-picosecond laser pulse and is referred to as picosecond ultrasonics. The ultrafast

increase in temperature following the absorption of the laser pulse sets up a thermal

stress in the metal, which launches an acoustic pulse with a duration down to 10 ps

[128]. The spatial extent of pulses created this way is only a few tens of nanometers.

Acoustic pulses are used in part II to manipulate lasers on a picosecond timescale and

in part III to characterize semiconductor heterostructures with nanometer dimensions.

Only the picosecond ultrasonics technique provides pulses with the required spatial and

temporal finesse.

Due to the particular relevance of the picosecond ultrasonics technique for all exper-

11



12 CHAPTER 2. PICOSECOND ULTRASONICS

iments presented here, this introductory part shall give a review of this method. It

starts with a short recap of the two theoretical models necessary to describe mechanical

vibrations. In the beginning, the phonon concept will be presented in section 2.1. In

this picture, ultrafast acoustic pulses can be considered as wave packages of coherent

phonons. In the following section 2.2, the second theoretical framework, namely con-

tinuum elasticity as the long wavelength limit for phonons, will be discussed. With the

help of this framework, the generation process of the ultrashort acoustic pulses by means

of optical excitation with lasers will be detailed in section 2.3. In all of the conducted

experiments, the acoustic pulses need to propagate from the place of their creation

through elastically nonlinear and dispersive media to the structures they are supposed

to manipulate/investigate. During this propagation, the shape of the acoustic pulses

may significantly change and the corresponding equation of motion will be highlighted

in section 2.4. Nonlinear propagation effects can lead to the formation of shockwaves

and, ultimately, acoustic solitons [54].

2.1 Phonons

In order to describe lattice vibrations in a crystal on a microscopic level, it is necessary

to solve the crystal’s Hamiltonian, which contains both the electronic and the atomic

nuclei system as well as their interaction terms. Since the coulomb forces acting on the

electrons and nuclei are the same, but the electron’s mass is several orders of magnitude

smaller than the nuclei mass, the electron dynamics evolve on a faster timescale. In

the Born-Oppenheimer-approximation these two subsystems are therefore separated and

solved independently: in a first step, the electronic eigenenergies are obtained for fixed

core positions. Afterwards, the electronic eigenenergies, in which the positions of the

atoms enter as parameters, are treated as an effective potential for the atoms.

The theoretical description given here and in the next section closely follows Ref. [35].

Consider N atoms in d dimensions with positions ~R =
(

~R1, ... ~RN

)
. The Hamiltonian is

given by

H =
N∑

n=1

~P 2
n

2Mn
+ Veff

(
~R
)

, (2.1)

where ~Pn is the momentum of the n-th atom, Mn its mass, and Veff is the effective

potential of the atomic nuclei, which already contains the electronic system. If the atoms

are displaced to a small extent ~un from their equilibrium positions at ~R
0

=
(

~R0
1, ..., ~R0

N

)

~Rn = ~R0
n + ~un , (2.2)
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the effecitve potential Veff can be expanded into a Taylor series:

Veff = Veff

(
~R

0)
+
∑

n,α

∂V

∂Rnα

∣∣∣∣
~R

0
unα +

1

2

∑

nα,n′α′

∂2V

∂Rn,α′∂Rn′,α′

∣∣∣∣∣
~R

0

︸ ︷︷ ︸
Φnα,n′α

unαun′α′ + ... . (2.3)

Here, the indices n and n′ run over all atoms while α and α′ run over all dimensions. The

first term is a constant energy offset, which is associated with the energy of the system

in equilibrium. The second term includes the first derivatives and vanishes because the

effective potential is minimized in the equilibrium position: ∂V
∂Rnα

(
~R

0)
= 0. In the

harmonic approximation, this series is truncated after the third term with the second

order derivatives. An additional index µ is required for crystals with r atoms of different

masses Mµ in a unit cell. The equation of motion for the µ’th atom in the n’th unit cell

is given by:

Mµ
∂2unαµ

∂t2 = −
∑

n′µ′α′

Φnµα,n′µ′α′un′µ′α′ . (2.4)

A solution is obtained by a plane wave ansatz with a wavevector ~q for the spatial and

a frequency ω(q) for the temporal dependence. For each ~q there are d·r eigenvalues

for ω(q). The corresponding d·r-dimensional eigenvectors can be written as a set of

d-dimensional vectors - one for each of the r atoms of the crystal basis - which describe

the vibration’s polarization.

Such a plane wave in a crystal is associated with a quasi-particle called phonon.

Phonons can be classified by their polarization: if the atoms are moving in parellel or

perpendicular to the direction of the wavevector ~q, the phonon is called longitudinal or

transverse, respectively. Crystals with more than one atom per unit cell can experience

vibrations where the different types of atoms are oscillating in anti-phase. These are

optical phonons, in contrast to acoustic phonons, where neighboring atoms are moving

in phase. Summarized, there are one longitudinal acoustical (LA) and (d − 1) transverse

acoustic phonons (TA) as well as (r − 1) longitudinal optical (LO) and (r − 1)(d − 1)

transverse optical phonons (TO). An overview of the two kinds of phonons and their

polarization states is sketched in the left panel in Fig. 2.1. On the right hand, the

typical dispersion relation of a 1-dimensional crystal with next-neighbour interaction

only and two different kinds of atoms is sketched. While the acoustic phonon branch

(LA) is linear for q ≪ π/a and vanishes for q = 0, the frequency of optical phonons

remains non-zero everywhere. Towards the boundaries of the first Brillouin zone at

q = π/a, with a being the crystal lattice constant, the dispersion of both the LA and

the LO phonon flattens, leading to a decreased phonon group velocity.

The phonon occupation number fulfills the Bose-Einstein-distribution in thermal equi-

librium and the phonons possess a random phase. In order to generate high amplitude
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deformation pulses, which are the key tool for all experiments in this work, it is neces-

sary to create coherent acoustic phonons that build up to a single acoustic pulse. The

classical elasticity theory provides a suitable framework to describe the dynamics of such

acoustic pulses and will therefore be reviewed in the next section.

Figure 2.1: Different classes of phonons and their characteristics. Panel (a): Acoustic

and optical phonons and their two polarization states. Optical phonons require at least

two atoms in the unit cell, which oscillate in anti-phase. Panel (b): Typical dispersion

relation for a 1-dimensional (d = 1) crystal with two atoms (r = 2). The dispersion

of the acoustic branch (LA) is linear for q≪π/a, while optical phonons (LO) may also

occur for q = 0.

2.2 Elasticity Theory

The classical elasticity theory describes how a body is responding to internal and external

forces. In the corresponding picture, a solid is assumed to be a continuum and so is the

displacement field. It is only valid for phonons in the long wavelength limit q≪π/a,

for which the finite spacing of the lattice is negligible and the crystal can be treated

as a continuum. From here on, only one atom per unit cell is assumed and optical

phonons are not being considered anymore. In the long wavelength limit, the variation

of the displacement for neighboring lattice sites Rn and Rn′ is only small and may be
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approximated by the tailor expansion

un′α′ = uα′(Rn′) = uα′(Rn) +
∑

β

∂uα′(Rn)

∂rβ
(Rn′β − Rnβ) (2.5)

+
1

2

∑

ββ′

∂2uα′

∂rβ∂rβ′

(Rn′β − Rnβ)(Rn′β′ − Rnβ′) + . . .

If this expression is inserted into Eq. (2.4), the displacement field is turned into a con-

tinuum u(Rn, t) → u(r, t), and the mass density ρ is introduced, the following wave

equation can be found:

ρ
∂2uα

∂t2 =
∑

α′ββ′

Cαα′ββ′

∂2uα′(r, t)

∂rβ∂rβ′

. (2.6)

Here, the 4th rank tensor of elastic coefficients or stiffness tensor Cαα′ββ′ appears [35].

It is a macroscopic quantity describing the response of a solid towards deformations

and is defined by a sum over the microscopic interatomic force constants Φnα,n′α′ and

the atomic distances (Rn′β − Rnβ). In the macroscopic picture of classical elasticity

theory, an infinitesimal volume element dV is considered, exerted to forces d~f from its

neighboring volume elements via their common surfaces d ~A. Since forces and surfaces

are not always perpendicular (e.g. shear strains), they are related via a 2nd rank tensor,

the stress tensor σ

d~f = σd~a, (2.7)

which has the dimension of pressure. If there are no external forces acting on a body,

the total force ~F on dV can, on the one hand, be deduced from the stress tensor via a

surface integral and, on the other hand, from the left side of Eq. (2.6):

~F =

∮

O(dV )

σd~a =

∫

dV

ρ
∂2uα

∂t2 dV. (2.8)

After applying Gauss’s theorem to the surface integral and comparing the two integrands,

one can find the relation between the 2nd rank stress tensor and the 4th rank tensor of

elastic coeffients, which turns out to be linear. They are connected by the strain tensor

η

σαβ = Cαβα′β′ηα′β′ (2.9)

ηαβ =
1

2

(
∂uα

∂rβ
+

∂uβ

∂rα

)
. (2.10)

While the displacement ~u itself does not describe a deformation of a body (e.g., a con-

stant displacement is equivalent to a translation of the whole body), its variation does.
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If different parts of a body are moved to a different extent, the body is stretched or

compressed. The strain tensor η describes these deformations: diagonal components

of η account for uniaxial deformations, while the off-diagonal elements represent shear

strains. Eq. (2.9) is referred to as the generalized version of Hook’s law, because it con-

nects a deformation η via force constants C to the equivalent of a force σ. The equation

of motion for an acoustic wave traveling through the crystal is simplified to

ρ
∂2

∂t2 uα =
∑

β

∂

∂rβ
σαβ. (2.11)

In the following section, the generation of acoustic pulses by the picosecond ultrasonics

technique will be detailed using this framework. The process is based on the creation

of non-equilibrium coherent longitudinal acoustic phonons, which superimpose to an

ultrashort acoustic pulse. Both pictures will be needed: (i) the elasticity theory to

account for the thermal stress following the absorption of the laser pulse in the generation

process; (ii) the phonon concept to understand the nonlinear and dispersive propagation

effects.

2.3 Generation of Picosecond Acoustic Pulses

The picosecond ultrasonics technique has been established in the 1980s and still provides

the shortest acoustic pulses nowadays. It is based on the optical excitation of a strongly

absorbing material: a metal film is illuminated by a sub-picosecond laser pulse and

absorbs the optical energy within several nanometers. The following rapid thermal

expansion launches an acoustic pulse propagating away from the surface of the metal

film. In the experiments performed here, the metal film was deposited on the backside of

the samples prior to the experiments. This means that the acoustic pulse needs to travel

from the sample’s backside through the substrate before reaching the studied structures

located on the front. The different stages from the optical excitation and the creation

of the acoustic pulse to the propagation through the substrate will be detailed in this

section.

This review will closely follow the theory developed in the original publication in Ref.

[128]. Consider a short laser pulse with an energy Q, which is absorbed by a metal

film with an absorption length ς. The full width at half maximum (FWHM) radius of

the laser spot r shall be much larger than this absorption length and than the film’s

thickness d, too. The absorbed energy leads to an increase in temperature ∆T , which

only depends on the distance z from the surface of the metal film

∆T (z) =
(1 − R)Q

πr2ςC
exp (−z/ς) . (2.12)

In this equation, R is the reflectivity of the metal film and C is its heat capacity per

unit volume, which translates absorbed energy into an increase in temperature. Fig 2.2
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depicts the geometry. In this simple picture, the energy is directly transferred from

the electrons absorbing the light in the first place to the crystal lattice. However, the

electrons may diffuse through the metal film before losing their energy and thus the

final temperature profile may vary from Eq. (2.12). This effect is discussed later in this

section.

Figure 2.2: Schematic of the gen-

eration process of ultrashort acoustic

pulses: A laser pulse is absorbed by

a metal film in a volume close to the

surface (red area). Due to electron

and thermal diffusion, the final lattice

temperature profile (dashed line) dif-

fers from the initial energy deposition.

The rapid thermal expansion launches

a strain pulse that propagates through

the metal film.

In an elastically isotropic medium, the rapid temperature increase leads to an isotropic

thermal stress

σth = −3Bβ∆T (z), (2.13)

where B is the bulk modulus and β the linear expansion coefficient of the material. If

an isotropic material is assumed, a stress profile that only depends on z will also lead to

motion only along this direction. The only non-vanishing strain tensor component thus

is ηzz and the stress-strain relation Eq. (2.9) simplifies to:

σzz = 3
1 − ν

1 + ν
Bηzz

︸ ︷︷ ︸
Hook’s law

− 3Bβ∆T (z)︸ ︷︷ ︸
thermal

. (2.14)

Here, the component C3333 of the stiffness tensor is expressed by the bulk modulus B

and Poisson’s ratio ν. The thermally induced stress is included as an inhomogeneous

stress source. For simplicity, the indices will be omitted in the following.

The equation of motion for the strain η can now be deduced from Eq. (2.11). Together

with the initial condition of zero strain everywhere (η(z) = 0) and the boundary condi-

tion of a vanishing stress at the metal surface (σ(z = 0) = 0), an analytical solution can

be found, which can be divided into two parts. The first is a static strain at the metal

surface due to the long-lived thermal expansion, while the second one is an acoustic

strain pulse, which will leave the initially heated surface region and propagate into the

metal film. Note that the driving force of this pulse is not the thermal stress itself, but

its variation.
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The shape of the propagating strain pulse is given by

η(z, t) =
3(1 − R)QβB

2πr2Cςv2
︸ ︷︷ ︸

η0

·exp (− |z − vt|/ ς)sgn(z − vt). (2.15)

It is localized around z = vt and moves with a sound velocity v2 = 31+ν
1−ν

B
ρ

. Two main

regions can be distinguished: a leading compressive part (η < 0) for z < vt, followed by a

discontinuity at z = vt, and a tensile part (η > 0) afterwards. The strain amplitude can

be controlled by the optical excitation energy and reaches typical values of 10−4-10−3.

The strain profile decays exponentially away from the center on a length scale defined

by the optical absorption length ς.

The instantaneous energy transfer from the hot electrons to the lattice assumed so far

is not valid, but several relaxation processes need to be considered, which are sketched

in Fig. 2.3. The electrons and the lattice are assumed to form subsystems to which an

individual temperature is assigned [123]. The electronic subsystem initially absorbs the

laser pulse and stores all energy, so that its temperature Te increases by several hundred

K. In the interval between the optical excitation at t = 0 and the time at which the strain

pulse leaves the heated area at t = τ = ς/v, several processes occur: first, the electrons

start to diffuse through the metal film, thus spreading the heat to a larger volume than

initially heated. This effect cannot be neglected when the diffusion constant De is of

the same order of magnitude as τ , which is usually the case for metals. At the same

time, the electrons start to lose their energy to the lattice with a rate governed by the

electron-phonon-coupling. As a result, the lattice temperature Tl starts to increase and

thermal diffusion with a constant Dth sets in. Finally, the electronic and the lattice

subsystem are in thermal equilibrium with each other after the strain pulse has left the

heated area. The strain pulse becomes broader and smoother than initially considered

according to Eq. (2.15) and can be modeled by the derivative of a Gaussian.

After the propagation through the metal film is completed, the acoustic pulse reaches

the interface to the substrate [cf. Fig. 2.2]. At this interface, the acoustic pulse is

partly reflected and transmitted according to the coefficients of acoustic reflection r and

transmission t, respectively

r =
Zsub. − Zfilm

Zsub. + Zfilm
(2.16)

t =
2Zsub.

Zsub. + Zfilm
, (2.17)

where Z = ρv is the acoustic impedance of a material [122]. It is advantageous to choose

two materials with a similar acoustic impedance in order to optimize the injection into

the sample. The acoustic pulse has to travel through substrates with thicknesses ranging

from several ten to hundreds of micrometers in the experiments performed in this thesis.

These thicknesses are orders of magnitude larger than the thickness of the metal film,
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Figure 2.3: Stages of the transfer of the optical energy to the crystal lattice. Panel (a):

The electronic system of the metal absorbs the light and reaches a temperature Te on a

length scale given by the absorption length ς. The color indicates the heat deposition.

Panel (b): In the time interval between excitation and before the strain pulse leaves

the heated area, the electrons diffuse through the metal film and spread the heat. Via

electron-phonon-coupling energy is transferred to the crystal, where thermal diffusion

sets in simultaneously. Panel (c): Electron and lattice systems have thermalized and the

strain pulse has left the surface area.

which is about 100 nm. During the propagation, the shape of the strain pulse may be

altered due to anharmonic and dispersive effects that accumulate with longer distances

and are especially important for high strain amplitudes (i.e. for high optical excitation

densities). The mechanisms responsible for this evolution and the final shape of the

acoustic pulse are discussed in the following section.

2.4 Nonlinear Acoustic Pulse Propagation

High amplitude strain pulses cannot be described by the equation of motion deduced

earlier in the elasticity theory [cf. Eq. (2.11)]. The first shortcoming is the harmonic

approximation for the effective atomic core potential. In terms of elasticity this is related

to Hook’s law that linearly links strain and stress and is not true anymore for strong

deformations (i.e. displacements) of the body. Moreover, the finite spacing of the atoms

becomes important for phonons with wavelengths as short as the lattice constant, which

corresponds to frequencies of a few hundred GHz for most semiconductor substrates.

For such phonons, a nonlinear dispersion needs to be considered (cf. Fig. 2.1). Both

effects are discussed in the following.

Including higher orders of strain tensor components in the definition of the stress

tensor in Eq. (2.9) introduces the anharmonicity into the system and leads to a modified

equation of motion. Since the consideration is still restricted to an isotropic medium as
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well as stress and motion only along the z-direction, the simplified nonlinear equation of

motion is given by

ρ
∂2u

∂t2 =
∂2u

∂z2

(
C2 +

∂u

∂z
C3

)
, (2.18)

where C2 is associated with the linear and C3 with the nonlinear propagation [130].

While C2 is a combination of second order elastic constants, C3 also contains third order

elastic constants. From this equation follows that the sound velocity is not constant

anymore, but a function of the strain (η = ∂u/∂z). For most solids C3 is negative

leading to a higher and lower sound velocity for compressive (η < 0) and tensile strain

(η > 0), respectively. As a result, the shape of the strain pulse is not conserved during

propagation.

To account for the flattening of the dispersion towards the Brillouin zone edge, a

parameter β > 0 is introduced to the dispersion relation

ω(k) = ck − βk3. (2.19)

With both mechanisms included, the equation of motion for the strain reads

ρ
∂2η

∂t2 = C2
∂2η

∂z2 + C3
∂η

∂z

(
η

∂η

∂z

)
+ 2vρβ

∂η4

∂z4 . (2.20)

and has the form of the Korteweg-de-Vries equation [130]. The impact of the nonlineari-

ties crucially depends on the initial strain amplitude and the travel distance during which

the nonlinear effects accumulate. Starting from an input strain pulse, the Korteweg-de-

Vries equation needs to be numerically solved to simulate the final profile for a given

propagation length.

The calculated strain pulse for a 100 nm thick aluminum film is plotted for an initial

optical excitation density of 3 mJ/cm2 [cf. Fig. 2.4 (a)] and 10 mJ/cm2 [cf. Fig. 2.4 (b)].

Black curves represent the input strain pulses injected into the substrate and feature a

bipolar shape, which can be modeled by the derivative of a Gaussian. The part that is

not injected into the substrate at first, but is reflected at the interface to the substrate

is also included and trails behind the main pulse at t=35 ps after it has completed one

additional round trip in the metal film. Its sign is flipped due to the reflection at the

open surface of the metal film. After the propagation through a substrate consisting of

100 µm of (100)-orientated GaAs, the profile has significantly changed (red curves). In

the case of the lower excitation density, the dominant mechanism is the anharmonicity:

the parts of the pulse with compressive strain (η < 0) move faster than the parts with

tensile strain (η > 0), leading to the formation of a shockwave with a N-shape. Due to

the sharp edges, the corresponding phonon spectrum is broadened and contains phonons

of higher frequency [cf. Fig. 2.4 (c)] . For the higher excitation density, the shockwave

becomes more pronounced and the sharper edges are accompanied by phonons reaching
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frequencies up to the THz-regime [cf. Fig. 2.4 (d)]. For such phonons, the dispersion

becomes nonlinear and the group velocity is reduced. There is a stable solution for

compressive strain wave packages called solitons, in which the two effects balance each

other. They propagate faster than the speed of sound and three of them appear in front

of the shockwave in Fig. 2.4 (b) around t=-15 ps (indicated by the arrows). Solitons

are of particular interest, due to their short duration of only a few picoseconds. They

provide an extraordinary high spatial and temporal resolution and therefore are very

promising candidates to study semiconductor heterostructures [54].

There are several ways to tailor the strain pulse to the specific needs. In order to

generate high frequency phonons - or for the best spatial resolution even solitons - a long

propagation distance is favorable, because the nonlinear effects accumulate. However,

damping of the strain pulse during the propagation also has to be taken into account.

There are two contributions, depending on the temperature and the phonon frequency:

the first is the anharmonic interaction of the launched longitudinal acoustic phonon with

the thermal phonon bath; this is the dominant mechanism for phonons with frequencies

below approximately 250 GHz. Here, the phonons are assumed to set up a slowly varying

strain field that shifts the frequencies of the thermal phonons out of equilibrium, so

that relaxation within a time constant τth occurs. The associated damping coefficient

scales linearly with the temperature T and the phonon frequency dependence is given by

ω2τ2
th/(1+ω2τ2

th). For higher frequencies, phonon-phonon-scattering or Herring processes

are the main contribution. The interaction strength scales quadratic in the phonon

frequency and varies with T 3 [22]. Especially for high frequency phonons, it is important

to minimize the attenuation by cooling the sample down to cryogenic temperatures.

The conditions for the acoustic pulse generation need to be matched to the desired

experiment. Experiments exploiting high frequency components or solitons require a

high optical excitation density for maximum initial strain amplitude and a non-vanishing

propagation distance such that the nonlinear features come into play. It is necessary to

account for the increased damping of these phonons by cooling the sample down to

cryogenic temperatures. In contrast, experiments at room temperature can only be

performed with a thin substrate and thus do not offer the possibility to work with

solitons, for example.

After the strain pulse has traversed the substrate, it will reach the structures to be

investigated, located on the side of the sample opposite to the metal transducer. In this

work, the acoustic pulses are exploited for two purposes, namely (i) the modulation of the

light emission from semiconductor lasers and (ii) the nanoscopy of layered semiconductor

heterostructures. In the following second part of this thesis, the different possibilities

to modulate the light emission intensity and the emission wavelength of semiconductor

lasers with picosecond ultrasonics are discussed. This involves the interaction of the

acoustic pulse with the gain material of the lasers, which is the main reason for the

intensity modulation, as well as the interaction with the optical resonator, which offers a
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Figure 2.4: Nonlinear strain pulse propagation for two different excitation densities and

corresponding phonon spectra: Panel (a): Temporal strain pulse profile η(t) for an opti-

cal excitation density of 3 mJ/cm2 before (black) and after (red) the propagation through

100 µm (100)-GaAs. After the propagation, the strain pulse shows a N-shape. Panel

(b): For an increased excitation density of 10 mJ/cm2, the sharper N-shape contains

high frequency phonons and nonlinear dispersion comes into play. As a result, solitons

appear (indicated by the arrows). Panel (c): Phonon spectra before (black) and after

(red) the propagation through the substrate for the strain pulses shown in (a). The

phonon spectrum gets significantly broadened. Panel (d): The phonon spectrum of the

strain pulse with solitons shown in panel (b) contains phonons up to 1 THz.



2.4. NONLINEAR ACOUSTIC PULSE PROPAGATION 23

route to manipulate the emission wavelength. In the third part of this thesis, the acousto-

optical nanoscopy based on picosecond ultrasonics will be presented. These experiments

are, on the one hand, conducted in samples with substrates that lack nonlinearities, such

that the acoustic pulses remain short and Gaussian. On the other hand, also rather thick

substrates that feature strong nonlinearities are used in combination with phononic low

pass filters in order to further tailor the acoustic spectrum.
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Introduction

The first ruby laser was successfully demonstrated in the 1960’s by Theodore Maiman

as a source of coherent, monochromatic light with high brilliance [76]. In the first years,

engineers and scientist were obviously not prepared for its invention and the laser was

said to be a ’solution looking for a problem’. The historic publication of Maiman was

even turned down by publishers due to a lack of novelty [47]. However, already in 1969,

researchers used laser radiation to measure the distance between the earth and the moon

in a spectacular experiment: they sent a laser beam to the moon that was reflected by

a retroreflector, which the astronauts of the Apollo 11 mission had left on the surface

[13]. From the time of arrival of the laser pulse back on the earth, the distance between

earth and moon was measured with a precision of 3 cm.

Coming from these rather abstract beginnings, lasers nowadays affect almost every

aspect of modern life. There are manifold medical applications of lasers, ranging from

surgeries with laser-scalpels, to laser-assisted therapies (like lithotripsy for the treatment

of kidney stones or phototherapy, for example) and diagnostics. Lasers are used to cut,

drill, and weld with unsurpassed precision in industrial manufacturing processes. For

the production of micro-electronics, photolithography with UV lasers is essential to write

chip structures into semiconductor substrates. Lasers helped to shrink the size of chips

and transistors to reach faster processing speeds and facilitated the rise of electronics

which culminated in the ’Digital Revolution’. From 1997 to 2007, the relative amount of

digitally stored information rose from 3 % to 94 % [55]. The possibility to process huge

amounts of data with efficient computers goes hand in hand with the demand for huge

data storage devices and fast communication channels. Lasers were mainly related to the

fabrication process of microchips until the 1980s, but started to play an active role for

the information technology afterwards with the invention of new photonic applications.

Optical data storage devices like CDs, DVDs, or BluRays were the state-of-the-art for

many years.

Today, one of the most important application of lasers for information technology is

optical fiber communication. Data transport via light has several advantages compared

to the classical transport of electrical signals via copper cables: lower resistance, faster

transportation of information, less material cost, and the ability to transfer several

optical wavelengths at once. Using a broad optical transmission spectrum allows one to
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send several signals simultaneously, since photons barely cross-talk. Copper cables were

successively replaced in the near past for these reasons: starting on global distances, the

first submarine optical communication cable was laid between Britain and the Isle of Man

in the early 1980s. Shortly after this, all intercontinental copper cables were replaced by

optical fibers enabling the world-wide internet. In more recent years, the distribution

of broad-band internet among private households is realized by optical fibers laid inside

cities. The trend to replace copper wires by optical connections on ever shorter distances

has reached microchips now. In integrated circuits with nanometer-sized transistors, the

copper connectors are tightly packed. Due to parasitic capacities, wire cross-talk, and

signal propagation delay, the communication between transistors may take as long as

the computation itself. In 2000, a ’looming crisis’ due to the ’interconnect bottleneck’

was predicted [88]. Optical interconnects on-chip or from chip-to-chip are supposed

to replace copper connectors in future generations of electronics. Due to the steadily

increasing importance of light-based technology, the UN General assembly announced

the year 2015 to be the ’International Year of Light and Light-based Technologies’ [87].

The rapid increase in data throughput of optical fibers is mostly driven by advanced

multiplexing techniques and the possibility to use more and more wavelengths in parallel.

While the record transmission rates for short distances (<200 km) rose from 14 terabit/s

in 2006 [124] to 1 petabit/s in 2012 [125], the modulation bandwidth of the employed

lasers was not even doubled from 1997 to 2012 [69, 133]. The current technological limit

is approaching frequencies on the order of 30 GHz, which is still far from the theoretical

capability of the employed lasers. Their intrinsic cut-off frequency is defined by the

picosecond lifetime of photons in the cavity and on the order of several hundred GHz;

there is consequently a huge room for improvements, until the intrinsic limit comes into

play.

There are several techniques that allow to modulate the emission intensity of a laser.

The first one is named Q-switching. The quality of the optical resonator is artifi-

cially worsened by implementing a Q-switch, for example an acousto-optical modulator

(AOM). While an AC-bias is applied to the AOM, light from inside the cavity is de-

flected out, which creates a huge optical loss channel and effectively suppresses lasing.

The laser is nevertheless pumped continuously and the energy is released in a massive

laser pulse upon switching the AOM off. This technique is the method of choice, when

huge peak powers are desired. The fastest reported active Q-switch operation takes place

at a repetition rate of 3 GHz and with pulse durations as short as 20 ps [4].

Shorter pulse duration down to femtoseconds are obtained with a second technique,

called Mode-locking. The idea here is to excite many photonic modes at once and

lock their phases, such that they superimpose to a single ultrashort pulse in the time

domain. The pulses emitted by mode-locked lasers can be as short a few femtoseconds

and the repetition rate might be as high as 200 GHz [3]. However, the output cannot

be controlled on these timescales.
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The modulation scheme employed for data transfer through optical fibers is based on

a direct modulation of the pump excitation. Electrically driven semiconductor lasers are

used to convert electronic into optical signals. The main bandwidth limitation is due to

electric parasitic capacities and self-heating [118].

In this part of the thesis, picosecond acoustic pulses are injected into semiconductor

lasers. Nonlinear acoustic pulses contain sub-terahertz phonons, which manipulate the

laser on its intrinsic timescale. Picosecond ultrasonics therefore offer a promising new

tool to modulate semiconductor lasers in terms of emission intensity and wavelength

faster than it is possible up to now. This part is structured as follows: chapter 3

briefly reviews laser physics in general and presents how each laser component is realized

in the studied semiconductor lasers. Based on these considerations, the influence of

ultrafast vibrations on every laser component will be discussed: chapter 4 deals with

the interaction of coherent phonons with the active medium of a laser; the following

chapter 5 elucidates the role of the resonator; and finally the influence of the excitation

scheme is discussed in chapter 6.
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Chapter 3

Vertical-Cavity-Surface-Emitting-

Lasers

There are two commonly used types of semiconductor lasers, namely laser diodes (LDs)

and vertical-cavity-surface-emitting-lasers (VCSELs). The main difference between the

two classes is the design of the resonator. In the case of the LD, which basically consists

of a chip with a n-p-junction, the chip’s side surfaces are used as the reflectors, offering a

sufficient reflectivity for laser operation throughout a broad wavelength spectrum. The

light field is emitted from the side of the chip with a rather large divergence, which

makes a coupling into optical fibers challenging [83]. In contrast to that, VCSELs rely

on microcavities, resonators supporting only a specific wavelength (and the respective

higher harmonics). The light field is emitted from the top surface of the laser and

provides a much better divergence. Moreover, the cross sectional profile of the emitted

optical mode can be tailored by adding oxide masks to the surface [58]. This way, the

injection into optical fibers can be optimized, so that this class of lasers is the common

choice for optical communication networks and therefore studied here.

Besides the microcavity resonator, which all VCSELs have in common, there is a large

variety of possible active media, pumping mechanisms and geometries designed for the

specific needs. These specific needs comprise, for example, a low laser threshold [96],

high optical output power [60], or a low beam divergence [115]. This chapter gives a

comprehensive overview of the different kinds of VCSEL studied in this work and is

divided into two sections. Section 3.1 starts with a short recapitulation of the important

key figures and the basic constituents of lasers in general. Section 3.2 describes how

these constituents are realized in VCSELs. It will address simple VCSEL layouts, like

an optically pumped planar microcavity structure, as well as state-of-the-art designs,

namely electrically driven micropillar lasers used for advanced applications like polariton

lasing [106] and threshold-less lasing [94].
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3.1 Laser Operation

The three basic components of a laser are the active medium, the resonator and a pump

mechanism. Their function and characteristics will briefly be reviewed in this section

based on the description given in Ref. [82].

The active medium provides electronic levels that can couple to an external electric

field and thereby absorb or emit a photon; the latter due to spontaneous or stimulated

emission. In the simplest case of a two-level system coupled to a monochromatic electric

field, the rate equation for the population densities N1 and N2 of the ground state |1〉

and the excited state |2〉, respectively, read

Ṅ1 = −Γ1N1 + A21N2 + σ(ω)Φ (N2 − N1) (3.1)

Ṅ2 = −Γ2N2 − A21N2 − σ(ω)Φ (N2 − N1) .

Here, scattering of the electrons out of the two-level system via phenomenological rates Γ

and spontaneous emission with the respective Einstein coefficient A21 is included. The

last term is due to the interaction of the electric field and the two level system and

describes absorption and stimulated emission, respectively. The photonic flux Φ of the

external electric field E = E0 exp (iωt) is given by its intensity I over the photon energy

h̄ω. Photons emitted via stimulated emission have the same direction, energy and phase

as the photons inducing the process. The interaction cross section σ(ω) can be expressed

by the Einstein coefficient B12 for stimulated emission

σ (ω) =
h̄ω

c
B21S (ω) . (3.2)

The function S(ω) denotes the linewidth of the electronic transition hosted by the active

medium. Usually it is a normalized Lorentzian profile, where the center is defined by the

frequency ω0 associated with the transition energy and where the broadening is given

by the total dephasing rate of the system. That means that for the most efficient laser

operation, the frequency of the external field should match the resonance of the active

medium and the detuning ∆ = h̄ (ω − ω0) must vanish. Moreover, one can see that the

system is loosing energy for Ṅ2 < 0, which is the case when energy is converted into

light. To achieve this situation, the electrons must be pumped from the ground state

into the excited state. The pump can be included by a phenomenological pump rate

from |1〉 to |2〉 in the rate equations. When a population inversion is reached due to

pumping and N2 > N1, the stimulated emission becomes the dominant interaction term.

The energy brought into the system by the pump is then transferred into the coherent

light field.

The continuity equation for a propagating lightfield inside the active medium given

below contains the homogenous part on the left and the inhomogeneous part due to the
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light-matter-interaction on the right side

1

c

∂

∂t
I +

∂

∂z
I = σ(ω)I (N2 − N1) = g(ω)I. (3.3)

If the active medium is considered to be placed in a resonator built from two reflectors

with reflectivities R1 and R2, the coherent lightfield intensity is increased after each

round trip if the losses are compensated by the gain g(ω)

R1R2exp (2Lg(ω)) = 1. (3.4)

In this equation, L denotes the traverse length through the active medium. This condi-

tion is the threshold gain, which is the starting point for laser operation. For a higher

gain, the light field intensity grows as long as a stable population inversion is sustained

and until the stimulated emission becomes as strong as the rate by which the electrons

are pumped from the ground level to the excited level. The reflectivity of one mirror is

typically close to unity (high reflector), while the other one’s reflectivity is significantly

lower (output coupler). In this case, the output power of the laser is approximately

proportional to the lightfield intensity inside the resonator times the reflectivity of the

output coupler.

However, the pump cannot be an external lightfield of photons resonant with the laser

transition, because once N1 = N2 is reached, the pump itself would cause stimulated

emission. Obviously, additional electronic levels are required. For most lasers nowadays,

four electronic transitions are used like sketched in Fig. 3.1 (a): the ground state |0〉, the

highly excited state |3〉, the top and bottom laser level |2〉 and |1〉, respectively, which

mark the laser transition. The pump excites electrons from |0〉 to |3〉, from where a fast

non-radiative decay to |2〉 takes place, such that N3 ≈ 0. The stimulated emission leads

to the radiative decay from the top laser level |2〉 to |1〉. A fast non-radiative decay

channel from |1〉 to |0〉 justifies the approximation of N1 ≈ 0. Due to the empty bottom

laser level, a population inversion can be reached for relatively low pump levels.

Fig. 3.1 (b) depicts a typical input-output curve that shows the dependence of the

laser output power on the excitation power. It can be divided into two different regimes.

For low pump powers, no population inversion can be reached because the spontaneous

emission is faster than the rate by which electrons are excited. The laser output power

is a linear function of the pump power. Since the spontaneous emission is an undirected

process, only a small fraction of the emitted photons is funneled into the resonator mode.

This ratio depends on the geometry of the resonator and is labeled β-factor. Once the

pump power is high enough to reach the threshold limit, the stimulated emission process

starts to dominate. For high pump rates, spontaneous emission can be neglected and

almost all photons are guided into the coherent light field. The dependence of pump

power and laser output is still linear, but now with a much steeper slope. Fig. 3.1 (b)

sketches a typical input-output curve (mind the double logarithmic plot: the steeper

linear slopes leads to a higher y-offset).



34 CHAPTER 3. VERTICAL-CAVITY-SURFACE-EMITTING-LASERS

Figure 3.1: Sketch of the pumping mechanism in a four-level laser: Panel (a): Scheme of

the four electronic levels involved in the laser process. The external pump is off-resonant

from the laser photon energy not to induce stimulated emission by itself. Panel (b):

Double logarithmic sketch of a typical input-output curve. Before the laser threshold

Pth is reached, the laser operates in the spontaneous emission regime. Once the threshold

is crossed, the intensity is guided into the resonator mode and a jump in the emission

intensity is observed.

In a VCSEL with a typical size of only a few micrometers, all of the three laser com-

ponents are nanometer-sized structures. How these are realized in the studied samples

will be detailed in the following section.

3.2 Laser components in VCSELs

This section will present how the different laser constituents are realized for various

types of VCSELs. It will start with a description of two different resonator geometries

(microcavities and micropillar resonators), continue with a short review of the employed

heterostructures serving as the gain material (quantum wells and quantum dots) and

close with a discussion of the different pump mechanisms (electrical and optical pump-

ing).

3.2.1 Microcavities and Micropillar Resonators

In the most basic design, VCSELs are planar layered structures. These are usually grown

by molecular beam epitaxy (MBE) on substrates along high symmetry crystallographic

axes (e.g. the [100]-direction) [42]. If different crystalline materials with a similar lattice

constant are grown on top of each other, heterostructures with high quality, i.e. low

internal strain and few lattice dislocations, can be fabricated. The reflectors of VC-

SELS are periodic stacks of alternating layers made of two materials with similar lattice
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Figure 3.2: Optical microcavity resonator. Panel (a): Sketch of a microcavity layout

made of two materials showing the periodic structure of the two DBRs and the sand-

wiched cavity layer. It hosts a confined light mode (red line) that exponentially decays

within the mirrors. For a λ cavity (m=2) and nA > nB, there is an anti-node in the

cavity layer center. Panel (b): Calculated reflectivity spectra for a typical microcavity.

Inside the stop band the energy of the resonant light mode ECM appears as a dip.

constants, but different refractive indices. At each layer interface, an incoming light

wave is partially transmitted and reflected due to the refractive index mismatch. The

layer thicknesses di (where i=A,B denotes the two materials) can be chosen such that

the reflected parts interfere constructively for a specific wavelength λDBR. For light of

perpendicular incidence this is the case if

λDBR =
di

4ni
(3.5)

is fulfilled. The amplitude of the transmitted wave decays exponentially in the periodic

structure and it works as an efficient reflector for photons with that certain wavelength.

Since the condition above is the same as the Bragg condition in X-ray analysis, these

reflectors are labeled distributed-Bragg-reflectors (DBRs). The reflectivity spectrum for

arbitrary frequencies can be calculated by the transfer-matrix-formalism (see chapter 8),

which reveals that there is a region of high reflectivity centered around λDBR, called the

photonic stop band. Its width is defined by the refractive index contrast.

If two of these DBRs sandwich a cavity layer, a microcavity resonator is obtained. The

central cavity spacer acts as a defect layer within the periodic structures surrounding it

and can host confined modes if the optical wavelength associated with its thickness falls

into the stop band of the reflectors. In order to do so, the cavity layer thickness dC must

be given by

dC =
λDBR

nC

m

2
, (3.6)
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with m being an integer. The electric field distribution of the localized mode depends

on nC: if the refractive index of the cavity layer is lower or higher than the one of

adjacent layers of the two DBRs, the electric field possesses nodes or anti-nodes at the

interfaces, respectively. The integer m must be chosen to be uneven in the first, and even

in the second case, to obtain a light field maximum in the center of the resonator, which

is required for most applications. In the reflectivity spectrum of the microcavity, the

photonic resonance is indicated by a dip inside the DBR stop band. Fig. 3.2 sketches the

layout of a typical microcavity with a λ-cavity spacer (m=2) and the field distribution

of the photonic resonance [cf. Fig. 3.2 (a)], as well as the corresponding reflectivity

spectrum [cf. Fig. 3.2 (b)].

The lightfield expands into the mirrors with a penetration length LDBR given by

LDBR =
dA + dB

ln
(

nA

nB

) . (3.7)

The energy of the resonance of the whole microcavity ECM is not solely determined by

the cavity layer thickness, but needs to be corrected for this influence. This corrections

becomes the more important, the more the dimensions of the cavity layer and the reflec-

tors are misaligned; i.e. when Eq. 3.6 is only approximately fulfilled. Another quantity,

the effective DBR length dDBR is defined

dDBR =
nAnBλDBR

2 (nB − nA)
, (3.8)

which allows to calculate ECM by a weighted mean:

ECM =
dCEC + dDBREDBR

dC + dDBR
. (3.9)

In the equation above, the energy EDBR and EC correspond to the photon energy as-

sociated with λDBR and the cavity layer thickness, respectively [62]. The width of the

microcavity resonance δECM is determined by the lifetime of the photons. By increasing

the number of doublelayers in the DBR, their reflectivity can be enhanced which re-

sults in a longer lifetime and a narrower resonance. The Q-factor is defined by the ratio

ECM/δECM and can reach values of a few 10,000 in high quality resonators. Such high Q

factors increase the lifetime of trapped photons to up to several picoseconds. Moreover,

one can define the output direction of the laser emission by adding more doublelayers in

the bottom mirror close to the substrate compared to the top mirror.

Fig. 3.3 (a) shows scanning electron microscopy (SEM) images of an AlAs/GaAs

microcavity with 23 and 27 doublelayers in the top and bottom mirror, respectively 1.

A λ-cavity GaAs spacer is sandwiched in between [see Fig. 3.3 (b)], which provides for

this material composition a light field distribution with an anti-node in the center of the

cavity.

1The images were recorded in the group of Christian Schneider from the University of Würzburg
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Figure 3.3: SEM images of microresonators. Panel (a): Planar microcavity made from

AlAs and GaAs layers with 27 and 23 doublelayers in the bottom and top DBR. The

inset shows a close up of a DBR doublelayer. Panel (b): Central λ-cavity spacer of the

microcavity. Panel (c): Micropillars with a variable diameter are obtained from such

planar structures by an etching process.

A micropillar resonator is depicted in Fig. 3.3 (c), which was fabricated from the

initially planar structures shown in the other panels. The main advantage of micropillars

compared to microcavities is the larger confinement of the light field not only by the

DBRs in the growth direction, but in all three dimensions due to the pillar geometry.

This geometry is obtained by the following procedure [95]: subsequent to the MBE

growth, the planar structure is spin-coated with an electron-beam-sensitive resist. Into

this resist, the pattern for the micropillar cross sections (usually with a circular area) is

written by electron-beam-lithography with nanometer resolution. Afterwards the resist

is developed and removed from the future positions of the micropillars. Then, a Nickel

mask is deposited on top. The remaining resist covering the areas, which are supposed

to be etched away, is then removed in a lift-off process, which also takes away the Nickel

mask. Finally, plasma etching is used to shape the micropillars out of the microcavity.

Note that the thickness of the Nickel mask has to be carefully adjusted such that it is

completely etched away and a clear top surface of the micropillar is obtained.

The optical resonances EMP in micropillars are blueshifted relative to the optical

resonances ECM of planar microcavities. In micropillars with a circular cross-section,

the optical resonances EMP are given by

EMP =

√

E2
CM +

h2c2

ǫ

x2
nϕ,nR

R2 , (3.10)

where xnϕ,nr is the nr-th zero of the Bessel function Jnϕ(x/R). Since this blueshift is

owed to the additional light field confinement, it scales inversely with the micropillar

radius R. The field distributions of these modes are described by the microcavity eigen-

modes in the growth direction and in the perpendicular plane by Bessel functions of
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the first kind. Consequently, the ground mode possesses an anti-node in the center of

the micropillar and vanishes at the edges. However, one has to guarantee a sufficient

sidewall quality during the etching process, because the scattering of photons at sidewall

imperfections may become the dominant loss contribution and limit the total Q factor,

especially for thin micropillar resonators [95].

3.2.2 Quantum Wells and Quantum Dots

Semiconductor heterostructures serve as the gain material in VCSELs. They are placed

at the light field anti-nodes of the photonic modes supported by the microcavity and

micropillar resonators, i.e. in the center of the cavity layer [cf. Fig. 3.2 (a)]. These

heterostructures are composed of two semiconductors with a different band gap energy

and allow to trap excited electrons and holes in a potential minimum.

Quantum wells (QWs) are planar structures and consist of a layer with a thickness

dQW smaller than the electron’s de-Broglie wavelength. This layer is made from material

A and sandwiched by two barriers made from a different material B, like shown in

Fig. 3.4 (a). When the band gap of the quantum well layer EA
G is smaller than the

one of the barriers EB
G , the structure serves as a finite potential well in the growth

direction. Electrons and holes can be trapped in a series of confined localized states,

with confinement energies EQW
n that can be approximated by considering an infinitely

deep potential well

EQW
n =

h̄2

2m∗

π2

d2
QW

n2, (3.11)

where m∗ is the effective mass of the electron or the hole. If both an electron and a hole

are trapped in a QW, they may recombine and emit a photon with an energy, which is

given by the sum of the band gap and the confinement energies corresponding to the

electron’s and hole’s quantum well state. Since QWs are planar structures, the motion

in the plane perpendicular to the growth direction is not constrained and the electrons

and holes can be treated as free particles along these dimensions. QWs are grown lattice-

matched by MBE and in the case of VCSELs are inserted during the growth of the cavity

layer.

In contrast, quantum dots (QDs) provide a full three dimensional quantum confine-

ment, which results in a discrete spectrum of electronic states. A QD is a small island

of a semiconductor, which is completely encapsulated by a second semiconductor with a

higher band gap energy. These heterostructures are grown with MBE by the Stranski-

Krastanov method: single atomic monolayers of the semiconductor, from which the QDs

shall be formed, are deposited on a substrate with a different lattice constant. The sub-

strate’s lattice constant is forced upon the to-be-QD material, which results in a high

internal strain. After the growth of a few atomic monolayers called the wetting layer,

the internal strain prevents further grow. Instead, the strain energy is minimized by
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Figure 3.4: Semiconductor QW and QD heterostructures. Panel (a): Scheme of a QW

made from semiconductor A (shaded in dark gray) sandwiched by barriers made from

semiconductor B (shaded in light gray). Due to the different band gaps Eg, excited

electrons and holes are trapped by the QW in discrete confined states, whose wave

functions are illustrated by the red curves. Panel (b): Sketch of the growth of InAs

QDs on a GaAs substrate (left). InAs QDs emerge as islands from the wetting layer.

On a SEM image of InGaAs QDs deposited on a GaAs substrate, elongated QDs with

different shapes and sizes are identified (right).

forming small islands on top of the wetting layer, which are the QDs [cf. Fig. 3.4 (b)].

The QDs can be annealed by elevating the temperature to heal out crystal defects and

facilitate regular shapes. Finally, the QDs are capped again. Note that islands do not

form for arbitrary material pairs with a lattice constant mismatch, but in many material

systems only undesired effects like lattice dislocations occur. Most widely used nowadays

is the AlAs/GaAs/InAs material system, which will also be investigated in this thesis.

The electronic states in these 3D-confined structures are determined by the shape and

the size of the QDs; usually the confinement in the growth direction is the strongest

and allows for only one electronic state, while a radially symmetric and harmonic po-

tential is assumed for the lateral dimensions [93]. From this consideration, one obtains

electronic eigenstates with equidistant energies, which are referred to as the QD shells

and numbered s,p,d,. . . according to the convention for atomic orbitals. However, QDs

are actually often not radially symmetric, but for example elongated like presented in

the SEM image in Fig. 3.4 (b). Here, one can also see that the shape and the size of

the individual QDs differ, which translates into an inhomogeneous broadening of the

transition energies of the QD ensemble.

Both types of heterostructures offer advantages, which make them suitable for different

applications: QWs, on the one hand, can host many charge carriers due to the continuous

density of states for the two non-confined dimensions. Therefore, QWs provide a large

optical gain and a high light-matter-interaction, making them attractive candidates to

reach the strong light-matter-coupling regime [113]. New physical phenomena can be

observed in this regime, e.g. polariton lasing, which is basically coherent light emission
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from a Bose-Einstein-Condensate and fundamentally different from conventional lasing

[40, 25]. QDs, on the other hand, only support a few electronic states and a population

inversion can be achieved for relatively low excitation densities [96]. Besides lasing,

micropillars containing a single QD offer the possibility to produce entangled or single

photons [59, 41].

3.2.3 Electrical and Optical Pumping

In order to sustain a stable population inversion during lasing, energy needs to be sup-

plied to the semiconductor heterostructures in the form of excited electrons and holes.

This can either be achieved by optical or electrical excitation.

Optical excitation is the easiest way to transfer energy into the system: a pump laser

is incident on the VCSEL and generates electron-hole pairs via interband absorption.

This can be done by resonant optical excitation, i.e. the photon energy of the pump

laser is chosen to match an optically allowed transition of the active medium. Since the

wavelength of resonant photons falls per design into the optical stop band of the mirrors,

the laser needs to be incident under an angle, such that the wavevector in the growth

direction is small enough not to be affected by the DBRs. The optical excitation can

also be realized off-resonantly. In this case, the photon energy is high above the band

gap and absorbed in various layers of the VCSEL. One very intuitive choice is to tune

the wavelength of the photons to the higher energy flank of the optical stop band and

into the absorption regime of the cavity layer material. This way, the electrons and holes

are generated in the cavity layer adjacent to the semiconductor heterostructures and can

efficiently populate the heterostructures.

Figure 3.5: Electrically driven micropillar VCSEL with QDs. The n- and p-doping

concentration becomes the smaller, the higher the amplitude of the localized photonic

mode (white curve) to avoid absorption of the coherent light field. Applying a voltage

makes charge carriers move into the QDs in the central intrinsic region and generate

light on recombination.
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For practical applications, VCSELs are usually electrically driven, which requires

some further processing but allows one to operate the VCSEL without external pump

lasers. Moreover, in many applications like optical telecommunication, VCSEL are used

to convert electronic into optical signals. In Fig. 3.5 the layout of an electrically pumped

micropillar laser with QDs is sketched. The laser is turned into a diode by n-doping the

substrate and the bottom DBR and p-doping the top DBR. Once a sufficient voltage

between the substrate and the micropillar’s top facet is applied, the free charge carriers

injected by the doping can propagate into the direction of the p-n-junction through

the depletion area. Here, they relax into the QD ground state and build up the laser

light field on recombination. The generated photons can however be absorbed by the

dopants, which introduces a new loss mechanism and leads to a broader laser linewidth

and a less efficient pump mechanism. Optical absorption and electrical resistivity have

to be carefully balanced against each other. The result is a doping concentration, which

is gradually reduced from the outer layers of the microcavity towards the cavity layer in

the center, where the lightfield is localized.

In this part of the thesis, various types of VCSELs will be subjected to experiments

with picosecond ultrasonics. The impact of the presented gain materials, resonator

geometries and pumping mechanisms on the possibility to modulate the emission inten-

sity and wavelength will be examined in detail. Chapter 4 provides a comprehensive

overview of the interaction mechanisms of the acoustic pulse with the active medium of

a VCSEL as a starting point of the analysis. Based on these interaction mechanisms, a

theoretical model will be developed to describe the emission intensity dynamics of a mi-

crocavity laser with QDs, which are shaken by a picosecond acoustic pulse. Afterwards,

the validity of the theoretical model will be tested for a broad range of experimental

conditions by comparing simulations with experimental findings. Chapter 5 discusses

the influence of the resonator on the laser emission modulation. Microcavities can not

only host localized photonic modes but also phononic modes. The first category relies

on a contrasting refractive index in the DBR layers, while the second category is caused

by a mismatch of the acoustic impedance. Phononic eigenmodes shall be exploited to

enhance the interaction of the acoustic pulse with the VCSEL. Finally, optically and

electrically excited micropillar lasers will be examined in chapter 6 to clarify the role of

the pump mechanism for the lasing modulation by picosecond ultrasonics.
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Chapter 4

Picosecond Control of a Planar

Quantum Dot Laser by Coherent

Phonons

The performance of VCSELs depends crucially on the spectral overlap of the photonic

mode supported by the resonator with the electronic transitions of the active medium.

This overlap is usually arranged per design of the heterostructures and ensured by the

high accuracy of the MBE growth.

Here, an approach to dynamically change a VCSEL’s emission is presented that does

not rely on a direct modulation of the pump excitation like in commercially used lasers.

Instead, the modulation shall be achieved by a control of the laser’s efficiency via the

spectral overlap. In this chapter, this control is realized by manipulations of the active

medium. Previous work has shown the possibility for a fine-tuning of the active medium

with respect to the cavity mode by varying the temperature and applying electric and

magnetic fields. All of these methods however suffer from drawbacks in terms of speed

and efficiency of the emission modulation: changing the temperature is usually a slow

process and applying even strong electric [86] or magnetic fields [98] induces only small

energetic shifts compared to the linewidth of most laser gain materials. Picosecond

ultrasonics are a promising new tool for a fast and efficient modulation of the detuning

between gain material and resonator. Recently, an enhancement of the lasing emission

of a VCSEL on an ultrafast timescale by a factor of up to two orders of magnitude was

demonstrated. This occurs, when a picosecond acoustic pulse passes through the active

medium, which suggests that this enhancement is mostly due to a modulation of the

gain material rather than to a shift of the photonic mode [19].

This chapter is dedicated to a study of the impact of acoustic pulses on the active

medium and shall clarify to what extent the laser emission intensity can be modified

this way. The studied VCSEL is identical to the one used in the initial demonstration

43
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in Ref. [19], i.e. a planar optically excited microcavity laser with an ensemble of QDs

as the active medium. Although the behavior of the system for an adiabatically varying

detuning is rather intuitive on a qualitative level - decreasing the detuning will result

in a better performance and consequently increase the emission intensity and vice-versa

-, picosecond acoustic pulses contain high-frequency phonons and transient effects may

play an important role. So far, the transient contribution to the overall emission response

was not figured out, which is one of the key questions that this chapter shall tackle.

The chapter is structured as follows: the first section briefly reviews how straining

a semiconductor heterostructure modifies the electronic levels and examines how this

affects the lasing process. Subsequently, a semiclassical model is developed for a micro-

scopic description of the laser under influence of the acoustic pulse. The model shall

properly account for the dependence on (i) the initial detuning between the QD ensem-

ble and the cavity mode and (ii) the optical excitation levels with respect to the laser

threshold. An experimental setup to measure the laser response under varying condi-

tions for these two quantities is presented in section 4.2. With the help of the model

and the setup, simulations and experimental findings are compared to validate the the-

oretical approach. These results are presented and discussed in section 4.3 at the end of

this chapter. Most of the presented results were published in Ref. [34]. The model was

developed and the simulations were performed by Daniel Wigger from the University of

Münster.

4.1 Semiclassical Laser Model

Mechanical deformations of a semiconductor heterostructure alter the energies of the

electronic transitions. In a bulk semiconductor, the energy shift is related to the applied

strain and is composed of a uniaxial and a shear contribution, which are associated

with the diagonal and off-diagonal elements of the strain tensor η, respectively. Since

in the experiments performed here, only uniaxial strain in one direction is assumed (cf.

chapter 2), the second contribution will be neglected for simplicity. In a first-order

approximation, one can assign an individual deformation potential constant ai for each

electronic band denoted by i that linearly links the energy shift to the applied strain

η. In the case of zink blende semiconductors like AlAs/GaAs/InAs studied here, the

light-hole and heavy-hole valence bands are degenerate at the Γ point. The net change

of the band gap ∆EG at the Γ point is described by

∆EG = (ac − av)η = aη. (4.1)

Here, av accounts for the valence band that is shifted closer to the conduction band and

a is the net band gap deformation potential (it will be only called deformation potential

from here on). For most semiconductors, a is on the order of -10 eV [100], which results in

shifts of 10 meV induced by the typically employed strain amplitudes of about 10−3. The
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acoustic pulse also alters the size of heterostructures and thereby modulates the confined

electronic states. The shift of the confinement energies can also be linked to the applied

strain by another deformation potential constant. However, a short calculation based on

Eq. 3.11 shows that this constant is on the order of the confinement energy itself, which

is usually a few tens of meV here, and therefore much smaller than the bulk deformation

constant. The effect is therefore neglected in the following.

Figure 4.1: Interaction of the acoustic pulse with the QD laser. Panel (a): optical

reflectivity of the microcavity resonator (black) and electron-hole population density

of the QD ensemble (red). Cavity mode and active medium are detuned. The inset

shows the spectral hole, which is burned into the electron-hole population density due

to lasing. Panel (b): example of a calculated strain pulse profile η(t) featuring high non-

linear characteristics (black curve). Applying a low pass filter with a cutoff frequency

of 50 GHz, given by the approximate lifetime of electron-holes in the lasing regime,

indicates the slowly-varying mean applied strain (red curve).

Fig. 4.1 illustrates how the lasing efficiency is affected by spectral shifts of the optical

gain material. Fig. 4.1 (a) sketches the properties of a VCSEL with a microcavity and

an ensemble of QDs. The black curve shows the optical reflectivity of the resonator

and features the broad stop band with a near unity reflectivity. Inside, the cavity mode

appears as a dip at ECM with a FWHM of ∆ECM. The electron-hole population density

of the inhomogeneously broadened QD ensemble is sketched in red by the Gaussian

profile centered at EQD with a width of ∆EQD. If the initial detuning ∆0 between the

cavity mode and the ensemble is non-zero, the laser is not working optimally. But even

if this detuning is vanishing, only a small fraction of the QDs can contribute to the

lasing process, because the resonator’s width ∆ECM is significantly smaller than the

width of the QD ensemble ∆EQD. The inset in Fig. 4.1 (a) elucidates this situation:

the QDs in resonance with the cavity mode contribute to the lasing process and the
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lifetime of excited electrons is reduced to due to stimulated emission to somewhat below

∼10 ps. Therefore, a spectral hole emerges in the electron-hole-population density with

a position and a width determined by the the cavity mode, while the QDs in its vicinity

form a highly excited energy reservoir unavailable for the laser. In the following, two

mechanisms responsible for the modulation of the laser emission will be discussed. These

mechanisms occur on two different timescales separated by the intrinsic timescale of the

system, namely the lifetime of the electrons in the spectral hole, which is usually a few

picoseconds [53].

Fig. 4.1 (b) shows the calculated strain profile η(t) of an acoustic pulse featuring strong

non-linear characteristics as a black curve (cf. chapter 2). It contains high frequency

phonons resulting in fast oscillations, which can be seen in particular in the trailing part

of the acoustic pulse for 20 ps< t <60 ps. Moreover, three pronounced solitons precede

the main part of the acoustic pulse and appear around t=-15 ps. Applying a low pass

(red curve) with a cut-off frequency given by the lifetime of the electrons under lasing

shows that the acoustic pulse also exerts a slowly-varying strain evolving slower than

the intrinsic timescale. This slowly-varying mean strain in turn leads to a mean spectral

shift of the QD ensemble, which result in an adiabatic response, i.e. the laser emission

intensity will adiabatically follow the number of resonant QDs from among the ensemble.

If the QD ensemble and the cavity mode are initially non-resonant, the acoustic pulse

may, on the one hand, overcome the detuning and enhance the laser emission. On the

other hand, the mean applied strain may as well shift the QD ensemble further away

from the cavity mode and make the laser less efficient.

Coherent oscillations with a shorter period than the intrinsic timescale of the lasing

system lead to the transient shaking effect: when the QD ensemble is rapidly shaken,

the highly excited QDs on both sides of the spectral hole are dynamically coupled to the

resonator mode. The energy stored in them is fed into the light field, which one might

think of as an artificial broadening of the spectral hole. This transient shaking effect will

increase the number of QDs contributing to the lasing, even if the mean applied strain

is zero.

Fig. 4.2 shows the theoretical model to describe the laser under influence of applied

strain including the two presented mechanisms. On the right side the QD ensemble

is sketched, which is treated as a two level system, with an electron ground state |G〉

and an excited state |X〉. Due to the inhomogeneous broadening of the ensemble, the

transition energies are modeled by a Gaussian distribution centered at EQD with a

FWHM of ∆EQD. The QDs are closely spaced, such that an continuous distribution

n(E) is assumed. An additional state |Y 〉 is introduced, which represents the wetting

layer and is used to model the pumping dynamics. A rate equation model for each QD

transition energy E is employed. The pump level is populated from the ground state by

a variable pumping rate γp (|G〉 → |Y 〉). From this excited state, a relaxation into the

upper QD state with a rate γr (|Y 〉 → |X〉) occurs, which is often referred to as the QD
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Figure 4.2: Semiclassical laser model. The QDs are described by a rate equation model

involving three electronic levels. A polarization builds up in inverted QDs whose coupling

to the cavity light field is described in a semiclassical way.

capture rate. Excited electrons decay into the electronic ground state via spontaneous

decay with a rate γd (|X〉 → |G〉), or by stimulated emission.

The light-matter-interaction is described by a semiclassical model in the rotating wave

and slowly varying amplitude approximation. Every QD is coupled with a constant

coupling strength g to the internal laser light field E with a photon energy of ECM. The

light field intensity is initially given by white noise. Once the pump is switched on and

the QDs become inverted, a polarization PE between the ground and the excited state

builds up. The strength of the polarization depends on the total population inversion

and on the detuning ∆E = ECM − E of the considered transition energy with respect to

the cavity mode; it is the stronger, the smaller the detuning. The polarization is lost due

to the longitudinal dephasing contributions of pump and decay. Moreover, a transversal

term is added, which is accounted for by a pure dephasing rate γ [24].

The rate equations for the population densities of the QD levels denoted by GE , XE ,

and YE as well as for the microscopic polarization PE of the QDs fully read

d

dt
PE = −

1

2
(γd + γp + 2γ) PE + i

∆E

h̄
PE + igE (XE − GE) (4.2)

d

dt
GE = −γpGE + γdXE − i (g∗E∗PE − gEP ∗

E) (4.3)

d

dt
XE = −γdXE + γrYE + i (g∗E∗PE − gEP ∗

E) (4.4)

d

dt
YE = −γrYE + γpGE . (4.5)

For the time evolution of the cavity light field E the finite reflectivity of the resonator

(associated with the spectral width of the cavity mode) needs to be included by a leaking

rate γl and one obtains

dE

dt
= −γlE − ig∗

∫
n(E)pE(t) dE, (4.6)
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where E(t) and PE(t) are in a frame rotating with the frequency corresponding to the

cavity mode [53]. One can see that the strength of the light field depends on the QD

ensemble distribution, the population inversion, and the detuning.

The acoustic pulse is introduced as a perturbation into the system. The interaction

of the QDs with the coherent phonons leads to a change of the transition energy and

the detuning becomes time-dependent ∆E(t) = ECM − [E + aη(t)]. The deformation

potential constant for the InGaAs QDs is set to a=-10 eV [66]. To make the simulations

comparable with experimental results, the light emission from the laser is finally time-

averaged over a cosine-squared time window with a FWHM of 25 ps. This corresponds

to the finite time resolution of the employed experimental setup, which will be detailed

along with the investigated VCSEL in the next section.

4.2 Planar Microcavity QD Laser and Experimental Setup

The sample was grown on a (100)-orientated GaAs substrate that was polished down to

a thickness of 100 µm. On its backside, a 100 nm thin Al film is deposited and utilized

for the generation of picosecond acoustic pulses. The resonator of the VCSEL located on

the front side of the substrate is a planar microcavity. Its DBRs consist of alternating

λ/4 layers made from AlAs and GaAs with a thickness of 79 nm and 67 nm, respectively,

such that the central stop band wavelength lies in the near-infrared at about 940 nm.

In the top and bottom DBR there are 23 and 27 doublelayers, respectively, which makes

the top DBR the output coupler of the laser. A λ-cavity layer made from GaAs with a

nominal thickness of 268 nm is sandwiched in between the two mirrors. Since the sample

has a slight wedge shape, the thickness of the cavity layer varies for different spots on

the sample and the optical resonance can be chosen from between 1.33 eV-1.37 eV. The

linewidth of the cavity mode is deduced from reflectivity measurements and found to be

1.2 meV.

A thin sheet of In0.3Ga0.7As QDs with a density of 1010 cm−2 serves as the gain

material of the laser. It is located at the light field anti-node of the optical resonance

in the center of the cavity spacer. The photoluminescence (PL) spectra of the QD

ensemble is shown in Fig. 4.3 (a) as a black curve. It was recorded by the authors

of Ref. [19] from the sample side, where the microcavity does not affect the optical

properties, at a temperature of about 10 K. The center of the the Gaussian distribution

is at EQD=1351 meV with a FWHM of 11 meV. This is about ten times larger than the

width of the resonator mode [cf. the spectrum of the lasing emission recorded from the

sample front in Fig. 4.3 (red curve)]. The coupling of the cavity mode and the ensemble

as a whole is therefore rather weak. Independent from the energetic detuning between

cavity mode and QD ensemble, only a small fraction of the QDs contribute to the lasing

process.

The photoluminescence was also recorded spectrally integrated and time-resolved to
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determine the electron lifetime both in the spontaneous and stimulated emission regime.

Fig. 4.3 (b) shows the temporal evolution of the photoluminescence after pulsed optical

excitation. If the optical excitation does not exceed the laser threshold (black curve),

a decay constant of about τspont.=1.6 ns is found, which is drastically reduced to only

τstim.=22 ps, when the lasing regime is reached (red curve).

Figure 4.3: Photoluminescence of the VCSEL. Panel (a): PL spectra recorded from the

side showing the bare QD ensemble (black curve) and laser emission recorded from the

front (red curve). Panel (b): Time resolved measurements of the curves shown in panel

(a) after pulsed optical excitation. The decay constant is drastically reduced when the

lasing regime is reached.

An overview of the experimental setup used to measure the impact of a picosecond

acoustic pulse on a VCSEL is plotted in Fig. 4.4 (a). Like detailed in chapter 2, the

acoustic pulse is generated optically by an amplified laser system. The seed laser is a

mode locked Ti:Sapphire laser emitting a train of pulses with a duration of 150 fs, a

central wavelength of 800 nm, and a repetition rate of 80 MHz. Since the energy per

pulse is on the order of ∼10 nJ, reaching the necessary optical excitation densities of

∼10 mJ/cm2 for a strain amplitude of 10−3 would require very tight optical focusing to

a few micrometers. To avoid such narrow spots, the pulses of the seed laser are amplified

by a regenerative amplifier (Coherent: RegA) by three orders of magnitude at the cost of

a lower repetition rate. The RegA emits slightly chirped amplified pulses with a duration

of 200 fs, a repetition rate of 100 kHz, and an energy per pulse of ∼10 µJ. This beam is

loosely focused to a spot size with a diameter of about 150 µm onto the backside of the

sample. Here, an aluminum film is deposited to serve as an opto-mechanical transducer,

which is depicted in the close-up in Fig. 4.4 (b). The acoustic pulse is launched at

this position and propagates through the substrate towards the VCSEL located on the

sample’s front side.

The QDs are optically pumped by a second laser. This excitation laser is a frequency-

doubled ND:YAG laser emitting pulses with a duration of 23 ns, a central wavelength
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of 532 nm and a repetition rate controlled by an internal Q-Switch that is synchronized

with the RegA. The excitation photon energy is high above the band gaps of AlAs and

GaAs and the power can be adjusted with a gray filter. Both the traversal time of the

acoustic pulse through the microcavity as well as the lifetime of electron-hole pairs are

considerably smaller than the duration of the laser pulse, such that the excitation can

be considered as quasi-continuous. The excitation laser is tightly focused onto the front

DBR to a spot with a diameter of 25 µm and incident under an angle. Thereby its

reflection from the sample surface is spatially separated from the laser emission.

The VCSEL’s emission is collected with an angular aperture of about 2◦ and after-

wards forwarded to a streak camera. Therein, the laser emission is first converted by a

photocathode into a stream of electrons. This electron beam passes through a pair of

sweep electrodes in order to be deflected. A sawtooth voltage is applied to the sweep

electrodes such that the deflection distance becomes time-dependent and can be trans-

lated back into the arrival time of the primary photons at the photocathode. Afterwards,

the stream of electrons is re-converted into photons by a phosphorous screen, which are

finally detected by a CCD. The bias applied to the sweep electrodes has to be synchro-

nized with the RegA pulses via an electrical delay generator. The employed electronics

offer a maximum time resolution of 25 ps. The experiments are conducted at cryogenic

temperatures to avoid strong phonon-damping during the substrate passage. Therefore,

the sample is placed inside a bath cryostat in a helium atmosphere, whose temperature

can be set from room temperature down to the boiling point of liquid helium at 4.2 K.

Figure 4.4: Experimental setup. Panel (a): Overview of the setup: a ND:YAG laser

optically excites the VCSEL with a power adjustable by a gray filter (GF). The VCSEL

is placed in a cryostat and its emission is recorded by a streak camera. The acoustic

pulse is generated by a regenerative amplifier (RegA). Panel (b): Close-up of the sample:

the acoustic pulse is launched at the backside and propagates towards the microcavity

on the front.



4.3. MEASURED AND SIMULATED LASER EMISSION INTENSITY 51

4.3 Measured and Simulated Laser Emission Intensity

In this section the emission modulation of the presented VCSEL is experimentally mea-

sured and the results are compared with numerical calculations. To prove the validity of

the developed model, the experiments are performed for a large variety of experimental

conditions. By choosing different sample spots with different cavity modes, the initial

detuning ∆0=ECM−EQD between the QD ensemble and the cavity mode can be selected.

Three scenarios are studied: a large negative and positive detuning as well as an almost

resonant case 1. Moreover, the laser emission modulation is recorded for two different

optical excitation levels for each detuning. Since the model does not properly account

for spontaneous emission, both excitation levels are chosen above the laser threshold.

4.3.1 Positive Detuning: ∆0=14 meV

In Fig. 4.5 the findings for a large positive detuning of ∆0=14 meV are presented. First,

the calculated evolution of the strain field η(t) at the QD layer is discussed, before moving

on to the results of the actual phonon-laser interaction. The simulations are performed as

follows: in a first step, the amplitude and the width of the Gaussian displacement pulse

are determined from the optical excitation density and the optical absorption length of

aluminum. Afterwards, the Korteweg-de-Vries equation is numerically solved for this

input to describe the non-linear propagation through the substrate. Subsequently, the

acoustic pulse is injected into the microcavity itself and moves onwards to the QD layer.

The propagation through the multilayered DBRs is handled by a transfer-matrix and

scattering states approach, like detailed in chapter 8. The final result of this procedure

for an optical excitation density of 10 mJ/cm2, a non-linear propagation through the

100 µm GaAs substrate, and the studied microcavity structure is shown in Fig. 4.5 (a).

One can clearly distinguish between two distinct acoustic pulses passing the QD layer:

the acoustic pulse coming from the substrate side reaches the central cavity layer at a

time of t≈0 ps. In the following, this acoustic pulse will be referred to as the incident

acoustic pulse. After passing the QD layer, the acoustic pulse propagates further towards

the front facet of the VCSEL, where it gets reflected and is directed back into the sample.

The reflected acoustic pulse hits the QD layer at t ≈1350 ps. This temporal difference

is given by twice the transit time through the top DBR. Upon the reflection at the open

surface, the sign of the strain field is also flipped, which can be seen in the insets. In the

time interval between the passage of the two main pulses, one can see small persisting

oscillations that stay inside the cavity. The origin of these long-lived vibrations is related

to acoustic resonances of the microcavity. The discussion of these resonances is however

postponed to the next chapter, where they will play the central role.

1Please note that not every spot on the sample is of good quality. Therefore, experiments could only

be performed for an almost (and not exactly) resonant case and for a positive and a negative detuning

with a slightly different absolute value.
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Figure 4.5: Laser emission modulation for an initial positive detuning of ∆0=14 meV.

Panel (a): Calculated strain evolution at the QD layer, showing the incoming pulse at

t≈0 ps and the reflected pulse about 1350 ps later in the insets. Panel (b): Experi-

mentally recorded laser modulation. The inset shows the spectral positions of the QD

ensemble (dashed line) and the cavity mode (solid line). Panel (c): Simulation of the

laser emission intensity.

Fig. 4.5 (b) shows the laser intensity modulation starting when the incident acoustic

pulse reaches the QD layer at t=0 ps. The momentary intensity I(t) is normalized to

the intensity of the unperturbed laser I0 to obtain the relative emission change. Two

optical excitation levels have been studied. These are in the following always expressed in

relation to the particular laser threshold for the considered detuning in order to make the

excitation conditions in the experiment and the model comparable. The experimental
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and theoretical excitation rate is denoted by P and Γ, respectively.

Each transit of the acoustic pulse leads to a significant modulation of the laser emis-

sion intensity for both studied excitation densities. The modulation starts with a huge

enhancement in the case of the incident pulse. The reason for this amplification is that

the leading compressive part of the strain pulse (η < 0) blueshifts the QD ensemble and

brings it closer to resonance with the cavity mode. Please notice the inset in Fig. 4.5 (b)

that depicts the spectral positions of the QD ensemble (dashed curve) and the cavity

mode (solid curve). The assumed maximum exerted blueshift is about 10 meV, which

overcomes the initial detuning of 14 meV in a large part and the emission modulation

is consequently quite efficient. An almost tenfold increase of the laser emission during a

time window of 50 ps can be seen here. The following part of dominantly tensile strain

(η > 0) redshifts the QD ensemble in the opposite direction and a quenching is observed.

The laser emission drops to almost zero.

After the complete passage of the incident acoustic pulse, the emission shows lasting

harmonic oscillations, which are the counterparts of the long-lived vibrations also found

in the strain profile η(t) for 200 ps< t <500 ps. Due to the flipped sign, the reflected

acoustic pulse leads to the opposite sequence and first a quenching is observed, followed

by a large amplification. Another interesting aspect is the dependence on the optical

excitation: a larger amplification is found closer to the laser threshold. From a qualitative

point of view this is quite clear: in the transition area from the spontaneous to the

stimulated emission, the input-output curve is highly non-linear [cf. Fig. 3.1] and the

system is very sensitive to perturbations.

Now the results of calculations based on the semiclassical model are compared with the

experimental data. To this end, a set of values for the various quantities like transition

energies and rates, coupling strengths, etc. have to be found, which are adopted from

the experiment if available. This is the case for: the spectral position EQD=1351 meV

and the width ∆EQD=11 meV of the QD ensemble; the cavity loss rate that can be

deduced from the cavity mode’s linewidth and is found to be γl=0.4 ps−1; and for the

cavity mode, whose spectral position is different for each studied detuning. The other

quantities are experimentally not easy of access and are set to values, which yield the

best agreement with the experiment and are in accordance with established theoretical

models [24, 23]. The values are set to g=2.8 ps−1, γr=0.5 ps−1, γd=0.03 ps−1, and

γ=1 ps−1. The laser threshold in the simulations is governed by the spontaneous decay

rate γd, such that it is useful to consider this as an offset and look at a corrected pump

rate Γ = γp − γd.

Most of the features of the experimental curve are well reproduced. The two large

peaks and the quenching associated with the incident and reflected pulse can be iden-

tified and also the small oscillations occurring after each transit are found. Moreover,

the enhancement is slightly larger in the simulations when the excitation is closer to the

threshold like it is observed in the experiment. However, even for the parameters giving
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the best agreement, some deviations remain. The most noticeable difference is the am-

plitude of the subsequent peaks following the two leading ones, which are pronounced in

the simulation but quite faint in the experiment. Moreover, the maximum enhancement

is larger in the simulations (factor of ∼13) than in the experiment (factor of ∼10). These

deviations are most probably due to the simplified assumptions made in the theoretical

treatment: the modeled three-level system for the QDs does not include multi-excitonic

effects and does not properly capture the relaxation mechanism of highly excited, hot

carriers into the QDs . No damping of phonons is considered in the simulations for the

acoustic pulse, which becomes the more important, the higher the phonon frequencies

are. All these neglected effects will likely broaden and blur the peaks in the experiment.

Please also note that the best agreement is not achieved when the pump excitation P

and Γ are set to the same value with respect to the laser threshold for experiment and

simulations, respectively. The different choice is related to the different input-output

curves in the simulations and the experiment. This issue is addressed at the end of this

chapter.

4.3.2 Negative Detuning: ∆0=-18 meV
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Figure 4.6: Laser emission modulation for an initial negative detuning of ∆0=-18 meV.

Panel (a): Experimentally recorded laser modulation. The inset shows the spectral

positions of the QD ensemble (dashed line) and the cavity mode (solid line). Panel (b):

Simulation of the laser emission intensity.
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If the initial detuning is chosen to be negative and even larger, ∆0=-18 meV, the

results presented in Fig. 4.6 are obtained. Fig. 4.6 (a) shows the experimental curves for

this situation and the inset depicts the spectral position of the cavity mode in relation to

the QD ensemble. One can see that the cavity mode barely overlaps with the QDs and is

located on the outer flank of the distribution. Even for highest optical excitation densities

close to damaging the sample, the laser emission is rather weak and a larger noise level is

observed in the experiment [cf. the input-output curve in Fig. 4.9 (a)]. The response to

the acoustic pulse looks different for this configuration. Two broad peaks at t=0 ps for

the incident and at t =∼1350 ps for the reflected acoustic are observed. The emission

intensity is doubled only, which is a considerably smaller amplification than found in the

previously discussed case of ∆0=14 meV. Obviously, the number of QDs contributing

to the lasing is not increased as significantly as before. This is explained by the larger

absolute value of ∆0 rather than by the opposite sign: the maximum shift of the QD

ensemble of about 10 meV can now overcome a smaller part of the initial detuning and

additionally, the QD ensemble distribution is flatter at the position of the cavity mode

[cf. the insets in Fig. 4.5 (b) and Fig. 4.6 (a)]. The different sign of the detuning still has

a minor effect. When looking at the strain profile of the incident and reflected acoustic

pulse in detail [see Fig. 4.5 (a)], one can see that the maximum compressive strain (the

leading part of the incident pulse at t∼0 ps) is larger than its counterpart of maximum

tensile strain (the leading part of the reflected pulse at t∼1350 ps). The acoustic pulse

therefore induces higher maximum blueshifts to the QD ensemble and is more capable

of compensating positive detunings. The flipped sign of the detuning also leads to an

inverted sequence of amplification and quenching: the incoming acoustic pulse starts

with a compressive part that blueshifts the QD ensemble, pushing it even further away

from the cavity. Consequently, the modulation begins with a slight quenching and only

afterwards an enhancement is found.

The simulations reproduce these observations. The sequence of amplification and

quenching for the two passages of the acoustic pulse through the QD layer is properly

displayed. The calculations also find that the amplification is significantly smaller than

in the previous case and predict an enhancement factor of ∼3 for the incident and ∼2

for the reflected pulse. Such an asymmetry is also found in the experiment.

4.3.3 Almost Resonant Case: ∆0=1.5 meV

The last experimentally studied scenario is an almost resonant case with a small positive

detuning of ∆0=1.5 meV. Fig. 4.7 (a) depicts the recorded curve. Like in the case of a

large positive detuning, the modulation begins with a sharp peak. However, since for a

smaller initial detuning the laser already works relatively efficient, the enhancement only

reaches a factor of about 5. Following the peak, a pronounced quenching and subsequent

sizable harmonic oscillations are observed. While the sequence of amplification and

quenching is reversed as expected, a striking asymmetry between the incident and the
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Figure 4.7: Same as Fig. 4.6, but for an initial small positive detuning of 1.5 meV in the

experiment and 3.0 meV in the simulations.

reflected acoustic pulse is found: the maximum enhancement in the reflected pulse is

approximately halved. The calculations shown in Fig. 4.7 (b) are performed for a slightly

larger detuning of ∆0=3 meV. If chosen this way, the several peaks, the quenching, the

harmonic oscillations, and the asymmetry is properly simulated. The adjustment of the

detuning in the simulations is in particular required to reproduce the quenching of the

laser emission; it will be shown below that if the detuning approaches zero, no quenching

will remain anymore.

4.3.4 Vanishing Detuning: ∆0=0 meV

The studied scenarios show that the developed model captures the most important fea-

tures of the emission modulation due to shifts of the active medium under various ex-

perimental conditions. But if one brings the two different laser modulation mechanisms

back to mind - the adiabatic response and the transient shaking effect introduced in

the beginning of this chapter - one has to assess that so far no insight about their role

has been obtained. Both mechanisms work simultaneously in the studied scenarios. It

is impossible to separate their relative contribution in order to evaluate which one is

dominant, or, in the case of the shaking effect, whether it is significant at all. To finally

answer this question, the model is employed for a scenario making this distinction possi-

ble, namely for a vanishing initial detuning. Here, the QD ensemble is already in perfect
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resonance and the mean applied strain can only increase the detuning. Consequently,

the adiabatic response will always induce a drop of the emission, while the transient

shaking effect is expected to amplify the emission intensity.

Fig. 4.8 presents the results for this situation. The two transits of the acoustic pulse

are identified by the two main peaks. During almost the entire passage, the net emission

intensity is positive, especially when the fast oscillatory parts of the incident and reflected

pulse hit the QD layer at 40 ps< t <100 ps and 1380 ps< t <1440 ps, respectively [cf.

Fig. 4.5 (a)]. The shaking effect clearly exceeds the adiabatic contribution. The analysis

shows that transient effects are important and have to be accounted for in the theoretical

treatment for the emission modulation by coherent phonons.
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Figure 4.8: Simulation of the laser emission intensity for a vanishing initial detuning.

4.3.5 Evaluation of the Developed Model

The presented comparison between experiment and simulations shows that the theoreti-

cal treatment is capable of predicting the laser emission response to a very good degree.

The complex interaction of electrons, photons, and phonons is captured well by the

rather basic semiclassical laser model. Its simplicity is, on the one hand, an advantage:

the model is transparent, easy to handle and implement, and flexibly adjustable to the

experimental conditions. On the other hand, the laser model suffers from one intrin-

sic drawback, which is the description of the spontaneous emission in the semiclassical

approach.

Before reaching the lasing threshold, the light field intensity is described by white

noise, i.e. it does not depend on the excitation. In reality, it is given by the fraction of

the spontaneous emission from excited states being guided into the resonator (given by

the β-factor), which obviously depends on the excitation level. The imperfect treatment

of the pre-lasing regime in the model becomes obvious, when comparing the measured
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and calculated input-output curves, shown in Fig. 4.9. While the most important features

are identical, for example the lower laser threshold for smaller detunings, there are also

some deviations. In the experiment, the laser threshold is defined as the first kink when

the output exceeds the spontaneous emission. The threshold region itself is extended and

there is a smooth and broad transition from the spontaneous into the stimulated emission

regime during which the input-output curve is highly non-linear. In contrast, the curve

in the simulations is essentially flat before the lasing threshold is crossed and afterwards

a steep step is found. This makes predictions of the interaction with the acoustic pulse

below the threshold impossible. Moreover, the steep slope of the simulated curve might

predict a too high modulation amplitude. If one wants to adapt the simulations to

the experiment in this regard, one would need to go to a fully quantum-mechanical

light description to properly account for the spontaneous decay [23]. However, this is a

challenging task when phonons are also included. As a simple alternative, the excitation

in experiment and simulations is here not set to the same value relative to the threshold,

but instead chosen such that best agreement is achieved.

The developed model can be used to study conditions that are hard to realize ex-

perimentally but promise to provide a profound insight into the system. One example

is a rectangular (or generally absolutely flat) QD ensemble distribution. This is ex-

perimentally hard to achieve, but would eliminate all adiabatic contributions to solely

study the shaking effect. Moreover, one can apply tailored strain shapes, e.g. harmonic

oscillations with a given frequency, to study the frequency response of the emission mod-

ulation. Such studies have recently been performed by the developers of the model from

the University of Münster and can be found in Ref. [134]. In the future, it might be

interesting to use the model for the purpose of finding the strain profile necessary to

achieve a desired laser modulation.

In this section, the possibility to modulate the lasing emission of a VCSEL with pi-

cosecond ultrasonics via the active medium was discussed. Two contributions were iden-

tified, which are associated with different properties of the QD ensemble that serves as

the gain material: the spectral detuning with respect to the resonator yield an adiabatic

contribution, which may result in a quenching or an amplification, depending on the

initial detuning and the applied strain. The inhomogenous broadening moreover offers

an additional route to increase the lasing emission by shaking. The two mechanism led

to an efficient laser modulation. Remarkable amplitudes of almost complete quenchings

and up to tenfold enhancements on a picosecond timescale were demonstrated.

In the following chapter, a set of homogenously broadened QWs will be employed as

the active medium and only the adiabatic response needs to be considered. Under these

simplified conditions, the interaction between strain and lasing is easier to handle and

the focus of the study will be laid on the resonator. If the resonator supports mechanical

eigenmodes and confines them to the same space as the active medium, their interaction

might be enhanced. This was already indicated above in the observation of long lasting
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Figure 4.9: Input-output curves. Panel (a): Experimentally measured curves for the

three studied detunings. Panel (b): The simulated curves possess a steeper slope owing

to the semiclassical nature of the model.

intensity oscillations, which persist after the transit of the incident and the reflected

acoustic pulse. The next chapter will highlight the origin of these mechanical resonances

and elucidate if they can be exploited for an even longer laser emission modulation than

observed in this chapter.
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Chapter 5

Lasing from Active

Optomechanical Resonators

Optomechanical resonators simultaneously host resonances with long lifetimes for phonons

and photons and confine them to the same space. The interaction of these two funda-

mental excitations of the system is mediated by radiation pressure: imagine an optome-

chanical system formed from an optical Fabry-Perot cavity, with one semi-transparent

coupler mirror and one high-reflector, which is mounted on a spring. If a light field

generated by an external optical pump is guided into the cavity through the coupler

mirror, photons will start to bounce between the two ends of the cavity. The radiation

pressure exerted in each reflection process gives rise to a force that will not affect the

fixed coupler mirror, but it will displace the moveable high-reflector from its equilibrium

position (known as optical spring effect). This displacement is translated into a shift of

the optical resonance, which then in turn yields a back-action onto the light field, e.g.

via the coupling efficiency of the pump into the Fabry-Perot cavity [9]. Such a system

is able to perform self-sustaining oscillations and can be exploited for a vast number of

interesting novel phenomena. If the pump laser is redshifted with respect to the cavity

mode by one fundamental phonon energy, each photon that is guided into the cavity

annihilates one phonon. This effect is called laser-cooling and allows one to remove

so many phonons from the system that the mechanical motion is cooled down to the

quantum ground state [5, 126]. Other interesting effects are the coherent transfer of

energy from radiation into long-lived mechanical motion [74], optomechanically induced

transparency [132], and ultra-sensitive mass detectors with up to yocta-gramm (10−28 g)

resolution [121]. The latter is based on the idea that single atoms, biological molecules,

etc. change the vibrational properties of the optomechanical resonator when they are

adsorbed, which is optically detectable due to the high photon-phonon interaction.

Practical realization of optomechanical systems often rely on small micrometer-sized

objects, which trap light inside due to total reflections at the surface. Such objects are

61
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for example microdiscs [121] or conical nanorods [89] that possesses various mechanical

resonances like breathing, extensional, or flexural modes due to their geometric shapes.

The frequencies of these acoustic modes are determined by the dimensions of the total

object and are usually in the MHz regime. For the ultrafast modulation of light, higher

frequencies need to be exploited that must arise from finer structuring. One very intu-

itive choice for nanometer-structured devices are DBRs: if not only the refractive index

but also the acoustic impedance of the two constituting materials contrast, DBRs can

serve as acoustic mirrors, too. A microcavity formed by two dual photon-phonon-DBRs

facing each other becomes an optomechanical resonator. A recent publication demon-

strates that near-infrared light and GHz vibrations are indeed successfully confined in an

AlAs/GaAs microcavity. The interaction of photon and phonon is manifold enhanced,

which was evaluated by Raman-scattering experiments[44].

By embedding an optically active medium into a dual microcavity, an active optome-

chanical resonator is obtained. Such a system works as a laser with optical and acoustic

resonances. Here, their interplay is investigated with respect to its potential for an ul-

trafast laser emission modulation. Most of the results were published in Ref. [30]. As a

starting point of this chapter, the origin and the properties of the different kinds of vi-

brational eigenmodes hosted by microcavities will be discussed. In the following section,

the investigated VCSEL is shortly characterized. Moreover, the experimental setup is

presented, which allows to measure the laser emission after vibrational eigenmodes have

been launched. The results are presented and analyzed afterwards in the last section.

5.1 Optomechanical Resonators

Periodic layered structures like DBRs can serve as reflectors for phonons of a specific

wavelength. Generally, DBRs do not work as efficient acoustic mirrors, unless a necessary

and a sufficient condition are fulfilled. The first one demands the acoustic impedance

of the two materials the reflector is composed of to mismatch; this is necessary to make

acoustic reflections at interfaces occur and is the basic prerequisite for the interference-

based reflection principle of DBRs. Consider a DBR consisting of alternating layers

made from material A and B with thicknesses of dA and dB, respectively. Phonons with

a wavevector qm given by

2qm = mG0 (5.1)

fulfill the Bragg-conditions and are reflected back from the structure. In this equa-

tion, m is an integer and G0 = 2π/(dA + dB) = 2π/D is the reciprocal superlattice

vector. Phonons with these wavevectors cannot propagate through the structure and

consequently gaps appear in the dispersion at the corresponding frequencies fm at

fm =
m

2
(

dA

vA
+ dB

vB

) , (5.2)
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where v denotes the sound velocity in the respective material. The dispersion is folded

back at the edges of the Brillouin-zone [cf. Fig. 5.1 (b)], where the zone-edge stop bands

can be found (q = π/D, m = 1, 2, 3, . . .) and also at the center of the Brillouin-zone,

where the the zone-center stop bands are located (q = 0, m = 2, 4, 6, . . .). The width of

these gaps are determined, on the one hand, by the contrast of the acoustic impedances

and, on the other hand, by the layer thicknesses. This regards the sufficient conditions

for an efficient phonon mirror: to maximize the width of the gaps, which is also a direct

measure for the acoustic reflectivity of the corresponding stop band, the ratio between

the layer thicknesses has to be carefully chosen. It has to match dA/vA = dB/vB and

dA/vA = dB/3vB for optimum zone edge and zone center stop bands, respectively [129].

If one of the two conditions is met and one class of stop bands is optimized, the frequency

gaps of the other class will completely vanish and the reflectivity will drop to zero. Both

kinds of stop bands will emerge in intermediate cases, but often with a rather poor

reflectivity 1.

Unfortunately, the primary purpose of the DBRs is to serve as optical mirrors and

therefore the layer thicknesses are often predetermined: their optical thickness must be

equal to a quarter of the optical wavelength [cf. Eq. (3.5)]. In order to work as a dual

mirrors, the layer thicknesses must simultaneously fulfill [44]

dA

dB
=

nB

nA
=

vA

vB
. (5.3)

Finding two materials, where (i) the acoustic impedances are significantly different; (ii)

a similar lattice constant allows stacking different layers on top of each other; and (iii)

the ratio of the refractive indices is close to the inverse ratio of the sound velocity, is a

quite challenging task. The combination is actually so rarely found that it was called a

’double magic coincidence’ when first being discovered and exploited in AlAs/GaAs [70].

Microcavities made from these materials automatically serve as optimized resonators

for photons and phonons of the same wavelength. As another plus, the contrast of

the acoustic impedances and the refractive indices is very similar, such that one needs

the same number of doublelayers to achieve both a sufficient optical and acoustical

reflectivity.

In Fig. 5.1, calculations for an AlAs/GaAs microcavity with a GaAs λ-cavity layer

optimized for zone-edge modes are presented. Fig. 5.1 (a) illustrates the photonic density∣∣E2
∣∣ (red curve) and the distribution of the displacement u (blue curve) for the first zone

edge cavity modes (m=1). Both distributions are confined in the cavity layer and decay

exponentially on a similar length scale inside the DBRs. The internal layer interfaces

are indicated by the black line as a guide for the eye. Fig. 5.1 (b) shows the acoustic

reflectivity (solid line) and the dispersion (dashed line) close to the first stop band. One

1Even in intermediate cases a good reflectivity can be reached anyway by increasing the number of

doublelayers.
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Figure 5.1: Optomechanical microcavity resonator. Panel (a): Electric field (red) and

displacement (blue) distribution of the first photonic and phononic cavity modes, respec-

tively. The black curve indicates the layer interfaces. Panel (b): Acoustic reflectivity

(solid line) and phonon dispersion (dashed curve) in the microcavity. The inset indicates

the three acoustic resonances close to the stop band with arrows.

can identify the broad stop band with a high reflectivity and the dip inside associated

with the ground mode plotted in Fig. 5.1 (a). The stop band spans across the same

frequencies where gaps occur in the dispersion. However, please note that the first zone-

center stop band (m=2) at 35 GHz completely vanishes, since the DBRs are optimized for

zone-edge modes. Towards the gap, the dispersion flattens and its derivative approaches

zero right at the edges (see section 8.1 for more details about the calculations). Here, the

density of states is increased and the group velocity vanishes. Therefore, wave packets

with these frequencies will stay in the cavity much longer.

Two types of resonances need to be distinguished: on the one hand, localized cavity

modes at frequencies fm,c in the center of the stop bands. These are the standard

resonances that are introduced by and confined to the cavity layer. On the other hand,

there are long-lived DBR modes appearing at the higher and the lower energetic flanks

of the stop bands at fm,e1 and fm,e2, respectively. These resonances are not localized,

but slowly propagate through the structure due to the reduced group velocity. Arrows

indicate the spectral position of the discussed modes in the inset in Fig. 5.1 (b).

Please note that in the center of the cavity spacer, where usually the active medium is

located, the displacement field of the acoustic cavity modes possesses an anti-node and

the strain - as its spatial derivative - consequently vanishes [cf. the field distribution for u

plotted in Fig. 5.1 (a)]. Cavity modes do not strain the center of the cavity and therefore

barely interact with an active medium placed there. Therefore, most probably slowly

propagating DBR modes rather than the cavity mode are responsible for the long-lived
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oscillations observed in the previous chapter.

5.2 Planar Microcavity QW Laser and Experimental Setup

The studied VCSEL consists of a planar microcavity. Its DBRs are made of alternating

58 nm wide Al0.2Ga0.8As and 67 nm wide AlAs layers, corresponding to an optical λ/4-

thickness for a wavelength of 870 nm. The bottom and top DBRs are made from 27

and 23 doublelayers, respectively. A λ/2-cavity layer made from AlAs is sandwiched in

between. The cavity mode is located at about 840 nm and its optical Q-factor is found

by micro-photoluminescence to be ∼104 at a temperature of 10 K.

Three sets of 12 nm wide GaAs QWs serve as the active medium of the sample. Each

set consists of four QWs separated by 4 nm thick AlAs barriers. The first QW group

is placed in the center of the cavity, while the other two are located at the light field

anti-nodes inside the two innermost DBR layers adjacent to the cavity [cf. the inset in

Fig. 5.2 (a)]. In the experiment, the temperature of the sample is varied from 180 K up

to room temperature. Recording the QW PL from the side, where the microcavity does

not affect the PL, reveals that the lowest order interband transition redshifts from about

1.45 eV (830 nm) at 180 K to 1.49 meV (855 nm) at room temperature. The linewidth

increases from 2 meV (1.2 nm) to 12 meV (6.8 nm) in this temperature interval due

to thermal broadening. The sample was grown on a (100)-orientated GaAs substrate,

which was polished to a thickness of 30 µm. On the backside of the sample, a 100 nm

thick aluminum film is deposited in order to generate acoustic pulses. The substrate

is chosen to be rather thin to enable experiments at elevated temperatures. This is

necessary, since the acoustic attenuation starts to increase above 50 K and especially

high-frequency phonons are strongly suppressed [22].

Fig. 5.2 (b) presents the time-resolved pump-probe setup used to measure the impact

of the acoustic resonances on the laser emission intensity. The main idea of the setup

is to record the laser emission intensity after acoustic resonances have been excited.

Amplified laser pulses originating from the RegA (an amplified modelocked Ti:Sapphire

laser, see section 4.2) are split up with a ratio of 90/10. The higher intensity beam

is guided over a variable linear delay stage onto the aluminum film on the back of the

sample. The beam is loosely focused to a spot with a diameter of about 150 µm. In

the following, this beam is labeled the pump beam and it is used to generate acoustic

pulses. The second beam with lower intensity is labeled the probe-inducer beam. It is

guided over a fixed delay with a length such that it arrives at the sample’s front surface

simultaneously with the acoustic pulse launched at the backside. This beam is focused

to a spot with a diameter of about 25 µm and incident under an angle. Its purpose

is to optically excite the QWs and trigger the laser emission if the threshold power is

exceeded.

After the pulsed optical excitation, the laser will emit a short laser burst with a
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Figure 5.2: Sketch of the studied VCSEL and the experimental setup. Panel (a): Sketch

of the VCSEL. The close-up shows the three sets of QWs serving as the laser gain material

that are located at the three innermost light field anti-nodes. Panel (b): Experimental

pump-probe setup to measure the interaction of acoustic and optical resonances. An am-

plified laser system (RegA) generates the acoustic pulses on the backside with the pump

pulse and optically excites the VCSEL with the probe inducer pulse. The laser emission

itself is considered the probe pulse. Each emitted pulse is detected time-integrated by a

photodiode.

duration of about 20 ps. The interaction of the VCSEL with the acoustic resonances

manifests itself in a modulation of the time-integrated intensity of each emitted laser

pulse. The emission is collected with an angular aperture of 2◦ and forwarded to a

photodiode, which measures the time-integrated intensity of the pulsed emission. To

increase the sensitivity for intensity changes due to the acoustic pulse, a chopper is placed

into the pump beam path and used as a reference for a Lock-In detector, to which also

the signal of the photodiode is forwarded. The laser emission burst itself is considered

the probe pulse, since its intensity contains the information about the interaction with

the acoustic pulse. Its duration of ∼20 ps sets an upper limit to the time resolution of the

setup, because the photodiode performs only time-integrated measurements. Therefore,

the time resolution is considerably lower than in conventional pump-probe-experiments

with femtosecond laser sources.

The emission of the laser can also be analyzed with a second detection comprising

a spectrometer and a streak camera. In the spectrometer, the light is focused on and

collected from a grating by two parabolic mirrors with a focal length of 50 cm. The

grating has a lattice constant of 600 slits/mm, which results in a spectral resolution

of 0.1 nm (∼0.17 meV in the near-infrared). The emission can either be recorded with

energy and time resolution, if the two devices are used in a series, or with time resolution

only, when the spectrometer is bypassed. This is often advantageous, because adding the

spectrometer to the detection worsens the time resolution limit of the setup: the time
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resolution of the streak-camera alone is 5 ps, while adding the spectrometer increases

this limit to about 30 ps 2. To obtain information about the active media unfiltered by

the microcavity, the QW PL can also be collected from the side and then be evaluated

by the spectrometer. The sample is placed in a bath cryostat, which allows to vary its

temperature from cryogenic temperatures up to room temperature.

5.3 Experimental Results

The modulation of the laser emission due to the interaction with resonant phonons is

presented here for two different temperatures. The sample is nominally designed to work

at room temperature and can be operated down to temperatures of about 150 K. There

is no spectral overlap between the QWs and the cavity mode for lower temperatures

anymore, since the QWs are blueshifted more strongly than the cavity mode and their

linewidth decreases significantly. In the following, the laser response is discussed for

two scenarios: for a temperature of T=180 K, the QWs transitions are narrow and the

detuning with respect to the cavity is relatively large; at room temperature, the QW

linewidth is broad and the QWs are moreover in resonance with the cavity.

5.3.1 Emission Modulation at 180 K

Fig. 5.3 presents the results for the experiment at a temperature of T=180 K. In the

inset in the bottom-right corner the QW PL and the position of the cavity mode for this

temperature are indicated; the cavity mode is located at 1.470 eV, while the QWs are

blueshifted with respect to the cavity mode at 1.496 eV. Since the linewidth of the QW

transition is only 10 meV, the laser works quite inefficient. Nevertheless, the VCSEL is

driven into the lasing regime by the probe-inducer and it is pumped at an excitation of

about four times the laser threshold power. As a result, it emits short laser probe pulses.

These are recorded with the streak camera alone. The inset in the bottom-left corner

depicts such an emitted laser pulse. Its total duration comprising the build-up time and

the decay is about 17 ps, which is also the time resolution of the pump-probe-setup. The

small peak in the beginning is due to the optical excitation by the probe-inducer pulse.

For the generation of the acoustic pulse a pump density of about 10 mJ/cm2 is chosen.

The change of the time-integrated intensity of the pulsed emission ∆I(τ) is normalized

to the time-integrated intensity in absence of the acoustic pulse I0. It is measured with

the photodiode and presented in the main panel. The delay τ is chosen such that

at τ=0 ps the acoustic pulse reaches the set of QWs that is buried in the innermost

doublelayer of the bottom DBR. In the curve two distinct peaks can be recognized,

one belongs to the incident acoustic pulse at τ=0 ps and one to the reflected pulse at

2In the experiments performed here, faster sweeping electronics than in the previous chapter were

used.
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Figure 5.3: Laser emission modulation at a temperature of T=180 K. The main panel

shows the pump-probe curve for the time-integrated and normalized laser emission mod-

ulation ∆I(τ)/I0. The vertical lines divide the different temporal regions A-E. The insets

show clockwise starting in the bottom right corner: a close up of the resonant oscillations

in region C; their FFT spectrum; the QW PL recorded from the side and the position

of the cavity mode; a time-resolved streak camera picture of the VCSEL emission after

pulsed optical excitation.

t=1150 ps. Just like in the previous chapter, this temporal difference matches the time it

takes the acoustic pulse to propagate from the central cavity region to the top surface of

the sample, where its sign is flipped upon reflection, and back again. Each transit causes

several peaks, because there are in total twelve QWs, which are distributed across the

inner microcavity area. One can divide the pump-probe curve in five areas, which are

defined by the position of the acoustic pulse and indicated by vertical lines: for delays

τ <0 ps (region A), the acoustic pulse has not reached the QW closest to the substrate

yet and no interaction with the gain material occurs; for 0 ps < τ < 180 ps (region B)



5.3. EXPERIMENTAL RESULTS 69

the main part of the acoustic pulse is resident in the inner cavity area where the QW

sets are located; for 180 ps < τ < 1150 ps (region C), the acoustic pulse has left the

cavity layer and travels back and forth through the top DBR; for 1150 ps < τ < 1450 ps

(region D) the reflected acoustic pulse interacts with the QWs; and for higher delays

(region E) the acoustic pulse leaves the microcavity into the direction of the substrate.

The highest modulation occurs in region B and D and reaches amplitudes of about

50 %. However, the interaction with the broadband acoustic pulse itself was extensively

discussed in the previous chapter and is not of interest here, but the focus is laid on

region C, when the initial acoustic pulse already passed the cavity and long-lived acoustic

resonances have been excited. Here, one can see on top of a slightly bent background 3

a modulation with a rather small amplitude of about 2 % of the initial laser intensity

(see the inset in the top-left corner). A Fast-Fourier-Transform of the signal in region

C is performed to analyze if mechanical resonances are responsible for the observed

laser emission modulation. The result is shown in the inset in the top-right corner and

features two pronounced peaks. The first peak is actually a double peak centered at

about 20 GHz, while the second single peak is located at 40 GHz.

Now these findings are compared with simulations to check if the frequencies belong

to any acoustic resonances. To this end, the phonon dispersion in the DBRs is calculated

(without including the QW and the barrier layers). The result is shown in Fig. 5.4 (a)

and reveals that gaps open up at 20 GHz and 40 GHz; exactly at the frequencies, at which

the long-lived modulation observed in the experiment takes place (see the inset in the

top-right corner in Fig. 5.3). The open question is still, which kind of acoustic resonance

is responsible for the long-lived oscillations, be it either DBR modes associated with

slowly propagating phonons or confined cavity modes. The gap at the lower frequency

at 20 GHz is the first zone-edge stop band (m=1). It is rather broad and has a width of

about 1.9 GHz. The two DBR resonances appear at the lower and the higher energy flank

at f1,e1=19.2 GHz and f1,e2=21.1 GHz, respectively. As discussed before in the previous

chapter, the ’double magic coincidence’ material pair AlAs/GaAs features optimized

acoustic zone-edge stop bands for standard optical λ/4 DBRs. However, since a small

amount of Al is added to the GaAs layers, the acoustic properties are slightly altered

such that this optimization condition is not matched anymore. As a result, a very narrow

zone-center gap (m=2) appears around 40 GHz with a width of only 0.3 GHz. Therefore,

the two DBR modes at the flanks of the zone-center stop band f2,e1 and f2,e1 as well as

the localized cavity mode f2,c are spectrally very closely spaced.

The FFT of the emission intensity modulation shows two peaks for the zone-edge

resonances at 20 GHz. These peaks appear at the position of the DBR modes at the

flanks of the stop band at f1,e1 and f1,e2, respectively. The DBR modes play the dominant

role and no peak in the center of the stop band at f1,c, where the confined cavity mode

3The background is not flat due to imperfections of the mechanical delay stage
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is located, can be found. Since the QWs are distributed across the cavity and most of

them are not located at anti-nodes of the strain field associated with the confined cavity

mode, this behavior is rather surprising at a first glance. Most probably, the localized

modes are suppressed because the acoustic resonances are excited remotely from the

outside by the picosecond acoustic pulse. Cavity mode phonons need to be funneled

into the microcavity through the narrow dip in the reflectivity. Its width is related

to the acoustic Q-factor, which ultimately determines the build-up time of the cavity

mode. Calculations show that Q ∼1000, corresponding to a build-up time of about 20 ns.

Therefore, cavity mode phonons may play an important role for longer delay times.

Whether slowly propagating DBR modes or the confined cavity mode are responsible

for the zone-center peak at 40 GHz, remains unclear. The frequency resolution of the

FFT in the experiment is about 1 GHz, because the time window of the FFT has a

duration of 1 ns. This resolution is too coarse to resolve the different closely spaced

resonances in the narrow zone-center stop band.
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Figure 5.4: Theoretical analysis of the interplay between the acoustic resonances and the

lasing process. Panel (a): Phonon dispersion in the VCSEL showing the broad zone-edge

and the narrow zone-center stop band at 20 GHz and 40 GHz, respectively. Panel (b):

Sum of the strain η(t) applied to all twelve QWs. Between the transits of the incident

and the reflected pulse, the acoustic resonances lead to a non-vanishing net strain. The

inset shows the dependence of the laser intensity modulation ∆I(τ)/I0 (red curve) on

the net strain, which is in first order approximation a linear function. Panel (c): FFT

signals of the net strain and the measured laser intensity modulation in the time interval

indicated by the arrows in panel (b). The two peaks at 20 GHz correspond well to the

calculated DBR modes f1,e1 and f1,e2.
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The acoustic resonances set up long-lived mechanical vibrations. The impact of the

corresponding strain on the active medium can be treated in a much simpler way when

QWs instead of QDs serve as the active medium. The QWs are homogeneously broad-

ened; i.e., the excitons interact with each other and are not isolated like in the case of

the QD ensemble. Consequently, there is no highly-excited off-resonant reservoir. In

the words of the previous chapter, the shaking effect does not occur for QWs and only

the adiabatic contribution needs to be considered. In the following, the laser emission

modulation shall be linked to the temporal strain profile. However, the model presented

in the previous chapter is not employed here, but a simpler relation will be deduced.

Several approximations are assumed. All QWs are assumed to couple equally to the

light field, despite the slightly different amplitude of the light field at their positions.

Moreover, the perturbation by the strain field is considered so small that in first or-

der approximation (i) the optical gain modulation of an individual QW is proportional

to the applied strain ηi(t) and (ii) the lasing emission intensity modulation is a linear

function of the gain modulation. Under this conditions, the net laser emission intensity

modulation ∆I(τ)/I0 is proportional to the sum of the strain applied to all twelve QWs

η(t) =
∑

ηi(t). In Fig. 5.4 (b) the calculated net strain η(t) is depicted. As the input

displacement pulse, a Gaussian with a FWHM of 8 ps is chosen. This profile does not

contain strong nonlinear features and high frequency components, because of the thin

substrate and the elevated temperature higher than 50 K. One can clearly see that the

strain does not average out, but a non-zero strain field remains. The time-axis is cho-

sen such that at t=0 ps the acoustic pulse reaches the cavity layer center. Strain at

times t <0 ps is due to the QWs that are incorporated in the bottom DBR. The inset

shows the evolution of the calculated net strain η(t) and the laser emission modulation

∆I(τ)/I0 when the acoustic pulse reaches the central cavity region. The comparison

shows that the sequence and the phase of the oscillations match very well, which val-

idates the assumptions made. Finally, the FFT is calculated for η(t) and ∆I(τ)/I0 in

the time interval between the incident and the reflected pulse indicated by the arrows

(region C in Fig. 5.3). The results are presented in Fig. 5.4 (c) and demonstrate ex-

cellent agreement concerning the spectral positions. The relative amplitude is however

not perfectly reproduced, which might be related to the phonon spectrum of the input

displacement pulse assumed in the simulations. The analysis proves that for a large

detuning between the QWs and the cavity mode, acoustic resonances can be exploited

to achieve an adiabatic modulation of the laser emission due to spectral shifts of the

gain material.

5.3.2 Emission Modulation at 295 K

A second experiment is performed at room temperature (T=295 K). The pump excitation

is set to 10 mJ/cm2 again. Fig. 5.5 presents the results for this temperature. The QWs

are now much broader than at T=180 K and in resonance with the cavity mode. The
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Figure 5.5: Same as for Fig. 5.3, but for a temperature of T=295 K. The most striking

difference is the observation of a laser intensity modulation at delays τ <0 ps before

the acoustic pulse reaches the gain material. An exponentially decaying oscillation (red

curve) is fitted to the data to determine the characteristic length scale of the underlying

interaction mechanism.

optical excitation is kept at about four times the lasing threshold, which decreases from

1,600 µJ/cm2 at T=180 K to 600 µJ/cm2 at room temperature due to the increased

coupling. This improvement also results in a shorter duration of the laser’s pulsed

emission from 17 ps down to 10 ps, which improves the time resolution of the setup.

Since the period of the resonant vibrations is only 25 ps in the case of the zone-center

mode at 40 GHz, the oscillations were hardly visible in the previous experiment. This

could be the possible reason why now much clearer fingerprints of the acoustic resonances

are observed. This time, the amplitude of the oscillations in region C reaches 5 %, which

is more than twice of the previous value.

However, the most striking new feature is that the acoustic pulse leads to an intensity
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modulation without interacting with the QWs. This becomes obvious when looking at

the signal in region A: oscillations with a maximum amplitude of 10 % are observed,

which become the stronger, the closer the acoustic pulse advances towards the micro-

cavity center. This modulation cannot be related to spectral shifts of the QWs, since

the acoustic pulse has not reached any QWs for negative delays τ <-60 ps [cf. Fig. 5.4

(b)]. By fitting an exponentially decaying oscillation to the experimental curve (red

curve in the main panel of Fig. 5.5), and multiplying the found decay constant of 125 ps

with the averaged sound velocity in the layered structure of v=5320 m/s, one obtains

the characteristic length scale of 0.66 nm on which the interaction takes place. This

value is very close to the penetration depth of the laser light field into the resonator of

LDBR=0.81 nm that can be calculated by Eq. (3.7). Obviously, there is a mechanism by

which the acoustic pulse manipulates the optical cavity mode.

The interaction of a picosecond acoustic pulse with an optically passive device like

a microcavity has been studied before [14]. In the experiments presented there, the

reflectivity of a microcavity is monitored during the transit of a picosecond acoustic

pulse through the structure. The spectral mode of the cavity is successively redshifted

while the acoustic pulse is located in the bottom DBR. The amplitude of this redshift

is proportional to the light field distribution at the position of the acoustic pulse and

follows it steadily. Consequently, maximum shifts appear, whenever the pulse enters a

new doublelayer [cf. Fig. 3.2]. After the acoustic pulse has passed the cavity spacer

and enters the top DBR, the redshifts turn into blueshifts. These spectral shifts of the

cavity mode are, on the one hand, related to displacements of the DBR layers exerted

by the acoustic pulse. On the other hand, the refractive index will be slightly different

in strained material. Both effects - one is proportional to the displacement u(z, t), the

other to the strain η(z, t) - will modify the central stop band of the DBR, which also

slightly affects the central cavity mode [cf. Eq. (3.9)]. These two effects are the basic

mechanisms for the nanoscopy experiments performed in the third part of this thesis and

they are discussed in detail in chapter 8. However, to verify whether the cavity mode

is actually influenced by the acoustic pulse, the pulsed laser emission is recorded with

the combination of spectrometer and streak-camera. In Fig. 5.6 the VCSEL emission for

two different delays τ is presented energetically and temporally resolved. Two slightly

different delays are chosen; on the left side a delay of τ=0 ps and on the right side a

small negative delay of τ=-6.6 ps. In the case of τ=0 ps, there is a single emission

peak at an energy of 1468 meV. If the delay is slightly smaller, one can observe two

peaks: one at a slightly lower energy of 1467.5 meV and one approximately at the usual

laser mode. However, from the findings of Ref. [14] one would expect a smooth shift

of the cavity mode, whereas here the image indicates that there are two competing

modes and the laser switches almost instantaneously from one to the other within 20 ps.

Unfortunately, the separation between the two modes and the switching time tackle the

resolution limits of the setup and the images are rather pixelated; these numbers should
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therefore be considered as rough estimates.

The detailed analysis of the optical mode distribution in a laser is quite complex.

Many mechanisms like carrier-carrier repulsion, current spreading, spatial hole-burning

and thermal effects govern the spatial gain distribution, which determines the operated

optical modes. For high excitation powers, all these mechanism make a VCSEL lase

in various higher order transverse modes [38]. These modes might instantaneously be

switched on when the acoustic pulse breaks the DBR symmetry. Since the detailed

analysis of the optical mode distribution is a large scale effort, the discussion is restricted

to these quantitative considerations at this point.
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Figure 5.6: Energetically and time-resolved laser emission pulse. Panel (a): Emission

pulse for a delay of τ=0 ps, showing a single peak at 1468 meV. Panel (b): Emission

pulse for a slight negativ delay of τ=-6.6 ps. The emission occurs also at a second energy

of 1467.5 meV and the switching from the lower into the higher energetic mode occurs

within 20 ps.

In this chapter, the different possibilities the resonator offers for the modulation of the

laser emission by picosecond ultrasonics were presented. The most important observation

was that the excitation of phononic resonances supported by the microcavity led to a

significant modulation of the laser emission with frequencies of up to 40 GHz, even at

room temperature. The lifetime of these resonances was shown to be longer than 1 ns

and ultimately given by the acoustic Q-factor. Calculations show that the Q-factor is

on the order of ∼1000, which predicts a phonon lifetime of about 20 ns. In the present

experiment, DBR modes at the flanks of the acoustic stop bands associated with slowly

propagating phonons were responsible for the modulation. The reason for this is most

probably that the acoustic resonances were excited by a broadband picosecond acoustic

pulse that had been injected from the outside. The confined cavity mode phonons could
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not build up in the cavity during the experimentally observed time interval due to the

high acoustic Q-factor.

For a large detuning between the QW and the cavity mode (T=180 K), mostly spectral

shifts of the gain material modified the laser intensity. The laser intensity was shown

to adiabatically follow the net strain applied to all twelve QWs. In an inhomogeneously

broadened QD ensemble also the shaking effect plays an important role. If such an

ensemble is shaken due to resonant phonons, there will be one red- and one blueshift per

period. Each of these shifts will deoccupy QDs adjacent to the spectral hole; i.e. there

will be a laser amplification occurring at twice the frequency of the acoustic resonances

[134]. Please note that in the experiments presented in the previous chapter, the time

resolution of the streak-camera of 25 ps did not allow one to monitor such a fast response

with a frequency of 2×∼20 GHz. Therefore, only the adiabatic contribution of the

interaction between the laser and the resonant phonons was recorded.

If the detuning is small (T=295 K), also small perturbations of the resonator led to

an efficient laser emission modulation. This is most probably related to a manipulation

of the competing optical modes in the VCSEL.

In the following chapter, the influence of different pump schemes, namely optical and

electrical excitation, will be discussed. Commercially used VCSELs are usually electri-

cally excited and therefore the promising results obtained so far will be demonstrated

also for this kind of laser.
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Chapter 6

Emission Modulation of

Micropillar Lasers

The two previous chapters analyzed the role of the active medium and of the resonator for

an emission modulation by picosecond ultrasonics. The last remaining laser constituent

that has not been discussed yet is the pump; so far, only optically excited VCSELs have

been studied. However, for most applications electrically driven VCSELs are used and it

is highly desired to achieve an efficient laser modulation also for this excitation scheme.

Here, two groups of very similar lasers are studied where the only striking difference

in the design is that one is electrically and the other optically pumped. The comparison

of their response to a picosecond acoustic pulse allows one to find out if electrically and

optically pumped lasers behave fundamentally different, or, whether the results obtained

in the previous chapters are also applicable to electrically driven VCSELs. Applying an

electrical field might be obstructive and prevent an efficient laser modulation: if, for

example, the energy band structure is tilted, charge carriers may tunnel out of the

heterostructures serving as the active medium [92]. This leads to a shorter lifetime of

electrons in off-resonant QDs and might significantly lower the efficiency of the shaking

effect. Electrical pumping requires further sample processing. In planar VCSELs, the

charge carriers need to be guided from the p- and n-contacts into a small volume inside

the gain material to ensure a low laser threshold. Usually, this is achieved with the

help of lateral apertures, which are fabricated by selective oxidation. These oxide masks

prevent current spreading and can either be located on the front facet [57] or buried in

the sample close to the active area [52].

However, there is no need to guide the charge carriers if planar VSCELs are processed

further into three dimensional micrometer-sized objects like micropillars, for example.

Pillars with a diameter of only a few micrometer do not only easily guide the charge

carriers, but they also confine the light field in all directions to the so-called photonic

mode volume. In state-of-the-art micropillars with a Q-factor of up to 150,000 [97],

77
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high photon lifetimes and mode volumes with dimensions comparable with the photon

wavelength are obtained. These conditions are the prerequisite for the observation of

cavity-quantum-electron-dynamics effects (cQED), which is the reason why micropillars

have attracted huge interest in the recent years. Early experiments dealt with an en-

hancement of the spontaneous emission of single or an ensemble of QDs due to the Purcell

effect[48, 114]. Highly indistinguishable single photon sources were realized later by sin-

gle QD placed in microcavities [104, 41]. Finally, also electrically driven lasers based on

micropillars are noteworthy, since they offer a record low threshold [96] or demonstrate

electrically driven polariton lasing [106]. Micropillars have been studied here instead of

planar VCSELs with oxide masks because of the prospective applications in combination

with picosecond ultrasonics. These are for example single-photon-emitters triggered by

acoustic pulses, or QD position measurements with nanometer resolution [37].

In this chapter, electrically and optically pumped micropillar lasers are subjected to

experiments with picosecond ultrasonics. The leading questions are (i) if it is possible to

modulate the laser emission from an electrically pumped VCSEL and (ii) if the modula-

tion is fundamentally different from the one of a similar optically excited laser. Another

interesting aspect is that micropillars host acoustic eigenvibrations due to their geomet-

ric shape along with the usual microcavity modes (DBR and cavity resonances) discussed

in the previous chapter. The question, which modes will play the dominant role in the

response of the laser, will be answered as well. The chapter is structured as follows:

in the first section, the studied micropillar VCSELs and the employed experimental

setup are described. Afterwards, the laser emission modulation of electrically pumped

micropillar lasers is presented. The results are evaluated with regard to the involved

acoustic resonances both analytically and numerically by finite-element-simulations and

were published in Ref. [33]. In the following section, the laser emission modulation of

optically pumped micropillar lasers is presented and, finally, in the last short section

compared with the response of the electrically driven VCSELs.

6.1 Micropillar Lasers and Experimental Setup

All studied micropillars are fabricated from AlAs/GaAs-based planar microcavities. In

the case of the optically pumped micropillars, the thickness of the AlAs and GaAs layers

in the DBRs are 74 nm and 69 nm, respectively. The top DBR is the output coupler

and consists of 26 doublelayers, while the bottom DBR serves as the high reflector and is

composed of 33 doublelayers. In between the two reflectors, a 266 nm thick λ-cavity layer

made from GaAs is sandwiched. At its center, an ensemble of Al0.09Ga0.55In0.36As QDs

with a density of 29-49 cm−2 serves as the active medium. Compared to the commonly

used InGaAs QDs, the added Al compound yields shorter emission wavelengths. A

sample characterization was performed in the group of Christian Schneider in Würzburg.

Photoluminescence measurements on a nominally identical QD ensemble grown under
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the same conditions show that the lowest electronic transitions are centered at 1.426 eV

(870 nm) with a FWHM of 40 meV (25 nm).

Micropillars with radii ranging from 1.5 µm to 7.5 µm were etched out of this planar

microcavity. The cavity mode depends on the position on the wafer due to a slight

wedge shape of the layers and also on the diameter of the micropillar. Rough sidewalls

yield another photon loss channel that becomes the more important, the smaller the

micropillar’s diameter is [95]. Consequently, the Q-factor increases from 1,500 for a

radius of 1.5 µm to 70,000 for a radius of 7.5 µm. An SEM image of a micropillar laser

from this sample has been shown above in Fig. 3.3 (c). The substrate of the sample

is polished down to 220 µm and a 100 nm thick Al film is deposited on the sample’s

backside for the generation of acoustic pulses.
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Figure 6.1: Experimental setup to measure the lasing emission from optically and electri-

cally excited micropillars. Panel (a): Cross-section of an electrically pumped micropillar

laser with a radius of 1.25 µm. The ring-shaped gold contact on the top is propped by

a polymer [95]. Panel (b): Sketch of the experiment. The acoustic pulses are created

by the RegA, while the micropillar lasers can either be excited electrically by a function

generator or optically by a Nd:YAG laser. The optional excitation laser is focused on

single micropillars by a 20 x microscope objective (MC), which is also used to collect

the emission. The emission is separated from the excitation beam by a long pass (LP)

and forwarded to the detection comprising a spectrometer and a streak camera.

An SEM image of a typical electrically driven micropillar laser is shown in Fig. 6.1 (a)

[95]. The underlying microcavity structure of the electrically pumped VCSELs studied

here is very similar to the one of the optically excited micropillar laser: the DBRs

consist of slightly less doublelayers, namely 23 and 27 periods in the bottom and top

reflector, respectively. The layer thickness of the AlAs and GaAs layers are 77 nm and

68 nm. Again, a λ-cavity is introduced by a GaAs spacer with a thickness of 297 nm.

The active medium is an ensemble of In0.3Ga0.7As QDs. No PL measurements were
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recorded, but the growth parameters for this ensemble were almost identical to the ones

for the ensemble presented previously in chapter 4. Due to the high standardization and

reproducibility of the growth process, the characteristics of the two QD ensembles are

therefore most probably similar; as a rough estimation one can assume the energy of

the lowest electronic transition to be close to 1350 meV (918 nm) with a FWHM on the

order of 10 meV (7 nm). This means that the QDs in the optically excited micropillar

(at 870 nm) are about 50 nm blueshifted due to the added aluminum compound.

The microcavity has to be doped in order to turn it into a diode and enable an electric

excitation (cf. section 3.2). Therefore, the substrate and the bottom DBR are n-doped

by Silicon atoms with a concentration that is gradually decreased from 3×1018 cm−3

in the substrate to 1×1018 cm−3 close the cavity. The top DBR is p-doped by the im-

plementation of Carbon atoms with a concentration that increases from 1×1018 cm−3

close to the cavity to 2×1019 cm−3 at the top surface. An additional δ-doping with a

concentration of 1×1012 cm−2 at the internal AlAs/GaAs interfaces optimizes the con-

ductivity. This doping is only applied to interfaces at which the photonic field possesses

a node to prevent light absorption from charge carriers [16]. The sample is grown on a

GaAs substrate, that is thinned down to a thickness of 100 µm and at the backside the

mandatory aluminum film is deposited again. While an electric contact to the substrate

can easily be established with the help of this aluminum film, the situation on the front

side is more complicated and requires further processing. After the etching process, the

sample is planarized by filling the gaps between the micropillars with a polymer (BCB).

The polymer props a gold ring which is deposited on the top of the micropillar and

encloses its top facet [cf. the SEM image in Fig. 6.1 (a)]. This gold ring serves as the

p-contact.

Fig. 6.1 (b) depicts the two slightly different experimental setups employed for the

study of electrically and optically pumped micropillar lasers. In both cases, the acoustic

pulse is generated by an amplified laser system (RegA), that is focused onto the alu-

minum film to a spot with a diameter of 150 µm. The laser emission is collected with a

microscope objective with a twenty-fold magnification and a working distance of 2 cm.

Since aligning the microscope to a single micropillar requires some fine adjustment, the

microscope objective is mounted on a nano-positioner. For the analysis of the laser

emission, the same combination of spectrometer and streak camera like described in sec-

tion 5.2 is used. Longer time windows (∼10 ns) are observed with the streak camera in

this experiment and therefore the sweep electrodes are operated with the slow electronics

offering a maximum time resolution of 25 ps. This is nevertheless not a real drawback,

because spectral rather than temporal resolution will be important this time. Another

grating with 1200 slits/mm is installed in the spectrometer to increase the spectral at

the cost of the temporal resolution such that the setup ends up with lower limits of

0.05 nm (∼0.09 meV) and 50 ps, respectively. The experiments are performed at cryo-

genic temperatures around 8 K. Due to the short working distance of the microscope
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objective, the samples need to be placed in a flow-cryostat, where they are mounted on

a cold finger.

Optically excited micropillar lasers, on the one hand, are pumped with the same pulsed

Nd:YAG laser as presented in section 4.2. The laser is synchronized with the RegA and

its beam is focused with the microscope objective onto the micropillar to a spot with

a diameter of approximately 8 µm. An interference low-pass filter is used to bring this

beam on the same beam path like the laser emission and steer it into the microscope

objective. The electrically driven lasers, on the other hand, are connected to a function

generator. The repetition rate of the function generator is synchronized with the RegA

as well. Rectangular electrical pulses, whose amplitude and duration are adjustable, are

used for the excitation. Please note that usually the laser emission is recorded during a

time window of about ten nanoseconds after the injection of the acoustic pulse. In order

not to saturate the streak-camera, the laser is supposed to emit light only during this

time and the duration of the electrical pulses has to be chosen accordingly (∼25 ns). The

function generator produces notable spikes for such short pulses (’Gibbs phenomenon’).

This spikes may damage the VCSEL permanently and one needs to adjust the amplitude

very carefully.

6.2 Electrically Pumped Micropillar VCSELs

The laser emission response on the impact of a picosecond acoustic pulse is measured for

several electrically driven VCSELs. From among the many studied VCSELs, three rep-

resentative lasers are discussed here because they show a remarkably different behavior

despite were very similar or even identical nominal growth parameters.

6.2.1 Experimental Results

All lasers show a modulation of the emission in terms of intensity I and central emis-

sion wavelength λc, but the modulation amplitude and the frequency spectrum is often

strikingly different. The time- and energy-resolved laser emission modulation for the

three selected VCSELs is shown in the streak-camera images in Fig. 6.2. The emission

is recorded for a time interval of 15 ns, which starts 2.5 ns before the acoustic pulse

reaches the VCSELs at t=0 ns. First, the modulation of the central wavelength λc(t)

that is found by

λc(t) =
∑

λ

I(λ, t)λ

λ
(6.1)

is discussed. This computing allows to find the central emission wavelength with a very

high precision higher than the nominal resolution value (that is related to the possibility

to distinguish two distinct peaks). In the streak-camera images this weighted mean

is indicated by the thick black lines. For all of the three VCSELs, oscillations of the
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emission wavelength with a similar amplitude of about ∼0.03 nm are observed. However,

the frequency spectrum depicted on the right side of Fig. 6.2 looks very different. The

symbols represent data points while solid lines are b-splines that serve as guides for the

eyes. In the case of VCSEL E1 with a diameter of d=3 µm, three peaks at f0=0.18 GHz,

f1=0.47 GHz, and f2=0.77 GHz appear with an amplitude gradually decreasing in this

order. The corresponding oscillations fade after 5 ns. The spectrum of VCSEL E2 with

d=4 µm possesses several peaks, from which a dominant peak appears at f=0.9 GHz.

The corresponding time evolution shows a rather irregular behavior. After t=5 ns one

can see that more or less harmonic oscillations corresponding to the dominant peak

remain. This trend towards a single frequency peak continues for VCSEL E3, whose

diameter is again d=3 µm. In the first 4 ns after the arrival time of the acoustic pulse

also an irregular modulation takes place, which is followed by a very clear and well

pronounced harmonic oscillation with a quality factor exceeding 10. This is reflected

well by the spectrum that shows a single peak at f=1.24 GHz.

The spectrally integrated intensity modulation of the streak camera images is plotted

in Fig. 6.3 (a). The intensity change ∆I(t) is normalized to the unperturbed intensity

I0. One can see that also the relative intensity modulation for the three lasers looks

very different. The first laser VCSEL E1, whose wavelength is only slowly modulated,

is lasing with almost constant intensity. Only shortly after the injection of the acoustic

pulse at t=2 ns a dip of 10 % with a duration of 1 ns is observed. In the case of

VCSEL E2, the irregular shaking occuring from t=0 ns to t=5 ns is accompanied by a

huge intensity modulation. The laser emission is most of the time quenched and the

intensity drops by up to 40 %. The harmonic oscillations of λc(t) starting afterwards

are not translated into an intensity modulation at a first glance. Nevertheless, there is

a distinct peak at f=0.90 GHz in the frequency spectrum of the intensity modulation

plotted in Fig. 6.3 (b) besides several smaller peaks at lower frequencies. For VCSEL E3

the intensity modulation clearly resembles the shifts of the wavelength. In the time

interval from t=0 ns to t=4 ns, the intensity is irregularly modulated, while afterwards

harmonic oscillations with a frequency of 1.24 GHz and an amplitude of about 10 % are

observed. The frequency spectrum possesses again a single well pronounced peak.

6.2.2 Theoretical Analysis

The observed frequencies do not correspond to any phononic resonances of the microcavi-

ties. These are supposed to appear at frequencies higher than 20 GHz for the AlAs/GaAs

layer thicknesses of the DBRs. Obviously, the vibrations must arise from the shape of

the micropillars. The picosecond strain pulses arriving at the foot of the micropillar

excite its mechanical eigenmodes. Motion in the growth direction along the axis of the

pillar (z-direction) modifies the layer thicknesses of the cavity layer and the DBR layers

such that the cavity mode is modulated. This becomes observable in a modulation of

the emission wavelength λc(t). Strain tensor components ηij independent from whether
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Figure 6.2: Laser emission modulation for the three studied electrically driven VCSEL.

Left: Streak camera images. Red color corresponds to high and black to low intensity.

The solid black line shows the evolution of the central emission wavelength λc(t). Right:

FFT spectra of λc(t). The arrows indicate the numerically (solid arrows) and analytically

(dashed lines) calculated frequencies of the extensional and breathing modes.

they lead to uniaxial (diagonal components) or shear (off-diagonal) deformations both

modify the dielectric function of the layers, which also results in a modulation of λc(t).

Moreover, the strain my vary the electronic energies in the QDs (cf. chapter 4) leading

to the observed emission intensity modulation.

The first step in the analysis is to numerically calculate the mechanical eigenmodes of

the micropillar. This simulation is done by the finite-element program COMSOL. In the

simulations, the micropillars are modeled by uniform pillars composed of an AlAs/GaAs

alloy. The material parameters of the alloy are obtained from the ones of AlAs and GaAs,

which are weighted by their respective content in the sample. The important mechanical

quantities are Young’s modulus Y =84.34 GPa, the sound velocity v=5219 m/s, the mass
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Figure 6.3: Laser intensity modulation for the three studied electrically driven VCSELs.

Panel (a): Relative intensity modulation ∆I(t)/I0 integrated over the whole emission

spectrum. Panel (b): The spectra of the two VCSEL for which an efficient modulation

is observed. The arrows indicate the numerically (solid arrows) and analytically (dashed

arrows) calculated frequencies of the breathing modes.

density ρ=4.5 g/cm3, and Poission’s ratio ν=0.34. The treatment of the micropillar as

a monolithic block is only valid for phonons with wavelengths much longer than the

layer thicknesses. The weighted average for the different elastic parameters is generally

not valid, but a rule of mixture needs to be applied. In layered structures, there are

different rules of mixture for loads along or perpendicular to the growth direction [8].

These rules also predict an upper and a lower limit for the elastic properties. However,

due to the almost equal content of AlAs and GaAs in the micropillar and the very

similar elastic coefficients (YGaAs=85.9 GPa and YAlAs=83.5 GPa as well as νGaAs=0.34

and νAlAs=0.34 [1]), the upper and lower limit are both almost identical to the weighted

mean. The bottom ends of the micropillars are immobile attached to the GaAs substrate.

The surrounding polymer and the gold ring contacts on the top are not included, because

the acoustic impedance of AlAs and GaAs are about ten times higher than the one of

BCB [78].

Fig. 6.4 illustrates the result for a micropillar with a diameter of d=3 µm and a height

of h=7.5 µm that equals the nominal thickness of the planar microcavity fabricated in the

first place. The first three mechanical eigenmodes appear at f=0.16 GHz, f=0.47 GHz,

and f=0.72 GHz. These frequencies match the three peaks in the spectrum of the wave-

length modulation λc(t) of VCSEL E1 very well [cf. Fig. 6.2 (a)]. In the images, red

volume represents parts of the pillar where the displacement of the eigenmode is large,
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while blue volumes stay fixed. The displacement distribution of the first mode shows

movement only along the micropillar axis in the z-direction; the bottom of the micropil-

lar is fixed, because it is bound to the substrate, while the displacement amplitude is

increasing steadily towards the top of the micropillar. In the case of the other modes, the

distribution is more complex and the displacement also depends on the radial distance

from the axis of the pillar. In the case of the second and third eigenmode, one and two

additional nodes appear as blue volumes in the center of the micropillar, respectively.

For the fourth eigenmode at f=1.25 GHz no such statement can be made, because the

field distribution looks highly irregular.

f=0.16 GHz f=0.47 GHz f=0.72 GHz f=1.25 GHz

First extensional
mode

Second extensional
mode

Third extensional
mode

First breathing
mode

Figure 6.4: Finite-element simulations of the first four mechanical eigenmodes of a pillar

with a diameter of d=3 µm and a height of 7.5 µm made from an AlAs/GaAs alloy. Red

color indicates volume with a large displacement, while blue volume remains fixed. The

comparison with analytical calculations allows to assign the numerical solutions to the

extensional and breathing modes.

In the next step, the numerically calculated frequencies shall be compared with the two

classes of vibrational modes hosted by micropillars, namely extensional and breathing

eigenmodes. An analytical expression can be obtained for pillars, whose height is large

compared to the diameter h≫d. Extensional modes are eigenvibrations in which the

height of the pillar is alternating and where the motion is exclusively along the z-axis.

If one end of the pillar is fixed, the ground mode possesses one displacement node at the

foot of the pillar. For each higher order, one further node inside the pillar is added. The

frequencies of the n-th order extensional mode is given by

fn,E =
v

2h
(n + 1/2), (6.2)

where n = 0, 1, 2, . . . [68]. Breathing modes describe vibrations of the pillar during which

the diameter d is periodically changed. For free-floating pillars (e.g. for nanorods in a

solution [56]), the motion is only along the radius and there is no motion along the axis
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in z-direction. The displacement field is in this case radial-symmetric and possesses a

node at the axis. The displacement gradually increases towards the sidewalls. For each

higher breathing mode order, an additional ’node-ring’ at a fixed distance from the axis

appears. The frequencies of the n-th order breathing modes can be found via

fn,B =
τnv

πd
(6.3)

with n = 1, 2, 3, . . .. Here, τn is a dimensionless parameter on the order of ∼1. It is given

by the n-th root of an implicit equation involving Bessel functions of the first kind J0

and J1, which mirror the symmetry of the pillar, and Poisson’s ratio ν [68]:

τnJ0(τ) =
1 − 2ν

1 − ν
J1(τ). (6.4)

In the last step, the analytically obtained frequencies for the various eigenmodes will

be compared with the numerically calculated eigenfrequencies. In the FFT spectrum

of λc(t) for VCSEL E1 shown in Fig. 6.2 (a), the analytically calculated values for the

three first extensional modes f0,E, f1,E, and f2,E are sketched by dashed arrows along

with the first three numerically obtained eigenfrequencies indicated by the solid arrows.

Moreover, the analytically found breathing ground mode f1,B (dashed arrow) and the

fourth numerically obtained frequency (solid arrow) are plotted in the FFT spectra of

λc(t) for VCSEL E2 and VCSEL E3 [cf. Fig. 6.2 (b) and Fig. 6.2 (c), respectively]. One

can see that the analytically and the numerically obtained frequency match very well.

This agreement proves that the analytical approach is indeed correct, although the

diameter is on the same order as the height of the micropillar. Moreover, the numerically

found frequencies can be attributed to breathing or extensional modes, which is not very

obvious when looking at the displacement distribution alone. Especially the identifica-

tion of the breathing mode in Fig. 6.4 is difficult, because the displacement distribution

looks very different from the predicted shape due to the fixed foot of the micropillar.

The validity of this classification has further been proven by varying the height and

diameter of the micropillar in the simulations. The frequencies properly show the linear

dependence on h−1 and d−1, respectively. Moreover, the calculated eigenmodes match

the peaks in the FFT spectra of λc(t) very well. From these findings one can conclude

that the response of the different VCSELs is governed by the mechanical eigenmodes of

the micropillars.

While extensional modes very efficiently modulate the emission wavelength λc(t), their

signatures are barely found in the FFT spectra of the intensity modulation ∆I(t)/I0

in Fig. 6.3 (b). One possible reason is related to the different frequencies of the two

classes of mechanical eigenmodes. The interaction of a mechanical strain field with an

inhomogeneously broadened QD ensemble can be well understood by the model presented

in chapter 4. Further theoretical studies are performed in Ref. [134]. With their help

the frequency dependence of the transient lasing modulation due to the shaking effect
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can be understand. The simulations in this work show that the efficiency peaks at

a certain frequency; the period of the mechanical vibrations must be higher than the

exciton lifetime but for very high frequencies the electrons cannot follow the dynamics

of the strain field anymore and the shaking efficiency drops. From this point of view, the

extensional modes are too slow to dynamically increase the number of QDs contributing

to the laser. They still might yield an adiabatic response, which however, does not seem

to affect the lasing intensity strongly. The frequency of the breathing mode is about

1 GHz, such that the period of the oscillations is shorter than the lifetime of excitons in

InGaAs QDs, i.e. f−1
1,B <1.5 ns [cf. Fig. 4.3 (b)].

Figure 6.5: Excitation scheme of extensional and breathing acoustic modes. Panel (a):

Laser emission spectra. The linewidth allows to assess the Q-factor, which is determined

by the sidewall quality. Panel (b): Cross-sectional SEM image of a micropillar. The

red circles indicate gaps between the micropillar and the surrounding polymer. The

occurrence of such gaps might be related to the sidewall quality. Panel (c): Relation

between the contact of micropillar and polymer and the acoustic modes. Good contact

(left side) allows the acoustic pulse traveling in the polymer to grab the micropillar and

start longitudinal motion. Bad contact (right side) leads to gaps between the polymer

and the walls, at which the acoustic pulse is scattered and radial motions might be

launched.

An open question is still why the acoustic pulse starts different classes of mechanical

eigenmodes in the studied VCSELs. The spectrum of excited modes does not depend

on the diameter of the studied micropillars: VCSEL E1 with d=3 µm features exten-

sional modes only; a mixed spectrum of various modes is excited in VCSEL E2 with

d=4 µm; finally, in VCSEL E3 with again d=3 µm the first breathing mode dominates

the wavelength and intensity modulation spectra. Obviously, the different response on

the acoustic pulse is not connected to the nominal geometry of the micropillars. The

most delicate step during the fabrication is the etching process during which the mi-
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cropillars are shaped out of the initially planar microcavity. Although achieving high

quality sidewalls becomes feasible nowadays [97], the roughness still slightly differs from

micropillar to micropillar. The sidewall quality strongly influences the Q-factor of the

micropillar cavity and can therefore be assessed from the linewidth of the laser emission.

Fig. 6.5 (a) shows the spectra of the laser emission for the three studied VCSELs in

absence of the acoustic pulse. VCSEL E1 features the narrowest line with a width of

∆λ=0.07 nm, while the lines of VCSEL E2 and VCSEL E3 are significantly broader with

a FWHM of ∆λ=0.12 nm and ∆λ=0.15 nm, respectively. On a qualitative level one

can deduce that VCSEL E1 features the best, VCSEL E2 a moderate and VCSEL E3 the

worst sidewall quality.

The roughness might affect the way the polymer used to fill the gaps between the

micropillars sticks to the walls. Fig. 6.5 (b) shows a SEM images of a cross-sectional

cut of a micropillar. The two red circles indicate gaps between the polymer (BCB) and

the micropillar, where the polymer does not cover the walls. It might be that not the

micropillars themselves determine which acoustic modes are excited, but the polymer

environment.

In Fig. 6.5 (c) a micropillar with a good (left) and a bad contact (right) with the

polymer environment is sketched. If the contact is good, acoustic pulses propagating

through the polymer next to the micropillar may induce longitudinal motion, since

the polymer grabs the micropillar. Thereby, extensional modes may be started. The

damping of these modes is however supposed to be rather pronounced because of the

strong leaking into the substrate. Indeed, the extensional modes started in VCSEL E1

decay after only a few periods. In the case of a good contact also radial modes are not

expected to possesses a long lifetime, because they couple strongly to the polymer.

If in contrast there are huge gaps between the polymer and the micropillar, the acoustic

pulse coming from the substrate is scattered at these locations. Such scattering process

might excite modes that do not reflect the symmetry of the acoustic pulse, i.e. modes

with motion not only along the z-direction. Moreover, a freestanding micropillar is also

able to perform long-lived radial vibrations, since the contact to the polymer is weak

and axial oscillations probably do not leak very strongly into the substrate.

In electrically pumped micropillar lasers the emission is modulated due to nanome-

chanical eigenmodes of the micropillar, which are started by picosecond acoustic pulses.

No unambiguous signatures of neither the picosecond acoustic pulse itself passing through

the QD layer nor of phononic resonances due to the DBRs were found 1. In fact, it will

be demonstrated in chapter 10 that in general picosecond acoustic pulses may enter

micropillars, but phonons with a frequency above ∼40 GHz are not observed inside.

The modulation can well be explained by the extensional and breathing modes of the

1The emission was also recorded with a shorter streak camera time window of 2 ns providing a time

resolution of 25 ps for a verification
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micropillar. Its acoustic environment, namely its contact to the surrounding polymer,

seem to determine which modes are excited. In the following section, the lasing emission

of freestanding optically pumped micropillar lasers will be investigated. The comparison

of the results will be used to evaluate if the response of electrically and optically pumped

lasers to picosecond acoustic pulses is fundamentally different.

6.3 Optically Pumped Micropillar VCSELs

Two optically pumped micropillars VCSEL O1 and VCSEL O2 with diameters of d=3 µm

and d=5 µm, respectively, are investigated. These representative lasers are chosen here,

since their feature pronounced long-lived oscillations. The lasers are optically excited by

23 ns long laser pulses and the emission is recorded in a 10 ns long time window. The

trigger signal for the excitation laser is chosen such that the maximum excitation inten-

sity overlaps with the center of the recorded time interval. The excitation density in this

maximum is chosen to be about three times the laser threshold. The left side of Fig. 6.6

shows the laser emission recorded by the spectrometer-streak camera-combination. As

expected, VCSEL O1 possesses a broader emission linewidth than VCSEL O2 due to the

thinner diameter and consequently lower Q-factor. At t=0 ns, the acoustic pulse reaches

the micropillars and like for electrically driven VCSELs, a pronounced modulation of the

central emission wavelength λc(t) (black line) takes place. Please note that the slight

redshift of the emission wavelength is probably related to a temperature increase of the

laser due to the optical excitation.

In VCSEL O1 rather irregular oscillations persist during the whole recorded time

range. Compared to the wavelength shifts in the polymer-surrounded electrically driven

VCSELs, the maximum shift is about doubled here to 0.07 nm. The time it takes the

acoustic pulse to travel twice through the top DBR is about 1.45 ns. The two salient

bipolar features centered at t=0.25 ns and t=1.35 ns are therefore probably related to

the transit of the acoustic pulse through the central cavity layer. For the analysis of the

oscillations appearing later on, a FFT is performed for t >0 ns. The result is shown on

the right side of Fig. 6.6 (a). A series of peaks with an equidistant splitting is found.

Such a spectrum is expected for the extensional modes of a micropillar [cf. Eq. (6.2)].

These are calculated for the nominal parameters of the micropillar, which are h=8.7 µm

and v=5243 m/s. The dashed arrows indicate their frequencies starting from f2,E to

f8,E, which agree well with the several experimentally found frequencies. The breathing

mode of VCSEL O1 is supposed to appear at f1,B=1.25 GHz and almost coincides with

the fourth extensional mode f4,E=1.31 GHz. However, the FFT spectrum shows only a

minor peak there so obviously the breathing mode does not play an important role here.

The response of VCSEL O2 looks very similar at a first glance. The evolution of λc(t)

also exhibits two pronounced leading features. The first bipolar feature at t=0.4 ns is

associated with the transit of the acoustic pulse through the central cavity layer. After
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Figure 6.6: Laser emission modulation for the two studied optically pumped VCSELs.

Left: Streak camera images. Red color corresponds to high and black to low intensity.

The solid black line shows the evolution of the central emission wavelength λc(t). Right:

FFT spectra of λc(t). The arrows indicate the analytically calculated frequencies of the

extensional modes.

the reflection from the top surface, a second big shift is observed at t=1.8 ns. The

temporal difference between the two passages is larger than in VCSEL O1; i.e. the top

DBR is thicker. This is probably due to the wedge shape of sample, since VCSEL O1 and

VCSEL O2 are located at different spots on the wafer. After the acoustic pulse has left

the QD layer for t >1.8 ns, VCSEL O2 is vibrating with its nanomechanical eigenmodes.

In the FFT spectrum only four peaks appear, from which the first at 0.75 GHz, the third

at 1.72 GHz, and the fourth at 2.58 GHz form an almost equally spaced series, while

the second peak appears in between at 1.40 GHz. At first, the series of peaks (peak one,

three, and four) is examined. The spacing between these peaks is 0.97 GHz (peak one

and three) and 0.86 GHz (peak three and four), which is about three times the spacing

between adjacent extensional modes. Therefore, breathing modes are considered to be

responsible for the found modulation of λc(t): the dashed arrows show the frequencies

of the first three calculated radial modes. Good agreement is achieved between the

experimentally found peak for the first breathing mode at f1,B=0.75 GHz. For the

higher order modes at f2,B=1.81 GHz and f3,B=2.86 GHz, respectively, this agreement

worsens. Most probably, the analytical expression is not a good approximation for

VCSEL O2 anymore, because the diameter and the height of the pillar are almost the

same. Moreover, the numerically calculated mode distributions in Fig. 6.4 deviate the
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more from the analytical solution, the higher the order. While the motion is exclusively

in the z-direction in the case of the first extensional mode (like the analytical solution

predicts), the higher orders involve also evermore radial motion. The agreement between

the analytically calculated and numerically found modes is consequently expected to

worsen for higher orders.

Finally, the second peak in the FFT spectrum at f=1.4 GHz is not related to any

radial mode and associated with some not further contemplated longitudinal motion.
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Figure 6.7: Laser intensity modulation for the two studied optically pumped VCSELs.

Panel (a): Relative intensity modulation ∆I(t)/I0 integrated over the whole emission

spectrum. Panel (b): FFT spectra of the found intensity modulation. The arrow indi-

cates the analytically calculated frequencies of the extensional and breathing modes.

The relative modulation of the spectrally integrated intensity ∆I(t)/I0 is plotted in

Fig. 6.7 (a). In VCSEL O1, the two transits of the acoustic pulse can be clearly identified

by the two drops at t=0.25 ns and t=1.35 ns. Afterwards, the emission is modulated

with a maximum amplitude of about 15 % throughout the whole recorded time window.

The FFT spectrum of the intensity modulation and the wavelength shifts of VCSEL O1

look very similar [see Fig. 6.7 (b) and the right side of Fig. 6.6 (a)]. Again, a frequency

comb of many equidistant peaks appears that can be assigned to the extensional modes

(dashed arrows). Unlike in the case of the electrically pumped VCSEL E1, also low

frequency components like f0,E=0.15 GHz and f1,E=0.45 GHz yield a small but non-

zero contribution.

In VCSEL O2 the first transit of the acoustic pulse leads to a massive drop of the lasing

efficiency by 60 %, while the reflected acoustic pulse is barely recognizable. Apparently,

the whole acoustic energy is converted into eigenvibrations of the micropillar. This

hypothesis goes well along with the fact that a harmonic oscillation of the lasing emission

sets in at t ∼2 ns. This harmonic oscillation has an amplitude of about 10 % and a

frequency of 0.72 GHz, which corresponds to the first breathing mode f1,B. The other

two breathing modes that were observed in the FFT spectrum for λc(t) are not found
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here.

Just like in the case of electrically pumped VCSELs, different classes of mechanical

modes are excited here, although there is no surrounding polymer that influences the

acoustic environment. In the case of freestanding micropillars, the acoustic environ-

ment should be basically the same. However, the sample was initially fabricated for

cQED experiments without involving picosecond ultrasonics. Therefore, the substrate

was not thinned down and polished and there was no aluminum film deposited on its

backside. In general, picosecond acoustic pulses can be generated without the aluminum

film. A femtosecond laser can be focused on semiconductor structures and create a pi-

cosecond acoustic pulse, given that the absorption length is sufficiently short (∼10 nm).

For GaAs/AlAs, this requires wavelength in the near-UV (∼400 nm) [103]. With the

femtosecond laser system at hand that emits at 800 nm, these wavelengths are easily

accessible by second harmonic generation (SHG). The drawback of this scheme is that

the generation of the acoustic pulse with high power laser pulses is accompanied by the

excitation of electron-hole-pairs. These can feed the laser and strongly influence the

lasing emission. It would be hard to distinguish the effects originating from strain and

from free charge carriers. In contrast, having an aluminum film on the backside allows to

spatially separate the studied structures from the generation area of the acoustic pulse.

Therefore, the metal film is mandatory if the laser emission modulation due to coherent

phonons shall be assessed.

Depositing the aluminum film on the sample backside was rather challenging, because

the micropillars on the front were already carved out. Usually the samples are glued

with the front facet to a holder while the substrate is polished and the metal film is

deposited. In order to protect the micropillars from the glue, a thin cover made from

photoresist was spin coated on the sample. Fig. 6.8 (a) shows a microscope image from

an intact micropillar array with different radii under this protective cover. After the

substrate had been thinned and the metal film had been fabricated, the photoresist was

removed in an acetone ultrasound bath. In most of the spots, the micropillars survived

this treatment and only little remnants of the photoresist were found [cf. Fig. 6.8(b)].

Some areas are unfortunately permanently damaged: either by stains of photoresist that

could not be removed or because the micropillars were broken and completely destroyed.

Fig. 6.8 (c) depicts such an area, where the damage is quite noticeable. The procedure

of adding and removing the photoresist cover was carried out and the images were taken

by the group of Horst Fiedler from the TU Dortmund university.

The micropillars are selected by two criteria during the experiments. First, images

from the sample surface are obtained with the same microscope objective that is also

used to collect the emission in order to select an undamaged micropillar array. Un-

fortunately, these images do not have the same optical quality (in terms of magnifica-

tion, contrast, lighting, resolution) like the ones obtained during the preparation process

shown in Fig. 6.8 and it is hard to say whether individual micropillars are really undam-
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aged. When an undamaged array is found, the micropillars with the narrowest linewidth

(which often goes hand in hand with a low laser threshold) among those who feature the

proper mode distribution expected from Eq. (3.10) is chosen. This approach guarantees

that the micropillar is not broken but does not ensure that the micropillar is not covered

by small amounts of remaining photoresist. These stains might influence the mechan-

ical properties of the micropillars and determine, which eigenmodes are excited by the

acoustic pulse.

a) b)covered

removed

stained

c)

Figure 6.8: Top views of micropillars during the substrate polishing process. Panel

(a): photoresist covered micropillars. Panel (b): Micropillars after the resist has been

removed in an acetone ultrasound bath. Panel (c): Some areas remain stained and even

destroyed micropillars are observed.

6.4 Comparison between Electrically and Optically Pumped

VCSELs

The comparison of the results for electrically and optically driven micropillars revealed

that both lasers behave basically in the same way. Either extensional, breathing, or a

mixture of both nanomechanical modes were excited, which leds to a modulation of the

emission wavelength and intensity. While the modulation of the emission wavelength

did not depend on the frequency of the vibration, the intensity modulation was more

efficient for frequencies, whose period is approximately in the same order or shorter

than the lifetime of the electrons; i.e. f >∼1 GHz. Especially in VCSEL E1, where only

the lowest order extensional modes were vibrating, the intensity modulation was almost

negligible. The strongest intensity quenching by a factor of about 50% was observed in

the optically and electrically pumped VCSELs shortly after the injection of the acoustic

pulse into the micropillars. At least in the case of the optically pumped VCSELs, these
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drops could unambiguously be assigned to the transit of the acoustic pulse through

the QD layer. The long-lived nanomechanical vibrations also resulted in both cases in

remarkable harmonic intensity modulations with amplitudes of up to 15 %.

The most noteworthy difference between the freestanding optically excited and the

polymer-surrounded electrically driven VCSELs was the number of simultaneously ex-

cited modes. While in VCSEL E1 only three extensional modes were vibrating at a time,

up to eight extensional modes were simultaneously excited in VCSEL O1 2. Most prob-

ably, higher order modes are strongly damped in electrically driven VCSELs because of

the contact with the polymer.

The experiments showed that the response of a micropillar laser is not so much de-

termined by the pumping scheme but by its acoustical environment. The spectrum of

the excited modes appears rather unpredictable beforehand and even nominally iden-

tical micropillars showed a totally different response to the acoustic excitation. This

sensitivity towards the acoustic environment might also turn out to be an advantage: in

the case of electrically pumped micropillars for example, the found modulation might be

useful for the characterization of the contact between the polymer and the micropillar,

for which otherwise X-ray images or cross-sectional cuts are required.

2This observation holds also true for the many not shown electrically and optically pumped VCSELs
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Conclusion and Outlook

Picosecond ultrasonics were used in this part of the thesis for the emission modulation

of VCSELs. Lasers with various designs were studied with the intention to find out how

different realizations of the basic laser components can be exploited for an ultrafast and

efficient laser emission modulation.

Planar microcavity lasers with an inhomogeneously broadened QD ensemble, on the

one hand, and groups of homogeneously broadened QWs, on the other hand, were stud-

ied. The different choice of the active medium strongly influences the interaction with

coherent phonons. In the case of the homogeneously broadened QWs, the picosecond

acoustic pulse modulated the detuning with respect to the cavity mode, which in turn

influenced the laser efficiency. The optical gain depends nonlinearly on this detuning

and strong amplifications and quenchings of the emission intensity were found, when the

initial detuning was decreased or increased, respectively. The experiments have shown

that the perturbation is adiabatic and the laser intensity evolution could be linked to the

time profile of the applied strain; if the strain is small enough (∼10−4), an even linear

relation was found.

The research showed that a more complex interplay needs to be considered for the

inhomogeneously broadened QD ensemble. Most of the QDs trap the electrons in states

off-resonant with the cavity and therefore form an highly excited reservoir. This becomes

accessible for the light field when applying strain. A theoretical model for the QD

laser including the coherent phonon perturbation was developed, to evaluate, if this

off-resonant reservoir needs to be accounted for or if the QDs basically behave like the

QWs. To validate the model, experiments were performed, in which the relative emission

modulation was recorded for various detunings and pump powers. The curves showed

an up to tenfold amplification and almost complete quenching of the laser emission

on picosecond timescales. These findings were well reproduced by the model. The

relative contribution of the adiabatic response and the transient shaking effect that were

indistinguishable in the experiment could be investigated separately by the model. The

analysis showed that even for a vanishing initial detuning, a net intensity increase by

95
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almost 50 % is achieved when applying fast mechanical vibrations. This finding proved

that transient effects indeed play an important role in inhomogeneously broadened gain

materials and can be exploited for an ultrafast intensity amplification of VCSELs.

Planar microcavities with mechanical resonances emerging from the DBRs and more-

over micropillar resonators with additional nanomechanical eigenmodes due to the pillar

geometry were studied as laser resonators. The injection of the picosecond acoustic pulse

launched the acoustic eigenvibrations in the experiments. In planar microcavities, the

transit of the acoustic pulse through the active area could well be monitored. Moreover,

long-lived resonances associated with the acoustic stop band edges of the DBRs were

excited. These eigenvibrations led to a remarkable modulation of the laser intensity with

frequencies of up to 40 GHz, an amplitude of 10 %, and a lifetime longer than 1 ns, even

at room temperature. This fast modulation can unfortunately not be used as a direct

way to modulate lasers in a controlled manner, since the vibrations cannot be switched

on and off at will. Nevertheless, the experiment proved that in principle VCSELs can

be operated faster than in present commercial technology, which relies on a modulation

of the pump current. In micropillar VCSELs only the nanomechanical extensional and

breathing eigenmodes with frequencies below 10 GHz were excited by the acoustic pulse.

Whether radial or longitudinal motion was started, crucially depended on the contact

of the micropillar with its acoustic environment. No fingerprints of DBR modes with

higher frequencies were found. It will be shown later in chapter 10 that not the lim-

ited time resolution of the streak camera prevented the detection of these faster modes,

but that there is a cut-off frequency for phonons that may enter micropillars. For the

perspective of a fast and efficient laser modulation, planar microcavity structures are

definitely favorable, since the microcavity modes are faster and the spectrum of excited

modes is much more deterministic.

The pump excitation scheme was shown not to directly influence the response of

micropillar VCSELs to picosecond acoustic pulses. However, in electrically pumped VC-

SELs less nanomechanical modes than in freestanding micropillars were excited, likely

due to the polymer surrounding. Further experiments with planar lasers should be con-

ducted to prove that electrical pumped VCSEL can not only be modulated by micropillar

eigenmodes, but also by the faster vibrations supported by the DBRs.

There are several ideas for future experiments to refine the design of VCSELs in order

to add more functionality to the emission modulation. In this thesis, only the intrinsic

ability of the optical mirrors to reflect phonons was exploited so far. The frequencies of

the acoustic resonances were predetermined by the wavelength of the optical mode. One

way to enhance the VCSEL design is to incorporate a DBR structure into the resonator,

which is dedicated exclusively to phonons. In the proposed new design, the λ-cavity

spacer of the optical cavity is replaced by a finer structure; this consists of two purely

acoustic DBRs and one acoustic cavity spacer and forms a complete acoustic microcavity

on its own. The layer thicknesses of the acoustic DBRs have to be much shorter than
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the photonic wavelength (∼5 nm), such that the acoustic microcavity can be treated

as a uniform layer with an averaged refractive index for the confined light field. The

length of the whole acoustic microcavity sandwiched between the thick optical DBRs

must sum up to an optical λ-cavity; the acoustic cavity spacer sandwiched between the

two thin acoustic DBRs must be equal to an 3/2-λ-cavity for phonons. In the center

of the structure, the light field intensity possesses an anti-node, while the displacement

possesses a node (and the strain field consequently an anti-node). The coupling of

heterostructures to photons and phonons is simultaneously optimized at this position.

By choosing the layer thicknesses of the acoustic DBRs, the phononic resonances can be

tailored independent from the optical properties. In structures made from AlAs/GaAs,

phonons with frequencies of up to 1 THz can be confined inside an optical λ-cavity

for near-infrared light [129], which would allow a much faster laser modulation than

observed in this thesis up to now.

In future experiments it can be possible to selectively excite phonons with a single

frequency instead of broad band picosecond acoustic pulses. This is useful when any

kind of acoustic resonances shall be addressed. The metal film featuring a short optical

absorption length needs to be replaced by a superlattice made from one absorbing and

one transparent material [137]. In the superlattice, only the opaque material will be

heated up and expand, such that the periodicity of the superlattice is imprinted onto

the spatial displacement distribution. The repetition rate of the excitation laser needs

to match the frequency of the phonon with the wavelength that corresponds to this

periodicity.

Electrically pumped optomechanical resonators bear huge potential for new electri-

cally driven sources of coherent sound radiation - the so-called sasers. The stimulated

emission of phonons is mediated by the active medium, for example a single QD: every

time an electron-hole pair recombines due to lasing, phonons with a spectrum defined

by the length scale of the QD are emitted [135]. The acoustic mirrors can be designed

to reflected these phonons back at the QD. Arriving at the QD, the phonons trigger the

recombination of the next electron-hole-pair due to lasing, given that the QD is initially

detuned from the cavity. This way, each passage of phonons through the gain materiel

would create more phonons and a stable acoustic field may build up. Electrically pumped

sasers with these frequencies would be useful for ultrasound imaging techniques able to

resolve nanometer-scaled objects.

Last but not least, single-photon sources that are acoustically driven with GHz fre-

quencies should be mentioned as an outlook. Single QDs might be shifted in and out

of resonance with a cavity mode by resonant acoustic vibrations. Every time the strain

field establishes resonance, the QD emits a photon due to the Purcell effect. Thereby

a train of identical single photons is generated. This can be realized for example in

micropillars, which offer a high indistinguishability of 99 % and an extraction efficiency

of 66 % [41].
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Nanoscopy of Semiconductor
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Introduction

The term nanoscopy refers to an imaging/metrology technique that allows for measure-

ments with nanometer accuracy. In the previous part of the thesis, it was shown that

this is the length scale for most components of VCSELs: the heterostructures serving

as the active medium, namely QWs and QDs, are nanometer-sized objects and so is the

thickness of the layers forming microcavities for visible to near-infrared light. Deviations

from the nominal thicknesses by only a few nanometer strongly affect the efficiency of

such a laser; either via a detuning or misplacement of the active medium with regard to

the photonic mode’s energy or light field anti-nodes, respectively. Also for other photonic

devices an exact knowledge of the geometry is important to assess their performance, in

particular for challenging applications that require to reach the strong coupling regime

[113].

Nowadays, there are many suitable nanoscopy methods and one can choose the most

fitting for the desired task. If surfaces shall be mapped, one may use atomic force mi-

croscopy. This technique provides surface reliefs with nanometer precision [15]. Another

possibility to image surfaces is to use scanning electron microscopes (SEM). Modern

scanning electron microscopes offer nanometer precision and below [64]. If also depth

information is required, one may cut the sample and image its cross-section by SEM.

Although the sample is destroyed, this approach is the often the most practical way to

go owing to the relatively straight forward operation and the easy to interpret data.

However, sometimes cross-sectional cuts are not available or would damage the sample

so much that the structure of the specimen is lost, for example in the case of biological

cells. In this case, one has to rely on non-invasive methods. Among these methods

X-ray imaging and ellipsometry are most prominent. Both of these methods suffer from

drawbacks, which restrict their versatility. X-ray imaging is based on interpreting an

interference pattern that requires different electronic densities in the various layers for a

good contrast. Structures composed of materials with a similar electron density appear

as uniform blocks. Moreover, X-ray imaging is very sensitive to the interface quality

[139]. If non-lattice matched materials are grown on top of each other and the interface

quality is bad, the interference signal might blur out. Ellipsometry is another powerful

tool for the metrology of layered structures. Here, the polarization change of light being
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transmitted through and reflected from the specimen is recorded for various angles and

wavelengths. From the obtained information and with knowledge of the optical proper-

ties of the sample, the underlying structure can be recalculated. This technique is widely

used during the growth of layered structured by MBE. Usually, each new layer is char-

acterized right after its growth and its thickness is used as the only unknown parameter

to fit the calculations to the recorded data. If a multilayered structure is investigated

for which no information is available beforehand, several layer thicknesses are unknown

and enter the model as free parameters. The solution becomes the more ambiguous, the

more layer thickness need to be determined, and ultimately the method fails.

Another non-invasive nanoscopy method with depth resolution is ultrasound imaging.

This technique is the technological standard for in-vivo investigation in medical appli-

cations. The sound wave is generated by piezoelectric transducers. Similar to surface

acoustic waves, the frequency of the applied voltage determines the frequencies of the

sound wave. The sound wave is send into the specimen and focused either by an acous-

tic lens or by beam shaping at the desired depth. Echoes of the incoming sound wave

originate from everywhere where the acoustic impedance is changing. These echoes are

recorded by the same electrical transducers used for the generation process [27]. For

standard medical investigation, phonon frequencies up to 50 MHz are employed. The

highest spatial resolution for more advanced research, e.g. for the investigation of single

cells, is achieved by acoustic microscopes with a maximum phonon frequency of 2 GHz

[17]. These phonons allow to reach an accuracy of a few micrometers, depending on the

exact sound velocity inside the specimen.

For the characterization of nanometer-scaled photonic devices one has to employ sub-

THz phonons with shorter wavelengths. Picosecond ultrasonics provide the only suitable

framework for the generation of coherent phonons with such frequencies, since piezo-

electric transducers reach their technological limit around 30 GHz [108, 67]. Indeed,

picosecond ultrasonics have been extensively used for the 3D-imaging of biological cells

[36, 101, 39], nano-crystals [61], and for the characterization of thin films [77]. The

technique has recently left the scientific stage and is now commercially offered by the

french company Menapic.

In order to resolve the arrival times of echoes originating from internal interfaces with

a distance on the order of nanometers, the detection must provide a sufficient tempo-

ral resolution. The necessary resolution is determined by the speed of sound and in

the order of picoseconds for most materials. Most electronics are not fast enough to

work with signals so short and another detection scheme has to be employed. The first

pioneering work on picosecond ultrasonics from 1986 has already presented a way to

optically detect acoustic pulses with sub-picosecond laser pulses [128]. The idea is to

record the reflectivity of the sample: every acoustic echo arriving at the surface locally

changes the optical properties and therefore modulates the intensity of the reflection

originating from there. However, the reflectivity modulation depends on a lot of param-
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eters, among these are for example the penetration depth of the chosen probe wavelength

and the coupling between the mechanical strain and the refractive index. Especially for

light that is weakly absorbed by the structure and also reaches buried layers, it is not

straight forward to interpret the reflectivity modulation. Often, a sophisticated theo-

retical analysis is required to understand the signals and deduce information about the

layer thicknesses. There are nevertheless specially designed strain detectors, which can

be used to minimize this effort and to obtain the strain profile relatively easily.

This part of the thesis focuses on nanoscopy experiments involving picosecond ultra-

sonics and an all-optical sound detection scheme. It starts with chapter 8, where the

fundamental theory about acousto-optical interactions is revised. A method is presented

to calculate the reflectivity modulation of a photonic device while a picosecond acoustic

pulse propagates inside. With this theoretical background in mind, an ultrafast and

efficient strain detector is presented and analyzed in chapter 9. This strain detector is

based on a single QW made from cubic GaN, which is able to map the strain profile

passing through. In chapter 10, the method of acoustic nanoscopy is expanded to an

acousto-optical nanoscopy. The idea is not to characterize the studied structure with

the help of acoustic echoes arriving at a certain position, but with the help of a deeply-

penetrating light field. A probe wavelength is chosen, which reaches all buried layer

junctions, such that a reflected beam originates from every internal interface. While the

acoustic pulse propagates through the specimen, it sequentially passes each layer and

thereby modulates the reflection originating from there. A unique interference pattern

is recorded, that can be used to reconstruct the underlying light field distribution. The

calculations do not only yield the light field distribution itself, but also automatically

provide the layer thicknesses based on Maxwell’s equations. The chapter starts with

detailing the theoretical background of the acousto-optical nanoscopy and afterwards

the method is applied to a slow-light mode of an AlAs/GaAs micropillar resonator.
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Chapter 8

Acousto-Optic Interactions

Already in the first successful experiment with picosecond ultrasonics in 1986, the pi-

cosecond short acoustic pulses were detected with pulsed lasers [128]. An optical detec-

tion scheme is quite natural, because the generation process of the acoustic pulses, on the

one hand, already involves sub-picosecond laser pulses, which, on the other hand, also

provide a sufficient time resolution. Usually, nanoscopy experiments with picosecond

acoustic pulses are all-optically realized in time-resolved pump-probe setups; the pump

beam is used to generate the acoustic pulse and the reflection of the probe beam from

the sample is recorded to monitor its propagation.

By tuning the employed laser wavelength either into the absorption or transparency

region of the acoustic medium, the acoustic pulse is probed at the surface only or also

tracked inside volume material, respectively. In the early experiments following the

initial demonstration, the reflectivity modulation of bulk materials was observed. The

profile shows a characteristic oscillation pattern originating from the dynamic inter-

ference of two parts of the probe beam. One part is reflected from the surface of the

sample and the other from the depth of the material: here, a part of the light transmitted

through the surface is reflected from the acoustic pulse, where the optical properties are

locally perturbed due to the mechanical strain. While the acoustic pulse is propagating

towards or back from the sample surface, the phase difference between these two beams

is alternating and the so-called coherent Brillouin-oscillations are observed. From their

frequency information about the refractive index and the sound velocity of the studied

volume material is deduced [127].

Coming from these rather simple beginnings, picosecond ultrasonics were used for

the nanoscopy of more complex devices. Often layered planar photonic devices with

layer thicknesses down to a few nanometers were investigated, whose reflectivity ex-

hibits strong modulations when the probe wavelength is close to an optical resonance

[131]. In such layered structures also the acoustic pulse propagation is more complicated

and any proper theoretical treatment of the acousto-optical interactions must include

the acoustic reflections (and multireflections) originating from the internal interfaces. In
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recent years, a comprehensive theoretical description has been developed for the propa-

gation of picosecond acoustic pulses through and their optical detection in planar layered

structures [80].

Before addressing the results of the nanoscopy experiments presented in this part of the

thesis, the basic theory is shortly outlined in this chapter. At first, the transfer-matrix

method is introduced, which allows to determine the acoustic and optic properties of

the studied structure. These are the reflectivity and the field distributions for phononic

and photonic modes. Moreover, the temporal displacement and strain profile at every

position inside the structure after the injection of an arbitrary acoustic pulse can be

calculated by this method. In the second section, the different mechanisms by which the

acoustic pulse perturbs the optical properties of a photonic device are discussed. These

are namely (i) the photoelastic effect that links mechanical strain to a modulation of

the refractive index and (ii) the interface displacement, which relates the movement of

internal interfaces to a characteristic interference pattern. Finally, these two mechanisms

are included as a perturbation in the optical transfer-matrix of the sample to calculate

the reflectivity modulation in the presence of an acoustic pulse.

8.1 Transfer-Matrix Method

The transfer-matrix method is a powerful tool to easily calculate electric or acoustic field

distributions inside layered structures. In the following, the transfer-matrix method is

presented for optics, but the concept can very easily be transferred to acoustics by substi-

tuting photon characteristics with their phononic counterparts, e.g. speed of light with

sound velocity. In the transfer-matrix approach, light or acoustic pulses are decomposed

into their frequency spectrum and each frequency is treated independently. Consider

the structure shown in Fig. 8.1 (a) that consists of N layers, which are denoted by an

index j = 1, 2, . . . , N starting from the front surface. Two semi-infinite layers - labeled i

for initial and f for final - enclose the structure. In each layer, the electric field Ej,ω(z)

can be written as a superposition of a right- and a left traveling wave

Ej,ω(z) = E+
j,ω exp [i (kj,ωz − iωt)] + E−

j,ω exp [−i (kj,ωz + iωt)], (8.1)

where the wavevector equals kj,ω =
njω

c
and nj is the refractive index in the j-th layer.

The time dependence as well as the index ω will in the following be omitted for simplicity.

The amplitudes of the two counter-propagating plane waves E+
j and E−

j are stored in

a two component vector ~Ej that is assigned to every layer. The initializing amplitudes

at the left side of the front surface are given by ~Ei =
(
E+

i , E−

i

)T
= (1, r (ω))T; i.e. the

amplitude of the incident electric wave is normalized to 1, while the structure’s complex

reflection coefficient r(ω) determines the amplitude and phase of the reflected wave. A

2×2 interface matrix Ij→j+1 links the amplitudes on the left and on the right side of the
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interface between the layers j and j + 1 with each other




E+
j+1

E−

j+1


 =

1

2




1 +
nj

nj+1
1 −

nj

nj+1

1 −
nj

nj+1
1 +

nj

nj+1




︸ ︷︷ ︸
=Ij→j+1




E+
j

E−

j


 . (8.2)

The entries reflect the Fresnel equations for light of perpendicular incidence. The prop-

agation through a layer j is accounted for by a propagation matrix Pj given by

Pj =




exp (+iϕj(ω)) 0

0 exp (−iϕj(ω))


 , (8.3)

which basically appends a phase ϕj(ω) =
djnj

c
ω to the plane waves, where dj is the

thickness of the layer. Every planar layered structure can be described by a transfer-

matrix M that is a product of interface and propagation matrices. This matrix links the

electric field on the front surface with the final one on the other side of the structure that

is given by ~Ef = (t(ω), 0)T, where t(ω) is the transmission coefficient. The structure

transfer-matrix M is defined by




t(ω)

0


 = IN→f PN




N−1∏

j=1

Ij→j+1Pj


 Ii→1

︸ ︷︷ ︸
=M−1




1

r(ω)


 . (8.4)

From these linear equations, one can easily deduce the complex reflection and transmis-

sion coefficients r(ω) = M21

M11
and t(ω) = 1

M11
, respectively, as well as the total reflectivity

R(ω) = |r( ω)|2 and transmissivity T (ω) = 1 − R(ω). The field distribution for each

frequency inside the structure can be recalculated from the amplitudes stored in ~Ej . In

the case of periodic structures like DBRs, the transfer-matrix can be used to calculate

the dispersion of the folded wavevector of light q(ω). For an infinite superlattice with

layer thicknesses dA and dB one finds via the Floquet theorem

cos (qD) = cos

(
ω

dAnA

c

)
cos

(
ω

dBnB

c

)
−

1 + δ2

2δ
sin

(
ω

dAnA

c

)
sin

(
ω

dBnB

c

)
, (8.5)

where D = dA + dB is the superlattice periodicity and δ = nA

nB
[122]. An example for the

dispersion inside a superlattice is discussed in detail in chapter 5.

So far, transfer-matrices are only used to calculate static features. The method can

be expanded for the simulation of temporal displacement field profiles u(z, t) or electric

field profiles E(z, t) at any position inside the structure after the injection of an arbitrary

input pulse. For any position z, one can introduce a matrix T (z) that links the final
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electric field ~Ef with the amplitudes at the position z



s̃+(z, ω)

s̃−(z, ω)


 = T (z)




t(ω)

0


 (8.6)

and yields the so-called scattering states s̃(z, ω) = s̃+(z, ω)+s̃−(z, ω) [63]. These scatter-

ing states form a complete and orthogonal set of eigenfunctions for the layered structure

[45]. The temporal evolution of an input pulse E(z, t = 0) can be calculated in the basis

of the scattering states via

E(z, t) =

∫
dωg(ω)s̃(z, ω) exp (iωt). (8.7)

Here, g(ω) is the scalar product of the input pulse E(z, t = 0) with the orthogonal set of

basis functions s(z, ω) that the scattering states form. It is important to stress that this

calculation becomes really easy if the light pulse is initially located far away from the

structure, because g(ω) can very well be approximated by the spatial Fourier-transform

Ẽ(k) of the input pulse in this case: g(ω)≈Ẽ(k(ω)).

All considerations can be applied to acoustics one-to-one by substituting (i) the electric

field by the displacement E→u, (ii) the speed of light by the sound velocity in the phase

accumulation for the layers ϕ(ω) = dn
c

ω→d
v
ω, and (iii) the refractive index by the

acoustic impedance in the interface matrices n→Z. When the strain profile η(z, t) shall

be found, the displacement profile u(z, t) needs to be numerically derived with respect

to z and therefore must be calculated for at least two positions.

In the nanoscopy experiments performed in this part of the thesis, the transit of

acoustic pulses through photonic devices is tracked by monitoring the optical reflectivity

R(t) with a femtosecond laser. The presented transfer-matrix method allows one to

calculate the spatio-temporal strain and displacement profiles η(z, t) and u(z, t) of the

injected acoustic pulse. The next section will explain, how these profiles can be included

in a perturbed optical transfer-matrix to obtain the time-depended optical reflectivity

R(t). The mechanisms by which the acoustic pulse alters the optical properties of the

studied structures are reviewed to this purpose at first.

8.2 Photoelasticity and Interface Displacement

The photoelastic effect couples the strain in a medium to a change of the index of

refraction. In strained crystals, there are manifold physical origins of this effect like

shifts of the electronic band structure, new orientations of electronic atom shells, or

piezo-electricity. The most prominent application is related to the fact that strain may

turn optically isotropic materials anisotropic and therefore makes birefringence occur.

From studying the birefringence pattern of structures, one can measure the internal

strain distribution of complex geometries.
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Figure 8.1: Transfer-matrix method. Panel (a): Transfer-matrix in an unperturbed

multilayered structure. The electric field is incident on the left side and transferred to

the right side by a successive multiplication with propagation and interface matrices.

Panel (b): Calculation of a transfer-matrix including a picosecond acoustic pulse as a

perturbation. Each layer is sub-divided into several grid points, which must be so closely

spaced that they can spatially raster the evolution of the strain η(z, t) and displacement

u(z, t). The refractive index and the position of each grid point is manipulated by the

strain and displacement field.

The dielectric function is given by a second rank 3×3 tensor ǫ in anisotropic materials.

The relation between the change of the dielectric tensor for photons with a given energy

E in presence of mechanical strain is described by the phenomenological fourth rank

photoelastic tensor p(E)

∆

(
1

ǫ(E)

)

ij

=
∑

ijkl

pijkl(E)ηkl. (8.8)

The number of independent entries of p(E) is reduced in crystals due to symmetries.

In the zinc-blende crystals GaAs/AlAs and Al/GaN studied here, only 3 non-vanishing

independent components remain [138]. These semiconductors are moreover optically

isotropic and thus ǫ becomes a scalar. The number of indices in Eq. (8.8) is further

reduced because the acoustic pulse does only exert uniaxial strain along one direction,

such that only ηzz needs to be considered. For these conditions, one photoelastic co-

efficient p(E) is sufficient to describe the change of the refractive index. However, the

detailed dispersion of p(E) is generally not even for this most simple case available for

the whole range of studied photon energies.

Here, the optical reflectivity of semiconductors is probed with photon energies close to

the band gap, where the photoelastic effect mainly originates from shifts of the electronic

band structure. The change of the complex index of refraction ñ = n + iκ can well be



110 CHAPTER 8. ACOUSTO-OPTIC INTERACTIONS

approximated in this spectral range by

∆ñ =
∂ñ

∂E

∂E

∂η
η =

(
∂n

∂E
+ i

∂κ

∂E

)
∂E

∂η︸ ︷︷ ︸
=p(E)

η, (8.9)

where ∂E
∂η

is the deformation potential for electrons and holes [cf. Eq. (4.1)], while
∂n
∂E

and ∂κ
∂E

are the dispersions of the refractive index n and the optical extinction

coefficient κ, respectively [12]. These two dispersions fully determine the dependence of

the photoelastic coefficient p(E) on the photon energy, since the deformation potential

is constant.

The acoustic pulse may manipulate the refractive index in a homogeneous bulk medium

at its momentary position. This local perturbation becomes observable in the optical

reflectivity R(t), if the probe wavelength can penetrate through the medium to the posi-

tion of the acoustic pulse; i.e. the acoustic pulse can be observed only within the optical

absorption length. The presence of the acoustic pulse manifests itself in the coherent

Brillouin-oscillations mentioned in the introduction, which appear due to the interfer-

ence of the reflection originating from the front surface and from the acoustic pulse.

Whether their interference is constructive or deconstructive, depends on the distance

of the acoustic pulse from the surface. While the acoustic pulse propagates towards or

back from the surface, R(t) therefore oscillates with a frequency given by

fB =
2v

λ

√
n2 − sin (θ). (8.10)

In this equation, θ is the incident angle of the probe light wave on the sample surface.

The same equation can be derived from the momentum conversation, when one assumes

that an incident photon with vacuum wavelength λ is back-scattered from a phonon with

a frequency of f . In a homogenous bulk material, these harmonic oscillations - plus an

envelope defined by the absorption length - are the only modulation of R(t).

In layered structures, another contribution that is related to a displacement of material

interfaces needs to be taken into account. The optical reflectivity R(t) is determined by

the intensity of the beam being reflected by the whole structure. This beam is composed

of all the beams being reflected from the numerous interfaces of the structure, either

originating from the surface or from the internal interfaces. The acoustic pulse moves

an interface when passing it. Its displacement is translated into a phase shift of the

reflection originating from there with respect to all other unperturbed reflected beams.

This phase shift becomes observable in the total reflectivity R(t) due to a modulation

of the interference terms. The resulting modulation of the reflectivity depends on many

things, for example on the position of the moved interface, its dielectric function contrast,

and the phase difference of its reflection relative to the numerous others reflected beams.

Regarding the last point, one has to mention that in many cases the most dominant

interference term is the one between the reflection from the surface and the moved
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interface. Please note that in optical resonators the reflectivity modulation R(t) is also

accompanied with a modulation of the photonic resonances, as described in chapter 5

and chapter 6.

Both acousto-optical mechanisms (photoelasticity and the interface displacement ef-

fect) can be included in an optical transfer-matrix for the numerical simulation of R(t).

To this end, the different layers of the studied photonic device are divided into a smaller

sub-grid, such that the distance between the grid points is short enough to sample the

dynamics of the acoustic pulse. This depends on the highest occuring phonon frequency

and typically requires an accuracy of ∼0.1 nm. The scheme is illustrated in Fig. 8.1

(b): to each grid point j at a position zj(t), a propagation matrix Pj(t) and an interface

matrix Ij→j+1(t) is assigned. These matrices include the perturbation induced by the

acoustic pulse. The phase ϕj(t) in the propagation matrix Pj(t) is given by

ϕj(t) =
[zj+1(t) − zj(t)] nj(t)

c
ω, (8.11)

where the initial position of the sampling point z0
j and the initial refractive index n0

j

are modulated via zj(t) = z0
j + u(z0

j , t) and nj(t) = n0
j + p(E)η(z0

j , t), respectively. The

interface matrix from one grid point to the next Ij→j+1(t) becomes time-dependent by

inserting nj(t) and nj+1(t). Please mind that it is important to catch the internal ma-

terial interfaces with a grid point for a proper description of the interface displacement

effect. Therefore, it is advantageous not to take equidistant sampling points, say every

1 nm, but to strictly assign a sampling point to every material interface. The com-

plete perturbed transfer-matrix is obtained from multiplying the grid matrices Pj(t) and

Ij→j+1(t) in the same manner as in Eq. (8.4).

In general, both acousto-optical mechanism lead to a modulation of R(t) in layered

structures because strain (responsible for the photoelastic effect) and displacement (leads

to the interface displacement effect) are mutually dependent on each other and one of

them does not occur without the other. In the following, it will be shown that it is

possible to tailor the experiment such that one of the two acousto-optical mechanisms

becomes the dominant contribution. If this is achieved, the response of R(t) couples

exclusively to either the mechanical strain or to the displacement and the two mech-

anisms do not interfere with each other. Often, this makes the found response more

unambiguous and much easier to interpret.

In the next chapter, a single QW made from cubic GaN serves as an ultrafast and effi-

cient detector for strain. This is achieved by choosing an optical probe wavelength where

the dispersion is particularly steep, which goes hand in hand with a high photoelastic

coupling constant p(E). On the opposite, the interface displacement effect governs the

reflectivity modulation when the dispersion is flat, for example, if the photon energy is

in the transparency region far enough from any resonance. Under these circumstances,



112 CHAPTER 8. ACOUSTO-OPTIC INTERACTIONS

one can deduce useful information about the positions of the internal interfaces from the

reflectivity modulation. In chapter 10, this idea is elaborated in more detail and used

for the acousto-optical nanoscopy of a micropillar resonator.



Chapter 9

Cubic GaN Single Quantum Wells

as Ultrafast Strain Detectors

One key element of nanoscopy experiments with picosecond ultrasonics is the detection

of the acoustic echoes, from whose arrival times information about a hidden or buried

structure are obtained. There are several criteria the detection scheme must meet in or-

der to conserve the high spatio-temporal resolution that the picosecond acoustic pulses

provide. First of all, the strain pulse needs to be detected in a small volume or area.

In a bulk-like material, the presence of the acoustic pulse becomes visible in the reflec-

tivity modulation as coherent Brillouin-oscillations, but these yield no straight forward

information on where the acoustic pulse is actually located. Therefore, it is important

that only a limited volume is sensitive to the strain pulse. Ideally, the detector is able to

raster the profile of the acoustic pulse passing through. This requires volume thickness

in the propagation direction on the order of nanometers. The second important point is

that the detector material must respond to strain on a picosecond timescale not to lose

the high temporal accuracy of the acoustic pulses.

There are several realizations for a detection scheme that fulfill these requirements.

One idea is to electrically detect sound. The approach is based on p-n-junctions or

Schottky diodes, where the transit of picosecond acoustic pulses through the depletion

zones leads to a measurable current [29, 85]. In this scenario, the depletion zone is

the limited volume. Only signal rise times longer than 30 ps have been reported so

far, because the bandwidth of the employed read-out electronics was below 12.5 GHz

[85]. Besides the electronics, also the capacitance and inductance of the diodes need to

be improved to make the all-electrical detection of sub-THz phonons become feasible.

A second strategy is an all-optical detection. This can be achieved by monitoring the

reflectivity of the studied sample by probe lasers, like discussed in the previous chapter.

In order to define a fixed detection volume, one can rely on a laser with a short absorption

length and detect the acoustic pulse near the surface of bulk-like materials [128, 10].
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When also depth information is required, one relies on thin buried layers. In order to

achieve a good spatial resolution in this case, the layers must be as thin as possible and

therefore most commonly QW structures are used nowadays [81, 85]. The transit of the

acoustic pulse through these thin layers can be tracked due to the interface displacement

and the photoelastic mechanism. Since the barriers enclosing the QW have higher band

edges per design, their electronic resonances and also the dispersion of the refractive

index are significantly different. Given that the probe wavelength is chosen properly, the

photoelastic mechanism in the QW may exceed the one of the adjacent barriers by orders

of magnitude. All-optical detection schemes often rely on photoelasticity for that reason

[10]. Another rarely employed approach is based on recording spectral shifts of the PL

of heterostructures, while an acoustic pulse passes through. This method requires fast

real-time detection devices like streak cameras, which are often not available, though

[108, 2].

If one compares the electrical and optical approaches, one finds that both schemes have

their advantages. An all-electrical detection does not require picosecond-laser radiation,

which is a big plus when the sound waves are generated electrically. Even with the fastest

electronics, the thickness of the detection layer puts an upper limit to the best possible

spatial resolution; the thinner the layer, the faster the resolution. From all electrical

detection schemes, Schottky diodes offer the best spatial resolution. The thickness of

their depletion zone is about 50 nm to 150 nm, depending on the applied forward-bias

[85]. Optical detection schemes easily beat this value, with optical absorption lengths

and QW thicknesses in the range of a few nanometers. Moreover, the generation of

picosecond acoustic pulses already requires sub-picosecond lasers anyway such that this

is the naturally preferred detection scheme in most nanoscopy experiments.

In this chapter, a single QW made from AlN/GaN is shown to be an efficient and

ultrafast optical strain detector when using UV light. The GaN QW is operated with

UV light, while conventional QWs made from Si or GaAs, for example, are most sensitive

for near-infrared light. This shorter optical wavelength does not result in a better spatial

resolution of the nanoscopy, because the accuracy is determined by the spatial extent of

the acoustic pulse. However, it is useful to work with UV light if one wants to restrict

the sound detection to an area close beneath the surface. In most semiconductors the

absorption length of UV light is orders of magnitude shorter compared to near-infrared

light. In this case, the probe light does not reach buried interfaces, where the transit of

the acoustic pulse might yield unwanted artifacts in the reflectivity modulations.

The group of III-nitrides crystallize either in the stable hexagonal wurtzite phase or in

the metastable cubic zinc blende phase. Multiple QWs made from hexagonal AlN/GaN

(h-AlN/h-GaN) were already used for the detection and generation of coherent THz

phonons by exploiting the strong piezoelectricity of the wurtzite phase [116]. Here, the

cubic phase of AlN/GaN (c-AlN/c-GaN) that lacks any piezoelectricity is studied. The
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main advantage of the cubic phase compared to the hexagonal phase is related to the

possibility to grow heterostructures, in which the intrinsic strain is not accompanied by

built-in electric fields. These internal fields separate electrons and holes and prevent

them from recombining. In GaN/AlN QDs for example, the recombination rate was

found to be two orders of magnitude slower in the wurtzite than in the zinc blende

phase [112]. Another plus of the cubic phase is that it can be integrated into Si or GaAs

based structures.

Recent experiments with bulk c-GaN and UV light have shown coherent Brillouin-

oscillations, which suggests that the photoelastic coupling in the material is in principle

sufficient for an optical detection scheme [84]. The experiments performed here shall

validate whether it is possible to optically resolve short acoustic pulse with c-GaN QWs;

i.e., if the optical response of the c-GaN QW on the acoustic pulse can be separated

from the one of the neighboring c-AlN barriers and c-GaN buffer layers.

In the first section, the studied QWs are shortly described along with the experimental

setup used to record its optical reflectivity during the transit of an acoustic pulse. The

obtained reflectivity modulation for two QWs with different barrier heights is presented

afterwards. In addition, transfer-matrix simulations are performed to model the reflec-

tivity modulation. The strength of the photoelastic coupling constant is extracted from

the simulation to evaluate the potential of c-GaN QWs for ultrafast strain detection.

Many of the presented results have been published in Ref. [31].

9.1 Single c-GaN QWs and Experimental Setup

The hexagonal wurtzite and the cubic zinc blende crystal structure of group III-nitrides

are both grown by MBE. The growth of the metastable zinc blende phase is for GaN

only possible in a very narrow window of processing parameters and enforced by using

an almost lattice matched 3C-SiC substrate. An optimization of the growth is possi-

ble by monitoring the amount of excess Ga during the growth and adjusting the flux

accordingly. By doing so, a minimal surface roughness of 2.5 nm was achieved in the

fabrication of c-GaN bulk layers [107]. It should not be concealed that owing to the

lattice constant mismatch of many cubic III-Nitrides, the growth of heterostructures is

troublesome up to now. The interface quality often suffers from a high roughness, which

cannot be annealed by further increasing the substrate temperature, because at some

point the metastable phase breaks up. In c-AlN/GaN superlattices for example, broad

intersubband transition are observed as a result of the inhomogeneities [75]. More details

on the growth process of GaN/AlN-based heterostructures can be found in Ref. [6].

The studied QW structures are provided by the group of D. J. As from the University

of Paderborn. A SEM image is shown in Fig. 9.1 (a). The samples are grown on a (100)-

Si substrate, which was polished down to a thickness of 90 µm. Onto the backside, a

100 nm aluminum film for the acoustic pulse generation is vapor deposited. The substrate
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Figure 9.1: Experimental setup and sample characterization. Panel (a): SEM image

of the sample showing from right to left: the SiC substrate, the c-GaN buffer layer,

and the QW structure comprising the c-AlxGa1−xN barriers and the c-GaN QW itself.

Illustrations of the probe beam and the acoustic pulse are sketched in the top. Panel

(b): Photoluminescence spectra of the QW with x = 0.8 and of bulk c-GaN recorded

at cryogenic temperatures. The confinement energy can be deduced from the central

wavelengths λQW and λBulk. Panel (c): Experimental pump-probe setup. The probe

beam is frequency-doubled in a BBO crystal and detected by a Photodiode (PD).

is followed by a 10 µm thick 3C-SiC layer. On top, the actual sample structure is grown:

it consists of a 80 nm c-GaN buffer layer and two 35 nm thick c-AlxGa1−xN barriers,

which sandwich the c-GaN QW with a thickness of dQW=10 nm. The layer thicknesses

were determined from the SEM images recorded by the group of Horst Fiedler from the

TU Dortmund university. Two samples with different barrier heights are studied, where

the Al content is x = 0.1 and x = 0.8. The PL spectrum of the sample with x = 0.8 was

recorded at a temperature of T=15 K by the group of D. As. It is shown in Fig. 9.1 (b)

as the dashed line together with the PL from a reference c-GaN bulk sample plotted as

the solid line. The bulk layer emits at a central wavelength of λBulk=380 nm, while the

peak of the QW is slightly blueshifted at λQW=375 nm. This blueshift corresponds to

a confinement energy of EC=45 meV. The PL of the QW is extended further towards

longer wavelengths, which is probably related to defect states at the layer interfaces. It

is therefore hard to deduce the FWHM of the electronic QW transition from the PL.

The time-resolved pump probe setup used to measure the reflectivity modulation R(t)

due to the interaction of the acoustic pulse with the c-GaN QW is shown in Fig. 9.1 (c).

Both the pump beam and the probe beam are generated by an amplified laser system
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(Light Conversion: Pharos) with a central wavelength of 1030 nm, a pulse duration

of 100 fs, and a repetition rate of 30 kHz. These laser pulses are forwarded to an

optical parametric amplifier (OPA, Light Conversion: Orpheus), which allows to select

a wavelength from 630 nm to 2600 nm. The energy per pulse after the OPA is about

15 µJ. The OPA output is divided into the pump beam and the probe beam by a 50/50-

beam splitter. The pump beam is guided over a variable linear delay line to the backside

of the sample, where it is focused to a spot with a diameter of about 100 µm to launch the

acoustic pulse. The sample is placed in a flow cryostat and cooled down to a temperature

of ∼40 K to prevent a strong attenuation of the created coherent phonons. Since the

nonlinear acoustic coefficients are rather weak in Si, the profile of the acoustic pulse is

assumed to be preserved during the transit through the substrate [54]. The probe beam

is used to detect the acoustic pulse in the QW. To maximize the photoelastic coupling,

the wavelength needs to be tuned to a spectral region, where the dispersion slope of the

complex index of refraction is steep; i.e., close to the absorption edge [cf. Eq. (8.9)]. The

probe beam is therefore frequency-doubled in an optically nonlinear beta barium borate

crystal (BBO) to transfer it into the near ultra violet, where the electronic transitions

of the c-GaN QW are located. It is incident under an angle of θ1=40◦ on the sample

surface. One 10 cm lens focuses the probe beam to a spot with a diameter of 25 µm

and a second 10 cm lens collects the reflection from the surface. The intensity of the

probe beam is measured by a UV-enhanced Si Photodiode with a working range from

350 nm to 1100 nm. To increase the sensitivity towards the acoustic pulse, its output is

forwarded to a Lock-In detector, which is referenced to a mechanical chopper placed in

the pump beam path.

9.2 Measured and Simulated Reflectivity Modulation

At first the results obtained for the sample with the low barriers, x = 0.1, are dis-

cussed. The reflectivity change ∆R(τ) is normalized to the reflectivity R0 in absence

of the acoustic pulse and recorded for three different probe wavelengths λ close to the

absorption edge of the QW and the bulk layer. The results are obtained for a pump

excitation density of about W0∼4 mJ/cm2 and presented in Fig. 9.2 (a). At a delay of

τ=0 ps, the acoustic pulse reaches the top surface of the sample. For delays between

-40 ps≤τ≤40 ps an almost symmetrical oscillatory behavior is observed. For a wave-

length of λ=380 nm, there are two pronounced peaks appearing at ∼±30 ps, which

enclose the oscillations. When the wavelength is decreased in 5 nm steps to 370 nm, the

amplitude of these oscillations increases, while the relative height of the two outer peaks

shrinks. A FFT is performed to analyze the frequencies of the observed oscillations.

The results are shown in Fig. 9.2 (b) and possess several broad peaks. The peaks with

the highest frequency are indicated by arrows and wander from 112 GHz for λ=380 nm

to 118 GHz for λ=370 nm. These peaks match well the frequency fB of the coherent
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Brillouin-oscillations for pure c-GaN, which are calculated by Eq. (8.10). With the sound

velocity vGaN=6950 m/s, n=2.7 for the used λ, and θ=40◦, one obtains fB=99 GHz and

fB=103 GHz for λ=370 nm and λ=380 nm , respectively [84]. Most probably this 13 %

deviation is due to the altered value for the sound velocity in the c-GaN/Al0.1Ga0.9N

heterostructure compared to bulk c-GaN.

-40 -20 0 20 40 60

375 nm

x=0.1

Brillouin b)

380 nm

370 nm

R
(

)/R
0 (

ar
b.

 u
ni

ts
)

Delay  (ps)

a) W=W0

0 50 100 150

Sp
ec

tra
l a

m
pl

itu
de

 (a
rb

. u
ni

ts
)

Frequency (GHz)

Figure 9.2: Reflectivity modulation for the QW with x = 0.1. Panel (a): Temporal

profile of the relative reflectivity modulation ∆R(τ)/R0 for three different probe wave-

lengths λ and a pump excitation of W0∼4 mJ/cm2. Panel (b): The FFT shows that the

main part of the signal originates from coherent Brillouin-oscillations (marked by the

arrow).

The only sharp features that could possibly be related to the QW are the two pro-

nounced peaks at ∼±30 ps. If one takes their temporal separation and multiplies it

with vGaN, one finds that the acoustic pulse travels a distance of about 350 nm. This

difference corresponds very well to twice the distance through the whole structure from

the interface between the SiC-substrate and the c-GaN buffer layer to the surface. Obvi-

ously, these peaks are related to a displacement of this interface. There are actually no

fingerprints in the signal that can be related to the shallow c-GaN QW. This is not very

surprising, because for x = 0.1 the elastic and optical properties of the AlxGa1−xN bar-

riers and the c-GaN bulk and QW layer are quite similar and the sample can be treated

as a homogeneous block made from a material with parameters close to GaN. Therefore,

the detailed analysis of ∆R(τ) that would also involve the interface displacement effect

will not be pursued any further for x = 0.1.
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Figure 9.3: Reflectivity modulation for the QW with x = 0.8. Three different probe

wavelengths λ were experimentally studied (colored solid lines) and modeled by a sim-

ulations based on a perturbed transfer-matrix (dashed lines). The β-factor states the

relative photoelastic coupling strength of the c-GaN QW and bulk layer. Panel (a):

Reflectivity modulation for a medium optical pump excitation of W0∼4 mJ/cm2. Panel

(b): Reflectivity modulation for a higher pump excitation of 4 W0. The higher acoustic

nonlinearities lead to a broadening of the peaks.

The same experiments are repeated for the second sample with a higher Al content of

x = 0.8 in the barriers. Again, three wavelengths λ are used and moreover, two different

pump densities, W0 and 4 W0 were studied. The results for the lower and the higher

pump density are shown in Fig. 9.3 (a) and Fig. 9.3 (b), respectively, as the colored

solid lines. The relative reflectivity modulation ∆R(τ)/R0 does not show the coherent

Brillouin-oscillations anymore and the peaks in the FFT are strongly suppressed. This

time, the spectral components are not analyzed and the FFT is not shown. Instead,

the reflectivity profile shall be reproduced by a perturbed transfer-matrix directly in the

time domain. First of all, the reflectivity modulation is described in more detail, though.

For the shortest wavelength of λ=370 nm [cf. the lower curves in Fig. 9.3 (a) and

Fig. 9.3 (b)], the reflectivity modulation has a simple shape, with a maximum at τ=0 ps

and two neighboring dips with about half the amplitude. This shape is typical for a
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picosecond acoustic pulse that is detected by a thin layer so close to the surface that the

incoming and the reflected acoustic pulse overlap inside the layer [81, 2]. The details of

the shape will be discussed further below in the context of the transfer-matrix simulations

to come. It will be shown that the response is attributed to the photoelastic interaction

of the acoustic pulse with the c-GaN QW. The approximate extension of the electronic

wavefunction in the QW yields the time resolution limit of dQW/vGaN≈1.4 ps, which is

short enough to resolve the main features of the strain pulse. The total duration of the

signal including the dips is about 50 ps.

When the probe wavelength is increased to λ=375 nm, the shape remains basically

the same [cf. the middle curves in Fig. 9.3 (a) and Fig. 9.3 (b)]. The same central peak

is observed, but compared to the previous case, there are additional peaks appearing

earlier at τ=-30 ps and lasting longer until τ=-35 ps. Apparently, the acoustic pulse is

detected for this probe wavelength also in layers, where the acoustic pulse arrives earlier

and leaves later, namely the layers that are buried deeper beneath the surface. One

possible explanation might be a longer optical penetration depth for the increased λ.

This could be due to a smaller absorption of either the c-Al0.8Ga0.2N barriers or of the

c-GaN QW. However, the barriers on the one hand start to absorb only wavelengths

shorter than 300 nm [140], while the thin QW on the other hand only absorbs a small

fraction of the incident light [20]. Another possible reason might be that the photoelastic

coupling constant p(E) of the bulk layer becomes stronger, the closer the wavelength

approaches its resonance at λBulk=380 nm. Having the linear relation between p(E)

and the dispersion slope of the complex refractive index in mind, this assumption seems

quite natural.

Indeed, for a wavelength of λ=380 nm, the QW becomes transparent and the central

peak at τ=0 completely vanishes, while the outer peaks associated with the bulk layer

become more pronounced. The signal looks strongly different compared to the previous

cases. If one compares the signals with the same probe wavelength but different pump

excitation density in Fig. 9.3 (a) and Fig. 9.3 (b), one finds that (i) the noise decreases

and (ii) the peaks get broader and smear out with higher pump intensity; see the missing

peaks at τ = ±30 ps for λ=375 nm, for example. The nonlinear acoustic propagation

seems to play a more important role for the higher pump excitation leading to longer

acoustic pulses.

In the following, the measured reflectivity modulation is subjected to a rigid theoreti-

cal study based on a perturbed transfer-matrix approach. This transfer-matrix contains

the interface-displacement effect and the photoelastic contribution in the manner it is de-

scribed in the previous chapter. Both effects generally depend on the probe wavelength

and might explain the found behavior. The aim is to elucidate whether the different

dispersions of the photoelastic coupling constants in the c-GaN QW and the bulk layer

lead to the strong wavelength dependence. If this assumption can be verified, it is proven

that (i) the QW is indeed able to detect strain pulses and (ii) that the response can be
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separated from the one of adjacent GaN layers, when the probe wavelength is chosen

properly. Although the strong λ-dependence close to the absorption edge already indi-

cates that this question can most probably be answered positively, the first step in the

analysis is to exclude that the interface displacement is the driving contribution. After-

wards, the photoelastic contributions of the bulk layer and the QW will be compared

to find out at which probe wavelength the QW detects strain the best and the contrast

between QW and bulk is the highest.

The photoelastic coupling in the QW is neglected in the calculations at first. This

is done, because the dispersion is known in bulk c-GaN only, but not for the QW [46].

Although these simulations will likely not be able to reproduce the experimental findings,

they will give a first insight into the relative contribution of the photoelastic effect and

the interface displacement. Due to the small nonlinear coefficients of the Si substrate,

the displacement pulse is modeled by a Gaussian with an amplitude of 50 pm, while the

unknown temporal FWHM is set to 12 ps for the best agreement with the experimental

results. This duration is only slightly higher than the one of the acoustic pulse injected

from the metal film into the substrate, which is about 10 ps [cf. Fig. 2.4 (a)]. For

the sound velocities, vGaN=6950 m/s and vAlN=10,500 m/s are found, in accordance

with Ref. [84] and Ref. [136], respectively. The mass densities for the calculation of

the acoustic impedance are also taken from the latter reference. The dispersion of the

complex index of refraction for GaN and AlN is deduced from the data in Ref. [51]. For

the band gap deformation potentials aGaN=-7 eV and aAlN=-10 eV are chosen based on

the theoretical predication in Ref. [99]. All material parameters of the AlxGa1−xN alloy

are assumed to be the mean of the pure materials weighted by x, except for the complex

index of refraction, for which Ref. [119] provides information. The interface between

the SiC substrate and the c-GaN buffer layer is not included, because the reflection

originating from there needs to pass twice through the 100 nm thick absorbing c-GaN

layer and is therefore rather weak when arriving back at the front surface.

Fig. 9.4 (a) shows the simulated reflectivity modulation S(t) obtained with a perturbed

transfer-matrix that includes either the photoelastic effect in the barriers and the c-GaN

bulk layer (solid line) or the displacement effect (dashed line). The direct comparison

reveals that the photoelastic contribution exceeds the interface displacement for all three

studied wavelengths even without the QW. One can see that the photoelastic coupling

in the bulk-layer is stronger, the closer the probe wavelength is to the resonance at

λBulk=380 nm, because here the rise of absorption leads to a steep slope of the extinction

coefficient κ. The dispersion of the real part is rather flat here, but the imaginary

part obviously compensates for this [cf. Fig. 9.4 (b)]. While the acoustic pulse passes

through the c-GaN bulk layer, the photoelastic contribution leads to coherent Brillouin-

oscillations. However, there are not many full periods observed, because the layer is

thin compared to the optical wavelength in the medium. A phase jump occurs, when

the acoustic pulse reaches the surface at τ=0 ps and is reflected. The photoelastic
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Figure 9.4: Calculated reflectivity modulation S(t). Panel (a): Simulations taking the

photoelastic effect in the bulk and barrier layers (solid line) or the interface displacement

(dashed line) contribution into account. Panel (b): Dispersion of the refractive index n

(solid line) and the extinction coefficient κ (dashed line) for bulk c-GaN deduced from

Ref. [51]. The data was initially recorded at room temperature and is presented here

with a shifted x-axis to account for the temperature drift.

contribution of the barrier layers is negligible, because the barriers are transparent and

the dispersion is flat.

The reflectivity change due to interface displacements possesses a different shape. One

can see a shape very similar to the one observed in the experiments for λ=370 nm, but

with a flipped sign: a symmetric profile with a central dip centered at τ=0 ps flanked

by two peaks with half the amplitude. For all three wavelengths the basic shape of

the reflectivity modulation stays the same, while the amplitude subsequently increases

the shorter the wavelength becomes. For the shortest wavelength of λ=370 nm the

photoelastic contribution and the displacement effect have a comparable amplitude.

Two statements can be made from the analysis. First, the photoelastic effect con-

tributes to the reflectivity modulation S(t) for all three studied wavelengths and the

response cannot be described by the displacement effect alone. This is especially the

case for λ=380 nm, where the c-GaN bulk layer is resonant and the displacement effect

is minimum, but holds also true for the other studied wavelengths. Second, the sum

of the simulated reflectivity modulations due to photoelasticity and interface displace-

ment does not match the measured reflectivity modulation ∆R(t)/R0 for λ=370 nm

and λ=375 nm [cf. lower and middle curves in Fig. 9.3]. This leads one to the main

conclusion of this chapter: at these wavelengths, there must be a significant photoelastic
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contribution of the QW that the model lacks so far. In the next step, the QW is therefore

included in the simulations S(t) and its photoelastic coupling constant p(E) is used to

fit the results to the experimental curves.

Without detailed knowledge of the optical properties of the QW, the dispersion of

n and κ is here assumed to be identical to the one in bulk c-GaN, but shifted by the

confinement energy EC=45 meV of the QW. The slope is additionally multiplied by a

real scalar α, which is used as a fitting parameter in the following, such that for the

photoelastic coupling constant

p(E) = α

(
∂ñ(E − EC)

∂E

∂E

∂η
η

)
(9.1)

results. This is of course a rather poor approximation, since in general the complex

dielectric function needs to be calculated from the Kramers-Kronig relation. This cal-

culation is based on the electronic band structure, which must include the higher order

quantized electronic states in heterostructures [72]. Practically this means for example,

that in a QW the extinction coefficient is assumed to rise faster than in bulk material,

because higher order electronic transitions come into play that have no equivalent in

the bulk material. Moreover, the linewidths of the transitions in heterostructures are

often broader than in bulk materials, such that many resonances are smeared out. The

detailed analysis of the dielectric function in the QW involves a large theoretical effort,

which is beyond the scope of this thesis and there is no experimental literature avail-

able. Therefore, the presented approach of a shifted dispersion is used for simplicity

as a starting point for the fitting procedure. Please note that α might also account

for a slightly different deformation potential in the QW compared to the bulk material.

Straining the QW varies its thickness and might also influence the electronic level struc-

ture (more information is found in section 4.1). When ultimately α is found for a given

wavelength, the photoelastic coupling constants in the c-GaN bulk layer and the QW

are compared. This helps to assess, if the QW can detect strain exclusively despite of

the c-GaN bulk layer being close. To this end, the ratio of the photoelastic constants

β(E) will be calculated

β(E) =

∣∣∣∣
α (∂ñ(E − EC)) / (∂E)

(∂ñ(E)) / (∂E)

∣∣∣∣ . (9.2)

The simulations comprising all contributions are plotted together with the measured

curves in Fig. 9.3 as black dashed lines. For a wavelength of λ=370 nm, excellent

agreement between experiment and theory is achieved. Including the QW yields the

proper shape with the correct width. Besides this, also the faint shoulder at τ=-24 ps,

which is only found for the small pump density W0 shown in Fig. 9.3 (a), is reproduced.

The response is almost completely governed by the photoelastic contribution of the QW.

The shape of S(t) is proportional to the strain applied to the thin layer close beneath
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the surface. First, the leading compressive part of the strain pulse passes the QW and

leads to the small dip at τ=-14 ps, followed by the tensile part, which causes the peak

around τ=0 ps. Since the QW is located close to the surface, the trailing part of the

incident and the leading part of the reflected acoustic pulse overlap. Since the sign of

the strain is flipped during the reflections, both are tensile and interfere constructively,

which doubles the amplitude of the central peak. Finally, the passage of the trailing

compressive part of the reflected acoustic pulse is responsible for the second small dip

at τ=14 ps. The wavelength of the probe laser is on the higher energy flank of the

QW resonance at λQW=375 nm. Nevertheless, the higher electronic energies seem not

to influence the photoelastic coupling constant strongly and only a small refining via

α=1.5 is necessary, which corresponds to β=1.8. Indeed, the QW is more sensitive

than the bulk layer, although the real part of the bulk dispersion is fairly steep for this

wavelength as well.

When the probe wavelength is increased to λ=375 nm, the agreement worsens a little

bit, but is still reasonable. The simulated curve includes the additional peaks at τ=-

26 ps due to the bulk layer becoming more sensitive to strain now. Also the following

broad dip and the central peak are correctly reproduced. There are however deviations:

the width of the central peak does not fit very well, and the asymmetric behavior of the

experimental curve after the reflection of the acoustic pulse at the surface is not observed

in the simulations. The counterpart of the peak at τ=-26 ps is completely missing in

the experiment, which points to a very rough sample surface where no regular acoustic

reflection takes place. For best agreement, the contribution of the QW has to be scaled

down to α=0.5. There are many possible explanations for this large correction; one is for

example that the QW transitions are inhomogeneously broadened and this is translated

into a smeared-out dielectric function with smaller slope. The wavelength is now on

resonance with the QW and the relative photoelastic coupling strength is found to be

β=1.3. Still, the biggest part of the response is due to the QW, mostly because of the

steep increase of κ.

This situation changes, when the wavelength is increased further to λ=380 nm. The

QW becomes transparent, while the bulk layer is resonant. The shape of the reflectivity

modulation shows two large peaks associated with Brillouin-oscillations in the bulk layer

at τ = ±18 ps, which is well reproduced by the model. The coupling strength of the

QW needs again to be slightly decreased by a factor of α=0.7. The response is not very

sensitive to α, since the contribution of the bulk layer governs the reflectivity modulation.

The comparison between QW and bulk shows that β=0.3 and consequently the signal

looks very similar to the one in Fig. 9.4 (a) calculated without the QW at all. Again,

there are deviations between experiment and simulation, namely the asymmetry between

incident and reflected pulse that is only observed in the experiment. The SEM images

used for the layer thickness characterization presented in Fig. 9.1 (a) show that the

surface of the sample is often not very plain and that the interfaces of the various layers
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are bent. It is quite conceivable that the acoustic pulse is reflected under an angle and

experiences other layer thicknesses on its way back through the structure, which explains

the asymmetry of the signals.

When comparing the calculations with the experimental data obtained for the high

pump excitation in Fig. 9.3 (b), one finds that the simulations produce peaks non-existent

in the experiment, for example in the case of λ=375 nm. Furthermore, many peaks are

too narrow. This gives strong support to the assumption that the acoustic pulse for

the higher pump density is actually longer than assumed, which might cause peaks to

broaden or completely smear out. However, the broader peaks cannot be reproduced

by simply increasing the width of the input Gaussian displacement pulse. Nonlinear

acoustic propagation apparently plays a more important role than considered so far and

a correct treatment with the Korteweg-de-Vries-Burgers would be the next logical step.

Nonetheless, this theoretical modeling is not performed here because it would require a

lot of effort and bring only limited new understanding.

Another shortcoming is the unknown precise extension of the electron wave function of

the QW. Its penetration depth into the barriers might stretch the photoelastic contribu-

tion of the QW. Moreover, the refractive index and sound velocity in the strained barrier

layers are unknown. Because of the lattice mismatch between GaN and AlxGa1−xN of

∼3 % [109], the internal strain is assumed to be on the same order - at least right at the

interfaces - and therefore exceeds the strain exerted by the acoustic pulse by one order

of magnitude. The impact of the static strain on the optical and mechanical properties

can strongly influence the reflectivity modulation.

This chapter showed that a c-GaN QW is an efficient detector for ultrashort acoustic

pulses, provided that the QW is enclosed by barriers with different optical properties.

In the present case, the strain pulse could only be mapped in the QW with high barriers

(x=0.8). The detection mechanism is based on the photoelastic effect and the response of

the QW could well be separated from the one of an adjacent c-GaN bulk layer by choos-

ing a proper wavelength: the photon energy needs to be on resonance with the electronic

transitions in the QW, but away from the fundamental band edge in the bulk material;

i.e. for wavelengths λ <375 nm for the studied QW. The theoretical limit for the time

resolution of the QW is given by its thickness and found to be dQW /vGaN ∼1.4 ps, but

the acoustic pulse did not contain features short enough for a verification. The exper-

iments were supported by a theoretical analysis based on a perturbed transfer-matrix

method. This analysis allowed to rule out that the displacement effect is responsible

for the strong λ-dependence in the experiments. Ultimately, the relative strength of the

photoelastic coupling constant in the QW and the bulk layer could be obtained from

fitting the simulations to the experimental data, in order to find the most suitable optical

wavelength for the detection of strain waves.
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Chapter 10

Acousto-Optical Nanoscopy in an

AlAs/GaAs Micropillar

The previous chapter presented a method to detect ultrafast acoustic pulses by optical

means. Acoustic nanoscopy experiments might not compulsorily involve optics in the

future, because the echoes can in principle be detected electrically [85] and there is also

an increasing effort to generate short acoustic pulses without using sub-picosecond lasers.

The most promising results were obtained, on the one hand, for SAWs either by Fourier-

synthesis of many harmonics [108] or by confined 2D-electron gases [111], and, on the

other hand, for bulk waves by electrically tilted Wannier-Stark ladders in superlattices

[49, 50, 79]. Purely acoustic nanoscopy experiments rely on a mismatch of the acoustic

impedances of the numerous materials forming the structure under study. Many material

systems commonly used in photonics provide a sufficient acoustic contrast, for example

1.25 for Si/SiO2, 1.2 for GaAs/AlAs, or 1.35 for GaN/AlN, such that this is not a

very severe fundamental restriction. The acoustic nanoscopy is in most cases absolutely

sufficient if one is interested in a characterization of layer thicknesses in photonic devices

alone.

Here, a new acousto-optical nanoscopy method is proposed that comes into play when

also information about the light field distribution inside a photonic device shall be ob-

tained. The basic idea is sketched in Fig. 10.1: a deeply-penetrating laser beam is

directed onto the studied structure and builds up the light field intensity sketched in

red. The device imprints a unique spatial distribution onto the light field, which is

exploited for the characterization of the underlying geometry. A picosecond acoustic

pulse is injected into the sample and propagates along the z-direction towards the sur-

face. During its passage, the optical reflectivity for the wavelength corresponding to the

investigated light field distribution is tracked.

The acoustic pulse locally changes the optical properties of the device like described

in chapter 8. This local perturbation leads to a modulation of the reflectivity, which can

127
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be linked to the light field at the momentary position of the acoustic pulse. An easy and

intuitive situation is for example, when the acoustic pulse is located at a node of the

photonic field and the reflectivity modulation is consequently zero. However, in most

cases the interpretation of the reflectivity modulation is not so straight forward. The

difficulty arises from the complex light-sound interaction in photonic devices depending

on many factors: (i) the width of the acoustic pulse, its phonon spectrum, and the

phonon dispersion in the structure; (ii) the light field distribution itself; (iii) the different

mechanisms of light-sound interaction, namely the photoelastic effect and the interface

displacement.
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Figure 10.1: Sketch of the tech-

nique. A laser beam builds up

a unique light field distribution

(red) inside the structure, while

an acoustic pulse simultaneously

propagates along the z-axis. The

acoustic pulse locally changes the

optical properties at its momen-

tary position, which is observ-

able in the reflectivity of the laser

beam.

The route to deduce unambiguous information about the light field from the reflectiv-

ity modulation is to eliminate the influence of the other parameters from the response.

This can be achieved by tailoring the experimental conditions such that their influence

is either negligible or can be treated in an easy analytical way. Upon achieving this,

implicit information about the light field is obtained with this method, but up to now

it is not possible to directly measure the distribution. However, this implicit informa-

tion allow one to reconstruct the light field in a backwards-engineering process by an

optical transfer-matrix; from this transfer-matrix the layer thicknesses of the underlying

photonic structure can be retrieved.

The presented acousto-optical nanoscopy is very similar to the most commonly used

approach for the characterization of layered photonic devices: the reflectivity spectrum is

first measured and afterwards calculated by a transfer-matrix. The layer thicknesses can

be deduced from the transfer-matrix, when fitting the simulated curve to the experimen-

tal data. The drawback of this method in complicated multilayered structures is that

the reflectivity spectrum is an integrated measure determined by the whole structure

[62]. Therefore, it offers ambiguous depth information. In contrast, the acousto-optical

nanoscopy is able to probe the light field locally in a certain depth.

Since the 2000s, the so-called near f ield scanning microscopy (NSOM) technique has
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been advanced further and further [102]. This technique allows one to directly measure

the light field distribution. In contrast to the proposed acousto-optical nanoscopy, it does

not rely on theoretical calculations based on Maxwell’s equations (i.e., transfer-matrix

calculations for layered planar structures). Instead, a probe tip is brought into the

evanescent near-field of the studied optical mode and the radiation is either collected

or scattered. Light field distributions of confined optical modes in photonic crystals

[26] and microdisc resonators [65] have been mapped with a spatial accuracy of about

100 nm, defined by the size of the probe tip. The technique makes it also possible to

track the transit of an ultrashort laser pulse through a fiber with high temporal and

spatial resolution [11]. However, the light field can only be measured at the surface and

no depth information is obtained.

In this chapter, the acousto-optical nanoscopy is presented as a new tool for the light

field characterization with depth resolution. The first section elucidates the theoretical

background of the technique. It describes how the reflectivity modulation induced by

an acoustic pulse and the internal light field distribution can be linked. The potential

of the method and the conditions under which it is successful are discussed with the

help of simulations for a planar microcavity as an intuitive example. In the second

section, the new technique is applied to an AlAs/GaAs micropillar, where a slow light

mode associated with the first photonic stop band is exploited. These results have been

published in Ref. [32].

10.1 Theoretical Background and Model Simulations

In chapter 8 the perturbed transfer-matrix method is presented, which allows one to

determine how the optical properties of a photonic device change during the passage

of an acoustic pulse. There was an extensive effort to find a closed analytical expres-

sion for the reflectivity modulation for arbitrary structures and acoustic pulse shapes

[80]. This closed expression has to account for the photoelastic effect and the inter-

face displacement and contains many parameters. Like mentioned in the introduction,

these parameters comprise for example: the shape and duration of the acoustic pulse,

the acoustic properties of the studied device, the internal light field distribution for the

probed wavelength, the photoelastic coupling constants, and, of course, the geometry of

the device itself. If one wants to obtain clear information about one of these quantities,

the others must be known exactly (or must not have any influence on the reflectivity

modulation). Obtaining all of these quantities unambiguously from a single reflectiv-

ity trace is not possible, because the simulations are strongly over-determined. In the

following, a route is presented by which the response can be simplified until only the

light field distribution and the layer thicknesses remain as sensitive parameters for the

simulations.

First of all, one of the two acousto-optical interaction mechanisms is eliminated from
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the response. Since the interface displacement and the corresponding reflectivity modu-

lation cannot be suppressed, one has to minimize the photoelastic contribution. In the

case of a non-polar semiconductor for a wavelength close to the band gap, the photoelas-

tic coupling constant p(E) can be described by Eq. (8.8). If one chooses a photon energy

for which all materials in the investigated structure are transparent (κ=0) and the dis-

persion is flat, one can neglect the photoelastic contribution. It is furthermore helpful

if the acoustic pulse does not contain phonons that fulfill the condition for Brillouin-

oscillations stated in Eq. 8.10. Since this frequency is usually several tens of GHz, one

possibility to get rid of these phonons is to work with acoustic pulses in the linear prop-

agation regime, where no high-frequency phonons build up in the first place. Another

idea is to use low-pass filters for phonons. Please note that in periodic structures also

folded Brillouin-oscillations may appear. The phonon wavevector q has to fulfill

q = 2 |k ± mG| , (10.1)

where k is the photon wavevector in the medium, G is the reciprocal lattice vector of the

superlattice, and m is an integer. Therefore, it may be possible that also unavoidable

low-frequency Brillouin-oscillations take place.

Once the photoelastic contribution becomes negligible, the relative reflectivity modu-

lation ∆R(t)/R0 is only due to the interface displacement and can be described by

∆R(t)

R0
= −k0Im

[
∑

i

δǫ(zi)
E2(zi)

r
u(zi, t)

]
. (10.2)

In this equation, k0 is the photon wavevector in vacuum and the sum runs over all

interfaces denoted by i. Their positions and the contrast of the dielectric function are

marked by zi and δǫ(zi), respectively. Moreover, r is the complex reflection coefficient

of the whole structure, and E(z) is the light field distribution of the probed optical

mode inside. This light field distribution E(z) is complex, normalized, dimensionless,

and obtained from a transfer-matrix calculation, which also yields r. The phase and

amplitude is determined by the boundary condition for the top surface at z = 0 outside

the sample, where the electric field has the form E(z = 0, t) = exp (ikz)+r exp (−ikz) =

1 + r [cf. Fig. 8.1 (a)]. For non-absorbing media, δǫ(z) is real and one can see that the

reflectivity modulation is actually a convolution of the acoustic pulse u(z, t) with a

quantity closely related to the optical light field distribution ρ(z) = ImE2(z)
r

.

This convolution is evaluated at a discrete set of sampling points, namely the in-

terfaces, whose weight is determined by the contrast of the dielectric function. If the

spatial extent of the acoustic pulse is smaller than the distance between neighboring

interfaces, one can in principle measure ρ(z) at single interfaces. If the acoustic pulse is

long enough to perturb several interfaces at a time, the response is more complicated.

It is unfortunately not possible to directly calculate the real part of the electric field or

the intensity from ρ(z). Anyway, ρ(z) reveals information about the light field, which
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is very useful for its reconstruction. How this works in detail, will be discussed in the

following with simulations performed for the example of a planar microcavity.

Consider a planar microcavity made from two DBRs with 30 periods of alternat-

ing AlAs/GaAs layers. The mirrors are optimized for an optical zone-edge stop band

centered around 925 nm at cryogenic temperatures, which requires layer thicknesses of

78 nm and 66 nm for the AlAs and GaAs layers, respectively. These nominal layer

thicknesses of the top and bottom DBR are multiplied by different scaling factors of

(1±x), respectively, to show the sensitivity of the proposed acousto-optic nanoscopy for

devices with a slightly different depth profile. Between the bottom and top DBR, a

264 nm thick GaAs cavity layer spacer is sandwiched. Fig. 10.2 (a) shows the calculated

reflectivity spectrum for two rather similar structures with x = ±0.03. The reflectivity

spectrum does not depend strongly on whether the top DBR is the thick (x > 0, red

curve) or the thin (x < 0, blue curve) one. The position and the width of the central

stop band is not affected by the different sign of x and only in the sidebands there are

some deviations. From these slight deviations it is hard to distinguish the two differently

rescaled microcavities in the experiment. This example elucidates that the reflectivity

spectrum is a measure with very limited depth conclusiveness.

However, for a wavelength of λ=830 nm close to the optical stop band [marked by

the arrow in Fig. 10.2 (a)] the slightly different periodicity in the bottom and top DBR

is translated into a significantly different light field distribution |E(z)|2. There are two

oscillatory components: the first one is a fast oscillatory component that is associated

with the optical wavelength. Its frequency is the same in the bottom and top DBR

and not affected by the layer thicknesses. The second contribution is a slowly varying

envelope function, which is different in the top and bottom DBR. The wavevector of

this envelope function is given by the mismatch of the wavevectors G and k associated

with the DBR periodicity and the optical wavelength, respectively. The closer the probe

wavelength is to the stop band, the smaller is this mismatch and the longer the period of

the envelope function. When the mismatch finally approaches zero, the probed light field

falls into the stop band and the oscillating envelope function degrades into a monotonous

exponential decay. Since the probed wavelength is located on the higher energy side of

the stop band, the envelope’s periods are longer and the relative amplitudes are higher

in the shrinked DBR with the blueshifted stop band; this is the top and bottom DBR

for x < 0 (blue curve) and x > 0 (red curve), respectively.

These strong deviations of the light field distributions become visible when calculat-

ing the reflectivity modulation induced by the transit of a picosecond acoustic pulse.

Fig. 10.2 (c) shows ∆R(t)/R0 calculated by Eq. (10.2), where a Gaussian displacement

pulse with a FWHM of 90 ps is used as the input. At a time t=0, the maximum of the

pulse is injected into the microcavity and continues towards the surface with a mean

sound velocity of v=5230 m/s until it reaches the top facet at t≈1.75 ns. While it is

propagating through the DBRs, pronounced oscillations of the reflectivity are observed.
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Figure 10.2: Simulated reflectivity modulation for two slightly differently rescaled planar

microcavities with x=-0.03 (blue curves) and x=+0.03 (red curves). Panel (a): Calcu-

lated reflectivity spectra; the arrow marks the wavelength studied in the following. The

inset illustrates the influence of x (not true to scale). Panel (b): Light field distributions

|E(z)|2 for the wavelength indicated in panel (a) for the two microcavities. Panel (c):

Temporal reflectivity change during the transit of a Gaussian displacement pulse with a

FWHM of 90 ps through the devices.
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The periods of these oscillations (times the mean sound velocity v) and of the envelope

match very well. Moreover, the total amplitude of the reflectivity modulation is propor-

tional to the contrast between the minima and maxima of the envelope function; i.e. in

the shrinked DBR the reflectivity modulation occurs with a higher amplitude and at a

smaller frequency. Note that the reflectivity modulation is not directly proportional to

the light field intensity distribution, but there is a nontrivial phase difference determined

by the reflection coefficient r, the width of the acoustic pulse, and for absorbing media,

also the imaginary part of δǫ(z). From these reflectivity modulations one can clearly

differentiate the two microcavities, which was not possible from the bare reflectivity

spectrum alone.

It is obviously necessary to select a probe wavelength λ, whose light field distribution

is strongly controlled by the parameters of the photonic device such that small variations

of these parameters lead to a significant change of the reflectivity modulation. Strong

dependencies of the light field distributions on the device’s geometry are usually found

near optical resonances. In the case of microcavities, for example, one may pick a

wavelengths close to the stop band. Furthermore, the method depends on the uniqueness

of the light field distribution in the device under investigation. In other words: a given

light field distribution can only arise from a certain geometry.

In practical experiments, one records the reflectivity modulation during the transit,

calculates the reflectivity modulation, and fits the layer thicknesses in the transfer-matrix

calculations for E(z) until best agreement is achieved. To make this procedure success-

ful, several conditions must be met: first, the contribution of the photoelastic effect

must be negligible, otherwise Eq. (10.2) is not valid. Second, the simulations for the

reflectivity modulation must not depend strongly on the shape and the duration of the

acoustic pulse. Many experimental parameters that govern the acoustic pulse’s profile

like the optical energy density on the metal film transducer, the substrate tempera-

ture and thickness are only controllable within a certain range. Since moreover direct

measurements of the displacement profile are usually not easy to perform, it is most

important that the simulations are robust against variations of this profile and a rough

estimation is sufficient.

The simulations presented above are performed for a Gaussian input with a duration

of 90 ps. Assuming a Gaussian makes sense if nonlinear propagation is irrelevant, for

example due to a thin substrate. The further the acoustic pulse enters the nonlinear

propagation regime, the more does the shape of the displacement pulse differ from the

initial Gaussian profile and the longer does the duration become. For acoustic shock

waves, the strain is described by a N-profile [cf. Fig. 2.4 (a)] and the displacement can

consequently be modeled by a parabola [90]. Even in the solitonic regime, a parabola

is a quite good approximation for the displacement pulse without its high-frequency

components. Fig. 10.3 (a) shows several displacement profiles, which will be studied in

the following to examine the influence of the shape and the duration of the acoustic
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Figure 10.3: Validity of the model. Panel (a): Input displacement profiles u(z = 0, t)

for three different durations of the acoustic pulse. Either a nonlinear-shockwave pulse

modeled by a parabola (solid curve) or a Gaussian (dashed curve) is assumed. Panel

(b): Simulation of the reflectivity modulation for a symmetric microcavity (x=0.0) that

is traversed by the acoustic pulses shown in panel (a). The calculations include the

interface displacement and the photoelastic effect. Panel (c): Reflectivity modulation

for the Gaussian with a FWHM of 90 ps with (black curve) and without (green curve)

photoelasticity.
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pulse on the response. On the one hand, shockwave-like parabola-shaped displacement

profiles with three different FWHM (60 ps, 90 ps, and 120 ps) are chosen (solid curves).

On the other hand, Gaussians with the same FWHM are employed (dashed curves).

These rather long durations require nonlinear propagation to take place and usually

these profiles therefore compulsorily contain high frequency phonons. Please note that

the presented Gaussians or parabola-shaped displacement pulses can only be obtained

by a combination of nonlinear propagation and phononic low-pass filters. How these

phonon filters can be realized is explained further below.

This time, the reflectivity modulation is calculated for a symmetric microcavity (x=0)

and the same wavelength of λ=830 nm like before. The simulations are not performed

according to Eq. (10.2), but by a perturbed transfer-matrix including photoelasticity.

The results are presented in Fig. 10.3 (b). The signals due to the parabola-shaped (solid

curves) and the Gaussian (dashed curves) displacement pulses look almost the same.

Because of the kinks at the front and the tail, the parabola-shaped pulses contain higher

frequency components, which yield small additional fast oscillations. The response is

also more or less independent of the duration of the acoustic pulse. The only notable

deviations between curves with different durations occur at the transit of the acoustic

pulse through the cavity layer at t=0.9 ns. Here, the phase jump of the optical field

results in sharp peaks that become more and more smeared out the longer the acoustic

pulse lasts.

Finally, the impact of photoelasticity is assessed. To this purpose, the full simulations

with (black curve) and without (green curve) the photoelastic effect for the Gaussian

with a FWHM of 90 ps are calculated. In Fig. 10.3 (c) one can see that the displacement

effect dominates the total response. In the present case, this is achieved by choosing a

wavelength of λ=830 nm for which the materials GaAs and AlAs are both (i) transparent

and (ii) the derivative of the dispersion is minimum. The analysis proves that the

conditions for a succesful acousto-optical nanoscopy are fulfilled with acoustic pulses

without high-frequency components and by a proper choice of the probe wavelength.

This chapter will continue with applying the proposed technique to a real AlAs/GaAs

micropillar resonator. The next section will shortly describe the acousto-optical nanoscopy

setup before the results are demonstrated and discussed.

10.2 Acousto-Optical Nanoscopy of an AlAs/GaAs Micropil-

lar

Fig. 10.4 (a) sketches the experiment used to perform an acousto-optical nanoscopy of

single micropillars. The same array of freestanding AlAs/GaAs micropillars like in chap-

ter 6 is used and a detailed description about its growth process, the growth parameters

and its characteristics can be looked up in section 6.1. A time-resolved pump probe

setup is employed, where the pump and probe beam are both generated by the RegA
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[cf. section 4.2 for more details]. The RegA output is split by a 90/10 beam splitter.

The beam with larger intensity is the pump beam and guided over a delay stage to the

backside of the sample. Here, it is focused onto an aluminum film to a spot with a diam-

eter of about 150 µm to generate the picosecond acoustic pulses. The excitation density

is on the order of 10 mJ/cm2. Combined with the 220 µm thick GaAs substrate this ex-

citation density results in a relatively long acoustic pulse featuring strong nonlinearities

arriving at the micropillar. To prevent a strong attenuation of the acoustic pulse during

its transit through the substrate, the sample needs to be cooled down. It is placed in a

flow cryostat and attached to a cold finger, whose temperature is kept at 8 K. Due to the

laser irradiation and the loose mounting of the sample, which has to ensure access from

the front and backside, the local temperature might be elevated. The probe beam with

the lower intensity is used to build up the light field distribution, which will be exploited

for the nanoscopy. The RegA’s output is centered around 800 nm and has a spectral

width of about 10 nm. These wavelengths fall into the high-energy flank of the first

optical stop band of the micropillars, like illustrated in Fig. 10.4 (b) and the situation in

the experiment and in the simulations presented in the previous section is expected to

be quite comparable. The probe beam is focused onto the micropillars by a microscope

objective to a spot with a diameter of about 15 µm. This is small enough to select a

single micropillar from among the array, but so big that also the surface surrounding

the micropillar’s foot is illuminated. The reflection of the micropillar is collected by

the same microscope objective and guided to a photodiode. To increase the sensitivity

for the reflectivity change originating from the acoustic pulse, a lock-in detector is used

together with a mechanical chopper that is placed in the pump beam path.
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Figure 10.4: Acousto-optical nanoscopy setup. Panel (a): Overview of the time-resolved

pump-probe setup. The pump beam generates the acoustic pulse and the probe beam

detects the reflectivity modulation. Panel (b): Calculated reflectivity spectrum of the

micropillar not accounting for the radial confinement (black) and probe laser spectrum

(red area).

Fig. 10.5 (a) shows the measured reflectivity modulation ∆R(t)/R0 during the transit
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Figure 10.5: Acousto-optic nanoscopy in an AlAs/GaAs micropillar with a radius of

7.5 µm. Panel (a): Measured reflectivity modulation during the propagation of a pi-

cosecond acoustic pulse (solid black curve) and simulations yielding the best agreement

(dashed red curve). The arrows indicate the delays at which the acoustic pulse leaves

and/or enters a DBR. Panel (b): Light field distributions for three selected wavelengths

from the probe laser spectrum that enter the simulation presented in panel (a).

of the acoustic pulse through a micropillar as a black curve. The signal was recorded

for a micropillar with a radius of 7.5 µm, which is the maximum available radius from

among the array. The acoustic pulse reaches the foot of the micropillar at a delay

of τ0=0 ps where a huge peak flanked by two smaller dips is observed. This feature

appears, because the probe spot is larger than the micropillar’s top facet even for the

biggest radius and a part of the probe beam is reflected from the area surrounding the

micropillar foot. The shape of this surface artifact will be explained further below. For
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increasing delays τ , the acoustic pulse advances further from the foot towards the top

of the micropillar. In the interval τ0 < τ < τ1, the acoustic pulse is located in the

bottom DBR. The reflectivity modulation undergoes pronounced oscillations and the

experiment resembles the simulations performed in the previous section. The period of

these oscillations cannot be obtained very well by a FFT, because only two full periods

are recorded. The temporal separation between the two distinct maxima is however

about 220 ± 6 ps . The accuracy of this quantity is limited by the step size of the delay

stage rather than by the duration of the laser pulses, which is 200 fs and significantly

shorter. At τ1 the acoustic pulse reaches the central cavity layer and passes it within

50 ps. There are phase jumps in the light field distribution at the junctions of the two

DBRs with the cavity layer [cf. Fig. 10.5 (b)] and a faint phase jump is also observed in

the reflectivity modulation. Afterwards, the acoustic pulse enters the top DBR. Stronger

oscillations appear that persist until the acoustic pulse reaches the top surface at τ2. This

time, three full periods can be distinguished, with a duration of 230 ± 6 ps.

From the temporal separation of τ2 and τ0 of about 1.47 ns and the averaged sound

velocity in the structure of v=5243 m/s, one finds that the height h of the micropillar is

7.7 µm, which corresponds to several doublelayers in the bottom DBR not being etched

away. These remaining layers can also be seen in the SEM images in Fig. 3.3 (c), where

one can identify them as the rings at the foot of the pillar. This patterning is most likely

responsible for the observed surface artifact around τ0 mentioned above. The reflectivity

modulation looks very similar to the one of the c-GaN QW presented in the previous

chapter [cf. Fig. 9.3]. Such a shape with a central peak neighbored by two dips with

half the amplitude is typical for thin layers close beneath the surface, in which incident

and reflected acoustic pulse overlap [2]. The detailed analysis of this surface feature does

not concern the acousto-optical nanoscopy in the micropillar and will not be pursued

further.

Upon the reflection from the top surface at τ2, the acoustic pulse is redirected into

the micropillar and a phase jump occurs. The signal is more or less symmetric and

the reverse sequence is recorded, including the second transit through the cavity layer

at τ3 and so forth. For delays τ > τ4, the acoustic pulse has left the micropillar. All

further oscillations are assigned to either multi-reflections of the acoustic pulse inside

the micropillar or to the excitation of its mechanical eigenmodes (cf. chapter 6). These

signals are not considered in the following.

In contrast, all mechanical eigenmodes can be ruled out to be responsible for the os-

cillations between τ0 and τ4: the frequencies of the lowest extensional mode is somewhat

below 1 GHz (cf. chapter 6) and it is not very likely that a single higher order mode is

exclusively excited. Radial modes do virtually not exist for a micropillar attached at its

foot whose radius almost exceeds its height. Last but not least, the first phononic stop

band due to the DBRs appears close to 18 GHz.

The reflectivity modulation was also recorded for a micropillar with a smaller radius
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of 1.5 µm [32]. The shape basically stays the same, but the smaller the top surface of

the micropillar, the higher the noise and the larger the surface artifact at τ0 associated

with the micropillar’s foot. Nevertheless, the micropillar shape is of crucial importance

for the acousto-optical nanscopy, because it serves as an effective low-pass filter for

phonons. When recording the reflectivity modulation next to a micropillar, pronounced

Brillouin-oscillations in the GaAs substrate with a frequency of 44 GHz are observed.

There are obviously high-frequency components reaching the foot of the micropillar,

but their signatures cannot be found in the micropillar itself neither in the reflectivity

measurements presented here nor in the emission modulation reported in chapter 6. A

possible reason might be a strong scattering of high frequency phonons at imperfections

of the micropillar sidewalls or its foot.

The experimental signal is reproduced by simulations according to Eq. (10.2) for which

a planar microcavity is assumed. Fig. 10.5 (b) shows the light field distributions for three

spectral components of the probe laser. Since these distributions vary significantly, the

finite width of the laser spectrum needs to be taken into account. This is achieved by

calculating the reflectivity modulation for each wavelength individually and weighting

it by its spectral amplitude. The displacement pulse is modeled by a Gaussian with a

FWHM of 90 ps. This profile is justified due to the high pump excitation density, the

long propagation distance through the GaAs substrate, and the micropillar geometry,

which filters all phonons with frequencies somewhat higher than 40 GHz. However,

the outcome of the simulations is not very sensitive to the shape of the acoustic pulse,

like discussed in the previous section. In fact, the duration of the pulse only influences

to what extent the phase jump at τ1 and τ3 is smeared out. The agreement between

simulations and experiment is excellent and almost all features of the measured curve

are well captured by the model. Notable deviations occur around τ0, when the reflec-

tion from the partly removed doublelayers from the bottom DBR is modulated. The

surface artifact is obviously not included in the simulations. Moreover, the simulations

fail to reproduce the pronounced asymmetry around τ2 in the experiment. Since the

calculated displacement profile includes all acoustic reflections, the stronger asymmetry

in the experiment indicates that there is no regular acoustic reflection taking place at

the micropillar’s top. Apparently , the top surface is rather rough resulting in a dif-

fusive scattering of phonons. Remnants of the photoresist, that was used to cover the

micropillars during the preparation process (see also Fig. 6.8) might be the reason for

the irregular reflection.

The excellent agreement underlines the validity of the acousto-optical nanoscopy

method and allows one to perform an analysis of the metrology of the photonic de-

vice. The starting point are the nominal layer thicknesses to which rescaling factors

are applied. These factors are used as fitting parameters in the simulations. Since the

micropillar consists of more than hundred layers, only the cavity layer is treated individ-
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Figure 10.6: Error of the acousto-optical nanoscopy method. Experimental data (black

curve) compared with simulations for various thicknesses of the cavity layer (colored

curves). The calculations are vertically shifted for better visibility.

ually. To each of the two DBRs a rescaling factor is assigned that is applied to all layers

in the respective DBR; i.e., each DBR possesses a uniform mean periodicity. Three

quantities can therefore be extracted from the simulations: the cavity layer thickness

and the mean periodicity of the bottom and top DBR.

The cavity layer thickness is found to be 2 % (=5.3 nm) thinner than intended by

adjusting the phase difference between the oscillations in the bottom and top DBR. These

oscillations very precisely yield the mean periodicity. Here, the period of 220 ps in the

bottom DBR is slightly smaller than the one of 230 ps in the top DBR. Obviously, the

probe wavelength is closer to the stop band in the top DBR. Since the probe wavelength

is on the high energy flank, this means that the top DBR has a smaller periodicity than

the bottom DBR. Indeed, the simulations reveal that the mean periodicity in the top

and bottom DBR is 4.1 % and 3.9 % smaller than expected. For individual layers like

the cavity spacer, the method yields a precision of a few nanometer, while the mean

periodicity in periodic structures can be determined with an ever higher accuracy. The

different mean periodicity found for the bottom and top DBR corresponds to a sub-

nanometer resolution.

Finally, the error and the validity of the model will be assessed. It is quite easy to

provide the error of the experimental setup, but not so straight forward to determine to

what extend this error limits the accuracy of the acousto-optical nanoscopy method. The

accuracy of the method depends strongly on the sensitivity of the reflectivity modulation

towards structural changes of the photonic device; i.e., the error can be minimized if a

probe wavelength is chosen, for which smallest changes of the layer thicknesses result in

a significantly different light field distribution. However, it is hard to provide a formal
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expression for the error of individual layers like the cavity spacer, for example. Fig. 10.6

shows the experimental data (black curve) together with simulations for various cavity

layer rescaling factors to get an impression of the method’s precision. The arrow at τ1

indicates the passage of the acoustic pulse from the bottom into the top DBR, which

is accompanied by a phase jump in the reflectivity modulation. While the simulated

curves in the top DBR are not strongly affected by the thickness of the cavity layer,

there are pronounced phase shifts of the oscillations appearing in the bottom DBR. Best

agreement with the experiment is achieved for a 2 % thinner cavity and one can see that

the curves with slightly different rescaling factors yield a worse result.

The close up image also reveals that the width of the oscillations in the simulations is

too narrow only in the case of the bottom DBR. It was already shown earlier, that this

issue cannot be solved by simply increasing the duration of the acoustic pulse and the

fact that the width is correct in the top DBR suggests that the reason is indeed related

to the bottom DBR and not to the acoustic pulse. One possible explanation for wider

peaks in the experiment might be due to the Al0.09Ga0.55In0.36As QD that are placed

in the cavity layer center and serve as the active medium of the device. Maybe their

interaction with different spectral components of the probe light needs to be included

to account for this broadening of the oscillations. Most probable is that there is no

uniform periodicity in the bottom DBR. If the periodicity varies across one oscillation

cycle, the peak will smear out. Unfortunately, the acoustic pulse has a duration of about

90 ps and is too long to resolve single interfaces. With a shorter pulse with a duration

on the order of 10 ps it would in principle be possible to resolve single interfaces such

that the thickness of individual layers can be determined. However, such a short pulse

would automatically be accompanied by Brillouin-oscillations, which might mask this

information again.

This chapter presented the acousto-optical nanoscopy as a new non-invasive tool for

the characterization of photonic devices and their internal light field distribution. In

the beginning, the theoretical background of the method was outlined and explained

by taking the slow light mode in a planar microcavity as an intuitive example. Several

conditions must be fulfilled for a successful operation, namely (i) a negligible photoelas-

tic contribution, (ii) a lack of high frequency phonons, and (iii) the uniqueness of the

light field distribution; i.e., a given light field distribution can only arise from a certain

geometry. The technique was applied to a slow light mode in an AlAs/GaAs micropil-

lar, where the geometry of the device acts as a low-pass filter for phonons and a proper

choice of the probe wavelength minimized the photoelastic contribution. The measured

reflectivity modulation is in excellent agreement with the model. The internal light field

distribution was calculated by an optical transfer-matrix and used to fit the outcome of

the simulations to the experimental data. From this backwards-engineering process, the

layer thicknesses were automatically obtained with a resolution of a few nanometers for

single layers and sub-nanometer resolution for the mean-periodicity in superlattices.
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Chapter 11

Conclusion and Outlook

In the third part of this thesis two different aspects of picosecond ultrasonics nanoscopy

were investigated. The first experimental work dealt with the detection of short acoustic

pulses in a cubic GaN QW. The transit of acoustic pulses through the thin layer was

tracked optically and manifested itself as a modulation of the reflectivity. The response

of the QW could well be separated from the surrounding barrier material given that

their optical properties were sufficiently different. Moreover, the experiments showed a

strong dependence on the chosen optical wavelength and the profile of the reflectivity

modulation changed significantly when the photon energy was tuned from the resonance

of the QW to the one of an adjacent bulk c-GaN layer. A model allowed one to analyze

the role of the different acousto-optic interactions, namely the interface displacement

and the photoelasticity contribution of the different c-GaN layers. It turned out that the

QW is an excellent detector of short acoustic pulses with a maximum possible temporal

resolution of a few picoseconds and that its signal can well be separated from adjacent

GaN bulk layers.

There are several ideas how to optimize c-GaN QWs as strain detectors. One idea

is to replace a small part of the gallium content in the barriers by indium in order

to match the lattice constants of the QW and the barrier material [7]. This way, the

quality of the interfaces can strongly be enhanced. Nevertheless, the proposal is already

ten years old and it is questionable if c-GaN heterostructure with good quality will be

realized within the next years. The SEM images of the investigated sample shows that

the layers and in particular the QW are strongly bent, which has to be avoided if the

quality of c-GaN QWs shall catch up with the one of GaAs QWs [cf. the SEM images

in Fig. 9.1 (a) and Fig. 3.3 (a)]. It is hard to evaluate how far the bent layers affect

the strain detection - most probably sharp strain components are washed out. It would

moreover be interesting to increase the width of the barriers such that the incoming and

the reflected acoustic pulse do not overlap in the QW. This way, one could resolve both

acoustic pulses separately.
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The second work presented and developed the acousto-optical nanoscopy method.

Unlike in conventional ultrasound imaging, the acoustic echoes were not of interest;

instead, a characteristic internal light field distribution was probed by the acoustic pulse.

The information about the light field were deduced from a complex interference pattern

by a backwards-engineering process, which automatically yielded the layer thicknesses of

the studied device. The accuracy of this method is striking: even for long acoustic pulses

with a spatial extent of hundreds of nanometers, layer thicknesses could be probed with

a nanometer resolution. The mean periodicity in periodic structures was determined

with an even better resolution of less than a nanometer. The light field distributions

for all wavelengths occurring in the spectrum of the probe pulse were deduced from the

calculations. In the case of the micropillar laser, these results are useful for example

when the VCSEL shall be optically pumped. One may pick an excitation wavelength

whose distribution is found to possess a maximum at the position of the active medium.

It would be favorable to use ps-pulses for the probe beam in future acousto-optical

nanoscopy experiments. These pulses provide a sufficient time resolution to track the

propagation of acoustic pulses, but possess a narrower emission spectrum. This would

reduce the number of wavelengths, whose light field distributions enter the simulations.

The more light field distributions need to be accounted for and the stronger they differ,

the more ambiguous does the outcome of the simulations become.

Moreover, it would be interesting to investigate nanometer-sized devices with solitonic

acoustic pulses. Potential Brillouin-oscillations due to the high-frequency components

can in principal be suppressed by applying a numerical band-pass filter to the reflectivity

modulation afterwards. It might be possible to measure the convolution function of the

acousto-optical nanoscopy directly at single interfaces.

In general, the method can be applied to any kind of layered photonic device, where

information about light field distributions shall be obtained with depth resolution. If a

probe wavelength is chosen for which all materials are transparent, the maximum avail-

able depth is only limited by the propagation distance of the acoustic pulse into the

structure. For materials with an enormous acoustic mismatch/attenuation, this might

turn out to be the most severe limitation. Moreover, it is necessary to suppress the pho-

toelastic contribution, but there are materials where this is virtually impossible. These

are for example materials with a polar lattice that comes along with strong piezoelec-

tricity. The piezoelectricity then in turn couples strain and refractive index via the

electro-optical effect [21].

In the present work, the micropillars act as phononic low-pass filters on their own.

If the photonic device does not automatically shape the acoustic pulse into the desired

form, more sophisticated tailoring of the acoustic pulse is required. If one wants to

achieve Gaussian displacement pulses of a certain duration, one might for example use

a semiconductor instead of a metal film in the generation process. By tuning the pump

absorption length via its wavelength, one can pick the desired duration of the acoustic



145

pulse [128]. The profile of the acoustic pulse can also be modified after the generation

process. A lot of effort is put into designing phononic low-passes, since these devices can

be used to engineer thermal properties. Such low-passes often rely on complicated com-

pound materials, like for example clathrates [43]. More easy to implement are phononic

devices that rely on superlattices. These act as tunable band pass filters [120] or acoustic

rectifiers [73], which can help to select a specific part of the phononic spectrum to be

forwarded to the investigated device.
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[90] E. Péronne, N. Chuecos, L. Thevenard, and B. Perrin. Acoustic solitons: A robust

tool to investigate the generation and detection of ultrafast acoustic waves. Phys.

Rev. B, 95:064306, 2017.

[91] R. Petkewich. Brute force breaks bonds. Chemical & Engineering News Archive,

85:9, 2007.

[92] S. J. Polly, S. Hellstroem, M. A. Slocum, Z. S. Bittner, D. V. Forbes, P. J. Roland,

R. J. Ellingson, and S. M. Hubbard. Effect of electric field on carrier escape mech-

anisms in quantum dot intermediate band solar cells. J. Appl. Phys, 121:013101,

2017.

[93] S. Raymond, S. Studenikin, A. Sachrajda, Z. Wasilewski, S. J. Cheng, W. Sheng,

P. Hawrylak, A. Babinski, M. Potemski, G. Ortner, and M. Bayer. Excitonic

energy shell structure of self-assembled InGaAs/GaAs quantum dots. Phys. Rev.

Lett., 92:187402, 2004.

[94] S. Reitzenstein, A. Bazhenov, A. Gorbunov, C. Hofmann, S. Münch, A. Löffler,
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[108] F. J. R. Schülein, E. Zallo, P. Atkinson, O. G. Schmidt, R. Trotta, A. Rastelli,

A. Wixforth, and H. J. Krenner. Fourier synthesis of radiofrequency nanomechan-

ical pulses with different shapes. Nat. Nano., 10:512, 2015.

[109] T. Schupp, K. Lischka, and D. J. As. MBE growth of atomically smooth non-polar

cubic AlN. Journal of Crystal Growth, 312:1500, 2010.

[110] J. M. Senior and M. Y. Jamro. Optical Fiber Communications: Principles and

Practice. Pearson Education, London, 2009.

[111] L. Shao, M. Zhang, A. Banerjee, P. K. Bhattacharya, and K. P. Pipe. Electrically

driven nanoscale acoustic source based on a two-dimensional electron gas. Appl.

Phys. Lett., 103:083102, 2013.

[112] J. Simon, N. T. Pelekanos, C. Adelmann, E. Martinez-Guerrero, R. André,
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