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1 Introduction

Low-dimensional materials are a recently discovered class of materials. They are

described as material that can exist in crystalline configurations as thin as a single

atom. In 2004 Novoselov and Geim, who are known to be the pioneers in the field

of low-dimensional materials, reported the successful isolation of a sheet of car-

bon from a graphite sample [1]. This isolated sheet of carbon was as thin as a

single atom and was called graphene, opening a new chapter of science in the

field of condensed matter. They reported on extraordinary electronic, mechani-

cal, and optical properties of graphene that were unrivalled by any bulk material

or even thin films. Graphene revealed an ultra-high carrier mobility of roughly

200,000 cm2

Vs
[2], an elastic modulus of about 1 TPa [3], and an optical transmis-

sion coefficient which is nearly constant for a large range of wavelengths [4], to

name only a few. Thus, great expectations were associated with the discovery

of graphene due to its outstanding properties, and consequently, the Nobel Prize

was awarded jointly to Novoselov and Geim in 2010. The scientific community

started exploring the unique properties and possible applications of graphene. Al-

though diverse applications based on graphene-related materials are proposed, for

example the use in touchscreens [5], micro-processing [6], or sensors [7, 8], only

very few commercially available products exist so far for mainly two reasons:

The extraordinary properties of graphene are solely reported for ideal and nearly

defect-free sheets of graphene and there is less effort put in scientific studies fo-

cussing on commercially available graphene sheets. Further, due to its semi-metal

properties like the vanishing bandgap graphene can not simply replace silicon,

rather newly tailored concepts need to be developed [9]. These issues hampered

the development of graphene based products and the search for alternative low-

dimensional materials started. Within only a few years a variety of different

low-dimensional structures were found [10–12]. Famous examples are so called

van-der-Waals materials which possess a strong in-plane bonding but only weak
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CHAPTER 1. INTRODUCTION

van-der-Waals forces in the out-of-plane direction. These van-der-Waals materials

can be obtained by mechanical exfoliation, for instance from naturally occurring

minerals. Transitionmetal-dichalcogenides are common examples composed of a

transitionmetal atom like molybdenum or tungsten and two chalcogen atoms like

sulfur, selenium, or tellurium. Another class of low-dimensional materials is built

from group IV elements like silicon, germanium, and tin. Together with graphene

these materials are the so-called Dirac materials. Their names are often adjusted

with the ending ’ene’ in the low-dimensional limit, for example silicene or ger-

manene. In contrast to graphene which can be pulled off from the graphit bulk

material, other Dirac materials of the fourth group need to be artificially synthe-

sized. All of these low-dimensional materials have in common that they open new

perspectives from a fundamental as well as technological point of view.

From the fundamental point of view, the discovery of low dimensional materials

allows to study the substantial consequences due to confinement in the one- or

two-dimensional limit. For instance, the semiconducting molybdenum disulfide

changes from an indirect bandgap in the bulk structure to a direct bandgap in

the limit of two dimensions [13]. Another example are nano-ribbons built of sili-

con. In bulk configuration silicon is a semiconductor, whereas it is supposed to

reveal metallic behaviour in the one-dimensional limit [14]. Further, the actual

existence of one- and two-dimensional materials enables the exploration of one-

and two-dimensional electron gases (DEG) without artificially creating them by

the stacking of semiconductors, or semiconductors and isolators [15].

From the technological point of view, low-dimensional materials offer function-

alities as broad as sensing, energy, photonics, or electronics. Low-dimensional

materials are inherently flexible, thus nearly every conceivable geometry can be

covered with these materials. Flexible and transparent solar cells, for instance,

have been successfully manufactured [16]. Especially in electronics the advan-

tage of the potential of low-dimensional materials is of great interest. Recently,

transistors were realized that use one-dimensional carbon-based nano-structures.

This is possible due to the opening of a bandgap in one-dimensional carbon-based

structures because of their lateral confinement of very few Ångstrom [17]. These

transistors are smaller and have a higher normalized current density than state-of-

the-art silicon technology [18]. According to Moore’s law, silicon based transistors

shrunk every 12 to 24 months. Since current transistors belong to the so called
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CHAPTER 1. INTRODUCTION

14 nm semiconductor device fabrication node further shrinking is hardly possible.

This is caused by quantum mechanical effects, for example the tunnel effect. Thus,

new concepts including the use of the properties of low-dimensional materials need

to be considered for meeting Moore’s law in future [19, 20]. This is, for example,

the development of spintronic or valleytronic devices that use the spin informa-

tion of the electrons [19,21]. For example, functionalized silicon nano-ribbons are

reported to be a candidate in spintronic devices for efficient spin injection [22,23].

Further, ultra-thin links made from one-dimensional structures with metallic prop-

erties for contacting shrunken electronic devices are conceivable.

This thesis is dedicated to the structure determination of nano-ribbons built of sili-

con atoms and their interaction with the substrate beneath. Silicon nano-ribbons

are the one-dimensional representative of low-dimensional silicon structures. Their

structure is a long-debated issue and a large number of more than 30 structure

models are proposed [24–37]. Most of these proposed structure models are based

on scanning tunnelling microscopy measurements [24, 26, 27, 32, 33] or ab initio

calculations [25,35,36]. A complementary method for an encompassing evaluation

of the validity of the proposed structure models is not reported yet. The precise

structure determination is of highest interest since it is one of the main character-

istics that influences electronic, mechanical, and optical properties. Theoretical

calculations which are necessary for the development of prospective devices built

of new materials are based on the structural characteristics of the used material.

By determining the structure the effect on the electronic, mechanical, and optical

properties can be predicted. For instance, several theoretical studies indicate an

exceptional electronic and magnetic behavior for silicon nano-ribbons, depending

on the assumed crystal structure [38–41].

Further, the interaction between the nano-ribbon and the substrate is of impor-

tance. Typically silver is a well suited template for the growth of silicon nano-

ribbons, but not appropriate for electronic devices. Thus, the nano-ribbons need

to be removed from the conducting silver template and transferred to a suitable

insulating substrate. The transfer process is basically mediated by the chemical

bonding and the interface between substrate and adsorbate, thus, the knowledge

of the interaction will pave the way for developing effective transfer processes.

Hiraoka et al reported on the decoupling of a silicon nano-ribbon from a silver

substrate by a scanning tunnelling tip (STM) [42, 43]. The interaction between
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CHAPTER 1. INTRODUCTION

the silver substrate and the impinging silicon atoms during the growth of silicon

nano-ribbons was reported by Prevot et al recently [44]. They observed a dis-

placement of silver atoms due to the impinging silicon atoms. Though, they could

not provide information on the interaction between substrate and nano-ribbons in

the equilibrium state.

In this thesis photoelectron-based techniques are utilized to clarify the local struc-

ture of silicon nano-ribbons and the bonding forces between the nano-ribbons and

the silver substrate. Photoelectron spectroscopy (XPS) and photoelectron diffrac-

tion (XPD) are well-suited tools due to their surface sensitivity. XPS provides

information regarding the chemical environment of emitting atoms, and XPD pro-

vides information on the local order of the emitting atoms. Both tools are proven

to be excellently suited for addressing the above raised questions of structure

determination and bonding forces [45–47] as proven by XPS and XPD studies

providing structural information in the sub-Ångstrom range of two-dimensional

materials like ordered organic molecules on metal surfaces [48, 49] and graphene

on silicon carbide [50–53].

This thesis is structured into seven chapters. Following the introduction, a the-

matically classification of silicon nano-ribbons within the field of low-dimensional

silicon structures is given. Primarily, this chapter deals with the different atomic

structures that are proposed to describe the structure of silicon nano-ribbons.

Since the substrate is of relevance for the formation of silicon nano-ribbons, fur-

ther attention is given to the silver surface.

Chapter three deals with the theoretical principles of the photoelectric effect as

it is the fundamental effect for both used methods, more precisely photoelectron

spectroscopy and photoelectron diffraction. Particular consideration is given to

the basics of photoelectron diffraction and the simulation of photoelectron diffrac-

tion patterns.

The experimental setup is described in chapter four. The characteristics of the

used ultra-high vacuum (UHV) chamber, including all components which are nec-

essary for the preparation and analysis of the system, are discussed. Further, two

photon providing light-sources, Beamline 11 located at the synchrotron facility

DELTA and a conventional X-ray tube, are introduced.

Chapter five deals with the process of preparation of the silver substrate. A de-

tailed analysis of the silver surface based on LEED and XPS measurements is
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CHAPTER 1. INTRODUCTION

performed since a clean and well reconstructed surface is of utmost importance

for the growth of silicon nano-ribbons. Following, details of the growth process of

the silicon nano-ribbons themselves are given. The growth of those nano-ribbons

is verified by LEED, XPS, and UPS measurements since these tools are appropri-

ate to evaluate the successful growth of silicon nano-ribbons.

In chapter six an encompassing analysis concerning the silicon and silver XPS

measurements is performed providing first information about the bonding be-

tween the silver substrate and the adsorbed silicon nano-ribbons. This is followed

by a discussion of the mentioned structure models by comparing simulated XPD

pattern of a variety of structure models to the experimental XPD pattern.

The thesis is summarized in chapter seven and an outlook towards future studies

is given.
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2 Low-dimensional silicon

structures

Silicon is the earth’s second most abundant element with a percentage of about

28 % by mass. As a semiconductor it is probably best known for its application

in integrated circuits but still, it has further applications in chemical industry as

well as in metallurgy. Silicon is a chemical element with the atomic number 14

and classified in group IV within the periodic table, which is commonly known as

the carbon group. The electronic configuration of silicon is [Ne]3s23p2 what makes

bulk silicon a famous representative for the sp3 hybridization. Silicon is tetrago-

nally coordinated with a nearest neighbour distance of dnn =
√
3×d
4

Å and typically

crystallizes in diamond structure with a lattice constant of d = 5.43 Å, which can

be described by two face-centred cubic structures shifted by half of the space dia-

gonal. The unit cell of bulk silicon is illustrated in figure 2.1. Next to the diamond

structure a lot of silicon allotropes are subject of current research, for example Si24

in zeolite structure forming six- and eight-membered rings [54], S136 in clathrate

II structure forming five- and six-membered rings [55], or hexagonal silicon in

lonsdalite structure [56]. Silicon allotropes in zeolite and clathrate II structure

exist in bulk structure, whereas the hexagonal silicon in lonsdalite structure grows

in so-called nano-wires. These nano-wires are several hundreds of nanometers in

length but only a few nanometers in width [57, 58]. This limitation in width is

a first step towards reducing the dimensionality of structures. However, the size

of several nanometers is too large for observing a change of physical properties

due to lateral confinement. Indeed, structures exist that are restricted to only a

few Ångstrom in their lateral size, thus they are called low-dimensional materials.

Low-dimensional materials are classified into three categories: 0D, 1D, and 2D ma-

terials. The 2D representative called silicene was the first proven low-dimensional

material after graphene that consists only of one atom species. Silicene has been
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CHAPTER 2. LOW-DIMENSIONAL SILICON STRUCTURES

Figure 2.1: Unit cell of tetragonally coordinated silicon as found in diamond

structure.

investigated from both the theoretical [59, 60] and the experimental [61] point of

view already. Reports of the successful growth of silicene on a supporting sil-

ver substrate from five different groups were independently published as late as

2012 [62–66]. The structure of silicene can be easily described by a buckled sheet

of hexagonally arranged silicon atoms [62]. Since then, the interpretation of the

electronic band structure of silicene became a hot debate and a matter of current

discussion. The origin of the linear bands resulting in a Dirac cone could not be

explicitly assigned to either the substrate or the silicene itself [67].

Besides, the formation of the 0D representative, so-called nano-dots, was re-

ported [24]. Nano-dots with lateral sizes of approximately 10×15 Å2 are observed

on a Ag(110) surface [28]. Little is known about this configuration. No successful

preparation of a sample solely covered with nano-dots is reported yet since nano-

dots act as buildung blocks during the assembly of silicon nano-ribbons.

Consequently, the growth of silicon nano-ribbons, the 1D representative, on a

Ag(110) substrate was reported [24]. Scanning tunnelling microscopy (STM)

measurements showed perfectly aligned stripes when silicon was deposited onto

a cleaned silver surface. Several works reported on the growth along the [1̄10]

direction, the height of roughly 0.2 nm, the width of approximately 1.6 nm, and

the length of about 30 nm [24, 68, 69]. Further, a (×2)-periodicity parallel and
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a (×5)-periodicity perpendicular to the [1̄10] direction of the silver unit cell was

observed by STM and low energy electron diffraction (LEED) [14].

Only little is known about the electronic properties of silicon nano-ribbons and

their reactivity. There are first indications given by XPS and STM measurements

that predict a metallic behaviour of silicon nano-ribbons [68,70], and further, four

new states near the Fermi level have been reported due to the lateral confinement

within the narrow nano-ribbons [24,71]. Though, a comprehensive analysis of the

bandstructure is not reported yet.

First studies analyzing the reactivity of nano-ribbons towards oxygen and hydro-

gen exposure have been reported [72]. The oxidation process starts at the extrem-

ities of the nano-ribbons and develops along the elongated nano-ribbons [73]. The

internal structure of the oxidized nano-ribbons changes, whereas the alignment

along the [1̄10] direction regarding the silver substrate is preserved. Further, it

was observed that the oxidation process of silicon nano-ribbons starts at a higher

oxygen exposure compared to the (7 × 7)-reconstructed Si(111) surface. More

precisely, the reactivity towards oxidation is decreased by a factor of 104 [73]. In

contrast, hydrogenation of the nano-ribbons due to molecular hydrogen exposure

is not a site selective process [74, 75]. Covalent bonds between hydrogen and sili-

con atoms are formed leading to the destruction of the nano-ribbons into small

nano-clusters. Nevertheless, depending on the careful selection of the deposited

material, silicon nano-ribbons can be used as a template for the growth of per-

fectly aligned superstructures. For example, this was observed for the adsorption

of 9,10-phenanthrenequinone, cobalt, or manganese deposition [22,33,76].

For an in-depth understanding of the above reported findings it is of highest impor-

tance to know the local order within the nano-ribbons and their position relative

to the substrate. For this reason several theoretical and experimental works have

been published addressing the question of the local order within the nano-ribbons.

In contrast to sheets of silicene on silver, the structure of silicon nano-ribbons is

still unknown. A multiplicity of proposed structure models exists which needs

to be carefully evaluated. In total more than 30 different structure models are

proposed. All of the so far reported structure models have been evaluated in this

thesis. Since the silver substrate plays an important role during the nano-ribbon’s

growth it is discussed initially. Then, a selection of the proposed structure models

is presented in more detail in section 2.2.
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CHAPTER 2. LOW-DIMENSIONAL SILICON STRUCTURES

2.1 Crystal structure of Ag(110)

Silver is a chemical element with the atomic number 47 and classified in group

eleven of the periodic table together with copper and gold. It belongs to the class

of noble metals and exhibits one of the highest thermal and electrical conductivity

due to its electron configuration [Kr]4d105s1 [77]. Silver is a relatively inert metal,

therefore main-contaminations from carbon or oxygen are only weakly bonded to

the surface. The sole noteworthy strongly bonded contamination is sulfur causing

a black tarnish when stored under ambient atmosphere.

Silver crystallizes in a face-centered cubic (fcc) structure as shown in figure 2.2

with eight atoms located in the corners of a cube, and six atoms located at the

faces of the cube. Therefore, the coordination number is twelve, with a nearest

neighbour distance of dnn = a√
2
, and with a lattice constant of a = 4.09 Å. From

this infinitely extended fcc crystal structure a surface is generated by cutting the

crystal along a lattice plane, typically determined by the Miller indices. The

Miller indices are determined by three integer numbers (hkl) which are calculated

by the reciprocal intersections of a spanned plane with the lattice vectors. Crystal

directions are denoted as [hkl]. Consequently, [hkl] is always perpendicular to

(hkl). In figure 2.2 the plane characterized by the Miller indices (110) is shown in

blue with the perpendicular crystal direction [110].

The result of cutting a perfect crystal in fcc structure along the (110) plane is

shown in figure 2.3. Since the symmetry of bonding forces is broken at the surface

due to the absence of neighbouring atoms in one direction, the modification of

the equilibrium atom locations is likely. This modification is typically categorized

as relaxation and reconstruction, thereby reconstruction is assigned to a change

of periodicity parallel to the surface and relaxation is assigned to a change of

periodicity normal to the surface. Strongly covalent bonded systems with highly

oriented bondings form complex distortions at the surface. For example, semicon-

ducting samples exhibit the tendency of saturating the dangling bonds generated

by truncation of the bulk structure. This results in a shift of atom locations com-

pared to the bulk position, or in the creation of missing rows. Metals on the other

hand mostly rearrange in a simpler way since the undirected chemical bondings

arise from the strongly delocalized metallic bonding. A relaxation of the topmost

layers in metals can be explained by the transfer of electronic charge. Electric

10
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Figure 2.2: Unit cell of a face-centred cubic crystal structure with the (110) plane

indicated by the blue area.

dipoles are formed at the surface due to smearing out of the electronic charge

density. The electric field of this surfaces dipoles results in an electrostatic force

on the metal ions. Thus, the topmost layers shift perpendicular to the surface

plane. These layer shifts and the previously discussed surface reconstructions are

mostly accompanied by surface defects like terraces, kinks, adatoms, vacancies,

and ledges.

In the present case a (1 × 1)-reconstruction for Ag(110) is reported, meaning no

shift or distortion parallel to the surface is observed. Indeed, relaxation of the two

topmost layers was observed in previous studies by LEED measurements [78,79].

2.2 Structure models of silicon nano-ribbons

The description of the silicon nano-ribbon structure models is a qualitative de-

scription for two reasons: The main reason is that most publications only re-

port qualitative structure models and do not give precise information of bonding

lengths, bonding distances, not to mention specific atom locations. The second

reason is, that the characteristics of each evaluated structure model need to be

identified in order to perform an encompassing XPD analysis. The necessity for

11
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Figure 2.3: top row: Perspective view of the Ag(110) unit cell (left) and top view

onto the Ag(110) surface in [110] direction (right). bottom row: Side

view in [001] direction (left) and side view in [1̄10] direction (right).

identification of the structural characteristics is presented in more detail in section

3.3.2.

Model proposed by Leandri

The first proposed structure model was reported by Leandri [24]. She proposed

a hexagonal arrangement of the silicon atoms with zig-zag terminated edges as

shown in figure 2.4 due to the perfect match between three unit cells of Si(111)

orientation in [101̄] direction (3× 3.84 Å = 11.52 Å) and four unit cells of Ag(110)

in [1̄10] direction (4 × 2.89 Å = 11.56 Å). The assumption of a hexagonal ar-

rangement seems to be quite reasonable due to the analogy between silicon and

carbon, since carbon nano-ribbons reveal a hexagonal structure [80]. Hence, a lot

of proposed structure models are based on a hexagonal arrangement. Aufray et

al performed density functional theory (DFT) calculations based the hexagonal

structure proposed by Leandri. As a result they present a model that preserves the

honeycomb structure but reveals strong corrugation along the [001] direction [26].

12
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Figure 2.4: Hexagonal structure model as proposed by Leandri with zig-zag ter-

minated edges [24]. Top view in [110] direction(left) and side view

in [1̄10] direction (right). Silicon atoms are displayed in yellow, silver

atoms are displayed in grey.

Model proposed by He

The first theoretical approach for a structural determination was reported by He

in 2006 [25]. He reported an ab initio study based on the determination of the

adsorption energy, while taking the observed (5 × 2)-periodicity regarding the

silver substrate into account. He calculated the adsorption energy for 18 different

structures. He concluded, that twelve silicon atoms stacked into two layers within

a unit cell are the most stable structure. The bottom layer consists of eight atoms

that are placed in the hollow sites of of the silver substrate. The top layer consists

of four atoms that build silicon dimers that are oriented perpendicular to the [1̄10]

direction regarding the silver substrate. A structure model is shown in figure 2.5.

Figure 2.5: Most stable structure model as proposed be He [25]. Top view in [110]

direction(left) and side view in [1̄10] direction (right).

13
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Model proposed by Tchalala

Next to the honeycomb based structure models given by Leandri and Aufray et

al, further honeycomb based structure models are reported that are rotated by

30◦ regarding the models proposed by Leandri and Aufray et al. This results in

an arm-chair terminated honeycomb structure as shown in figure 2.6. Two unit

cells of Ag(110) in [1̄10] direction (2×2.89 Å = 5.78 Å) perfectly match three unit

cells of silicon (111) in [2̄11] direction (3× 1.86 Å = 5.58 Å) as reported by several

authors [31,32].

Figure 2.6: Hexagonal structure model as proposed by Tchalala et al with arm-

chair terminated edges [32]. Top view in [110] direction(left) and side

view in [1̄10] direction (right).

Model proposed by Hogan

Further proposed structure models are modifications of the models reported by

He [33,81], and modifications of the arm-chair and zig-zag terminated honeycomb

structures [34]. Then, Bernard et al reported on their grazing incidence X-ray

diffraction study predicting the formation of a two missing row reconstruction

beneath the nano-ribbons [29]. As a consequence, even more complex structures

are proposed [27,30]. For example Hogan et al predicted a zig-zag chain of silicon

atoms bonded to silicon dimers located within the missing row reconstruction of

the silver substrate as shown in figure 2.7 [27].

14
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Figure 2.7: Structure model as proposed by Hogan et al [27]. Top view in [110]

direction(left) and side view in [1̄10] direction (right).

Model proposed by Prevot and Cerda

The latest approach for describing the structure of silicon nano-ribbons on Ag(110)

is reported by Cerda et al [28] and Prevot et al [37]. They propose a structure

model consisting of two buckled pentagonal silicon chains stabilized within two

missing rows. A structure model is shown in figure 2.8.

Figure 2.8: Pentagonal structure model as proposed by Prevot et al [37]. Top view

in [110] direction(left) and side view in [1̄10] direction (right) [82].

In total, there are more than 30 structure models predicted. Since almost all of

them are solely based on one experimental technique, or at least only based on

theoretical calculations, an encompassing evaluation has to be performed.
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3 Theoretical principles

Surface sensitive tools are necessary for the analysis of the structural properties

of silicon nano-ribbons on a Ag(110) substrate. X-ray photoelectron spectroscopy

(XPS) and X-ray photoelectron diffraction (XPD) offer the requested specification

of surface sensitivity and are versatile tools based on the photoelectric effect. The

fundamentals of these methods are described in this section, and therein, the

individual strengths of providing chemical as well as structural information are

pointed out.

3.1 Photoelectric effect

The first experimental finding that can be attributed to the photoelectric effect

was reported by Alexandre Edmond Becquerel in 1839. He documented an elec-

trical current flowing between two electrodes in a electrolytic solution by illu-

minating one electrode with ultraviolet light [83, 84]. Subsequently, systematic

studies exploring the effects of illuminating metal electrodes by ultraviolet light

were conducted by Heinrich Hertz and Wilhelm Hallwachs in 1887 [85–87]. They

observed the change of charge density at the metal electrode induced by irradia-

tion with ultraviolet light. Finally, after considering the pioneering works from

Philipp Lenard [88] and Max Planck [89, 90], the theoretical description of the

photoelectric effect was given by Albert Einstein in 1905 [91]. In 1914 Milikan

proved Einsteins theory by determining the Planck constant via a retarding field

experiment [92].

The photoelectric effect describes the interaction between a photon and a bonded

electron. The photon is described as a particle with an energy EPhoton = hν and

a momentum p = ~k. The momentum of the incoming photon can be neglected
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for the following considerations due to its low value. In case the photon energy

hν is larger than the work function ΦS and binding energy of an electron Ebin, i.e.

hν ≥ ΦS+Ebin, a core-level electron can be ejected due to energy transfer from the

photon to the bonded electron. The work function ΦS defines an element specific

energy distance between the Fermi level EF and the vacuum level Evac, and the

binding energy is defined by the energy distance between the Fermi level and the

initial electron orbital. The ejected electrons are referred to as photoelectrons.

Since a photon can transfer only its entire energy the photoelectric effect can be

described by the photoelectric equation

hν = Ekin + Ebin + ΦS (3.1)

where Ekin describes the kinetic energy of the photoelectron. In case the photon

energy of an incoming photon is larger than the work function ΦS and smaller

than the binding energy of the highest core-level Ebin, i.e. ΦS ≤ hν ≤ Ebin, an

electron from the valence band can be ejected. If the photon energy is larger

than the binding energy Ebin but smaller than the binding energy and the work

function Ebin + ΦS, i.e. Ebin ≤ hν ≤ Ebin + ΦS, an electron can be excited

from a bonded state into the conduction band or from the valence band into the

continuum. Since the photoelectric effect leaves unoccupied hole-states relaxation

effects occur. The typical lifetime τ of such a hole-state is about τ = 1 fs [93].

Weaker bonded electrons from the initial energy level Ei relax into the unoccupied

hole-state Ef. The energy difference Ef−Ei can be released in either of two different

ways, namely the Auger-Meitner effect [94, 95] or fluorescence [96,97].

For the Auger-Meitner effect the energy difference Ef−Ei is transferred to another

bonded electron which is either lifted into the valence band or ejected into the

vacuum. The ejected electrons due to the Auger-Meitner effect are termed Auger-

electrons. Their kinetic energy EAuger, kin only depends on the involved core-levels

EAuger, kin = Ef − Ei − EAuger, k, (3.2)

where EAuger, k denotes the initial binding energy of the emitted Auger-electron.

The second possible relaxation process is fluorescence. In this relaxation process
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the energy difference Ef − Ei is emitted by fluorescence radiation as a photon

hνfluorescence = Ef − Ei. (3.3)

Both of these processes occur parallel. The probability of the individual processes

depends on the atomic number of the involved elements, with the Auger-Meitner

effect dominating for elements with atomic numbers Z ≤ 30, and fluorescence

dominating for atomic numbers of Z ≥ 60. The scheme of photoemission and its

corresponding relaxation processes is displayed in figure 3.1.

Figure 3.1: Scheme of the photoemission (a), Auger-Meitner (b), and fluorescence

(c) relaxation [98].
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3.2 Photoelectron spectroscopy

Photoelectron spectroscopy is a versatile tool for the analysis of the elemental com-

position of a solid and the existent chemical bondings. Depending on the energy of

the incoming photons photoelectron spectroscopy can historically be subdivided

in UPS (Ultraviolet Photoelectron Spectroscopy) for 5 < EPh < 50 eV, XPS (X-

ray Photoelectron Spectroscopy) for 100 < EPh < 1500 eV, and HAXPES (Hard

X-ray Photoelectron Spectroscopy) for 1500 eV < EPh. In photoelectron spec-

troscopy the intensity of electrons is recorded depending on their kinetic energy

after excitation with a x-ray source.

There is a certain probability that an incoming photon generates a photoelectron.

This probability is termed the differential cross section dσ
dΩ

and depends on the

investigated element, orbital and photon energy.

While travelling through the crystal the photoelectrons get scattered at the re-

maining electron system. Elastic scattering without energy transfer and inelastic

scattering causing a loss in kinetic energy of the photoelectron occur. The lat-

ter one results in attenuation of the intensity of photoelectrons, described by the

inelastic mean free path (IMFP) λm(Ekin). The IMFP describes the distance an

electron beam travelled before it is attenuated to 1/e of its initial intensity. The

probability for an inelastic scattering event strongly depends on the kinetic energy

of the electron and weakly depends on the element. Thus, due to simplicity rea-

sons the so called ”universal curve” was assumed to describe the inelastic mean

free path in the early times of photoelectron spectroscopy [99]. Today, the more

sophisticated ”TPP2M” formula is utilized to determine the IMFP [100]. The

”TPP2M” formula was deduced by Tanuma, Powell, and Penn from the Bethe-

Bloch equation corrected by two modifications by Inokuti and Ashley who took

additional loss mechanisms of electrons compared to heavy charged particles into

account [101–103]. The IMFP for non-relativistic electrons is given by

λm(Ekin) =
Ekin

Ep [β ln(γEkin) − (C/Ekin) + (D/E2
kin)]

. (3.4)

where β, γ, C, and D are determined by empirical expressions, and Ep is the

free electron plasmon energy. Two excitation processes exist that characterize

the shape of the IMFP. Inelastic electron-electron scattering generating secondary
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electrons is the dominant contribution to the IMFP below a kinetic energy of

50 eV. Above 70 eV, the IMFP is limited mainly by the quantized excitations of

plasmons. These plasmons need to be distinguished into bulk and surface plas-

mons and their excitation energy is typically of the order of several eV [104,105].

The IMFPs for different materials, including silicon and silver, are shown in figure

3.2. Despite small differences in the shape of the IMFP for various materials, the

basic shape of the IMFP remains almost unchanged. The minimum value of the

IMFP is about 5 Å for kinetic energies between 30 eV and 100 eV, and thus only

photoelectrons from the topmost 5 Å to 10 Å can escape into the vacuum. This

very low IMFP makes photoelectron spectroscopy and diffraction very surface sen-

sitive techniques, and subsequently well suited for the analysis of low-dimensional

structures that present themselves as a surface.

The effect of elastic scattering on the photoelectron intensity will be discussed in

chapter 3.3 with respect to photoelectron diffraction.

A typical XPS survey spectrum is shown in figure 3.3. It is recorded at a kinetic

Figure 3.2: Inelastic mean free path in nm as a function of energy above the fermi

level as calculated by the ”TPP2M” formula. The solid line results

from a least square fit of the modified Bethe-Bloch equation, adopted

from [100].

energy of hν = 650 eV under normal emission. The Ag 3d, Ag 4s, and Ag 4p core-

levels are indicated as well as the Ag Auger signals. A detailed analysis procedure
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containing background subtraction, line shape, shifting of core-level signals due to

chemical bonding, and splitting of core-level signals due to spin-orbit coupling is

discussed below.

Figure 3.3: Survey spectrum of a sputter-cleaned Ag(110) sample. All character-

istic features of the spectrum are labelled.

3.2.1 Background

While propagating through the sample the photoelectrons get inelastically scat-

tered as described above. This causes a continuous background contribution to

the XPS spectrum. The excitation of secondary electrons generates a continuous

background signal and the excitation of plasmons generate a discrete background

signal. The discrete background signal originating from the plasmon excitations

can be removed by peak fitting, whereas the removal of the continuous background

signal remains challenging. There are mainly two different possibilities of back-

ground subtraction. One possibility is applying the so-called Shirley background.
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The Shirley background BS is a deterministic approach based on an uniform energy

loss function for the background removal [106].

The second possible approach of background determination is the so-called Tou-

gaard background. The determination of the Tougaard background BT is based

on the previously mentioned IMFP λ(E), see equation (3.4), and the assumption

of a non-uniform energy loss cross section K(E, T = E−E ′) where E denotes the

kinetic energy of an electron and T the energy loss per path length [107]. Thereby,

the background can now be calculated by

BT(E) = λ(E)

∫ ∞

E

K(E ′, E ′ − E) × I(E ′) dE ′. (3.5)

Analyzing typical shapes of the functions λ(E) and K(E, T ) show that each of

them strongly depends on E. Still, the product λ(E) × K(E, T ) is rather inde-

pendent of E [107] and can be approximated by the universal inelastic scattering

cross section

λ(E) ×K(E, T ) =
BT

(C + C ′T 2)2 + DT 2
(3.6)

with well known parameters B, C, C ′, D. Substituting K(E, T ) in equation

(3.5) [108] yields

BT(E) = λ(E)

∫ ∞

E

BT

(C + C ′T 2)2 + DT 2
× 1

λ(E ′)
dE ′. (3.7)

Since the Tougaard background is advantageous for asymmetric photoelectron

lines, the background subtraction is performed by applying the Tougaard back-

ground instead of the Shirley background [109,110].
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3.2.2 Line shape

The line shape observed for XPS-signals is a convolution of different types of

contributions. There is a Lorentzian contribution due to the finite lifetime of

the generated core-hole, as well as a Gaussian contribution G(E, σG) with σG

denoting the full width at half maximum (FWHM) of the Gaussian profile G due

to instrumental influences like the x-ray line shape and spectrometer properties

[111, 112]. If the experimental line shape reveals an asymmetry, a contribution

described by a Doniach-Sunjic profile D(E,Γ, α, Ec) has to be considered instead

of the Lorentzian-profile [111,113]:

D(E, σD, α, Ec) =
cos

[

πα
2

+ (1 − α) arctan
(

E−Ec

Γ

)]

((E − Ec)2 + Γ2)(1−α)/2
. (3.8)

Here, Γ corresponds to the FWHM of the Doniach-Sunjic profile, α to the asym-

metry parameter and Ec is related to the kinetic energy location. Asymmetric line

shapes are typically observed if metals with a high density of occupied states below

the fermi level and unoccupied states above the fermi level are probed. If a core-

hole is generated by photoemission the electrons from the conduction band screen

the core-hole. In detail, screening describes the excitation of an electron-hole pair

within the conduction band. This excitation is induced by the spontaneously

switched-on local potential of the generated core-hole. The matrix element M

describing the electron-hole excitation is approximately proportional to 1
∆E

, i.e.

M ∝ 1
∆E

, and thus M is the stronger, the smaller the energy transfer ∆E. Hence,

the screening leads to a tail at the low kinetic energy side [93, 112, 113]. Since

the Doniach-Sunjic profile converts into a Lorentzian-profile for an asymmetry

parameter α = 0 it represents the more general approach for describing the line

shape [105]. Consequently, the line shape f(E) with its amplitude A is determined

by

f(E) = A · (G(σG) ∗D(Γ, α, Ec)) (E). (3.9)
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3.2.3 Chemical shift

The analysis of the kinetic energy of the photoelectrons emitted from the solid

allows the determination of their binding energies. The binding energy is charac-

teristic for an orbital and an element. The difference in electronegativity between

bonding partners affects the binding energy. The more electronegative bonding

partner attracts the involved valence electrons and in turn the electron density is

more localized at the more electronegative atom. Accordingly, its relative atomic

number decreases and the binding energy is decreased, too. In contrast, the rela-

tive atomic number of the less electronegative bonding partner is increased, as

well as its binding energy is increased. The first clear evidence for a chemical

shift was observed within the S 2p core-level signal from sodium-thiosulfate [114].

The most famous example of a chemical shift in XPS signals was given by Nobel

laureates K. Siegbahn analyzing the chemical shift of the C1s signal in ethyl-

trifluoroacetate [115, 116] as shown in figure 3.4. The binding energy of the car-

bon atoms with three hydrogen bonding partners is Ebin, CH3 = 291.2 eV, while

the binding energy of the carbon atom with three fluorine bonding partners is

Ebin, CF3 = 299.4 eV. This large energy shift is due to the large difference in elec-

tronegativity between hydrogen and fluorine. If the difference in electronegative

is small the resulting energy shift of the binding energy is small. This makes it

more difficult to separate the individual components in an XPS spectrum. Still,

analysis of the chemical shift yields unique information concerning distributions

of chemical and structural sites near the surface [117].

3.2.4 Multiplet splitting

Photoelectron lines split into multiplets caused by the interaction of the spin s of

the electron and the orbital angular momentum l [118]. This effect is called spin-

orbit coupling (SOC) and an initial state phenomenon. The spin s = ±1
2

can be

either parallel or anti-parallel regarding the orbital angular momentum l resulting

in a total angular momentum j = l ± s. As an example, the six electrons from

a p-type subshell are split into p1/2 with mJ = ±1
2

and p3/2 with mJ = ±3
2
,±1

2
.
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Figure 3.4: High-resolution XPS spectrum of the C 1s core-level of gaseous ethyl-

trifluoroacetate [115,116]. Four well separated chemically shifted com-

ponents of the C 1s core-level are visible, according to four carbon

atoms with each having different bonding partners.

There is no spin-orbit coupling in the case of l = 0 [119]. The ratio of the two

distinct spin-orbit components is determined by their degree of degeneracy

Ij=l+s

Ij=l−s

=
2(j = l + s) + 1

2(j = l − s) + 1
. (3.10)

The emission of a photoelectron from a core-level leaves an unfilled subshell. Thus,

due to changes in the angular momentum of the remaining electron system there

might exist more than one final state. This results in an additional splitting in

an XPS spectrum [117]. However, this final-state splitting can be neglected while

probing silicon and silver [120,121].

3.3 Photoelectron diffraction

Photoelectron diffraction is a powerful technique for gaining structural informa-

tion from surfaces and interfaces. It is based on photoelectron spectroscopy and
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developed from a phenomenon that was observed by Siegbahn et al for the first

time. They reported that the intensity of electrons expelled from core-levels of

a NaCl single crystal shows a strong angular dependence [122]. Further essential

works report on the observation of the phenomenon on metal single crystals and

adsorbates on surfaces [123–126].

The generated photoelectrons can get elastically scattered at the neighbouring

atoms and the evolved diffraction pattern can be recorded by an angular re-

solved measurement. In figure 3.5 the basic process of photoelectron diffraction

is schematically shown. The local environment of the emitting atoms can be con-

cluded from such a diffraction pattern [45,127–129].

A photoelectron excited from a localized core-level state propagates as a primary

Figure 3.5: Illustration of the photoelectron diffraction process based on the sim-

plified assumption of single-scattering. Various essential variables are

indicated [47].

spherical wave through the crystal. The amplitude of the electron wave decreases
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with the inverse distance from the emitting atom:

Ψ0(~r) ∝ eik|~r|

|~r| . (3.11)

Due to this proportionality XPD is highly sensitive for the short-range order and

less sensitive for the long-range order [45,47]. The primary wave gets scattered at

neighbouring atoms generating secondary waves. The primary and all generated

secondary waves interfere due to their locked phase and locked amplitude. This

interference pattern can be detected. Though, the phase information gets lost

during the recording process due to squaring the final wave-function [127]

I(~k) =

∣

∣

∣

∣

∣

Ψ0(~k) +
∑

l

Ψl(~k)

∣

∣

∣

∣

∣

2

, (3.12)

where I(~k) accounts for the measured intensity dependent on direction and energy,

Ψ0 accounts for the primary electron wave, and Ψl accounts for all secondary

scattered electron waves. As shown in equation (3.12), intensity modulations can

be observed for the variation of the excitation energy hν and thus the kinetic

energy of the expelled photoelectrons, as well as for variation of the detection

angle [45, 128]. In the following the focus will solely be on the angle-scanned

mode.

For a reliable analysis of a diffraction pattern effects of multiple-scattering have

to be considered. Though, due to simplicity reasons, the theory of photoelectron

diffraction is described by a single-scattering formalism.

The primary and secondary electron waves from equation (3.12) are given more

explicitly by [127]

I(~k) ∝
∣

∣

∣

∣

∣

(ǫ̂× k̂) e−
L0

2λ +
∑

l

(ǫ̂× r̂l)

rl
fl(Θl, k) eΦ(Θl,k)Wl e

−Ll
2λ eikrl(1−cos(Θl))

∣

∣

∣

∣

∣

2

.

(3.13)

In equation (3.13) ǫ̂ denotes the polarization vector of the incoming photons, (ǫ̂×k̂)

and (ǫ̂× r̂l) denote the dipole-matrix element in direction of ~k and ~rl, respectively.
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Attenuation of the electron wave due to inelastic scattering is introduced by the

exponential decay factor e−
Ll
2λ with Ll corresponding to the entire covered distance

below the surface and λ corresponding to the IMFP. Attenuation of the interfer-

ence pattern due to vibrational effects is introduced by the Debye-Waller factor

Wl. The complex scattering factor consists of an amplitude fl(Θl, k) and a phase

shift Φ(Θl, k) as shown in figure 3.6. Finally, the phase shift due to geometric path

length differences is introduced by the factor eikrl(1−cos(Θl)). The photoelectrons

Figure 3.6: Scattering factor amplitude (a) and phase shift (b) as an function of

the scattering angle for various kinetic energies [45].

suffer diffraction while escaping from the solid into the vacuum due to the inner

potential of the solid V0 [130,131]:

sin(Θsolid)

sin(Θvacuum)
=

√

Ekin + V0

Ekin

. (3.14)

In equation (3.14) Θvacuum denotes the polar angle inside the crystal and Θvacuum

denotes the polar angle after escaping the crystal.

In figure 3.6 the scattering factor amplitude and phase of a silicon scatterer are

shown. It is obvious that the kinetic energy of the photoelectron is of highest sig-

nificance for the resulting diffraction pattern. For high kinetic energies Ekin > 500 eV

the scattering factor amplitude is strongly focused at low polar angles around

Θl = 0. This results in a strongly forward focussed diffraction pattern with dis-

tinct maxima along linear ordered chains of atoms. For large inelastic mean free

paths as it is the case for kinetic energies Ekin > 500 eV a linear atomic chain

can be found in multiple crystal directions. This results in forward focused in-
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tensity maxima in these distinct crystal directions. Due to the large number

of linear atomic chains in a single crystal some of the forward focussed intensity

maxima merge into line-type maxima. These line-type maxima are called Kickuchi

lines [132–134]. These maxima provide information about structural properties of

the sample between the emitter and the detector and yield information about the

orientation of the sample. In contrast, for lower kinetic energies Ekin < 300 eV

the scattering factor amplitude is more complex including a strong contribution

in backward direction [135,136]. This results in a diffraction pattern that provides

additional information about the structure behind the emitting atom.

Since photoelectron diffraction is based on photoelectron spectroscopy it is sen-

sitive to both different emitting elements in one sample and differently bonded

emitters from the same element due to the chemical shift. Thus, photoelectron

diffraction is a versatile tool for probing the local environment of surfaces as well

as interfaces.

3.3.1 Data treatment

This work solely focusses on the angle-scanned mode. In this case the energy of the

incoming photons is kept constant. Recording the photoelectron intensities in the

hemisphere above the sample at various polar angles Θ and azimuthal angles ϕ,

more accurately polar angles 0◦ ≤ Θ ≤ 80◦ and azimuthal angles 0◦ ≤ ϕ < 360◦,

result in a XPD pattern. Therein, the polar angle Θ is defined as the angle between

the surface normal and the direction to the spectrometer. The azimuthal angle ϕ

describes the rotation of the sample around the surface normal. The step widths

of the polar and azimuthal angle while scanning the hemisphere are by default

∆Θ = 2◦ and ∆ϕ = 1.8◦, respectively. As a result a typical XPD pattern consists

of about 7200 individual XPS spectra.

The transformation of the 7200 individual XPS spectra into one XPD pattern is

as follows: first, the background signal of each spectrum has to be determined

by the procedure given in section 3.2.1. Then, the intensities are normalized by a

polynomial function that corresponds to the number of incoming photons. Second,

the intensities are determined by the enveloped peak area. In order to compare

the experimental to the simulated XPD pattern it is necessary to normalize each.

30



CHAPTER 3. THEORETICAL PRINCIPLES

For normalization the anisotropy function is introduced:

χ(Θ, ϕ) =
I(Θ, ϕ) − I(Θ)

I(Θ)
, (3.15)

where I(Θ, ϕ) denotes the measured intensity at (Θ, ϕ), and I(Θ) denotes the av-

eraged intensity for one polar angle, Θ. For a more demonstrative presentation the

anisotropy is displayed in a grey scale polar plot. In case the recorded spectrum

shows rotational and/or mirror symmetry, a symmetry averaged diffraction pat-

tern is calculated to reduce statistical fluctuations. Last, the diffraction pattern is

blurred by a gaussian distribution. This serves as a low-pass filter and statistical

errors can be removed [98]. Every processing step is displayed in figure 3.7 using

the example of a Si 2p diffraction pattern.

As shown in section 3.2.3 a core-level signal of one element species can consist

Figure 3.7: Transformation steps for a measured photoelectron diffraction pattern:

(a) raw pattern, (b) background subtraction, (c) anisotropy function

applied, (d) symmetrizing, (e) gaussian blurring, and (f) aligning.

of more than one component due to different chemical environments. Within this
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thesis it will be shown that if the chemical shift of two components is at least

about 0.2 eV it is possible to deconvolve all 7200 individual XPS spectra into the

chemically shifted components. Consequently, it is possible to obtain different

XPD pattern, each corresponding to one chemically shifted component [120,137].

Since the FWHM and the kinetic energy location of the peak maximum does not

change while varying the polar and the azimuthal angle, only the amplitudes of

the chemically shifted components are chosen as fitting-parameters. This enables

the deconvolution of an XPD pattern by an automated fitting routine applied to

thousands of XPS spectra.

3.3.2 Simulation

Due to the loss of the phase information during the measuring process it is not

possible to directly conclude on the atomic sites from an XPD pattern. This

means, the atomic locations can only be determined indirectly by comparing the

measured data to an XPD pattern gained from simulations. For this reason there

is a multi-step analysis procedure: First, a possible structure model has to be as-

sumed. Second, the corresponding XPD pattern has to be simulated. Third, the

measured XPD pattern has to be compared to the simulated one. If the simulated

XPD pattern does not match the experimental one, a rearrangement of the atom

positions on the condition that the fundamental characteristics of the structure

model are preserved has to be performed.

For the generation of a structure model it is necessary to specify the location of

every individual atom inside a unit cell, and to specify the length and directions

of the lattice vectors. For simulating the corresponding XPD pattern there are

two tools available: Electron Diffraction in Atomic Clusters (EDAC) and Full

Multiple Scattering Code for Low Energy Photoelectron Diffraction (MSPHD) for

high- and low-energy photoelectron diffraction patterns, respectively [131, 138].

Both simulation tools consider multiple electron scattering. For the simulation

of an XPD pattern, the process of photoelectron diffraction is divided into three

steps: First, generation of a photoelectron, second, propagation of the photo-

electron through the crystal including elastic and inelastic scattering, and third,

escaping of the photoelectron from the solid into the vacuum. The resulting dif-

ferential cross-section gained by the multiple scattered final state wavefunction in
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angular momentum representation with L = (l,m) for a distinct emitting atom in

a piecewise potential is [131,138]

dσ

d~k
= F (~k, ν)

l0
∑

m0=−l0

∣

∣

∣

∣

∣

∑

L,L′

ML0

L SLL′il
′

YL′(~k)ei
~k·~Rj0

∣

∣

∣

∣

∣

2

. (3.16)

F (~k, ν) is a constant for a given photon energy resulting from normalization and

from the oscillator strength of the relaxed channel of the final state [139]. ML0

L

represents the electric matrix dipole operator that describes the transition from

the one-electron initial state wavefunction with angular momentum L0 to the

final state wavefunction in continuum with angular momentum L. The term

ilYL′(~k) originates from the series expression of the Green’s operator describing

the propagation of the photoelectron as a spherical wave outside the muffin-tin

radius. SLL′ denotes the scattering path operator including all scattering events

of the propagating electron wave. The degeneracy of L0 is obeyed by summing up

all degenerated initial states m0 with −l0 ≤ m0 ≤ l0. Due to possible changes of

the angular momentum during scattering and propagation summation over L′ is

executed.

The essential difference between the EDAC and the MSPHD simulation tool is

the calculation of the scattering path operator SLL′ . Both simulation tools are

based on a Green’s-function approach describing the propagation of the electron

wave between two scattering events. Further, both tools are based on the cluster

approach. This means, no long-range order is required. It is an intuitive approach,

since excited photoelectrons travel short distances before suffering inelastic losses,

thus only the region surrounding the emitting atom contributes to the elastic

scattering process [140]. The size of the region contributing to the elastic scattering

processes is specified by the scattering sphere rscatter, typically one or two times

the IMFP [131, 138]. A description for the specific calculations of the scattering

path operator for the two available tools EDAC and MSPHD is given:

EDAC The determination of the scattering path operator SLL′ is realized by an

iterative process. The determination of the actual scattering processes is

based on the assumption of a muffin-tin potential [141]. Further assumptions

are, that the scattering process at atom i within the muffin-tin sphere is

described by the atomic-cluster matrix element T ii
LL′ , and the propagation of
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the scattered photoelectron wave from atom i to atom j is described by the

Green’s operator Gij
LL′ . The series expansion of the scattering path operator

is a subsequent summation of all scattering paths Λi
LL′

SLL′ =
N
∑

i

Λi
LL′ , (3.17)

with

Λi
LL′ = T ii

LL′ +
∑

j 6=i

T jj
LL′G

ij
LL′T

ii
LL′ +

∑

k 6=j

∑

j 6=i

T kk
LL′G

jk
LL′T

jj
LL′G

ij
LL′T

ii
LL′ + ... (3.18)

describing multiple scattering paths with the first event of scattering taking

place at atom i, and the subsequent scattering events taking place at atom

j, and k.

The time needed for the iterative evaluation of SLL′ is roughly proportional

to N2(lmax +1)3 with N being the number of atoms in the atom cluster, and

lmax representing the maximum angular momentum quantum number that is

taken into account. The maximum angular momentum lmax can be estimated

by lmax ≈ krmuffin-tin with k being the wave number of the photoelectron, and

rmuffin-tin representing the radius of the non-constant part of the muffin-tin

potential around every atom. Diffraction due to the inner potential V0 is

considered by the diffraction rule stated in equation (3.14).

MSPHD The MSPHD tool is especially designed for low-energy photoelectron diffrac-

tion in the range of 30 ≤ Ekin ≤ 100 eV. In contrast to the EDAC tool, the

MSPHD tool provides an exact representation of the scattering path opera-

tor to any order lmax. The tool determines the scattering path operator τ 0jLL′

from the emitting atom 0 to all atoms j within the cluster before escaping

from the solid, and subsequently sums up the scattering path operators for

all atoms j within the cluster:

SLL′ =
N
∑

j 6=0

τ 0jLL′ (3.19)
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with the analytical expression

τ 0jLL′ =
[

(T−1 −G)−1
]0j

LL′
(3.20)

taking all scattering events in the solid to any order lmax into account [142].

The damping of the photoelectron wave is considered by adding a complex

term to the muffin-tin potential, thus the potential is of Hedin-Lundqvist

type [143]. The time for inversion of the matrix τ 0jLL′ roughly scales with

N3(lmax +1)6. Thus, applying the MSPHD tool is only advantageous in case

of lmax ≤ 8, and small atom clusters. The refraction rule from equation (3.14)

is not taken into account, thus only internal polar angles are calculated [138].

Indeed, it has been shown that in case of silicon based systems the MSPHD

tool yields reliable results [98, 120].

In practice, the beam diameter has a size of about 70 × 30µm2, thus the number

of illuminated atoms is of the order of 1012. The number of photons is of the order

of 1010 1
s

[144]. Therefore, simultaneously excited photoelectrons originate from

emitting atoms are statistically separated by a multiplicity of the IMFP. Thus, the

probability for an inelastic scattering event is much higher than the probability for

an interaction of two photoelectrons simultaneously excited at different emitters.

Further, the temporal difference between excitation of two photoelectrons at the

same emitting atom is that large, that the interaction of these two photoelectrons

can be neglected also.

If emitting atoms with a different chemical environment are present, the resulting

multiple scattering final state wavefunction for every different atom is calculated,

and subsequently incoherently summed up with their relative weight given by their

distance to the surface.

For a quantitative comparison the Reliability-factor (R-factor) is utilized [145–

147]:

R =

∑

i (χsim,i − χexp,i)
2

∑

j

(

χ2
sim,j + χ2

exp,j

) , (3.21)
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where χsim and χexp denote the anisotropies of the simulated and the experimen-

tal XPD pattern, respectively. The R-factor ranges from R = 0 to R = 2, where

R = 0 corresponds to perfect correlation, R = 1 means there is no correlation,

and R = 2 corresponds to perfect anti-correlation between the experimental and

simulated XPD pattern. An example for different degrees of accordance is given

in figure 3.8. If the R-factor is approximately R ≈ 0.1 the accordance between

Figure 3.8: Examples given for different degrees of accordance between XPD pat-

tern: measured pattern (a), XPD pattern with R-factors of R = 0 (b),

R ≈ 1 (c), and R = 2 (d).

experimental and simulated data is sufficient. If the R-factor is much larger than
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0.1 the structure model needs to be rearranged, or a completely different structure

model has to be presumed.

Possible rearrangements of the structure model include rotation, scaling, and

translation in distinct directions for both individual atoms and groups of atoms.

These rearrangements from the initial positions ~r to the modified positions ~r′ are

described by affine transformations [148]:

rotation :~r′ = R(αi) · ~r, (3.22)

scaling :~r′ = S(αi) · ~r, (3.23)

translation :~r′ = 1 · ~r + αi
~T . (3.24)

The matrices R, S, and 1, and the vector ~T describe the transformation process.

The range of variation is limited by boundaries and represented by a floating

number 0 ≤ αi ≤ 1. This leads to a large number of different possible resulting

structures, which makes a systematic scan of all variations impractical. Instead,

a genetic algorithm inspired by biological evolution, such as selection, mutation,

and combination, is applied. Each resulting structure is now characterized by

one gene, consisting of an array of αi. A set of genes is called generation [149].

The genetic algorithm combines different genes from one generation or mutates

individual genes, depending on the general selection rules given in [148], aiming

at R-factor minimization. The entire process of the genetic algorithm is given by

the flow chart in figure 3.9. It has been shown that utilizing a genetic algorithm

is much more promising than other algorithms since it does not converge towards

local minima [149]. Still, it is a time-consuming and computationally intense

process since a single simulation last between 5 and 20 minutes. The number

of generations is typically in the range of 200, resulting in a total computing

time for one run of the genetic algorithm of about two days. The results are

reliable, although it is a non-deterministic approach. This is proven by the fact

that several runs of the genetic algorithm with the same initial structure and the

same permitted variations yield resulting structures with deviations as small as

0.1 %. Besides, it has been shown by various experimental works that utilizing the

genetic algorithm for structure determination is a reliable tool [98,149,150].
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Figure 3.9: Flow chart representing the procedure of generating structure models,

simulating the corresponding XPD pattern, comparing simulated and

experimental data, and the decision process.
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4 Experimental aspects

4.1 UHV-chamber

All of the measurements are performed in an ultra-high vacuum (UHV) chamber.

This is of prime importance due to the surface sensitivity of photoelectron spec-

troscopy and diffraction. A freshly cleaned sample surface is completely covered

with one monolayer of residual gas atoms in about 10−5 s at ambient pressure.

At UHV conditions with a base pressure of about 5 × 10−11 mbar it takes about

105 s to cover the entire surface. These values are derived under the assumption

of a sticking coefficient S = 1 [118, 151]. For the more realistic case, for example

molecular oxygen, the sticking coefficient is about S ≈ 0.25, subsequently the

time to cover the entire surface increases by factor 4 [152]. This is enough time

for performing even very time-consuming photoelectron diffraction measurements.

These vacuum conditions are achieved after baking out the permalloy chamber.

It is equipped with a multi-stage vacuum system, consisting of several scroll- and

turbo-molecular pumps as well as an ion pump and a titanium sublimation pump.

A single-level loadlock is available for sample transfer.

Further, the UHV chamber shown in figure 4.1 is equipped with a 5-axes ma-

nipulator, a sputter-gun, a LEED system, an evaporator, and a hemispherical

spectrometer with a channeltron detector. These components are introduced in

the following.

4.1.1 Manipulator and sampleholder

Measuring an XPD pattern in the hemisphere above the sample is achieved by

moving the sample instead of moving the spectrometer. The sample manipulator
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Figure 4.1: Illustration of the UHV chamber. The positions of the manipulator

for the sample transfer and XPS/XPD measurements are indicated.

has in total five degrees of freedom. It allows linear motion in three spatial direc-

tions and rotation about two axes. In particular, one rotation axis is the surface

normal and the corresponding rotation angle is called the azimuthal angle ϕ. The

other rotation is described by the polar angle Θ which inclines the surface normal

and the direction to the detector.

The axially symmetric sample holder shown in figure 4.2 is mounted onto the

manipulator. Its main part is the base frame build of a Al2O3-ceramic with a

cylindrical bordering for the sample. After placing the sample inside the border-

ing it is fixed with a thin tantalum retainer. Beneath the sample bordering a

tungsten filament and a contact wire is mounted. The electrical connection to

the tungsten filament and the contact wire is established by three copper rings

designed as sliding contacts.

Heating of the sample can be done by simply injecting a current into the filament.

Due to thermal radiation the sample heats up. Typically, the filament is powered

40



CHAPTER 4. EXPERIMENTAL ASPECTS

with 11 W for a sample temperature of 500 K, and 25 W for a sample temperature

of 670 K.

Figure 4.2: Photograph of the mounted sample holder: top view without sample

(a), top view with mounted Ag(110) sample (b), and side view (c).

4.1.2 Sputtergun

A common method to remove contaminants from the surface of a sample is sput-

tering. Within this process, the sample surface is bombarded by noble gas ions.

In detail, the sputter-gun is flooded with a noble gas generating noble gas ions

by electron impact. The charged ions are accelerated towards the sample by a

voltage U in the range of 500 V ≤ U ≤ 1500 V. Typically argon or neon is used

as a noble gas. Depending on the energy of the bombarding ions and the inclined

angle between the bombarding ions and the surface normal the ions either get

implanted into the sample or they remove contaminants from the surface. In both

cases, after the bombardment the surface is rough and needs to get smoothed.

For this process of rearrangement the sample is annealed as described in chapter

4.1.1. Due to this annealing process the diffusion coefficient increases and and the

surface is smoothed. Further, impurities can diffuse from the bulk to the surface.
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Therefore, it is necessary to perform repeated sputter- and annealing cycles to

clean the sample surface [151,153].

4.1.3 Evaporator

The deposition of adsorbate layers is conventionally performed by evaporation of

the material onto the sample. In order to evaporate silicon a direct current heater

is used. The design of such an evaporator is shown in figure 4.3. The evaporator

material is contacted by two tantalum sheets and a voltage is applied. If the

breakdown voltage is attained, a current begins to flow. Due to the high resistance

of the silicon wafer it quickly heats up and starts to evaporate. The precise amount

of evaporated material is calibrated by a quartz crystal microbalance (QCM).

Figure 4.3: Photograph of the direct current evaporator as used for the evaporation

of silicon.

4.1.4 Low Energy Electron Diffraction

First observations of scattered electrons were reported by Davisson and Germer,

and by Thomson and Reid in 1927 [154]. In 1960 Germer et al developed the first

modern LEED system [155]. Nowadays, LEED became a commonly used tech-

nique for the investigation of the long-range order of surfaces [128]. A schematic

diagram of a conventional LEED system is shown in figure 4.4. A typical LEED

system consists of an electron gun, a grid system and a luminescent screen. The

electron gun is composed of a cathode, a wehnelt cylinder, a double anode, three

electrostatic lenses and a drift tube. The electron gun ensures the generation of

an electron beam with a kinetic energy in the range from 0 to 1000 eV with a
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Figure 4.4: Scheme of the used LEED system, adopted from [156].

small energy spread. The electron beam propagates through the grounded drift

tube and is focussed onto the sample. The impinging electrons with a wave vec-

tor ~k0 get backscattered by two different mechanisms. The electrons get either

inelastically backscattered with
∣

∣
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satisfying the Laue condition in

the 2D form [128]:

~k0,|| − ~kelastic,|| = ~Gh,k, (4.1)

where ~k0,|| and ~kelastic,|| denote the wave vectors parallel to the sample surface,

and ~Gh,k = h~a + k~b denotes the primitive translation vector of the reciprocal

surface lattice [157]. The electrons get backscattered onto a retarding field analyzer

consisting of four grids and a phosphor screen as shown in figure 4.4. The grid

G1 is grounded enabling undisturbed propagation of the electrons towards the

grid system. The grids G2 and G3 are on a negative potential in such a way

that only elastically scattered electrons pass these grids. At last, the electrons

are accelerated from the grounded grid G4 to the phosphor screen by a voltage of

about 5.5 kV causing luminescence.

Referring to equation (4.1) it becomes clear that a LEED pattern reveals the
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periodicity of a sample surface. Therefore, a LEED pattern with sharp and bright

spots is a proof of a clean and ordered surface. Further, by comparing the LEED

pattern of a substrate and a adsorbate-covered substrate the relative size and

orientation of the adsorbate unit cell with respect to the substrate unit cell can

be concluded [158].

4.1.5 Spectrometer

The UHV chamber is equipped with a spectrometer for energy-dependent elec-

tron detection, consisting of a concentric hemispherical analyzer and a channel-

tron detector as shown in figure 4.5. After being ejected from the sample the

photoelectrons are focussed by electrostatical lenses onto the entrance slit. Next,

the electrons are decelerated by a retarding voltage Uretarding. Only electrons with

kinetic energies Ekin larger than the applied retarding voltage enter the hemispher-

ical analyzer. Due to the applied voltages to the inner and outer hemisphere only

electrons with the energy Epass can pass the hemispheres. Electrons with a kinetic

energy Ekin 6= Epass get sidetracked as shown in figure 4.5. By tuning the retarding

voltage Uretarding electrons with different kinetic energies are detected.

A channeltron detector is mounted at the exit of the hemispheres for multiply-

ing the number of electrons. The inner wall of the channeltron is coated with

a high-resistance film with a potential difference of about 2.3 kV. The impinging

electrons generate secondary electrons. These secondary electrons are accelerated

by the potential difference, imping again, and generate an avalanche of electrons.

The electron avalanche generates a current proportional to the number of primary

electrons that are detected by electronics and interpreted as a counting rate.

As stated in chapter 3.1 the kinetic energy of the photoelectrons after being emit-

ted from the sample can be calculated by equation 3.1. Still, referring to figure

4.6, the measured kinetic energy at the analyzer has to be corrected by the contact

potential ΦS −ΦA, where ΦA denotes the work function of the analyzer [105,159]:

Ekin = hν − Ebin − ΦS + (ΦS − ΦA) (4.2)

= hν − Ebin − ΦA. (4.3)
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Figure 4.5: Scheme of a concentric hemispherical analyzer utilized for selecting

electrons with a distinct kinetic energy. The inset shows the scheme

of a single channeltron multiplying the number of incoming electrons.

4.2 Light sources

For the above elucidated techniques based on the photoelectric effect the samples

need to be illuminated with photons in the soft x-ray regime. For this purpose

two light sources are available: the synchrotron light source Dortmunder Elektro-

nenspeicherring Anlage (DELTA) located at the TU Dortmund, Germany and a

conventional x-ray tube.

4.2.1 Beamline 11

DELTA is an electron storage ring with several dipoles and insertion devices pro-

viding synchrotron radiation [161]. One of this insertion devices is the undulator

U55 supplying synchrotron radiation in the soft x-ray regime between hν = 55 eV

and 1500 eV to beamline 11. This undulator is composed of alternating arranged
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Figure 4.6: Energy scheme of photoemission and subsequent transport from the

sample to the analyzer. The measured kinetic energy of the photo-

electron at the analyzer is not equivalent to the kinetic energy of the

photoelectron directly after photoemission.

permanent magnets with a periodic length of 55 mm supplying linearly polarized

light. The electrons passing the undulator are forced by the alternating magnetic

field onto a sinusoidal path, hence, they emit electromagnetic radiation. Due

to their velocity of almost speed of light v ≈ c the emitted synchrotron radiation

transforms to a strongly forward shaped cone [162]. After being separated from the

electron beam the synchrotron radiation propagates through beamline 11 which

consists of several mirrors, slits, and gratings. The mirrors focus the beam onto

the sample, the slits mainly function as an aperture, and the gratings as dispersive

elements are responsible for selecting a distinct energy from the emitted undulator

radiation. By tuning the undulator gap and the grating position the energy of the

impinging photons onto the sample can be varied. The beamspot at the sample is

in the size of about 70 × 30µm2. For a photon energy of hν = 400 eV the energy

resolution is about E
∆E

= 20000 and the photon flux is about 3 × 1010 photons
s×100mA

in

high-resolution mode [144,163].
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Figure 4.7: Schematic illustration of DELTA. The electrons are generated at the

electron gun, accelerated by the LINAC up to 80 MeV, and transferred

via T1 to the BoDo synchrotron. Inside BoDo the electrons are accel-

erated up to 1492 MeV. Subsequently, the electrons are transferred via

T2 to the Delta storage ring [160].

4.2.2 X-ray tube

A conventional X-ray tube is additionally mounted to the UHV-chamber. Elec-

trons emitted from a tungsten filament by thermionic emission are accelerated by

a high voltage towards a water cooled anode. Depending on the voltage and the

anode material a typical spectrum of x-rays is emitted. Such a typical spectrum

consists of a continuous contribution determined by bremsstrahlung, and char-

acteristic emission lines. The intensity of the main characteristic emission lines

is typically two orders of magnitude larger than the bremsstrahlung. In this ex-

perimental setup an x-ray tube with a magnesium and an aluminium anode is

available, providing characteristic Kα1,2 x-ray radiation of hνMg = 1253 eV, and

hνAl = 1486 eV. Further characteristic emission lines are either negligible in in-

tensity or well separated in energy. In comparison to synchrotron radiation the

energy width of the emission lines of aluminium and magnesium is much larger

with values of ∆EMg = 0.68 eV and ∆EAl = 0.85 eV. The photon flux density is

in the range of about 1010 photons
s·cm2 [164].
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5 Preparation

In order to investigate the local order within the silicon nano-ribbons and the

interaction between them and the silver substrate beneath, the sample system

needs to be prepared carefully. This means, first the pristine Ag(110) sample has

to be cleaned and well reconstructed since only this preconditioning facilitates

the subsequent growth of silicon nano-ribbons by evaporation of silicon onto the

Ag(110) surface. Both the preparation of the pristine Ag(110) sample and the

growth of the nano-ribbons is conducted in situ. Concerning the Ag(110) surface

LEED and XPS measurements are given verifying the (1 × 1)-reconstruction. In

total three independent proofs ensuring the successful growth of silicon nano-

ribbons are given, in particular these proofs are based on LEED, XPS, and valence

band spectroscopy measurements.

Initially, the successful preparation of a clean and highly ordered Ag(110) surface

is reported. Following, a detailed description of the preparation of silicon nano-

ribbons is given.

5.1 Preparation of Ag(110)

Preparation of a clean and well ordered sample surface is processed as described in

chapter 4.1.2 by several cycles of sputtering and annealing. The surface was sput-

tered with argon ions with a kinetic energy of about Esputter = 1000 eV, followed by

annealing to Tanneal = 670 K for about tanneal = 30 min. The inclined angle between

the bombarding argon ions and the surface normal was set to 45◦. After five re-

peated cycles of sputtering and annealing the XPS spectrum reveals a surface with

residual contamination from oxygen, and carbon as shown in figure 5.1. After five

further cycles of sputtering and annealing the contaminants were removed from
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the sample surface, also shown in 5.1. The XPS spectra were recorded with an

incoming photon energy of hν = 650 eV at normal emission. The core-level signals

originating from the C1s core-level at a kinetic energy of Ekin, C1s ≈ 360 eV, and

from the O1s core-level at a kinetic energy of Ekin, O1s ≈ 110 eV have vanished. All

further signals correspond to the Ag(110) substrate as indicated in the spectrum.

The XPS signal at a kinetic energy of Ekin, Ag3d ≈ 310 eV originating from the Ag

3d core-level is the one with highest intensity owing to its differential cross section.

For this reason only the Ag 3d core-level signal will be focussed when analyzing

the high-resolution XPS spectra of the substrate.

Despite concluding on a clean surface from the XPS signal, optical inspection

Figure 5.1: Survey spectrum of the Ag(110) sample after five consecutive cycles

of sputtering and annealing were performed pictured in blue. Still,

residual contaminants from oxygen and carbon are detected. After

five further cycles no contamination can be detected.

reveals a milky haze of the Ag(110) substrate. This milky haze empirically arise

for three main reasons: first, annealing the substrate at high temperatures close
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to the melting point can cause such haze. This is caused by massive amounts of

evaporated silver from the surface. Second, due to high ion flux and momentum

transfer during sputtering and too little annealing faceting and surface roughness

can occur. Third, accidentally sputter-deposited contaminants from the vicinity of

the crystal onto the surface below the detection limit of x-ray photoemission spec-

troscopy can cause a haze. The first and second mentioned explanation have in

common that the roughness typically develops simultaneously and homogeneously.

In contrast, the roughness due to the third reason starts to appear at the position

where the contaminants are deposited first and then progressing across the sample

from there with further sputtering.

The first mentioned reason for roughness is precluded, since the temperature

value for annealing of Tanneal = 670 K is in the same range as reported by sev-

eral published studies. Thus, the implications of the second mentioned issue of

a too high sputter dose is analyzed. The ion species was changed from argon to

neon, the energy of the bombarding ions was reduced from Esputter = 1000 eV

to Esputter = 600 eV, and the inclined angle between the bombarding ions and

the surface normal was increased from 45◦ to 70◦. Precautionary, the beam of

bombarding ions was solely focussed onto the Ag(110) crystal, and subsequently,

avoiding transferring contaminants from the tantalum retainer to the surface. As

a result the sample surface has no milky haze after ten further cycles of sput-

tering and annealing. The resulting LEED pattern is shown in figure 5.2. The

LEED pattern is acquired at an incoming electron energy of Eel = 50 eV. The

two-dimensional reciprocal lattice observed in the LEED pattern is of a primi-

tive rectangular type. The lattice vectors ~b1 and ~b2 are indicated in the figure.

After measuring the length of the reciprocal lattice vectors the ratio
|~b1|
|~b2| can be

estimated as 1.42. This value fits to the expected ratio value of
√

2 and proves

the (1× 1)-reconstructed Ag(110) surface. After the successful preparation of the

Ag(110) sample the surface is feasible for the growth of silicon nano-ribbons.
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Figure 5.2: LEED pattern of the sputter-cleaned and (1×1)-reconstructed Ag(110)

surface. The energy of the electron beam is 50 eV [82].

5.2 Preparation of (5× 2)-reconstructed silicon

nano-ribbons

For the successful growth of silicon nano-ribbons on a Ag(110) substrate the tem-

perature of the substrate during growth has to be approximately 500 K. Therefore,

the tungsten filament is powered with 4 V × 2.7 A = 10.8 W. The temperature of

the Ag(110) substrate is monitored by a pyrometer. Silver is one of the materi-

als with highest thermal conductivity, thus the sample is in thermal equilibrium

after only a few minutes. The heated Ag(110) sample is placed in a distance

of about 25 cm from the direct current silicon evaporator described in chapter

4.1.3. For evaporating a sufficient amount of silicon the silicon wafer needs to

be heated to more than 1300 K. This temperature is reached when the current

is set to about 16 A at a voltage of 4.5 V corresponding to a deposited power

of about 70 W. In figure 5.3 the time-dependent deposited amount of silicon for

different power values is shown. Obviously, a minimum power of about 70 W is

necessary to actually generate a significant amount of evaporated silicon. Due to

the high temperature of the silicon wafer during the evaporation process the sur-

rounding UHV chamber heats up, subsequently the desorption rates of the walls
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Figure 5.3: Monitored thickness of a silicon film measured by the QCM recorded

at different power values heating the silicon wafer.

of the UHV chamber increase. The desorbed material is able to contaminate the

(1× 1)-reconstructed Ag(110) surface, thus heating of the UHV chamber needs to

be prevented. To counteract this heating and desorption, a copper cooling unit is

installed keeping the temperature of the UHV chamber at ambient temperature.

After evaporation of silicon for 120 min a LEED pattern shown in figure 5.4 is

acquired. The energy of the electron beam is 25 eV. The lattice vectors of the

rectangular structure, and thus spots originating from the Ag(110) substrate can

be identified and are indicated by red circles. Further, between the spots (00) and

(10) four additional spots can be seen, and between the spots (00) and (01) one

additional spot can be seen. Thus, the surface reconstruction can be identified as

the characteristic (5× 2)-reconstruction due to the growth of silicon nano-ribbons

on the (1 × 1)-reconstructed Ag(110) substrate. The deposited amount of silicon

is about 120 min × 0.018 Å
min

≈ 2.2 Å as determined by the evaporation time and

the growth rate which was estimated by the QCM. Assuming a silicon growth

along the honeycomb Si(111) plane the deposited amount of silicon corresponds
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to a coverage of about 0.45 monolayer (ML). This convention was introduced in

literature and is widely used [30,44]. As shown by STM measurements a coverage

of 0.43 ML corresponds to a Ag(110) surface that is entirely covered with silicon

nano-ribbons [44].

A high resolution XPS spectrum of the Si 2p signal after silicon deposition

Figure 5.4: LEED pattern after silicon evaporation onto the (1× 1)-reconstructed

Ag(110) surface. The energy of the electron beam is 25 eV. The LEED

pattern clearly shows a (5×2)-reconstruction as indicated by the green

lines [82].

is shown in figure 5.5. The incoming photon energy was hν = 180 eV and the

spectrum was recorded at normal emission. Due to spin-orbit coupling the signal

splits into to components shifted by ∆ESO, Si 2p = 0.605 eV with a height ratio

of hLS, p-orbital = 1
2
. A further splitting due to different chemical environments

can be recognized. The observed shape is characteristic for the growth of silicon

nano-ribbons on Ag(110) [14].

Further, an angle integrated spectrum of the valence band of the sample was

recorded after silicon deposition and is shown in figure 5.6. The individual spec-

tra were recorded at an incoming photon energy of hν = 80 eV in azimuthal and

polar angle ranges of 0◦ ≤ ϕ ≤ 358.2◦ and 22◦ ≤ Θ ≤ 60◦ with step widths of

∆ϕ = 1.8◦ and ∆Θ = 2◦, respectively. There are four expected states S1, S2, S3,

and S4 as indicated in figure 5.6 with a shift in binding energy of ∆ES1 = 0.92 eV,
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Figure 5.5: High resolution XPS spectrum of the Si 2p signal after growth of silicon

nano-ribbons. The energy of the incoming photons is hν = 180 eV and

the spectrum is recorded at a polar angle of Θ = 0◦.

∆ES2 = 1.45 eV, ∆ES3 = 2.37 eV, and ∆ES4 = 3.12 eV, respectively. The states

S1, S2, merge into a broad maximum, whereas S3 can be clearly identified in the

recorded angle integrated spectrum. The state S4 can not clearly be resolved.

This is due to the overlapping of S4 with the increasing Ag(110) state for relative

binding energy larger than 3 eV.

In conclusion, three independent proofs for the successful preparation of silicon

nano-ribbons on a (1 × 1)-reconstructed Ag(110) surface are presented. Despite,

until now no information concerning the interaction of the nano-ribbons and the

Ag(110) substrate are obtained. Nor information on the local order within the

silicon nano-ribbons are obtained. This questions will be addressed in the following

chapters 6.1 and 6.2.
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Figure 5.6: High resolution spectrum of the valence band of silicon nano-ribbons

on Ag(110). Energy of the incoming photons is 80 eV (left). The

spectrum is an angle-integrated spectrum with 200 azimuthal an-

gles ranging from 0◦ ≤ ϕ ≤ 358.2◦, and 20 polar angles ranging

from 22◦ ≤ Θ ≤ 60◦. The reported states S1, S2, S3, and S4 due

to the growth of silicon nano-ribbons are indicated by the dashed

lines. Angle-integrated valence band spectra of pristine Ag(110) sur-

face and silicon nano-ribbons on Ag(110) (right) as reported in litera-

ture [14,24].
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6 Results

On the basis of the successful preparation of the nano-ribbons a detailed XPS

and XPD analysis is presented evaluating the chemical interaction between the

Ag(110) substrate and silicon nano-ribbon, and subsequently the local order within

the nano-ribbons. The XPS analysis directly reveals information concerning the

presence of different chemical environments. The analysis of the XPD pattern

is less straight forward since simulations are necessary for extracting the entire

information from an XPD pattern.

The range of suggested structure models describing the local order within the

silicon nano-ribbons is broad as already shown in chapter 2.2. Since almost no

publication provides the precise atom locations, the characteristics of every struc-

ture models were extracted. In a next step, structure models are build reproducing

the characteristics of each model. Subsequently, the genetic algorithm is applied

while preserving the characteristics of the structure model to find the best match

between the simulated XPD pattern of each structure model and the experimental

XPD pattern.

After evaluating the structure model that describes the experimentally gained

data best, a deconvolution process is performed revealing the origin of the two

chemically shifted components in the XPS spectra of the Si 2p signal.

6.1 (1× 1)-reconstructed Ag(110)

6.1.1 XPS analysis

A high-resolution spectrum of the Ag 3d signal is shown in figure 6.1. It is recorded

at an incoming photon energy of hν = 450 eV. This photon energy is chosen since
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the cross section is increased from 1 Mbarn to 2 Mbarn in comparison to the sur-

vey spectrum recorded at an incoming energy of hν = 650 eV. Further, the surface

sensitivity is enhanced due to the minimum of the inelastic mean free path for elec-

trons with kinetic energies in the range from Ekin = 30 eV to Ekin = 100 eV. The

spin-orbit coupling causes the Ag 3d signal to split into two components shifted

by ∆ESOC, Ag 3d = 6.05 eV with a height ratio of hSOC, d-orbital = 2
3
. The signals at

Ekin, P1 ≈ 73.0 eV, Ekin, P2 ≈ 69.3 eV, and Ekin, P3 ≈ 67.0 eV account to three plas-

mon excitations. The signals at EP1 and EP2 correspond to the first and second

plasmon excitation of the Ag 3d5/2 component. They are shifted by 4.0 eV, and

7.8 eV regarding the Ag 3d5/2 signal. The signal at EP3 corresponds to the first

plasmon excitation of the Ag 3d3/2 component and is shifted by 3.9 eV regarding

the Ag 3d3/2 signal [165–167]. The asymmetry parameter is α = 0. It is not pos-

sible to resolve whether these plasmon excitations arise from electron oscillations

in the bulk material or at the surface since it is known from Electron Energy Loss

Spectroscopy (EELS) measurements that the energy difference between bulk and

surface plasmons is about 0.1 eV [168].

A second high-resolution Ag 3d core-level spectrum recorded at an polar angle of

Θ = 60◦ is shown in figure 6.1. The higher polar angle provides an even smaller

information depth than for normal emission. This makes the spectrum more sen-

sitive to surface effects. Again, the splitting of the Ag 3d core-level signal and the

three plasmon excitations are observed. The shape of the Ag 3d signal remains

unchanged. This is an additional proof that no contaminants are present at the

surface. Likewise, the shape of the plasmon excitations remains the same with

their relative intensity rising in comparison to the Ag 3d core-level signal. From

the rise of the plasmon signal with increasing polar angle it is concluded on the

surface plasmon nature of the plasmon signal [169, 170]. This is the final proof

of a sample surface cleaned from contaminants, since surface plasmons are only

observable in case of perfectly cleaned sample surfaces [171].
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Figure 6.1: High-resolution XPS spectra of the Ag 3d signal after careful prepa-

ration as shown in chapter 5.1 for normal emission (top) and a high

polar angle of Θ = 60◦ (bottom). The energy of the incoming photons

was hν = 450 eV [82].
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6.1.2 XPD analysis

Two XPD patterns of the cleaned and (1× 1)-reconstructed Ag(110) sample were

recorded. One pattern was recorded at an incoming photon energy of hνAl = 1486 eV

and a second pattern was recorded at an incoming photon energy of hν = 480 eV.

Figure 6.2 shows the XPD pattern of the Ag 3d signal measured at an incoming

photon energy of hν = 1486 eV corresponding to a kinetic energy of Ekin = 1131 eV,

with a corresponding IMFP path of about 20 Å. Due to the high IMFP this pattern

is solely sensitive to bulk atoms within the IMFP, thus the pattern is dominated

by forward scattering, resulting in strong maxima along distinct crystal orienta-

tions and the blurred Kikuchi lines. The pattern exhibits a two-folded symmetry

and two mirror axes according to the symmetry properties of the Ag(110) lattice

structure. The features due to scattering at the three nearest neighbours in the

directions [010], [011], and [112] are indicated by the green, red, and yellow cir-

cles and are shown additionally in figure 6.2 with their corresponding polar angles

Θ(∡ ([110], [010]) = 45◦, Θ(∡ ([110], [011]) = 60◦, and Θ(∡ ([110], [112]) = 54,7◦.

Calculating a pattern by geometric projection along the crystallographic axes re-

veals the pattern shown in 6.2 (bottom row, left). The main features can be iden-

tified and also the Kickuchi lines are visible, though the intensities are not well

reproduced. A more sophisticated pattern is simulated by the EDAC simulation

package as shown in figure 6.2 (bottom row, right). The simulation is based on the

lattice structure reported in chapter 2.1 and shown in figure 2.3. The cluster size

includes about 5000 atoms and the scattering sphere is rscattering = 20 Å. The angu-

lar momentum cutoff was set to lmax = 6, the inner potential is Vinner = 22 eV [172].

As iteration method the recursive method is chosen with an iteration order of 20.

The measured XPD pattern, see figure 6.2 top row (left), and the XPD pattern

simulated with the EDAC package, see figure 6.2 bottom row (right), are in ex-

cellent agreement as indicated by an R-factor of R = 0.08. All features and the

Kickuchi lines are well reproduced, in location as well as in intensity.

Figure 6.3 shows an XPD pattern of the Ag 3d signal measured in the surface

sensitive regime at an incoming photon energy of hν = 480 eV corresponding to

a kinetic energy of Ekin = 110 eV. From the analysis of the LEED pattern it

was already concluded on a (1 × 1)-reconstructed surface. Still, possible relaxa-

60



CHAPTER 6. RESULTS

tion effects were not considered yet. The XPD pattern of a bulk-like terminated

Ag(110) surface without consideration of any relaxation effects is shown in figure

6.3. The accordance between the measured and simulated pattern is not very

high, as specified by an R-factor of R = 0.55. Thus, relaxation of the topmost

layers needs to be considered. In detail, the topmost layers are allowed to indi-

vidually relax in [110] direction by values di ranging from −0.5 Å ≤ di ≤ 0.5 Å.

In order to determine the correct values the genetic algorithm was applied. The

simulation parameters and iteration method are the same as for the simulation

of the high energy XPD pattern, solely the scattering sphere can be reduced to a

value of rscattering = 9Å due to the small IMFP. The XPD pattern of the result-

ing structure after applying the genetic algorithm is shown in figure 6.3 (bottom

row, left) with the corresponding structure model also in figure 6.3 (bottom row,

right). An R-factor of R = 0.11 indicates a very good accordance between the

experimental and simulated XPD pattern. The values describing the relaxation

of the three topmost layers estimated by the genetic algorithm are d1 = 1.73 Å

between the topmost and second topmost layer, d2 = 1.36 Å between the second

and third topmost layer, and d3 = 1.35 Å between the third and fourth topmost

layer. Relaxation of the layers beneath are considered as well, but it turned out

that they these are in bulk configuration. The observed relaxation effects are in

agreement with previous works, who reported an relaxation of the topmost layers

by analyzing LEED patterns [78,79].

61



CHAPTER 6. RESULTS

Figure 6.2: top row: Experimental XPD pattern of the Ag 3d signal of the

(1 × 1)-reconstructed Ag(110) surface recorded at a kinetic energy

of Ekin = 1131 eV (left). The energy of the incoming photon was

hν = 1486 eV. Structure model of the truncated Ag(110) crystal (right)

with three directions [010], [011], and [112] indicated. bottom row:

Calculated XPD pattern by geometric projection along the crystallog-

raphic axes (left). Simulated XPD pattern of the Ag 3d signal at a

kinetic energy of 1131 eV by utilizing the EDAC package (right). The

R-factor between this simulated pattern and the experimental XPD

pattern is R = 0.08.
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Figure 6.3: top row: Experimental XPD pattern of the Ag 3d core-level signal of

the (1 × 1)-reconstructed Ag(110) surface taken at a kinetic energy

of Ekin = 110 eV (left). The energy of the incoming photon was

hν = 480 eV. Simulated XPD pattern of the Ag 3d signal for the

truncated and not relaxed Ag(110) surface at kinetic energy of 110 eV

by utilizing the EDAC package (right). bottom row: Simulated XPD

pattern of the Ag 3d signal at a kinetic energy of 110 eV by utilizing

the EDAC package (left). The R-factor between this simulated pattern

and the experimental XPD pattern is R = 0.11. (right) Side view of

the resulting structure model. In comparison to the truncated Ag(110)

structure the two topmost layers of silver atoms are relaxed.
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6.2 (5× 2)-reconstructed silicon nano-ribbons

6.2.1 XPS analysis

The results from the XPS analysis of the clean Ag(110) substrate were already dis-

cussed in chapter 6.1.1. High resolution XPS spectra of the Ag 3d core-level signal

after the growth of silicon nano-ribbons are shown in figure 6.4. The energy of the

incoming photons was hν = 450 eV. The high resolution spectra were recorded

at normal emission Θ = 0◦ and at a polar angle of Θ = 60◦ for a more sur-

face sensitive measurement. The signals EP1, EP2, and EP3 corresponding to the

plasmon excitations vanished. From the absence of the plasmon excitations it is

concluded that these excitations are caused by surface plasmons since bulk plas-

mons are not expected to vanish if the substrate is covered with an adsorbate.

A fitting procedure reveals that the shape and position of the Ag 3d core-level

signal remain unchanged. Even a surface sensitive measurement at a polar angle

of Θ = 60◦ yielded no evidence for additional components in the XPS spectrum

that are caused by the ordered growth of silicon nano-ribbons. As in the case of

the clean Ag(110) surface the asymmetry parameter of the Ag 3d signal is α = 0.

Since silver is a well conducting metal its XPS signal is assumed to reveal an

intrinsic asymmetry, which is not observed in the recorded XPS spectra. This is

due to the impact of instrumental broadening that conceals the asymmetry. The

instrumental broadening due to the energy spread of the incoming photon energy

and the pass-energy of the hemispherical analyzer is larger than in the later re-

ported XPS spectra of silicon. Thus, the concealment of the asymmetry of the

Ag 3d signal is likely. A summary of the resulting fitting parameters for the Ag

3d signal before and after deposition is given in table 6.1. Comparable systems

like two-dimensional germanene on a Au(111) substrate or silicon nano-ribbons on

a Au(110) undoubtedly give rise to a substrate-adsorbate interaction. This was

evidenced by high resolution XPS spectra of the Au 4f core-level signal before and

after the growth of germanene [173] and silicon nano-ribbons [174] which clearly

indicated the rise of a new chemically shifted component. It is concluded from

the here reported XPS data, that there is no strong chemical bond between the

Ag(110) substrate and the silicon nano-ribbon.
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Figure 6.4: High-resolution XPS spectra of the Ag 3d signal after the ordered

adsorption of silicon for normal emission (top) and a more surface

sensitive polar angle of Θ = 60◦ (bottom). The energy of the incoming

photons was hν = 450 eV [82].
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system component
polar

angle

Ekin

(eV)

FWHM

(eV)
SOC (eV) height

before

deposition

Ag 3d5/2 0 77.03 0.71 6.05 0.86

plasmon 1 0 72.91 0.79 0.02

plasmon 2 0 69.22 1.01 0.01

plasmon 3 0 67.00 0.78 0.01

Ag 3d5/2 60 77.01 0.71 6.05 0.81

plasmon 1 60 73.00 0.79 0.03

plasmon 2 60 69.40 1.01 0.01

plasmon 3 60 66.91 0.78 0.02

after

deposition

Ag 3d5/2 0 77.01 0.71 6.05 0.74

Ag 3d5/2 60 77.02 0.71 6.05 0.68

Table 6.1: Summary of the resulting fitting parameters for the Ag 3d signal before

and after deposition of silicon.

A XPS spectrum of the Si 2p core-level signal after the deposition of silicon and

the formation of silicon nano-ribbons is already shown in figure 5.5. In figure 6.5

the results of a least-square-fitting procedure are shown. The incoming photon

energy was hν = 180 eV and the spectrum was recorded at normal emission. An

XPS spectrum recorded at an emission angle of Θ = 60◦ is also given. For the Si

2p core-level signal an asymmetric line shape based on the Doniach-Sunjic profile

as described in chapter 3.2.2 is presumed. The measured spectrum is character-

ized by two distinct chemically shifted components with a relative energy shift

of ∆Echem = 0.22 eV. The component displayed in dark grey is termed compo-

nent C1, and the component displayed in light grey is termed component C2 in

the following. The full width at half maximum (FWHM) of both components is

FWHM = 0.24 eV. The ratio of spin-orbit coupling is hSi 2p = 1
2

since the elec-

trons originate from a p-type subshell with an angular momentum l = 1, and the

energy shift due to spin-orbit coupling is ESOC = 0.61 eV in agreement with litera-

ture [68]. The asymmetry parameter is determined to be α = 0.11. A summary of

the resulting fitting parameters for the Si 2p core-level signal is given in table 6.2.

The asymmetric line-shape indicates that the excited photoelectrons interact with

a metallic part of the sample before being expelled from the crystal. There are

two possible explanations. The first explanation is that the silicon nano-ribbons
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are metallic, thus an electron-hole pair in the conductance band is excited. This

conclusion is drawn in literature [14]. A second possible explanation is that the

asymmetric line shape is caused by the excitation of electron-hole pairs in the con-

duction band of the silver substrate beneath the nano-ribbons. In order to finally

determine whether the asymmetry arises from the metallic Ag(110) substrate or

from intrinsically metallic silicon nano-ribbons, they need to be transferred to an

isolating substrate.

The existence of two chemically shifted components proves that there are silicon

atoms with two distinct chemical environments present. In literature there are Si

2p signals reported which consist of four distinct signals if the Ag(110) surface is

not entirely covered with nano-ribbons [68]. Two out of the four signals reported

in literature are assigned to the two chemically shifted components as shown in

figure 6.5. One of the two further reported signals is dedicated to the extrem-

ities of the elongated nano-ribbons. The remaining component is dedicated to

the fundamental 0-dimensional building block known as nano-dot, see chapter 2,

that did not merged into nano-ribbons. The XPS signal dedicated to the extrem-

ities is only observable if the nano-ribbons are only a few nanometers in length.

From the absence of this signal it is deduced that the nano-ribbons on the here

reported Ag(110) surface are extremely elongated with lengths of several hundreds

of nanometers. An XPS signal of the fundamental building blocks is only observ-

able if these are not merged into nano-ribbons. Thus, from the absence of the

signal related to fundamental building blocks it is deduced that all nano-dots on

the surface merged into nano-ribbons.

The XPS spectrum recorded at a high polar angle of Θ = 60◦ reveals a slightly

different height ratio between component C1 and C2. Since it is known from the

measurements by the QCM that the amount of deposited silicon corresponds to

a height of approximately 2 Å the change in height of the distinct XPS compo-

nents can be related to diffraction effects. Thus, it is not possible to assign the

components C1 and C2 to individual emitting silicon atoms from the analysis of

the XPS spectra. The analysis of two XPD patterns of the Si 2p core-level signal

for precise structure determination is conducted in the following chapter.
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Figure 6.5: High-resolution XPS spectra of the Si 2p core-level signal after the

ordered adsorption of silicon for normal emission (top) and a high

polar angle of Θ = 60◦ (bottom). The energy of the incoming photons

was hν = 180 eV [82].
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system component
polar

angle

Ekin

(eV)

FWHM

(eV)
α SOC (eV) height

after

deposition

Si 2p3/2, C1 0 76.59 0.24 0.11 0.61 0.73

Si 2p3/2, C2 0 76.83 0.24 0.11 0.61 0.60

Si 2p3/2, C1 60 76.59 0.24 0.11 0.61 0.70

Si 2p3/2, C2 60 76.78 0.24 0.11 0.61 0.56

Table 6.2: Summary of the resulting fitting parameters for the Si 2p signal after

deposition of silicon.

6.2.2 XPD analysis

The atomic structure of the (1 × 1)-reconstructed Ag(110) surface was already

determined by the analysis of an XPD pattern in chapter 6.1. For determining

the structure model that describes the local order within the silicon nano-ribbons

two XPD patterns of the Si 2p signal were recorded. One XPD pattern was

recorded at a kinetic energy of 76.5 eV corresponding to an incoming photon energy

of hν = 180 eV. This XPD pattern is recorded for polar angles in the range

10◦ ≤ Θ ≤ 80◦. A polar angle of Θ = 80◦ is the highest allowed polar angle in the

experimental set-up. Since polar angles lower than 10◦ yield no reliable diffraction

information these polar angles were not recorded. The step width of the polar

angle was ∆Θ = 2◦. The range of recorded azimuth angles is 0◦ ≤ ϕ ≤ 358.2◦ with

an incremental step width of ∆ϕ = 1.8◦. The second XPD pattern was recorded

at a kinetic energy of 36.5 eV corresponding to an incoming photon energy of

hν = 140 eV. The pattern is recorded in the polar angle range 10◦ ≤ Θ ≤ 70◦.

Polar angles below Θ = 10◦ were neglected for the same reason as for the first

measured XPD pattern. The range and the step width of the azimuth angle ϕ is

the same as for the first XPD pattern. In contrast to the first XPD pattern, the

second is acquired with an increased energy resolution. This allows a deconvolution

of the pattern into the individual components C1 and C2 that were reported in

figure 6.5. Both measured XPD pattern are shown in figure 6.6.

The measured XPD pattern are analyzed as follows: For every proposed structure
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Figure 6.6: Experimental XPD pattern of silicon nano-ribbons adsorbed on

Ag(110) recorded at kinetic energies of Ekin = 76.5 eV and Ekin =

36.5 eV at incoming photon energies of hν = 180 eV (left) and hν =

140 eV (right), respectively [82].

model the corresponding XPD pattern at a kinetic energy of 76.5 eV is simulated

by the MSPHD tool and compared to the measured XPD pattern at a kinetic

energy of 76.5 eV. Possible rearrangements of individual atoms or groups of atoms

while preserving the characteristics of the structure model are evaluated using the

genetic algorithm as explained in chapter 3.3.2. The formation of one, two, three,

or four missing rows as proposed by Bernard et al is considered while applying

the genetic algorithm [29]. In the following discussion only the result with the

lowest R-factor is presented. Further, the relaxation of the topmost Ag(110) lay-

ers is taken into account. When a structure model is determined that fits to the

experimental XPD pattern it is checked whether the structure model also is in

accordance with the second measured XPD pattern recorded at a kinetic energy

of 36.5 eV. In a last step, the high-resolution XPD pattern recorded at a kinetic

energy of 36.5 eV is deconvolved into two XPD pattern, one corresponding to the

component C1, and the other one corresponding to the component C2 as shown in

figure 6.5. Starting with the structure that fits to both integral XPD pattern, the

genetic algorithm was re-applied. The individual atoms were allowed to rearrange

in the three spatial directions and the absolute maximum value of each allowed
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rearrangement was 0.1 Å. The combination of the genetic algorithm and simulta-

neously performed permutation of emitting atoms within the unit cell reveals the

origin of the two chemically shifted components C1 and C2.

The XPD pattern measured at a kinetic energy of 76.5 eV is shown in figure

6.6(left). It reveals a two-folded symmetry and two mirror axes, and it is charac-

terized by six features corresponding to a high anisotropy value indicated in red,

two features corresponding to a low anisotropy value indicated in green, and two

features in ”C”-shape indicated in yellow. It is not possible to deduce on the local

symmetry properties of each emitting atom from the symmetry properties of the

XPD pattern. The reason for this issue is the incoherent superposition of multiple

scattering wave functions originating from different emitting atoms. Due to the

low kinetic energies of Ekin = 76.5 eV and Ekin = 36.5 eV all of the following XPD

pattern are calculated with the MSPHD tool.

Model proposed by Leandri

The XPD pattern corresponding to the structure model proposed by Leandri [24]

is shown in figure 6.7 (left). There are 30 emitting silicon atoms within a unit cell

each with a different structural environment and in total the cluster includes more

than 1000 silicon and silver atoms. The scattering sphere was set to rscattering = 7 Å

and the maximum angular momentum was set to lmax = 6. These two simulation

parameters remain the same for all Si 2p XPD patterns simulated at a kinetic

energy of 76.5 eV. In contrast to the EDAC tool the inner potential is calculated

by a subroutine integrated within the MSPHD tool.

The experimental XPD pattern shows a two-folded symmetry and two mirror axes,

whereas the simulated XPD pattern of the structure model proposed by Leandri

solely reveals one mirror axes. The accordance between the simulated XPD pat-

tern and the experimental XPD pattern is very poor as proved by an R-factor

of RLeandri = 0.70. In order to improve the match between the experimental and

simulated XPD pattern the genetic algorithm was applied. The allowed structural

modifications include a shift of the Ag(110) substrate in [110], [001], and [1̄10] di-

rection relatively to the honeycomb silicon adsorbate, the variation of the value

that describes the buckling in [110] direction, and the scaling of the nano-ribbon’s
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Figure 6.7: top row: Simulated XPD pattern of the structure model as proposed

by Leandri [24] (left). The R-factor is RLeandri = 0.70. Simulated

XPD pattern of the structure model after the genetic algorithm was

utilized to adjust the structure model (right). The resulting R-factor

is R = 0.62. bottom row: Top (left) and side (right) view of the

structure model resulted from the genetic algorithm.

width in [001] direction. The resulting structure model after the genetic algorithm

was applied is shown in figure 6.7(bottom row). The corresponding simulated XPD

pattern is shown in figure 6.7(top row, right). The agreement between the experi-

mental and simulated XPD pattern is still poor as evidenced by the R-factor of

R = 0.62. The symmetry properties remain unchanged, although the R-factor

was slightly improved. Thus, the structure model proposed by Leandri is not ap-

propriate for describing the local order within the silicon nano-ribbons.

The symmetry properties of the simulated XPD pattern can be understood by
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analyzing the proposed structure model. As shown in figure 6.7(bottom row) the

model proposed by Leandri solely reveals one mirror axis with its normal pointing

along the [1̄10] direction. This is in agreement with the single mirror axis observed

in the simulated XPD pattern. Even a modification of the proposed structure by

either adding six silicon atoms to the unit cell or removing six silicon atoms from

the unit cell does not generate a second mirror axis with its normal pointing along

the [001] direction. Additionally, the width of the nano-ribbons of about 1.6 nm

as deduced from STM measurements does not fit to the modified structure models

as shown in figure 6.8. Further, the simulated XPD pattern results in R-factors

of R = 0.51 and R = 0.36 for the extended and the reduced structure model,

respectively.

Figure 6.8: Top (left) and side view (right) of the modified structure model show-

ing six additional atoms colored in magenta. A second mirror axis

with its normal pointing along the [001] direction seems to be present

in top view, but due to the buckling it becomes clear that this is not

the case.

Based on the asymmetric structure model proposed by Leandri it is reasonable to

assume two mirrored domains of silicon nano-ribbons following the symmetry of

the (1×1)-reconstructed Ag(110) substrate. The simulated XPD pattern resulting

from the structure model with two mirrored domains is shown in figure 6.9. The

symmetry properties are now in agreement with the observed symmetry properties

of the experimental pattern. Though, the R-factor of R = 0.46 still indicates poor

agreement between simulated and experimental XPD pattern. Again, the genetic

algorithm is utilized to rearrange the structure model and thereby care is taken

that the applied rearrangements obey the symmetry properties. This resulted in

73



CHAPTER 6. RESULTS

an XPD pattern shown in figure 6.9 with an R-factor of R = 0.28. Still the agree-

ment is very poor.

Figure 6.9: Simulated XPD pattern of the structure model as proposed by Leandri

assuming two mirrored domains (left) [24]. The R-factor is R = 0.46.

Simulated XPD pattern of the two domain structure model after the

genetic algorithm was utilized (right). The resulting R-factor was

R = 0.28.

The non-uniform corrugation along the [001] direction as proposed by Aufray et al

also failed describing the structure of the nano-ribbons. Different types of corru-

gation were tried, while utilizing the genetic algorithm, i.e. sinusoidal, parabolic,

gaussian, lorentzian, or voigt-type corrugation. Still, none of the presumed corru-

gations yielded an simulated XPD pattern that matches the experimental pattern.

Model proposed by He

The simulated XPD pattern corresponding to the most stable structure as pro-

posed by He [25] is shown in 6.10. There are twelve emitting silicon atoms within

the unit cell each with a different structural environment. In total the atomic

cluster includes about 800 silicon and silver atoms. The simulated XPD pattern
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shows two mirror axes and a two-folded symmetry which is in agreement with the

experimental pattern. Although the symmetry properties agree between the simu-

lated and experimental XPD pattern the R-factor of RHe = 0.65 indicates poor

agreement. The genetic algorithm is applied in order to improve the agreement

between the simulated and experimental XPD pattern. Again, the allowed struc-

tural modifications include the shift of the Ag(110) substrate in [110], [001], and

[1̄10] direction relatively to adsorbed silicon atoms, the variation of the distance

between the eight silicon atoms in the bottom layer and the two silicon dimers

in the top layer in [110] direction, and the bonding length of the silicon dimers.

Further, the silicon dimers are each allowed to rotate around their center of mass

with the rotation axes pointing along the [110] direction. This results in the XPD

pattern shown in figure 6.10(top row, right) with an R-factor of R = 0.26. The

two-folded symmetry and two mirror axes are preserved. Four out of six features

corresponding to high positive anisotropy values are rudimentary reproduced in

comparison to the experimental XPD pattern, and both features corresponding to

high negative anisotropy values are reproduced also. Overall, the simulated XPD

patterns of the structure model proposed by He does not match the experimental

data. Moreover, the R-factor resulting from the analysis of 17 further proposed

structure models by He are tabulated in table 6.3. As represented by the R-factors

in table 6.3 none of the proposed structure models is suitable for describing the

local order within the silicon nano-ribbons.

Model proposed by Tchalala

The XPD pattern corresponding to the structure model as proposed by Tchalala et

al is shown in figure 6.11. There are 14 emitting silicon atoms within a unit cell and

in total the atomic cluster includes about 1000 silver and silicon atoms. The two-

folded symmetry and the two mirror axes are in agreement with the experimental

XPD pattern. Further, there exist in total six features corresponding to high

positive anisotropy values which is in agreement with the experimental pattern.

Though, the position of these maxima is rotated by about 90◦ relative to the

experimental pattern. This results in an R-factor of RTchalala = 1.28. The allowed

structural modifications that are considered while utilizing the genetic algorithm

include the shift of the substrate in [110], [001], and [1̄10] direction in relation
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Figure 6.10: top row: Simulated XPD pattern of the structure model as proposed

by He (left) [25]. The R-factor is RHe = 0.65. Simulated XPD pattern

of the structure model after the genetic algorithm was utilized (right)

to adjust the structure model. The resulting R-factor was R = 0.26.

bottom row: Top (left) and side view (right) of the structure model

resulted from the genetic algorithm.

to the adsorbed silicon atoms. Further, the distance between the silver substrate

and the adsorbed silicon atoms is varied, as well as the buckling in [110] direction,

and the nano-ribbon’s width in [001] direction. This results in an XPD pattern

shown in figure 6.11(top row, right). The agreement between the experimental

and simulated XPD pattern is still poor as indicated by an R-factor of R = 0.84.

The structure model proposed by Tchalala et al is not appropriate for describing

the local order within the nano-ribbons.
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Figure 6.11: top row: Simulated XPD pattern of the structure model as proposed

by Tchalala et al [32] (left). The R-factor is RTchalala = 1.28. Simu-

lated XPD pattern of the structure model after the genetic algorithm

was utilized (right) to adjust the structure model. The resulting R-

factor was R = 0.84. bottom row: Top (left) and side view (right) of

the structure model resulted from the genetic algorithm.

Model proposed by Hogan

Hogan et al proposed a structure model consisting of eight emitting silicon atoms

within a unit cell. The corresponding XPD pattern is shown in figure 6.12. In

total about 800 silicon and silver atoms are included in the atomic cluster used

for the simulation. The symmetry properties of the simulated XPD pattern are

in agreement with the experimental pattern. The R-factor given by a value of

RHogan = 0.83 indicates a poor agreement. During the genetic algorithm the sub-
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strate is allowed to rearrange in [110], [001], and [1̄10] direction in relation to the

adsorbed silicon atoms, the four lower lying silicon atoms are allowed to rearrange

in [110] direction, and each of the four remaining silicon atoms are allowed to

rearrange individually in [110], [001], and [1̄10] direction. This results in an XPD

pattern shown in figure 6.12(top row, right) with an R-factor of R = 0.21. The

symmetry properties are preserved, indeed only two out of six features correspond-

ing to high anisotropy values are roughly reproduced.

Figure 6.12: top row: Simulated XPD pattern of the structure model as proposed

by Hogan et al [27] (left). The R-factor is RHogan = 0.83. Simulated

XPD pattern of the structure model after the genetic algorithm was

utilized (right) to adjust the structure model. The resulting R-factor

was R = 0.21. bottom row: Top (left) and side view (right) of the

structure model resulted from the genetic algorithm.
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Model proposed by Prevot and Cerda

Both Prevot et al and Cerda et al propose a structure model that is characterized

by a pentagonal structure. Differences between the proposed structure models in-

clude the bonding angles and distances within the pentagonal shape, the substrate

to adsorbate distance, and the buckling value. Both structure models have the

same orientation with respect to the substrate in [1̄10] and [001] direction. There

are twelve emitting silicon atoms within a unit cell and in total about 800 silicon

and silver atoms in the atomic cluster. The XPD patterns of the structure models

proposed by Prevot et al and Cerda et al are shown in figure 6.13(top row) with

an R-factor of RPrevot = 0.78 corresponding to the structure model proposed by

Prevot et al, and RCerda = 0.66 corresponding to the structure model proposed by

Cerda et al. Applying the genetic algorithm resulted in an XPD pattern shown

in figure 6.14(top row, right) and a structure model shown in figure 6.14(bot-

tom row). The two-folded symmetry and two mirror axes are in agreement with

the experimental XPD pattern. The positions of the features corresponding to

both extremely high and low anisotropy values match the positions of the features

within the experimental XPD pattern, accordingly the R-factor of R = 0.09 proves

great agreement between the experimental and the simulated XPD pattern. Ad-

ditionally, the ”C”-shaped variations in the anisotropy of the experimental XPD

pattern are perfectly reproduced by the simulated XPD pattern.

The resulting structure is characterized by two missing rows and its pentago-

nal nature. This is an analogy to the structure models as proposed by Prevot et

al and Cerda et al. Still, significant differences between the proposed structure

models and the resulting structure model after the genetic algorithm was applied

are observed. Prevot et al give precise locations of individual silicon and silver

atoms, although they explicitly claim that they are not sensitive to the orienta-

tion between the Ag(110) substrate and the silicon nano-ribbons in [1̄10] direction.

In comparison to the proposed pentagonal structure models by Prevot et al and

Cerda et al, the nano-ribbon to substrate distance in [110] direction is increased

by 1.16 Å to a value of 1.91±0.08 Å, the buckling is increased by 0.45 Å to 0.80 Å,

and the substrate has to be shifted by 1.45 Å along the [1̄10] direction for match-

ing experimental and simulated data [82].

The structure found by the analysis of the XPD pattern is in perfect agreement
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Figure 6.13: top row: Simulated XPD pattern of the structure model as proposed

by Prevot et al [37] (left). The R-factor is RPrevot = 0.78. Simulated

XPD pattern of the structure model as proposed by Cerda et al [28]

(right). The R-factor is RCerda = 0.66. bottom row: Top (left) and

side view (right) of the structure model as proposed by Prevot [82].

with the results deduced from the XPS analysis in chapter 6.2.1. The distance

of 1.91Å between the Ag(110) substrate and the silicon nano-ribbon indicates a

weak bonding. This perfectly agrees with the unchanged line shape of the Ag

3d core-level signal before and after the deposition of silicon on the Ag(110) sub-

strate. Further, silicon atoms with two distinct chemical environments can be

found within the pentagonal structure. Four out of twelve silicon atoms within a

unit cell are neighboured by two silicon atoms and eight out of twelve silicon atoms

are neighboured by three silicon atoms. This perfectly fits to the two chemically

shifted components within the Si 2p core-level signal.

80



CHAPTER 6. RESULTS

Figure 6.14: top row: Experimental XPD pattern of the Si 2p signal on Ag(110)

taken at a kinetic energy of Ekin = 76.5 eV (left). Simulated XPD

pattern of the pentagonal structure model after the genetic algorithm

was utilized (right) to adjust the structure model. The R-factor is

R = 0.09. bottom row: Top (left) and side view (right) of the re-

sulting regular buckled pentagonal structure model as used for the

simulated XPD patterns. The atomic locations are the averaged lo-

cations gained by the two distinct XPD pattern at incoming photon

energies of hν = 180 eV and hν = 140 eV. The silicon atoms depicted

in pure yellow correspond to the component C1, and the silicon atoms

depicted with an additional black wireframe correspond to the com-

ponent C2 [82].
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As a final proof a second XPD pattern was recorded at an incoming photon energy

of hν = 140 eV corresponding to a kinetic energy of Ekin = 36.5 eV. The pattern

was recorded with an increased energy resolution, thus the integral XPD pattern

can be deconvolved into two XPD patterns. The two patterns correspond to the

chemically shifted components C1 and C2 as shown in the XPS spectra in figure

6.5.

The XPD pattern recorded at Ekin = 36.5 eV is shown in figure 6.15 and reveals

Figure 6.15: Experimental XPD pattern of the Si 2p signal on Ag(110) taken at a

kinetic energy of Ekin = 36.5 eV (left). Simulated XPD pattern of the

pentagonal structure model after the genetic algorithm was utilized

(right) to adjust the structure model. The R-factor is R = 0.10 [82].

the same symmetry properties as the XPD pattern recorded at Ekin = 76.5 eV.

These are in particular the two-folded symmetry and two mirror axes. The two

XPD pattern resulting from the deconvolution are shown in figure 6.16. The

symmetry properties of the deconvolved XPD pattern are preserved, indicating

that the deconvolution process yields reliable results. A genetic algorithm was re-

applied in order to match experimental and simulated data after the deconvolution

process. Therefore, the individual atoms are allowed to rearrange in all three

spatial directions within a range of ±0.1 Å. The pentagonal structure model with

two missing rows as found by the analysis of the XPD pattern recorded at a

kinetic energy of Ekin = 76.5 eV is the starting structure. The genetic algorithm is
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combined with a permutation of the twelve different emitting silicon atoms within

a unit cell in order to reveal the origin of the two chemically shifted components.

This procedure finally provides three simulated XPD pattern. One XPD pattern

is given by incoherent superposition of all twelve different emitting silicon atoms

within the unit cell and shown in figure 6.15(right). The R-factor analysis provides

a value of R = 0.10 indicating a perfect agreement. A second XPD pattern is given

by the incoherent superposition of four emitting silicon atoms neighboured by only

two silicon atoms and the corresponding pattern is shown in figure 6.16(bottom

row). These silicon atoms are depicted with a black wireframe in figure 6.14. The

third XPD pattern is given by the incoherent superposition of the eight remaining

silicon atoms within the unit cell. These eight silicon atoms are each neighboured

by three silicon atoms and the corresponding XPD pattern is shown in figure

6.16(top row). The comparison of the two deconvolved experimental XPD pattern

and the two XPD pattern generated by the four or rather eight silicon atoms

reveals the origin of the chemically shifted components. The R-factor describing

the agreement between the XPD pattern shown in figure 6.16(top row, left) and the

simulated XPD pattern generated by eight emitting silicon neighboured by three

silicon atoms shown in figure 6.16(top row, right) is RC1 = 0.11. The R-factor

describing the agreement between the XPD pattern shown in figure 6.16(bottom

row, left) and the simulated XPD pattern generated by the four emitting silicon

atoms neighboured by two silicon atoms shown in figure 6.16(bottom row, right)

is RC2 = 0.12. Thus, the silicon atoms neighboured by only two silicon atoms

correspond to component C2 from the XPS spectrum, and the silicon atoms that

are neighboured by three silicon atoms correspond to component C1 from the XPS

spectrum [82].
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Figure 6.16: top row: Resulting XPD pattern of the deconvolution procedure for

component C1 of the measured (left), and best simulated (right) XPD

pattern of the Si 2p core-level signal. The R-factor is RC1 = 0.11. bot-

tom row: Resulting XPD pattern of the deconvolution procedure for

component C2 of the measured (left), and best simulated (right) XPD

pattern of the Si 2p core-level signal. The R-factor is RC2 = 0.12. The

experimental pattern was recorded with an incoming photon energy

of hν = 140 eV. The best simulated XPD pattern is based on the

Pentamer structure [82].
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author name R-factor R-factor after

as proposed genetic algorithm

Leandri [24] honeycomb, zig-zag 0.70 0.62

Leandri [24] honeycomb, zig-zag, 2 domains 0.46 0.28

Leandri [24] extended, +6 0.51

Leandri [24] extended, +6, 2 domains 0.38

Leandri [24] reduced, -6 0.36

Leandri [24] reduced, -6, 2 domains 0.32

Aufray et al [26] honeycomb, zig-zag, corrugated 0.24

He [25] a1 0.42

He [25] b1 0.35

He [25] c1 0.28

He [25] d1 0.28

He [25] e1 0.28

He [25] f1 0.33

He [25] g1 0.65 0.26

He [25] g2 0.25

He [25] g3 0.19

He [25] g4 0.20

He [25] g5 0.19

He [25] h1 0.37

He [25] j1 0.44

He [25] j2 0.34

He [25] j3 0.26

He [25] j4 0.45

He [25] j5 0.22

He [25] k1 0.36

Table 6.3: Summary of the R-factors of the simulated XPD pattern compared to

the experimental XPD pattern recorded at an incoming photon energy

of hν = 180 eV of the structure models as proposed and after applica-

tion of the genetic algorithm. See table 6.4 for continuing.
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author name R-factor R-factor after

as proposed genetic algorithm

Tchalala et al [32] arm-chair 1.28 0.84

Hogan et al [27] 1MR-DNR-a 0.25

Hogan et al [27] 1MR-DNR-b 0.37

Hogan et al [27] 2MR-DNR-a 0.83 0.21

Hogan et al [27] 2MR-DNR-b 0.26

Hogan et al [27] 3MR-DNR-a 0.32

Hogan et al [27] BT-DNR 0.54

Hogan et al [27] BT-e1 0.31

Prevot et al [37] Pentamer chain 0.78 0.09

Cerda et al [28] Pentamer chain 0.66 0.09

Table 6.4: Continuation from table 6.3. Summary of the R-factors of the simulated

XPD pattern compared to the experimental XPD pattern recorded at

an incoming photon energy of hν = 180 eV of the structure models as

proposed and after application of the genetic algorithm.

86



7 Conclusion and Outlook

In this thesis the successful preparation of (5 × 2)-reconstructed silicon nano-

ribbons onto a (1 × 1)-reconstructed Ag(110) substrate and a comprehensive

analysis of the structural and chemical properties of the sample were reported.

Silicon nano-ribbons belong to the still emerging class of low-dimensional, in par-

ticular to the class of one-dimensional materials that open new perspectives for

fundamental science as well as technological applications. A precise knowledge of

the nano-ribbons’ structural composition and its interaction with the substrate is

of highest importance for an encompassing understanding. There are more than

30 structure models proposed to describe the local order within the nano-ribbon.

Thus, surface sensitive XPS and XPD measurements were performed to determine

the precise atomic locations and to face the interaction between the nano-ribbons

and the substrate.

For this purpose, initially the (1 × 1)-reconstructed Ag(110) was analyzed by

LEED, XPS, and XPD measurements. From the LEED and XPS measurements

the proper preparation was deduced. The absence of signals corresponding to oxy-

gen and carbon and the presence of surface plasmons proved the carefully cleaned

Ag(110) surface. Further, the high-resolution XPS spectrum revealed a single

chemical state for the Ag 3d core-level signal as the spectrum can be fitted with

only one component. From the structural point of view it was concluded from the

XPD measurements that there is only relaxation in [1̄10] direction of the three

topmost layers of the Ag(110) crystal.

A distinct amount of silicon was evaporated by a direct current heater onto the

(1 × 1)-reconstructed Ag(110) single crystal, throughout the Ag(110) crystal was

annealed to 500 K. The deposition rate was previously specified by a QCM and the

sample temperature was monitored by a pyrometer. LEED measurements showed
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the characteristic (5 × 2)-reconstruction regarding to the bare Ag(110) substrate.

Additionally, distinctive signatures of the Si 2p core-level signal and the valence

band spectrum proved the successful growth of silicon nano-ribbons.

First, the interaction between the silicon nano-ribbons and the Ag(110) substrate

was analyzed. Therefore, XPS signals of the Ag 3d core-level after the growth of

silicon nano-ribbons were recorded. The comparison clearly showed that the line

shape of the Ag 3d core-level signal remains unchanged before and after silicon

deposition. Thus, it is concluded, that there is no strong chemical bonding be-

tween the silicon nano-ribbons and the Ag(110) substrate beneath.

The XPS signal of the Si 2p core-level consists of two chemically shifted compo-

nents. From a comparison with literature it was concluded, that the sample is

entirely covered with extremely elongated silicon nano-ribbons and no other sili-

con configuration was present.

Two XPD patterns of the Si 2p core-level signal were recorded at incoming pho-

ton energies of 180 eV and 140 eV in order to determine the local order within

the nano-ribbons and their orientation regarding the Ag(110) substrate. Sub-

sequently, by the comparison of simulated XPD pattern and the XPD pattern

recorded at an incoming photon energy of hν = 180 eV more than 30 structure

models were evaluated. None of the proposed structure models showed a suffi-

cient agreement in comparison to the measured XPD pattern. Thus, structural

modifications were applied to the proposed structure models while preserving their

characteristic structural properties like symmetry or the number of emitting atoms

within a unit cell. As a result, one structure model was presented that perfectly

fits to the recorded XPD pattern. The structure can be characterized by its ex-

ceptional pentagonal shape and formation of two missing rows. Thus, one third of

the silicon atoms are neighboured by two silicon atoms, and two third of the sili-

con atoms are neighboured by three silicon atoms. Further, the distance between

the Ag(110) substrate and the silicon nano-ribbons was determined to be 1.91 Å.

This large distance validates the weak bonding between the Ag(110) substrate

and the silicon nano-ribbons which is in agreement with the analysis of the Ag 3d

core-level signals.

Hiraoka et al reported the lifting of a silicon nano-ribbon from a Ag(110) surface by

a STM tip [42,43]. Feng et al reported the disappearance of the nano-ribbons after

mild annealing of the sample to about 700 K [34]. Both observations are explained
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by the weak bonding between the nano-ribbons and the Ag(110) substrate. This

provides a major insight into the system as comparable systems like silicon nano-

ribbons on Au(110), silicene sheets on Ag(111), or germanene sheets on Au(111)

reveal a strong bonding between the adsorbate and the substrate [173–175].

Finally, the Si 2p XPD pattern recorded at an incoming photon energy of hν = 140 eV

were deconvolved into the two chemically shifted components C1 and C2. Thus,

by combining the chemical information from the XPS spectra and the structural

information from the XPD pattern it was possible to assign the origin of the two

chemically shifted components. The component C1 originates from silicon atoms

with three neighbours and the component C2 originates from silicon atoms with

two neighbours.

The local order of silicon nano-ribbons is of highest interest from a fundamental

point of view. Currently, the research in carbon-based buckyballs that are partly

build from pentagons received great attention due to its high degree of spin po-

larization [176]. Owing to the higher mass of silicon and compared to carbon

even larger spin-orbit enhanced effects are expected and will open new routes for

accessing exotic phenomena [28]. Since silicon nano-ribbons are actually the only

known silicon allotrope that is solely composed of pentagons it can potentially

serve as an ideal model system for larg spin-orbit induced effects.

Further, the unexpected pentagonal nature of silicon nano-ribbons revives the dis-

cussion of the nano-ribbons’ band structure. Only very few works dealing with

the nano-ribbons’ band structure are reported yet and the drawn conclusions are

based on hexagonally arranged nano-ribbons [71, 177]. Keeping the pentagonal

structure and weak bonding to the substrate in mind the reported band structure

will be seen in a new light. The structure model presented in this thesis provides

precise atomic locations and therefore, yields a reliable framework for theoretical

calculations aiming on electronic, magnetic, and spin-orbit based effects.

Finally, the presented results are of utmost importance for the development of

applications. The result of weakly bonded silicon nano-ribbons to the Ag(110)

substrate will enhance the interest in transferring the nano-ribbons to an insulat-

ing substrate. The transfer is necessary for the fabrication of electronic devices

since metallic substrates like Ag(110) are unsuitable templates for electronic de-

vices. Comparable systems like two-dimensional silicene sheets on Ag(111) have

been transferred to insulating substrates already [178]. The deduced weak inter-
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action will pave the way for the transfer of silicon nano-ribbons to an insulating

substrate.

The similarities between silicon and germanium on the one hand, and Ag(110)

and Au(110) on the other hand rises interest in composite structures comparable

to one-dimensional silicon nano-ribbons on Ag(110). The growth of silicon nano-

ribbons on Au(110) has been reported already [174]. Though, it is not known

whether the nano-ribbons on Au(110) share their structural characteristics with

silicon nano-ribbons on Ag(110).

The growth of germanium nano-ribbons on any substrate has not been reported

yet. Thus, a successful growth of these germanium nano-ribbons would break new

ground. Keeping the structural characteristics of nano-ribbons built of carbon

and silicon in mind, the research on germanium nano-ribbons can provide a more

encompassing insight into the system of growth of nano-ribbons built from group

IV elements.
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l’Académie des sciences 9, 145 (1839).
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SiC(0001) mittels Photoelektronenspektroskopie und -beugung, Dissertation,

Technische Universität Dortmund, 2005.

104



Bibliography
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[C1] P. Espeter, C. Keutner, N. F. Kleimeier, P. Roese, K. Shamout, G. Wenzel,

U. Berges, H. Zacharias, and C. Westphal, Structure determination of silicon

nano-ribbons on Ag(110), DPG-Frühjahrstagung, Dresden, 2017

[C1] P. Espeter, C. Keutner, N. F. Kleimeier, P. Roese, K. Shamout, G. Wenzel,

U. Berges, H. Zacharias, and C. Westphal, Structure determination of silicene

nanoribbons on Ag(110), NSTI-Nanotech, Washington, 2017

[C1] P. Espeter, C. Keutner, N. F. Kleimeier, P. Roese, K. Shamout, G. Wenzel,

U. Berges, H. Zacharias, and C. Westphal, Atomic Structure of Silicon Nano-

Ribbons, ICMAT, Singapur, 2017

110



Danksagung
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Übernehmen des Zweitgutachtens für diese Dissertation.

Bei der gesamten Arbeitsgruppe E1b bedanke ich mich für die produktive wie an-
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danke ich Christoph und Ulf, die mir bei vielen physikalischen sowie technischen

Fragestellungen eine große Hilfe waren.

Mein Dank gilt außerdem Dirk Schemionek und Gisela Pike für das Läppen, Ori-
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