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Abstract

Second and higher order numerical approximations of conservation laws for
vector fields call for the use of limiting techniques based on generalized mono-
tonicity criteria. In this paper, we introduce a family of directional vertex-
based slope limiters for tensor-valued gradients of formally second-order ac-
curate piecewise-linear discontinuous Galerkin (DG) discretizations. The
proposed methodology enforces local maximum principles for scalar prod-
ucts corresponding to projections of a vector field onto the unit vectors of
a frame-invariant orthogonal basis. In particular, we consider anisotropic
limiters based on singular value decompositions and the Gram-Schmidt or-
thogonalization procedure. The proposed extension to hyperbolic systems
features a sequential limiting strategy and a global invariant domain fix.
The pros and cons of different approaches to vector limiting are illustrated
by the results of numerical studies for the two-dimensional shallow water
equations and for the Euler equations of gas dynamics.
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1. Introduction

The most robust finite volume and discontinuous Galerkin (DG) methods
for transport problems with steep gradients use discretizations that guarantee
boundedness and/or monotonicity preservation. In fact, no DG approxima-
tion with polynomial basis functions of degree one or higher can guarantee
the absence of spurious oscillations in the vicinity of discontinuities without
using some kind of flux or slope limiting. The importance of using numer-
ical schemes that strictly adhere to maximum principles varies strongly in
different applications and may be critical if the species transport is coupled
to other physical processes, e.g., chemical reactions. A variety of limiters for
DG schemes can be found in the literature [5, 6, 7, 19, 33, 40]. In our previ-
ous work, we developed vertex-based limiters for high-order finite elements
[1, 22], anisotropic transport problems [3], and hyperbolic systems [9].

A typical limiting technique constrains a scalar quantity (density, total
energy, volume fraction etc.) or a set of scalar quantities of interest to satisfy
problem-dependent discrete maximum principles. Less common are limit-
ing procedures specifically designed for vectors such as the velocity field in
equations of fluid dynamics or the magnetic field in models of ideal or re-
sistive magnetohydrodynamics (MHD). The reasons for this state of affairs
are twofold. First, numerical solutions are usually less sensitive to small
fluctuations in the velocity field than to violations of maximum principles
for concentrations. Hence, the use of linear stabilization techniques may be
sufficient. Second, appropriate maximum principles are far more difficult to
formulate and enforce if the variable to be constrained is a vector field rather
than a scalar quantity. The ‘naive’ approach based on separate component-
wise limiting may violate the principle of objectivity and destroy rotational
or planar symmetries (if any), as reported in [28]. On the other hand, limiters
designed to constrain scalar functions of the vector field using a common cor-
rection factor for all components are too diffusive and incapable of delivering
optimal convergence rates for smooth data [9].

The desired properties of any limiter for high-order terms include

• reliable detection and elimination of nonphysical oscillations;

• preservation of optimal approximation order in smooth regions;

• preservation of cell averages in the process of slope limiting.
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In addition to these fundamental requirements, a well-designed vector lim-
iter should be objective (i.e., frame-invariant) and possess good symmetry
preservation properties. Applications that call for the use of such limiters
include many problems of shock hydrodynamics and ideal MHD, as well as
interface problems and wetting/drying processes in geophysical flows.

Vector limiting techniques based on the above design criteria were re-
cently proposed in [18, 28, 29, 30, 31, 32, 39]. Luttwak and Falcovitz [28]
were the first to emphasize the importance of objectivity in this context and
propose a generalized monotonicity criterion for vectors. Their vector image
polygon (VIP) limiter constrains a high-order approximation of the vector
field to lie in the convex hull of samples corresponding to a physically admis-
sible but inaccurate low-order approximation. A conceptually simpler and
less diffusive version of this limiting strategy involves the use of bounding
boxes instead of convex hulls [30]. More straightforward extensions of scalar
limiting procedures perform componentwise limiting in frame-invariant (and
problem-dependent) reference frames. For example, a vector limiter of this
kind may be configured to constrain scalar products with the density gradient
or the principal axes of a strain rate tensor [31, 32, 39].

This paper addresses the design of vector limiters for property-preserving
DG methods and is organized as follows. In Section 2, we introduce some no-
tation that we need to formulate the general limiting problem for a piecewise-
linear vector field. In Section 3, we cast the scalar vertex-based limiter, as
presented in [22], into a form suitable for directional vector limiting. In
Sections 4 and 5, we dwell on the aspects of frame invariance and explore
different approaches to definition of objective limiting directions. Section 6
presents a sequential limiting strategy for systems of conserved quantities.
Numerical studies for the 2D shallow water equations and for the compress-
ible Euler equations are performed in Section 7. The outcomes of this work
are summarized and conclusions are drawn in Section 8.

2. Notation and preliminaries

Let v : Ω 7→ Rd, d ∈ {2, 3} be a vector field defined in a bounded domain
Ω ⊂ Rd with a Lipschitz boundary ∂Ω. Given a conforming mesh

Th =

{
K1, . . . , KNele : Ω̄ =

Nele⋃
e=1

Ke

}
,
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we define the piecewise-linear DG space

V1
h = {vh ∈ L2(Ω) : vh|K ∈ P1(K) ∀K ∈ Th} (1)

and its piecewise-constant counterpart

V0
h =

{
vh ∈ L2(Ω) : vh

∣∣
K
∈ P0(K) ∀K ∈ Th

}
. (2)

The vertices of an element Ke ∈ T e will be denoted by xe1, . . . ,x
e
Ne

dof
. The

linear Taylor polynomial of vh ∈ (V1
h)
d restricted to Ke is given by

veh(x) = ve0 + Ge(x− xe0), x ∈ Ke, (3)

where

xe0 =
1

|Ke|

∫
Ke

x dx

is the center of mass, Ge = ∇veh ∈ Rd×d is the tensor-valued constant gradient
of the linear shape function veh and

ve0 =
1

|Ke|

∫
Ke

veh dx

is the cell average which coincides with the value veh(x
e
0) at the center of

mass. The piecewise-constant component of the vector field vh ∈ (V1
h)
d can

be extracted using the L2 projection operator P 0
h : V1

h → V0
h defined by

P 0
hv

e
h(x) = ve0 ∀x ∈ Ke ∈ Th. (4)

The use of slope limiters in DG and second-order finite volume meth-
ods for scalar conserved quantities is intended to guarantee that the solu-
tion values at certain control points (e.g., vertices, edge/face barycenters or
quadrature points) are bounded by the local maxima and minima of the
piecewise-constant component, i.e., by cell averages which are assumed to
satisfy all relevant maximum principles. In extensions to vector fields, the
objective is to blend the shape functions veh and P 0

hv
e
h ≡ ve0 in a way that

prevents violations of generalized maximum principles without introducing
inordinately large amounts of numerical diffusion and losing superlinear ac-
curacy in smooth regions [22]. To that end, the gradient Ge is replaced by a
limited gradient Ḡe, and the linear shape function (3) is overwritten by

v̄eh(x) = ve0 + Ḡe(x− xe0), x ∈ Ke (5)
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at the end of each time step or stage of a strong stability preserving (SSP)
Runge-Kutta scheme [13]. The definition of Ḡe should guarantee bounded-
ness in terms of cell averages and preservation of accuracy in smooth regions.
Additionally, a physics-compatible limiting procedure should be objective,
i.e., independent of the reference frame. In the next sections, we discuss
the desired properties of vector limiters in greater detail and present some
practical approaches to calculating Ḡe in constrained DG-P1 schemes.

3. Directional vector limiting

A directional limiter for a vector field vh ∈ V1
h may be designed to con-

strain scalar products of the form qe ·vei , where qe is a given limiting direction
and vei is the value of vh at the vertex xei . Slope limiting techniques of this
kind were proposed by Maire et al. [31, 32] in the context of cell-centered
finite volume approximations. Zeng and Scovazzi [39] used physics-aware di-
rectional limiting to constrain continuous finite element approximations in
flux-corrected remap algorithms for vector fields. In this section, we present
a vertex-based scalar product limiter based on the same design principles as
the algorithms developed in [31, 32, 39]. New approaches to the choice of
frame-invariant limiting directions are proposed in Section 5.

Introducing a diagonal matrix Ae = diag{αe1, . . . , αed} of directional cor-
rection factors αej associated with the columns qej of a given orthogonal matrix
Qe = [qe1, . . . ,q

e
d], we define the limited gradient as follows:

Ḡe = LeGe, Le = QeAe(Qe)T . (6)

Let v̄ei denote the value of the constrained linear shape function v̄eh at the
vertex xei , i = 1, . . . , N e

dof . Substituting (6) into (5) and exploiting the fact
that the columns of Qe form an orthonormal basis, we find that

qej · (v̄ei − ve0) = qej · Ḡe(xei − xe0) = αej q
e
j · (vei − ve0). (7)

For each limiting direction qej , the scalar product qej · veh is a linear poly-
nomial which attains its maxima and minima at the vertices of Ke. Let Eei
denote the integer set containing the numbers of elements to which the ver-
tex xei belongs. A simple extension of the scalar vertex-based limiter [22] to
vector fields is based on the directional local maximum principle

min
m∈Eei

qej · vm0 ≤ qej · v̄ei ≤ max
m∈Eei

qej · vm0 , i = 1, . . . , N e
dof . (8)
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In view of (7), the so-defined inequality constraints are equivalent to

min
m∈Eei

qej · (vm0 − ve0) ≤ αej q
e
j · (vei − ve0) ≤ max

m∈Eei
qej · (vm0 − ve0) (9)

and can be satisfied for all i = 1, . . . , N e
dof using the correction factor

αej = min
1≤i≤Ne

dof


min

{
1,

max
m∈Ee

i

qej ·(vm0 −ve0)

qej ·(vei−ve0)

}
if qej · (vei − ve0) > 0,

1 if qej · (vei − ve0) = 0,

min

{
1,

min
m∈Ee

i

qej ·(vm0 −ve0)

qej ·(vei−ve0)

}
if qej · (vei − ve0) < 0.

(10)

Using this formula to determine the diagonal entries αej of Ae, we obtain
a limiting operator Le = QeAe(Qe)T such that conditions (9) hold for all
scalar products αej q

e
j · (vei − ve0) representing projections of LeGe(xei − xe0)

onto the orthonormal basis vectors qej of a rotated reference frame.

4. Objectivity requirements

A highly desirable property of a limiter for vector fields is objectivity
[18, 28, 31, 32, 39]. That is, the results should be invariant under translations
and/or rotations defined by affine linear transformations of the form

x̂ = Rx + c, (11)

where R is an orthogonal second-order tensor, and c is a constant vector.
To derive a transformation rule for the limited gradient tensor defined by

(6), we consider a generic mesh element Ke ∈ Th and omit the superscript e
for brevity. The vector quantities to be limited are given by

vi − v0 = G(xi − x0) (12)

in the original reference frame associated with x and by

v̂i − v̂0 = RG(xi − x0) = RGRT (x̂i − x̂0) (13)

in the reference frame associated with x̂. The limiting operators

L = QAQT , L̂ = Q̂ÂQ̂T (14)
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produce the same results in the original and rotated frame if

RL(vi − v0) = L̂(v̂i − v̂0). (15)

Invoking (12)-(13), we find that this transformation rule is equivalent to

RLGRT (x̂i − x̂0) = L̂RGRT (x̂i − x̂0) (16)

These considerations reveal that directional limiting is frame-invariant if the
matrices of limiting directions and correction factors satisfy

Q̂ÂQ̂T = RQA(RQ)T . (17)

The use of Q̂ = I = Q, where I is the unit tensor, corresponds to scalar
limiting for individual components of the vector field in the current reference
frame. Limiting techniques of this kind are not objective because the diag-
onal entries of the matrices Â and A depend on the choice of the limiting
directions. We illustrate this fact by a numerical example in Section 7.1.

5. Objective limiting frames

To satisfy condition (17), the columns of Q should form a frame-invariant
orthonormal basis. Such a basis can be constructed, e.g., using the eigenvec-
tors of the symmetric tensor 1

2
(G + GT ), as proposed in [31, 32, 39]. In this

work, we construct objective reference frames for directional limiters using
singular value decompositions and the Gram-Schmidt orthogonalization.

The singular value decomposition (SVD) of the gradient G is given by

G = USWT , (18)

where S is the diagonal matrix of singular values, U is an orthogonal matrix
of left singular vectors and W is an orthogonal matrix of right singular
vectors. The corresponding polar decomposition is given by G = RP, where
R = UWT is is orthogonal and P = WSWT is symmetric. The matrix
S of a singular value decomposition is unique. If all singular values are
nondegenerate (distinct) and nonzero, then the matrices U and W are unique
up to multiplication of each row/column by −1.

The directional vector limiter using Q = U is objective if the SVD is
unique (which is not the case, e.g., for G = I). In the degenerate case, the
result may depend on the numerical algorithm for calculating the SVD.
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Applying the limiting operator (14) to G = QSWT , we obtain

Ḡ = (QAQT )(QSWT ) = QASWT . (19)

Hence, this directional limiting strategy corresponds to multiplication of the
singular values sj and scalar products sjwj ·(xi−x0) by the correction factors
αj stored in diagonal entries of A. According to the physical interpretation of
polar decompositions in terms of rotations and stretches, the gradient-based
SVD limiter adjusts stretches without changing the orientation.

Clearly, the limiting directions defined as left singular vectors of an evolv-
ing gradient G must be updated after each time step or Runge-Kutta stage.
To avoid the high overhead cost associated with gradient-based directional
limiting, the matrix Q may be defined using an orthogonal basis depend-
ing on the orientation of element K. The use of mesh-dependent limiting
directions does not violate the principle of objectivity because the mesh is
attached to the computational domain and undergoes the same transforma-
tions (translations and rotations) under changes of coordinate systems.

On tensor product meshes, the normals to the edges/faces of K form a
natural orthogonal basis for directional limiting. In many applications, the
normal components of a vector field determine the magnitude of convective
fluxes and divergence errors. The use of normals as limiting directions would
provide an additional mechanism for direct control of these quantities. How-
ever, the number of normals for a general mesh cell exceeds the number of
space dimensions. In this case, the only way to enforce maximum princi-
ples of the form (8) for each normal is to use the same correction factor
αe = minj α

e
j for all components of the gradient, as in synchronized limiters

for systems of conservation laws [24, 27]. This limiting strategy is likely to
produce poor results in situations when the solution exhibits small variations
in some limiting directions and large variations in other directions.

Information about the shape and orientation of a general mesh cell is
also encoded in the Jacobian J(x) of the mapping FK : K̂ 7→ K from a
reference element K̂ on which the basis functions are commonly defined in
finite element codes. The left singular values of J0 := J(x0) can be used to
define the orthogonal matrix Q for directional limiting. In contrast to the
gradient-based SVD approach, this matrix needs to be calculated just once
for each element provided that the mesh does not change in time.

If K is a simplex in Rd, the Jacobian J ≡ J0 is constant on K. For
instance, the reference triangle K̂ =conv {(0, 0), (1, 0), (0, 1)} is mapped onto
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a general element K =conv {x1,x2,x3} of a triangular mesh using

FK(x̂) =
(
x2 − x1 x3 − x1

)
x̂ + x1 . (20)

The Jacobian-based SVD limiter is objective if the singular values of J0

are distinct (which is not the case, e.g., on a uniform rectangular mesh). In
the case of coinciding singular values, the outcome depends on the numerical
algorithm for calculating the SVD and may be sensitive to small pertur-
bations of the mesh. However, the limiting directions are not affected by
changes of the solution in contrast to the gradient-based SVD limiter.

As a cheaper alternative which guarantees uniqueness, we consider the
possibility of generating the matrix Q using the Gram-Schmidt algorithm
to extract an orthonormal basis of limiting directions q1, . . . ,qd from the
linearly independent columns of the nonsingular Jacobian matrix J0. The so-
defined directional limiter is unconditionally frame-invariant, but the limiting
directions depend on the numbering of the vertices of K.

In Section 7, we verify the claims regarding objectivity properties and use
the above limiting techniques to constrain velocity fields in 2D.

6. Sequential limiting for systems

In many applications of practical interest, mathematical models are based
on systems of conservation laws, and the set of quantities to be limited include
vector fields of form v = %u. For example, the momentum density is defined
as the product of a velocity field u and a scalar variable % (e.g., density in
the Euler and Navier-Stokes equations of fluid mechanics or water height
in shallow water models of geophysical flows). Extensions of vertex-based
limiters to finite element discretizations of such problems can be found in
[4, 9, 15, 27]. In addition to local maximum principles for conserved variables,
the nature of the problem at hand may require preservation of global bounds
for some derived quantities such as pressure, internal energy, or entropy [15].

As an alternative to directional limiting for a momentum-like vector field
(%u)h, the sequential limiting procedure proposed in [9] may be used to con-
strain the velocity-like derived quantity uh = (%u)h/%h as follows:

1. Calculate the correction factor αe% for the gradient of the density-like
variable %h using the scalar version of the vertex-based limiter.

2. Limit %eh and update the gradient of (%u)eh using the product rule

Ge := ∇(%u)eh − ue0 ⊗∇%̄eh, (21)
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where ue0 =
(%u)e0
%e0

is a low-order approximation to ueh and ∇%̄eh = αe%∇%eh
is the gradient of the limited density field %̄eh.

3. Given an orthogonal matrix Qe of limiting directions, calculate a diag-
onal matrix Ae of directional correction factors αej defined by

αej = min
1≤i≤Ne

dof


min

{
1,

max
m∈Ee

i

qej ·(um0 −ue0)

qej ·(uei−ue0)

}
if qej · (uei − ue0) > 0,

1 if qej · (uei − ue0) = 0,

min

{
1,

min
m∈Ee

i

qej ·(um0 −ue0)

qej ·(uei−ue0)

}
if qej · (uei − ue0) < 0.

(22)

4. Replace Ge by Ḡe = QeAe(Qe)TGe, i.e., apply the limiting operator
Le = QeAe(Qe)T to produce the shape function

(%u)
e

h = %̄ehu
e
0 + Le((%u)eh − %̄ehue0) (23)

satisfying the directional local maximum principles

%̄ei min
m∈Eei

qej · um0 ≤ qej · (%u)
e

i ≤ %̄ei max
m∈Eei

qej · um0 (24)

for all i = 1, . . . , N e
dof and all limiting directions qej , j = 1, . . . , d.

For a detailed presentation of the underlying design philosophy and addi-
tional limiting tools for invariant domain preserving finite element discretiza-
tions of hyperbolic systems, we refer the interested reader to [9, 15]. A closely
related sequential limiter for symmetry- and essentially-bound-preserving
flux-corrected remapping of momentum can be found in [36].

7. Numerical examples

In this section, we illustrate the implications of objectivity by a numerical
example and apply directional limiting techniques to hyperbolic systems. The
vector limiters considered in our numerical study are abbreviated by

• DL-FIX(I): componentwise limiting in the Cartesian (x, y) plane;

• DL-FIX(R): limiting in the plane defined by a rotation matrix R;

• DL-SVD(G): gradient-based SVD limiter;
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• DL-SVD(J): Jacobian-based SVD limiter;

• DL-GS(J): Jacobian-based Gram-Schmidt limiter.

When it comes to solving the shallow water equations in Section 7.2 and
the Euler equations in Section 7.3, we adopt the sequential limiting strategy
outlined in Section 6. An additional fix is proposed to enforce global bounds
associated with invariant domains of hyperbolic systems.

7.1. Illustration of rotational invariance

We begin with a numerical example designed to verify the rotational
invariance of vector limiters and quantify changes (if any) caused by rotations
of the computational domain. To that end, we define the vector field

wh(x, y) = (|x|+ |y|)

{
(1, 0) if x, y < 0,

(0,−1) otherwise
(25)

on the triangulation shown in the left panel of Fig. 1. For testing purposes,
we rotate the domain and the vector field using the orthogonal matrix

R =

(
cos θ − sin θ
sin θ cos θ

)
, θ =

π

6
.

The result of this transformation is shown in the right panel of Fig. 1.

Figure 1: Visualization of the piecewise-linear vector field wh defined by (25) on a mesh
of 4 triangular elements in the original (left: θ = 0) and rotated (right: θ = π

6 ) reference
frame. The arrows show the magnitude and orientation of the centroid vectors we

0.
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The application of the limiter DL-FIX(I) to wh reveals the following
behavior: On the original grid, the correction factors for the center vertex
are equal to 1 since the components of wh(0, 0) = (0, 0) are bounded above
and below by the x- and y-components of the centroid vectors. The rotation
of the domain about the origin produces a vector field Rwh which has the
same value at (0, 0) and the same components in the rotated reference frame
defined by the matrix R. However, the x-components of all centroid vectors
become strictly positive after this rotation. As a consequence, the DL-FIX(I)
limiter is activated to enforce a positive lower bound on the rotated mesh,
and a different result is obtained if the limited vector field is rotated back
using the inverse mapping of the domain to the original configuration.

In Table 1, we present the L∞ norms of the difference between the limited
piecewise-linear approximations wh and RT (Rwh). For reasons explained
above, there is a significant discrepancy between the results calculated using
the componentwise DL-FIX(I) limiter on the two grids. It is easy to verify
that all other directional vector limiters satisfy the objectivity criterion (17).
Therefore, the corresponding L∞ errors are zero to machine precision.

scheme ‖wh −RT (Rwh)‖L∞
DL-FIX(I) 0.33
DL-FIX(R) 0.43E–15
DL-SVD(G) 0.20E–15
DL-SVD(J) 0.17E–15
DL-GS(J) 0.43E–15

Table 1: L∞ norms of the difference between the results of directional limiting on the
original (θ = 0) and rotated (θ = π

6 ) mesh of 4 triangular elements.

If the actual limiting is performed using a scaled Taylor basis (as in
[22, 23]), any dependence of the scaling factors on the orientation of mesh
elements may result in a lack of objectivity. For the directional limiter to
be objective, the normalization factors should be defined using the trans-
formed coordinates of the vertices rather than the Cartesian coordinates of
the xy reference frame. We also remark that the results for DL-SVD may be
sensitive to practical implementation of singular value decompositions.

Now that the use of objective limiters for projections of generic vector
fields is motivated by an admittedly simple theoretical example, we proceed
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to numerical studies of the proposed approaches in the context of sequential
limiting for nonlinear hyperbolic PDE systems.

7.2. Case study: shallow water equations

The two-dimensional shallow water equations (SWE) are given by

∂H

∂t
+∇ · (Hu) = 0 , (26)

∂(Hu)

∂t
+∇ · (Huu) +

g

2

∂H2

∂x
+ g H

∂b

∂x
+ τbfHu− fcHv = 0 , (27)

∂(Hv)

∂t
+∇ · (Hvu) +

g

2

∂H2

∂y
+ g H

∂b

∂y
+ τbfHv + fcHu = 0 , (28)

where u = [u, v]T is the depth-averaged velocity, and H = ξ − b is the total
water height, that is, the difference between the free surface elevation ξ and
the bed topography b, also called bathymetry. The source terms proportional
to τbf and fc are due to bottom friction and Coriolis forces, respectively.

The nonlinear system can be written in the generic divergence form

∂U

∂t
+∇ · F(U) = S(U,∇b), (29)

where

U =

[
H
Hu

]
, F(U) =

[
Hu

Hu⊗ u + gH2

2 I

]
,

S(U,∇b) =

 0

fc vH − τbfuH − gH ∂b
∂x

−fc uH − τbfvH − gH ∂b
∂y

 .
For any element K− ∈ Th and any test function wh ∈ (Vh)

3, the element-
local semi-discrete variational form of system (29) is given by [2, 16]∫

K−
wh · ∂tUh dx −

∫
K−
∇wh : F(Uh) dx

+

∫
∂K−

wh · F̂(U−h ,U
+
h ;νK−) ds =

∫
K−

wh · S(Uh,∇bh) dx , (30)

where νK− is the unit outward normal and F̂(U−h ,U
+
h ;νK−) is a numerical

flux defined in terms of the one-sided limits U±h (see [16] for details).
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The current implementation of the DG method for the SWE system is
based on the MATLAB / GNU Octave toolbox FESTUNG [12, 20, 34]. In
the numerical study below, we use the Lax-Friedrichs flux with Roe-Pike
averaging and a globally continuous piecewise linear approximation bh to
the bathymetry. Time integration is performed using an explicit second-
order SSP Runge-Kutta scheme (Heun’s method). A full description of the
employed numerical methods can be found in [17].

7.2.1. Unidirectional dam break

Dam break problems are commonly used to illustrate the necessity of
slope limiting in numerical methods for shallow water models and perform
numerical studies of limiting techniques. The solution of the one-dimensional
Riemann problem with a discontinuous initial height H and initial velocity
u = 0 is a rarefaction wave traveling in one direction and a shock propagating
in the opposite one. The model parameters of the 1D shallow water equations
are given by g = 9.81, b ≡ const = −1, τbf = fc = 0. The analytical solution
of this 1D test problem is known and can be found in [8].

In this experiment, we calculate pseudo-one-dimensional numerical so-
lutions by solving the 2D shallow water problem (26)–(28) in the domain
Ω = (0, 1000)× (0, 1). The initial condition for H is given by

H(x, y, 0) =

{
10 if x ≤ 500,

1 otherwise.

The triangular computational mesh is generated from a uniform Cartesian
grid with spacing ∆x = ∆y = 1 by subdividing each square element into two
right triangles. We consider the time interval (0, 20) and use the constant
time step ∆t = 0.001 in this test. In Figure 2, we show the results produced
by different directional vector limiters at the final time T = 20. It can be
seen that the snapshots are in good agreement with the analytical solutions
for the free surface elevation ξ and the horizontal velocity u. The lack of
spurious oscillations in the velocity distribution is due to the fact that we
use the sequential form of the vector limiter (as described in Section 6) to
enforce maximum principles for the velocity rather than momentum.

The DG method is capable of resolving the discontinuous initial condi-
tion for H exactly provided that the discontinuity occurs on the boundary
between two elements. The employed mesh satisfies this requirement since
it is fitted to the interface x = 500. To check if a given vector limiting
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(c) DL-GS(J)

Figure 2: Analytical solution (red solid line) of the one-dimensional dam break problem
and numerical approximations (blue dashed lines) obtained with different limiting schemes
at time T = 20 [s].
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scheme eH eHu eu
DL-FIX(I) 4.79E–02 1.01E+00 3.34E–01
DL-FIX(R) 2.71E–09 2.11E–08 4.68E–09
DL-SVD(G) 1.03E–05 4.08E–04 1.07E–04
DL-SVD(J) 3.07E–08 2.80E–07 6.42E–08
DL-GS(J) 2.71E–09 2.11E–08 4.68E–09

Table 2: Objectivity errors caused by a rotation of the reference frame.

technique is objective, we rotate the domain by an angle θ, define the initial
condition for H using the corresponding rotated coordinates x̂ = Rx, run
the DG code on the rotated mesh, and transform back to the original (θ = 0)
reference frame using the matrix RT . The resulting numerical solution is
denoted by the superscript rot. The difference between the slope-limited
DG-P1 approximations Ūh and Ūrot

h is measured using the error metrics

eH :=‖H̄h − H̄rot
h ‖L∞(Ω),

eHu :=‖(Hu)h − (Hu)
rot

h ‖L∞(Ω)2 ,

eu :=‖ūh − ūroth ‖L∞(Ω)2 .

The errors listed in Table 2 summarize the results of the above objectivity
test for the rotation angle θ = π

6
. The objectivity criterion implies that any

differences between the numerical solutions calculated on the original and
rotated mesh should be due to round-off errors. As mentioned previously,
the componentwise DL-FIX(I) limiter violates the objectivity requirements
formulated in Section 4. The first line of Table 2 confirms that rotations of the
mesh may give rise to significant nonphysical changes of numerical solutions
if the limiting directions are not rotated by the same angle. The objectivity
errors of limiters that employ mesh-dependent limiting directions are of the
order of machine precision. The DL-SVD(G) version produces errors that
are small compared to DL-FIX(I) and large compared to other limiters. As
simulation continues, objectivity errors increase at a rate depending on the
choice of the limiting strategy and its practical implementation.

The higher sensitivity of DL-SVD solutions to changes of the reference
frame could be explained by the possible nonuniqueness of the rotation ma-
trix Q. The singular value decomposition of a general matrix is nonunique
and its computation is ill-posed if the singular values are (almost) equal or
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one of them approaches zero. For DL-SVD(G) this situation occurs wher-
ever the gradient is singular or is a scaled rotation matrix itself. The limiting
directions of DL-SVD(J) are nonunique when the rows of the Jacobian ma-
trix J have comparable Euclidean norms, i.e., on triangles with two edges of
approximately the same length. Note that all elements of the mesh employed
in our numerical study are right triangles with equal legs. The DL-GS(J)
version is more robust and produces the same results as DL-FIX(R) in this
example because the legs of right triangles are parallel to the axes of the
rotated coordinate system. In light of the above, we recommend the use of
DL-FIX(R) for uniform meshes and DL-GS(J) for general meshes.

7.2.2. Radially symmetric dam break

As a real 2D test case, we consider a radially symmetric version of the
above example. The parameters of the two-dimensional shallow water model
are given by g = 9.81, b ≡ const = −0.1, τbf = fc = 0. The computational
domain Ω = (−10, 10)2 is discretized using a uniform mesh of triangular
elements with spacing ∆x = ∆y = 0.1. The initial height is given by

H(x, y, 0) =

{
1 if x2 + y2 ≤ 16,

0.1 otherwise.

The time interval for this test is (0, 1) and the time step is ∆t = 0.004.
The pattern of wave propagation in each radial direction is supposed to

reproduce the qualitative behavior of the solution to the 1D dam break prob-
lem. Additionally, a well-designed vector limiter should preserve the radial
symmetry of the initial data. The numerical solution presented in Fig. 3
demonstrates the ability of the objective directional limiter DL-SVD(G)
to capture shocks and rarefaction waves while preserving radial symmetry.
The frame-dependent DL-FIX(I) limiter produces similar results (not shown
here). Furthermore, the differences between the approximations produced
by DL-SVD(G), DL-SVD(J) and DL-GS(J) are rather small as can be seen
from Fig. 4–5. Due to the high computational cost of DL-SVD(G), the
Jacobian-based methods are preferable. As in the previous example, the
use of sequential limiting provides crisp resolution of steep velocity gradients
without generating undershoots and overshoots that may occur if the density
and momentum fields are limited separately.
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Figure 3: DL-SVD(G)

Figure 4: Difference plot DL-SVD(J) vs. DL-SVD(G)

Figure 5: Difference plot DL-GS(J) vs. DL-SVD(G)

7.2.3. Vorticity advection in 2D

For a better quantitative comparison of the new limiters, we perform a
grid convergence study for a smooth vortex traveling at the constant speed
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M = 1
2

in the direction specified by the angle α = π
6
. A detailed description

and the smooth analytical solution of this 2D test problem can be found
in Section 4.3.1 of [11]. We consider the homogeneous shallow water sys-
tem corresponding to (26)–(28) with g = 1, b ≡ const = −1, τbf = fc = 0.
The computational domain for this test is Ω = (−50, 50) × (−50, 50). The
Dirichlet boundary conditions for all variables are inferred from the known
analytical solution. Using successive refinement in space and time, we com-
pute the L2(Ω) errors for each unknown at the final time T = 100. The
Jacobian-based limiters deliver at least second-order convergence rates for
each quantity of interest. Hence, these limiters perform well not only in the
proximity of shocks but also for problems with smooth solutions. The infe-
rior convergence behavior of DL-SVD(G) could be improved by using more
stable numerical implementations of the singular value decomposition.

7.3. Case study: Euler equations

The Euler equations represent a hyperbolic system of conservation laws

∂%

∂t
+∇ · (%u) = 0, (31)

∂(%u)

∂t
+∇ · (%u⊗ u + pI) = 0, (32)

∂(%E)

∂t
+∇ · (%Eu + pu) = 0, (33)

where % is the density, u is the velocity, and E is the specific total energy.
The pressure p of an ideal gas with the heat capacity ratio γ is given by

p = (γ − 1)

(
%E − |%v|

2

2%

)
. (34)

The generic divergence form of the nonlinear system (31)-(33) reads

∂U

∂t
+∇ · F(U) = 0, (35)

where

U =

 %
%u
%E

 , F =

 %u
%u⊗ u + pI
%Eu + pu

 . (36)
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In the below numerical study, this system is solved using a slope-limited
DG-P1 space discretization based on the HLL numerical flux (see [9, 23, 24]
for details). Time integration is performed using the explicit third-order SSP
Runge-Kutta method. At the end of each RK stage, the gradients of the con-
served variables are adjusted using the DL-FIX(R) and DL-SVD(G) versions
of the sequential limiting strategy presented in Section 6. Singular value
decompositions are calculated using the LINPACK subroutine dsvdc [26].
Since all computations are performed on uniform rectangular meshes, we use
R = I assuming that the axes of the Cartesian coordinate system are already
aligned with the orthogonal limiting directions for DL-FIX(R).

The use of slope limiters based on local maximum principles for scalar
variables and frame-invariant projections of vector fields is typically sufficient
to detect and eliminate spurious oscillations. However, additional fixes are
generally required to guarantee preservation of global bounds correspond-
ing to the invariant domains of the given hyperbolic system. According to
Guermond et al. [15], the invariant set of the Euler system is defined by

A = {U | % > 0, e > 0, s ≥ smin},

where e = E − 1
2
|u|2 is the specific internal energy and smin is a lower bound

for the specific entropy s(%, e) = s0 + log
(
e

1
γ−1%−1

)
. The equation of state

(34) can be written as p = (γ−1)%e. Hence, nonnegativity of internal energy
is equivalent to nonnegativity of the pressure for a polytropic ideal gas.

Suppose that the cell averages are physically admissible, i.e., Ue
0 ∈ A.

Since the density %h is constrained using the scalar vertex-based limiter, the
density cannot become negative. The bounds-preserving low-order targets
for the momentum and total energy are defined by [9]

(%u)
e,L

h = ue0(%̄eh − %e0), (%E)
e,L

h = Ee
0(%̄eh − %e0). (37)

This definition implies that the internal energy Ee
0− 1

2
|u0|2 remains constant

and nonnegative on Ke. We also remark that the upper bounds %e,max
i for

the vertex-based density limiter can be defined so that the specific entropy
remains bounded below by smin on Ke. Hence, the shape functions

Ue,L
h (x) = Ue

0

%̄eh(x)

%e0
= Ue

0 +
Ue

0∇%̄eh · (x− xe0)

%e0
, x ∈ Ke (38)

stay in the invariant set A. The gradients of the limited high-order targets

Ue,H
h (x) = Ue,L

h (x) + Ḡe(x− xe0), x ∈ Ke (39)
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are determined by the choice of the correction factors for the momentum
components and total energy. If a nonphysical state Ue,H

i = Ue,H
h (xi) /∈ A

is encountered at any vertex xei of element Ke, the invariant domain preser-
vation property can be easily enforced by setting G

e
:= 0 and accepting

the gradient of Ue,L
h as the final product of sequential limiting. This simple

fix traces its origins to ‘failsafe’ flux-corrected transport (FCT) algorithms
[25, 37] in which negative pressures are eliminated by reverting to positivity-
preserving low-order approximations in offending cells.

In summary, the proposed sequential limiting strategy for the Euler equa-
tions involves the following correction steps:

1. Limit the density %eh using the scalar vertex-based limiter (and entropy-
adjusted upper bounds to enforce s ≥ smin if desired).

2. Limit the momentum (%u)eh using the sequential vector limiter pre-
sented in Section 6 and a suitably defined rotation matrix Qe.

3. Limit the total energy (%E)eh using the sequential scalar limiter (cf. [9])
and local bounds defined in terms of Ee

0.

4. Overwrite the limited gradients of (%u)eh and (%E)eh by ue0 ⊗ ∇%̄eh and
Ee

0∇%̄eh, respectively, if U
e

i /∈ A for any i = 1, . . . , N e
dof .

The last step is a security check intended to prevent violations of global
bounds defined by the invariant set A. The corresponding a posteriori cor-
rections need to be performed in just a small number of troubled cells (if
any) where the use of low-order compatible targets is appropriate for safety
reasons. In all other cells, the sequential limiter for the conserved variables
will produce physically admissible and essentially nonoscillatory solutions.

7.3.1. Double Mach reflection

The double Mach reflection problem [38] is a standard benchmark for the
two-dimensional Euler equations. The computational domain for this test is
the rectangle Ω = (0, 4) × (0, 1). The flow pattern features a propagating
Mach 10 shock in air (γ = 1.4) which initially makes a 60◦ angle with a
reflecting wall. The following pre-shock and post-shock values of the flow
variables are used to define the initial and boundary conditions%LuL

vL
pL

 =

 8.0
8.25 cos(30◦)
−8.25 sin(30◦)

116.5

 ,
%RuR
vR
pR

 =

1.4
0.0
0.0
1.0

 . (40)
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Initially, the post-shock values (subscript L) are prescribed in the subdomain
ΩL = {(x, y) | x < 1/6 + y/

√
3} and the pre-shock values (subscript R) in

ΩR = Ω\ΩL. The reflecting wall corresponds to 1/6 ≤ x ≤ 4 and y = 0. No
boundary conditions are required along the line x = 4. On the rest of the
boundary, the post-shock conditions are assigned for x < 1/6 + (1 + 20t)/

√
3

and the pre-shock conditions elsewhere. The so-defined values along the top
boundary describe the exact motion of the initial Mach 10 shock.

(a) DL-FIX(I)

(b) DL-SVD(G)

Figure 6: Double Mach reflection: % at t = 0.2. DG-HLL-P1 discretization, sequential
limiting + pressure fix, h = 1

256 , ∆t = 2.5 · 10−5.

In Figs 6 and 7, we present snapshots of the density distribution at t = 0.2
calculated using the DL-FIX(I) and DL-SVD(G) versions of our limiting
strategy. Positivity preservation is enforced using the invariant domain fix
based on the use of linearized gradients ue0 ⊗∇%̄eh and Ee

0∇%̄eh in cells where
negative pressures are found after sequential limiting of the conserved quan-
tities. In this simulation, the number of such cells is 0 for many time steps
and typically as small as 1-2 at time steps that do require a pressure fix. The
numerical solutions produced by DL-FIX(I) and DL-SVD(G) look similar,
so the higher cost of the latter version does not pay off in this example.
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(a) DL-FIX(I) (b) DL-SVD(G)

Figure 7: Double Mach reflection: zoom of % at t = 0.2. DG-HLL-P1 discretization,
sequential limiting + pressure fix, h = 1

256 , ∆t = 2.5 · 10−5.

7.3.2. Smooth vortex

In the last numerical example, we consider the isentropic vortex problem
[10, 35] which admits a smooth analytical solution. The adiabatic constant
for the ideal gas equation of state (34) is γ = 1.4. Periodic boundary condi-
tions are prescribed on the boundary of Ω = (−5, 5)2. The initial condition
and exact solution at the final time t = 10.0 are given by [10, 35]

%0 = T
1

γ−1

0 , p0 = %0T0, T0 = 1− (γ − 1)β2

8γπ2
e1−r2 , (41)

u0 = (1, 1) +
β

2π
e0.5(1−r2)(−y, x), (42)

where β = 5.0 is the vortex strength and r =
√
x2 + y2. We remark that β

should be β2 in the initial condition for the temperature in reference [10].
The density snapshots displayed in Fig. 8 were calculated using the HLL

discontinuous Galerkin scheme equipped with the sequential DL-FIX(I) lim-
iter. No visible changes in the symmetric shape of the density profile are
observed as the center of the smooth vortex travels along the line y = x with
the mean velocity (1, 1). The DL-SVD(G) results and the unconstrained P1

solutions look the same and, therefore, are not shown here. The L1 con-
vergence history presented in Table 6 reveals that the experimental order of
convergence (EOC) of the piecewise-constant HLL scheme is very low. The
P1 version exhibits second-order convergence in the absence of limiting.
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The results of a grid convergence study for the DL-FIX(I) and DL-
SVD(G) limiters are summarized in Table 7. The optional pressure fix is
activated in both versions but never needs to be invoked in this test. In
contrast to the numerical study presented in [9], both limiting techniques
under investigation deliver at least second-order convergence rates without
using any smoothness indicators. The DL-FIX(I) version produces the un-
constrained DG-P1 solution on the finest meshes. The convergence of DL-
SVD(G) is not quite as fast but second-order accuracy is achieved on fine
meshes. The slightly better performance of DL-FIX(I) in terms of absolute
L1 errors can be explained by higher sensitivity of DL-SVD(G) to round-off
errors and the choice of tolerances in numerical algorithms.

The ability of the new sequential limiters to preserve second-order accu-
racy of the DG-P1 scheme in this challenging test can be attributed to the
fact that they enforce local maximum principles for the conserved quantities
and are linearity-preserving w.r.t. these quantities. The bounds that guaran-
tee preservation of invariant domains are global and do not affect the rates of

t = 0.0

t = 4.0

t = 2.0

t = 6.0

Figure 8: Smooth vortex: snapshots of the evolving density. DG-HLL-P1 discretization,
DL-FIX(I) sequential limiting + pressure fix, h = 10

128 , ∆t = 5 · 10−3.
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convergence to smooth solutions. The imposition of local bounds on the spe-
cific kinetic and total energy (as proposed in [9]) leads to far more restrictive
constraints and tends to degrade the rates of convergence if no smoothness
indicators are used to avoid unnecessary limiting in smooth cells.

h P0 EOC P1 EOC
10/32 0.256E+01 0.215E+00
10/64 0.227E+01 0.17 0.445E–01 2.27
10/128 0.180E+01 0.33 0.894E–02 2.32
10/256 0.125E+01 0.53 0.199E–02 2.17

Table 6: Smooth vortex: E%1 = ‖%− %h‖L1(Ω) for P0 and P1 without limiting.

h DL-FIX(I) EOC DL-SVD(G) EOC

10/32 0.343E+00 0.467E+00
10/64 0.516E–01 2.73 0.134E+00 1.80
10/128 0.895E–02 2.53 0.313E–01 2.10
10/256 0.199E–02 2.17 0.767E–02 2.03

Table 7: Smooth vortex: E%1 = ‖%− %h‖L1(Ω) for P1 with sequential limiting.

8. Conclusions

The proposed approaches to directional limiting of vector fields are based
on straightforward extensions of scalar limiting techniques. The presented
numerical study indicates that a good frame-invariant vector limiter does not
need to be very sophisticated. In fact, the use of scalar limiters for individual
components of the vector field may be the best limiting strategy for rectangu-
lar domains and uniform meshes. Indeed, componentwise limiting in a global
Cartesian reference frame does not require any additional transformations of
variables and is objective if the orientation of this reference frame is defined
by the mesh or by the computational domain. The use of local reference
frames depending to the shape and orientation of mesh elements may be a
good strategy for unstructured and anisotropic meshes. The use of limiting
directions based on singular value decompositions of tensor-valued solution
gradients is computationally intensive, and the associated cost is unlikely to
pay off unless the solution is highly anisotropic. Regardless of the choice of
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orthogonal limiting directions, no problems with preservation of radial sym-
metry were observed in numerical experiments. The multidimensional nature
of our finite element schemes and vertex-based limiters seems to cure these
potential problems just as well as the use of generalized maximum principles
based on convex hull / VIP criteria or bounding boxes [28, 29, 30].

The proposed methodology provides a general framework for directional
vector limiting and great flexibility in the choice of frame-invariant limiting
directions. It is readily portable to continuous finite element approximations
(see [9] for a presentation of the vertex-based limiter in a format suitable for
this purpose) and flux-corrected remapping of vector quantities in arbitrary
Lagrangian-Eulerian (ALE) methods [36, 39] for multimaterial flows.

The outcomes of this work also include a better understanding of the inter-
play between local and global constraints for different quantities of interest in
high-resolution finite element schemes for systems of conservation laws, such
the shallow water equations and the Euler equations considered in this work.
In our experience, any attempt to impose local bounds on nonlinear func-
tions of the conserved variables (pressure, internal or kinetic energy, entropy)
inhibits the ability of the limiting procedure to deliver optimal convergence
rates for smooth data. On the other hand, mere preservation of invariant
domains does not guarantee the absence of undershoots/overshoots (or even
convergence to correct weak solutions [14]). Therefore, a well-designed lim-
iter for hyperbolic systems should employ both local bounds based on certain
smoothness criteria and global bounds based on the knowledge of invariant
domains of the exact solution or other physical considerations. If the use of
numerical fluxes defined in terms of limited P1 shape functions results in a
violation of global bounds for cell averages, the invariant domain preservation
property should be enforced using FCT-like flux limiters (cf. [33, 37]).
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