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Abstract: We present a novel approach to test for heteroscedasticity of
a non-stationary time series that is based on Gini’s mean difference of
logarithmic local sample variances. In order to analyse the large sample be-
haviour of our test statistic, we establish new limit theorems for U-statistics
of dependent triangular arrays. We derive the asymptotic distribution of the
test statistic under the null hypothesis of a constant variance and show that
the test is consistent against a large class of alternatives, including multiple
structural breaks in the variance. Our test is applicable even in the case
of non-stationary processes, assuming a locally stationary mean function.
The performance of the test and its comparatively low computation time
are illustrated in an extensive simulation study. As an application, we anal-
yse data from civil engineering, monitoring crack widths in concrete bridge
surfaces.

MSC 2010 subject classifications: Primary 62G10; secondary 62M10,
60F05.
Keywords and phrases: Change-point analysis, tests for heteroscedas-
ticity, U-statistics of triangular arrays, short-range dependence.

1. Introduction

Constancy of the variance is a common assumption and several authors have
proposed tests for it. Wichern, Miller and Hsu [30], Abraham and Wei [2] and
Baufays and Rasson [5] do so in the parametric framework of autoregressive
models. Inclán and Tiao [23] and Gombay, Horváth and Hušková [22] propose
nonparametric tests based on cumulative sums of squares against the alterna-
tive of a single structural break in a sequence of independent data. Lee and
Park [24] and Wied et al. [31] extend this work to time series data fulfilling

∗Supported by the DFG Collaborative Research Center 823 ”Statistical Modelling of Non-
linear Dynamic Processes”. The authors would like to thank the research group of Prof. Chris-
tine Müller at TU Dortmund University for providing the data from the bridge-monitoring.
†Supported by the Friedrich-Ebert-Stiftung.
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different short-range dependence conditions. Gerstenberger, Vogel and Wendler
[21] use Gini’s mean difference instead of sums of squares to test against the
same family of alternatives. Galeano and Peña [18] and Aue et al. [4] consider
the multivariate case. Chen and Gupta [11] combine binary segmentation and
the Schwarz information criterion for detection of multiple change-points in in-
dependent Gaussian data.
In these and other papers, the mean of the data is assumed to be constant.
Tests of the stationarity of the variance in the presence of a time-varying mean
have been derived only recently by Dette, Wu and Zhou [15] and by Gao et al.
[19]. While the latter authors assume independent Gaussian observations, the
former ones apply wild bootstrap to derive critical values because the covariance
structure of the limiting Gaussian process depends on the dependencies in the
data generating process.
We construct a nonparametric asymptotic test for the constancy of the variance
against the alternative of one or several change-points, allowing the data to be
short-range dependent and the mean to be possibly time-varying. The statistic
underlying our test has been proposed by Wornowizki, Fried and Meintanis
[32], who use the permutation principle to test the constancy of the variance in
a sequence of independent observations. They illustrate the advantages of this
test statistic over several competitors in a series of simulation experiments.
For the construction of our asymptotic test, we develop new theory under the
assumption that we observe time series data X1, . . . , Xn generated by the model

Xi = σ(i/n)Yi + µ(i/n),

where (Yi)i≥1 is a stationary β-mixing process with mean zero and variance
one. The local means and variances are described by the functions µ : [0, 1] →
R and σ2 : [0, 1] → (0,∞), respectively. Under the null hypothesis, it holds
σ(x) ≡ σH , whereas under the alternative, σ is assumed to be a non-constant
càdlàg-function. We will show that under some mild regularity conditions on
µ and σ, our test is consistent against all non-constant variance functions. As
opposed to this, the simple alternative of a single change-point corresponds to
the special case σ(x) = λ11[0,τ)(x) +λ21[τ,1](x). Tests which are designed under
such alternatives will hardly achieve consistency against arbitrary alternatives
as considered here.
More precisely, our test is based on the statistic U(n), which takes the form of
Gini’s mean difference of the logarithmic local sample variances. Specifically, we
subdivide the time interval {1, . . . , n} into blocks of length `n, the j-th block
being given by {(j− 1)`n + 1, . . . , j `n}. Let bn denote the number of full blocks
that fit into {1, . . . , n}, i.e., bn = [n/`n], and σ̂2

j be the local sample variance in
the j-th block,

σ̂2
j,n = σ̂2

j =
1

`n

j`n∑
i=(j−1)`n+1

Xi −
1

`n

j`n∑
r=(j−1)`n+1

Xr

2

.
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Using this notation, the statistic U(n) reads

(1) U(n) =
1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣log σ̂2
j − log σ̂2

k

∣∣ .
The use of the log-transformed local variances makes U(n) scale invariant. Note
that, on a broader level, U(n) constitutes a U -statistic with kernel h(x, y) =
|x − y|, whose entries are given by the triangular array log σ̂2

j,n, 1 ≤ j ≤ bn.
These entries, after proper centering and scaling, converge in distribution to a
normal law. We develop U-statistic theory for this type of triangular arrays in
order to show that U(n) is asymptotically normal under the null hypothesis.
Our results hold for absolutely regular processes, and thus cover a large class of
time series models. Absolute regularity is also known under the term β-mixing
and is a slightly stronger assumption than the well-known “strong mixing”-
condition. Still, it covers a wide range of examples such as certain classes of
Markov chains, stationary non-degenerate Gaussian processes with a particular
form of the spectral density (see, Bradley [8]) as well as ARMA- and GARCH-
models (see, Example 2.2 below).
Our test is computationally feasible even in case of huge data sets since we
analyse deviations between local statistics and compare them to critical values
calculated from the asymptotical distribution derived in this paper. Its low
computation time is confirmed in an extensive simulation study. Considering a
wide range of data generating processes and alternatives, we find our test to
have good finite sample properties and to be especially well-suited in case of
multiple structural breaks or non-monotone variation of the variance function.
In particular, we compare our procedure to the approach in Dette, Wu and Zhou
[14], [15]. As an application, we use our test to detect periods of uncommonly
high volatility in the crack-width-data from the monitoring of a concrete bridge
surface that have recently been analysed in Abbas et al. [1].
The rest of the paper is structured as follows: Section 2 covers some central
definitions, presents the key asymptotic results for the test statistic U(n) and
outlines the estimation of the long run variance in our particular setting. The
main ideas of the proof are sketched in Section 3. Section 4 treats several exten-
sions of our theory, among which are possible modifications of the test statistic,
an application to data with jumps in the mean and the estimation of the change-
point locations. The results of the simulation study and the data example are
reported in Sections 5 and 6, respectively. All further proofs and some additional
simulation results are deferred to the Appendix.

2. Main Results

2.1. Basic Definitions

Throughout the paper, we assume that n observations, X1, ..., Xn, from a short-
range dependent or, more precisely, from an absolutely regular time series (Xi)i∈N
are given.
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Definition 2.1. A sequence of random variables (Xi)i∈N is called absolutely
regular if

βX(k) := sup
m∈N

β (σ(Xi, 1 ≤ i ≤ m), σ(Xi, k +m ≤ i ≤ ∞))→ 0 as k →∞,

where the β-mixing coefficient of two σ-fields A and B is given by

β(A,B) := E
(

ess sup
A∈A

|P (A|B)− P(A)|
)
.

The following example points out some feasible processes (Xi)i∈N that meet the
conditions imposed to derive the asymptotic results below.

Example 2.2. a) A stationary ARMA(p,q)-model of the form

Xi = c+ εi +

p∑
j=1

αjXi−j +

q∑
m=1

βmεi−m

is absolutely regular with a geometric rate, i.e., β(k) = O(e−ρk) for some
ρ > 0, if the innovations (εi)i∈N have an absolutely continuous distribution
with respect to the Lebesgue measure (see, Theorem 1 in Mokkadem [26]).

b) Strictly stationary GARCH(p,q)-models are strictly stationary solutions to
the equations

Xi = σiεi and σ2
i = α0 +

p∑
j=1

αjX
2
i−j +

q∑
m=1

βmσ
2
i−m.

They are likewise absolutely regular with a geometric rate if the i.i.d. noise
sequence (εi)i∈N has finite absolute rth moment for some r ∈ (0,∞), i.e.,
E (|ε0|r) < ∞, and if ε0 is absolutely continuous with a Lebesgue density
that is strictly positive in a neighborhood of zero (see, Lindner [25] and the
references therein for this result and an overview on the existence of strictly
stationary solutions and the existence of moments for GARCH-models).

Our aim is to test for changes in the variance of an absolutely regular time
series by means of the statistic (1), which compares the local estimates σ̂2

j ,
j = 1, . . . , bn, derived from splitting the data into bn blocks of length `n. Both
bn and `n are assumed to grow with the sample size and, for simplicity, to be
integers. A change in the variance should result in large differences between the
block-estimates σ̂2

j and ultimately in a high value of U(n), which will lead to a
rejection of the hypothesis.
In the following, we assume µ : [0, 1] → R to be a Lipschitz-continuous mean
function and σ : [0, 1] → [σ0,∞) for some σ0 > 0 to be a càdlàg-function.
Under the null hypothesis σ ≡ σH , we have E (Xi) = µ

(
i
n

)
and Var (Xi) = σ2

H .
Additionally, assume that there exists a ϑ > 0 such that both

(A1) E
(
|Y1|4+2ϑ

)
<∞ and (A2)

∞∑
k=1

βY (k)ϑ/(2+ϑ) <∞
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hold. Given these assumptions, the long run variance

κ2 := Var
(
Y 2

1

)
+ 2

∞∑
k=1

Cov
(
Y 2

1 , Y
2
k+1

)
is finite since βY 2(k) ≤ βY (k) (see, Theorem 10.7 in Bradley [9]). Throughout,
we will assume the long run variance to be strictly positive, κ2 > 0. Moreover, we
have to impose certain growth restrictions on the block length `n and therewith
the number of blocks bn in order to ensure the desired convergence of the test
statistic. Throughout the paper, we will need the block length `n to grow faster
than the number of blocks. In particular, if we set `n = ns for some s ∈ (0, 1)
and consequently bn = n1−s, this translates to s > 0.5.

2.2. Asymptotical Results

First, we show the convergence of the statistic U(n) towards a two-dimensional
Riemann-integral.

Theorem 2.3. Given the assumptions (A1) and (A2) and if `n = ns with
s ∈ (0.5, 0.75), it holds

U(n)
P−→
∫ 1

0

∫ 1

0

∣∣log σ2(x)− log σ2(y)
∣∣dxdy as n→∞.

Obviously, U(n) converges to 0 in probability under the null hypothesis, while
it converges to a strictly positive value under any alternative for which σ is
not almost surely constant with respect to the Lebesgue measure on [0, 1]. This
will imply that our test is consistent against the very general alternative of a
changing variance function.
By standardizing the statistic U(n) via the long run variance κ2 and by using
an appropriate scaling

√
`n, we can now state a law of large numbers for U(n)

under the null hypothesis.

Theorem 2.4. Let the above assumptions (A1) and (A2) be fulfilled and let
`n = ns with s ∈ (0.5, 0.75). If there exists a sequence mn →∞ as n→∞ such
that mn = o(n2s−1) and bnβY (mn)→ 0, then it holds under the null hypothesis

√
`n
κ

U(n)
P−→ E (|Z − Z ′|) as n→∞,

where Z and Z ′ are independent standard normally distributed random variables.

Theorem 2.4 already reveals the double asymptotics governing the statistic
U(n). While there holds a central limit theorem for the inner block sums σ̂j
for which we need the scaling

√
`n, there holds a law of large numbers for the

outer structure of a U-statistic. Under the additional assumption of polynomi-
ally decaying mixing coefficients, a central limit theorem for the outer U-statistic
holds as well.
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Theorem 2.5. Assume there exist constants 0 < δ ≤ 1 and ρ > 1 ∨ 9δ
(δ+1)(δ+2)

such that E
(
|Y1|4+2δ

)
<∞ and for all k ∈ N it holds βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 .

Moreover, choose `n = ns with s ∈ (0.5, 0.75) as well as s > 1/
(

1 + δ ρ−1
ρ+1

)
∨

(1 + δ2

ρ(2+δ)(1+δ) )/(2 + δ2

ρ(2+δ)(1+δ) ). Then it holds under the null hypothesis

√
bn

(√
`n
κ

U(n)− E (|Z − Z ′|)
)
D−→ N

(
0, ψ2

)
as n→∞,

where ψ2 := 4Var (h1(Z)) and h1(x) := E (|x− Z ′|) − E (|Z − Z ′|) for two in-
dependent standard normally distributed random variables Z and Z ′.

Theorem 2.5 requires an additional outer scaling factor
√
bn depending on the

number of blocks for the U-statistic central limit theorem to hold. Referring to
the theory of U-statistics, one can then derive convergence towards a normal

distribution whose variance ψ2 equals the limit lim
n→∞

Var
(√

nŨn

)
, where Ũn

denotes Gini’s mean difference computed from a sample of n iid standard normal
observations. The latter limit can be calculated explicitly, see Gerstenberger and
Vogel [20], such that ψ2 = 4

3 + 8√
π

(√
3− 2

)
.

In particular, Theorem 2.5 can be used for structural break testing. Based on
the data x1, ..., xn, one can compute the value of the properly standardized test
statistic and compare it to the asymptotic critical values obtained from the
limit distribution. We shall reject the hypothesis of a constant variance if the
computed value exceeds the (1−α)-quantile of the N

(
0, ψ2

)
-distribution. Note

that this test is consistent against arbitrary alternatives for which σ(x) is not
almost surely constant with respect to the Lebesgue measure on [0, 1]. A key
factor is the reliable estimation of the unknown long run variance κ2, which is
discussed in Subsection 2.3.

2.3. Estimation of the Long-run Variance

For a practical implementation of our test, we need to estimate the long-run
variance

κ2 = Var
(
Y 2

1

)
+ 2

∞∑
k=1

Cov
(
Y 2

1 , Y
2
k+1

)
.

In the literature, there are various procedures for estimating such long-run vari-
ances. We employ the subsampling approach, introduced by Carlstein [10]. For
standard subsampling, we divide the observations into b̃n non-overlapping blocks
of length ˜̀

n, and consider the estimator

1

b̃n

√
π

2

b̃n∑
j=1

∣∣∣∣∣∣ 1√
˜̀
n

j ˜̀
n∑

i=(j−1)˜̀
n+1

(Y 2
i −

1

n

n∑
r=1

Y 2
r )

∣∣∣∣∣∣ .
Various authors have established consistency of this estimator for a wide class
of short-range dependent data.
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As we do not observe the Y 2
i directly, but only Xi = σ( in )Yi + µ( in ), we need

to modify the standard subsampling procedure. We will use a subsampling that
is consistent under the null hypothesis σ(x) ≡ σH , i.e., when the observations
are given by Xi = σHYi + µ( in ). We first center the observations by their local
means, defining

X̃i = Xi −
1

`n

j`n∑
r=(j−1)`n+1

Xr, for i ∈ {(j − 1)`n + 1, . . . , j`n}.

Setting σ̂2
H = 1

n

∑n
i=1 X̃

2
i , we then define the subsampling long-run variance

estimator

κ̂ :=
1

b̃n

√
π

2

1

σ̂2
H

b̃n∑
j=1

∣∣∣∣∣∣ 1√
˜̀
n

j ˜̀
n∑

i=(j−1)˜̀
n+1

(X̃2
i − σ̂2

H)

∣∣∣∣∣∣ .
The next proposition shows that consistency of the above estimator κ̂ indeed
remains valid given the additional scaling factor

√
bn.

Proposition 2.6. Assume that there exist constants 0 < δ ≤ 1 and ρ > 1 such

that E
(
|Y1|4+2δ

)
< ∞ and for all k ∈ N it holds βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 .

Moreover, let `n = ns and ˜̀
n = nq such that s > 0.5, 1− s < qδ(ρ− 1)/(ρ+ 1),

q < s and q < 3(1− s). Then it holds under the null hypothesis√
bn |κ̂− κ|

P−→ 0 as n→∞.

By Proposition 2.6, we can replace the long run variance κ2 in the central limit
theorem 2.5 by its estimator:

Corollary 2.7. Assume there exist constants 0 < δ ≤ 1 and ρ > 1 ∨ 9δ
(δ+1)(δ+2)

such that E
(
|Y1|4+2δ

)
<∞ and for all k ∈ N it holds βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 .

Moreover, let `n = ns and ˜̀
n = nq such that s ∈ (0.5, 0.75), s > 1/

(
1 + δ ρ−1

ρ+1

)
∨

(1+ δ2

ρ(2+δ)(1+δ) )/(2+ δ2

ρ(2+δ)(1+δ) ), 1−s < qδ(ρ−1)/(ρ+1), q < s and q < 3(1−s).
Then it holds under the null hypothesis√

bn

(√
`n
κ̂

U(n)− E (|Z − Z ′|)
)
D−→ N

(
0, ψ2

)
as n→∞.

Long run variance estimators often have the drawback of diverging under the
alternative. This is unfortunate since the long run variance serves in the denomi-
nator as a standardization and its overestimation thus results in a non-negligible
loss of power. Still, the following proposition ensures that the divergence here is
not fast enough to cancel out the growth rate associated with the test statistic
in the numerator.

Proposition 2.8. Let the assumptions (A1) and (A2) be fulfilled. Then it holds

1√
˜̀
n

κ̂
P−→

∫ 1

0

∣∣∣σ2(x)−
∫ 1

0
σ2(y)dy

∣∣∣dx∫ 1

0
σ2(z)dz

as n→∞.
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Corollary 2.9. Given the assumptions (A1) and (A2) and if `n = ns with
s ∈ (0.5, 0.75), it holds√

˜̀
n
U(n)

κ̂

P−→
∫ 1

0

∫ 1

0

∣∣log σ2(x)− log σ2(y)
∣∣ dxdy ·

∫ 1

0
σ2(z)dz∫ 1

0

∣∣∣σ2(x)−
∫ 1

0
σ2(y)dy

∣∣∣dx as n→∞.

Due to ˜̀
n = o(`n), the expression within the central limit theorem thus still

diverges under the alternative, though at a slower rate.

3. Outline and Main Ideas of the Proofs

This section outlines the key ideas to prove our main results, whereas the tech-
nical details are given in the appendix. The proofs rely on a series of approxi-
mations of the statistic

U(n) =
1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣log σ̂2
j − log σ̂2

k

∣∣
by simpler statistics that are easier to analyze and have the same large sample
behavior as U(n). In a first step, we replace the block means 1

`n

∑j`n
i=(j−1)`n+1Xi

in the definition of the local sample variance σ̂2
j by the expected values µ(i/n).

For the resulting U-statistic U1(n) one can then derive an analogue of Theorem
2.3.
To obtain additional limit theory under the null hypothesis in Theorems 2.4
and 2.5, two more approximations are required. In a second approximation
step, we linearize the logarithm, i.e. we use the approximation log(1 + x) ≈
x, which is valid for x close to 0. Finally, we replace the dependent blocks
(X(j−1)`n+1, . . . , Xj`n−mn) by close-by independent blocks (X ′(j−1)`n+1, . . . , X

′
j`n−mn)

with the same marginal distributions. The resulting U-statistic U3(n) can be an-
alyzed by an adaptation of U-statistic theory to triangular arrays since its entries
stem from a triangular array of row-wise independent random variables.

3.1. A first Approximation

Centering the observations Xi in each block j by their expected value µ(i/n)

instead of the block mean 1
`n

∑j`n
r=(j−1)`n+1Xr, we obtain the following approx-

imation to the empirical block variances

s2
j,n := s2

j :=
1

`n

j`n∑
i=(j−1)`n+1

(
Xi − µ

(
i

n

))2

=
1

`n

j`n∑
i=(j−1)`n+1

σ2

(
i

n

)
Y 2
i .

Taking Gini’s mean difference of the log s2
j , we get the statistic

U1(n) =
1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣log s2
j − log s2

k

∣∣ .
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Our first approximation theorem shows that U1(n) is sufficiently close to U(n)
for all limit theorems to carry over.

Proposition 3.1. Assume that conditions (A1) and (A2) hold and that `n = ns

with s ∈ (0.5, 0.75). Then, we have

√
n |U(n)− U1(n)| P−→ 0,

as n→∞.

Proposition 3.1 holds both under the null hypothesis as well as under the alter-
native. Thus, we may henceforth restrict our analysis to the U-statistic U1(n),
and to the centered data Xi−µ(i/n) = σ(i/n)Yi. Without loss of generality, we
may assume from now on that µ(i/n) = 0, and that the data are given by

Xi = σ

(
i

n

)
Yi.

3.2. Outline of the Proof of Theorem 2.3

Recall that the statistic U1(n) employs the arguments log s2
j for 1 ≤ j ≤ bn,

where s2
j = 1

`n

∑j`n
i=(j−1)`n+1 σ

2( in )Y 2
i . Their mean can be approximated via

Es2
j =

j`n∑
i=(j−1)`n+1

σ2

(
i

n

)
≈ σ2

(
j`n
n

)
= σ2

(
j

bn

)
and one can moreover show that Var

(
s2
j

)
→ 0 as n → ∞. Hence, we set s2

j ≈
σ2 (j/bn) and this in turn implies

U1(n) ≈ 1

b(bn − 1)

∑
1≤j 6=k≤bn

∣∣∣∣log σ2

(
j

bn

)
− log σ2

(
k

bn

)∣∣∣∣ .
The latter sum is a Riemann-type approximation of the desired limit integral∫ 1

0

∫ 1

0
| log σ2(x)− log σ2(y)|dxdy. A rigorous proof is given in Section A.2 of the

appendix.

3.3. Two further Approximations

The second and third approximation are essential ingredients in the analysis of
the asymptotic behavior of U(n) under the null hypothesis, i.e. when σ(x) ≡ σH .

In this case, we have s2
j = σ2

H
1
`n

∑j`n
i=(j−1)`n+1 Y

2
i and hence

∣∣log s2
j − log s2

k

∣∣ =
∣∣∣ log

( 1

`n

j`n∑
i=(j−1)`n+1

Y 2
i

)
− log

( 1

`n

k`n∑
i=(k−1)`n+1

Y 2
i

)∣∣∣
=
∣∣ log(1 + Sj)− log(1 + Sk)

∣∣,
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where we have defined

Sj := Sj,n :=
1

`n

j`n∑
i=(j−1)`n+1

Y 2
i − 1 =

s2
j

σ2
H

− 1.

Since E(Yi) = 0 and Var (Yi) = 1, the law of large numbers implies that for a
sufficiently large sample size, Sj is close to 0. This motivates a Taylor expansion
of log(1 + x) around x = 0. Replacing log(1 + Sj) by Sj in the definition of
U1(n) yields the statistic

U2(n) :=
1

bn(bn − 1)

∑
1≤j 6=k≤bn

|Sj − Sk| .

Proposition 3.2. Assume that conditions (A1) and (A2) hold, and that `n = ns

with s > 0.5. Then, under the null hypothesis,

√
n(U1(n)− U2(n))

P−→ 0,

as n→∞.

In a third and final approximation step, we replace the arguments Sj , 1 ≤ j ≤ bn,
of U2(n) by close-by independent random variables S′j , 1 ≤ j ≤ bn. In order to
achieve this, we use a coupling technique for β-mixing processes. First, we divide
each of the blocks Bj,n = (Y(j−1)`n+1, . . . , Yj`n) into a long block

B̃j := B̃j,n := (Y(j−1)`n+1, . . . , Yj`n−mn)

of length `n −mn and a short block

Rj := Rj,n := (Yj`n−mn+1, . . . , Yj`n)

of length mn = o(`n). The latter blocks function as separation between the main
blocks whose interdependence decreases when mn →∞, as n→∞. At the same
time, the separating blocks Rj need to be sufficiently short to be asymptotically

negligible compared to the longer blocks B̃j , and thus mn should grow only
slowly. By Lemma 2.4 in Borovkova, Burton and Dehling [7], there exists a
sequence of i.i.d. random vectors

B̃′j,n := B̃′j := (Y ′(j−1)`n+1, . . . , Y
′
j`n−mn)

with the same marginal distribution as B̃j such that

P (B̃′j = B̃j) = 1− βY (mn),

for all 1 ≤ j ≤ bn. Define the corresponding block sums

S̃′j,n := S̃′j :=
1

`n

j`n−mn∑
i=(j−1)`n+1

((Y ′i )2 − 1),
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and note that for any n, the random variables S̃′j , 1 ≤ j ≤ bn, are independent
and identically distributed. Finally, we consider the U-statistic

U3(n) :=
1

bn(bn − 1)

∑
1≤j 6=k≤bn

|S̃′j − S̃′k|.

Proposition 3.3. Assume that `n = ns with s > 0.5, and that mn is chosen in
such a way that mn = o(n2s−1) as well as bnβ(mn) → 0. Then, under the null
hypothesis, √

n|U2(n)− U3(n)| P−→ 0,

as n→∞.

Remark 3.4. The exact choice of mn is insignificant for the structural break
testing. For polynomially decaying mixing coefficients, i.e. βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 ,
the conditions mn = o(n2s−1) and bnβY (mn)→ 0 are met as long as one chooses

s > (1 + δ2

ρ(2+δ)(1+δ) )/(2 + δ2

ρ(2+δ)(1+δ) ).

3.4. Outline of the Proof of Theorem 2.4

Given the above approximations, under the null hypothesis, it suffices to an-
alyze the asymptotic behavior of the U-statistic U3(n), whose entries S̃′j =
1
`n

∑j`n−mn
i=(j−1)`n+1((Y ′i )2 − 1) form a row-wise independent and identically dis-

tributed triangular array. Moreover, E(S̃′1) = 0 and given the assumptions (A1)
and (A2), we have

κ2
n := Var

(√
`nS̃

′
1

)
=
`n −mn

`n
Var

(
Y 2

1

)
+ 2

`n−mn−1∑
k=1

`n −mn − k
`n

Cov
(
Y 2

1 , Y
2
k+1

)
−→ κ2,

by dominated convergence. By the central limit theorem for partial sums of β-
mixing processes,

√
`nS

′
j converges in distribution to a normal law with mean

0 and variance κ2. In our further analysis, we will essentially show that we
may replace S′j by κ√

`n
Zj , where Zj are independent standard normal random

variables.
We first establish a law of large numbers for a rescaled version of U3(n).

Proposition 3.5. Assume that (A1) and (A2) hold and that mn = o(`n). Then,
under the hypothesis, √

`n
κ

U3(n)
P−→ E (|Z − Z ′|) ,

as n→∞, where Z and Z ′ are independent standard normal random variables.
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Proof. In order to prove Proposition 3.5, we first show that E
(√

`n
κ U3(n)

)
→

E (|Z − Z ′|). Note that

E
(√

`n
κ

U3(n)

)
= E

(∣∣∣∣√`nκ S̃′1 −
√
`n
κ

S̃′2

∣∣∣∣) .
An application of the central limit theorem to the stationary β-mixing process
((Y ′i )2 − 1)i∈N yields

E
(∣∣∣∣√`nκ S̃′1 −

√
`n
κ

S̃′2

∣∣∣∣)→ E (|Z − Z ′|) .

and it suffices to additionally verify that Var
(√
`nU3(n)

)
→ 0. By the definition

of U3(n) and by the independence of the S′j , we obtain

Var
(√

`nU3(n)
)

=
1

bn(bn − 1)
Var

(∣∣∣√`nS̃′1 −√`nS̃′2∣∣∣)
+

2

bn
Cov

(∣∣∣√`nS̃′1 −√`nS̃′2∣∣∣ , ∣∣∣√`nS̃′1 −√`nS̃′3∣∣∣) .
Now, one can check that the right-hand side converges to zero. Details of the
proof are given in Section A.4 of the appendix.

Theorem 2.4 is an immediate corollary of Proposition 3.5 and the above approx-
imation steps.

3.5. Outline of the Proof of Theorem 2.5

A standard tool from U-statistics theory is the Hoeffding decomposition of the
kernel h(x, y), given by

h(x, y) = θ(n) + h
(n)
1 (x) + h

(n)
1 (y) + h

(n)
2 (x, y),

where

θ(n) =E
(
h
(√

`nS̃
′
1/κ,

√
`nS̃

′
2)/κ

))
h

(n)
1 (x) =E

(
h
(
x,
√
`nS̃

′
1/κ
))
− θ(n)

h
(n)
2 (x, y) =h(x, y)− θ(n) − h(n)

1 (x)− h(n)
1 (y).

Note that since we are dealing with a U-statistic of a triangular array, the
decomposition depends upon the sample size n . Using the independence of S̃′j
and Fubini’s theorem, we obtain

E
(
h

(n)
1

(√
`nS̃

′
1/κ
))

= 0

E
(
h

(n)
2

(
x,
√
`nS̃

′
1/κ
))

= E
(
h

(n)
2

(√
`nS̃

′
1/κ, y

))
= 0
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for all x, y ∈ R. Thus, the random variables h
(n)
1 (
√
`nS̃

′
1/κ) are independent

and have mean 0. In addition, the kernels h
(n)
2 (x, y) are degenerate, and thus

the random variables h
(n)
2 (
√
`nS̃

′
j)/κ,

√
`nS̃

′
k/κ) are pairwise uncorrelated. The

Hoeffding decomposition of the kernel gives rise to the Hoeffding decomposition
of U3(n),

√
bn

(√
`n
κ

U3(n)− θ
)

=
2√
bn

bn∑
j=1

h
(n)
1

(√
`n
S̃′j
κ

)

+

√
bn

bn(bn − 1)

∑
1≤j 6=k≤bn

h
(n)
2

(√
`n
S̃′j
κ
,
√
`n
S̃′k
κ

)
.

By the degeneracy of h
(n)
2 (x, y), we obtain

Var

 √
bn

bn(bn − 1)

∑
1≤j 6=k≤bn

h
(n)
2

(√
`n
S̃′j
κ
,
√
`n
S̃′k
κ

)
=

1

bn − 1
Var

(
h

(n)
2

(√
`n
S̃′1
κ
,
√
`n
S̃′2
κ

))
,

and some further calculations show that the right-hand side converges to 0. To
handle the linear term in the Hoeffding decomposition, we can apply Lyapunov’s
central limit theorem for row-wise independent triangular arrays, and obtain
convergence towards a normal law with mean 0 and variance

ψ2 = 4 lim
n→∞

Var

(
h

(n)
1

(√
`n
S̃′1
κ

))
.

Since
√
`n

S̃′1
κ → N(0, 1), one can prove h

(n)
1 (x) = Eh(x,

√
`n

S̃′1
κ ) − θ(n) →

h1(x) = Eh(x, Z) − θ and the above variance equals 4Var (h1(Z)). In the end,
we obtain the following central limit theorem for U3(n).

Proposition 3.6. Assume that `n = ns with s > 0.5, mn = o(ns ∧ n2s−1)
and that there exist constants ρ > 1 ∨ 9δ

(δ+1)(δ+2) and 0 < δ ≤ 1 such that

E
(
|Y1|4+2δ

)
<∞ and for all k ∈ N, it holds βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 . Then,

we obtain under the null hypothesis

√
n
U3(n)

κ
−
√
bnθ

(n) D−→ N
(
0, ψ2

)
,

where ψ2 = 4Var (h1(Z)), h1(x) = E (|x− Z ′|) − θ with θ = E (|Z − Z ′|), and
where Z and Z ′ are two independent standard normal random variables.

Note that the centering θ(n) likewise depends on the sample size, and is generally
unknown. Thus, it is important to replace θ(n) by its limit θ.

imsart-generic ver. 2014/10/16 file: "Asymptotic test for variance20200221".tex date: February 21, 2020



S. Schmidt et al./Asymptotic Test for Constancy of the Variance 14

Lemma 3.7. Assume that there exist constants ρ > 1 and 0 < δ ≤ 1 such

that E
(
|Y1|4+2δ

)
< ∞ and for all k ∈ N it holds βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 .

Moreover, let `n = ns with s >
(

1 + δ ρ−1
ρ+1

)−1

and let mn = o(ns). Then, under

the null hypothesis, we have √
bn(θ(n) − θ)→ 0,

as n→∞.

The proof of Theorem 2.5 now follows from a combination of the former results.
Proposition 3.1, Proposition 3.2, and Proposition 3.3 together imply

√
n(U3(n)− U(n))→ 0.

Proposition 3.6 and Lemma 3.7 yield
√
n
κ U3(n) −

√
bnθ

D−→ N(0, ψ2). Thus,
Theorem 2.5 is a consequence of Slutzky’s lemma.

4. Extensions

4.1. Modifications of our Test Statistic

Our test statistic corresponds to Gini’s mean difference with entries given by the
logarithms of local empirical variances. It explores the variability of estimated
local variabilities. There are several possible extensions of this idea which might
be useful not only for testing the constancy of the variance.
One possibility is the choice of other kernel functions h : R × R → R with
suitable characteristics. In particular, we obtained similar limit results for the
more general statistic

U(n) =
1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣log
(
σ̂2
j

)
− log

(
σ̂2
k

)∣∣α for α ∈ (0, 1]

but they come at the price of additional requirements regarding the growth con-
ditions of the blocks, for instance bn/`

α
n → 0. Moreover, additional simulations

not reported here suggest that not much is gained by employing values other
than α = 1. The good performance obtained for α = 1 can partly be explained
by the rather large efficiency and better robustness of Gini’s mean difference as
compared to standard measures of variability like the standard deviation, see
Gerstenberger, Vogel and Wendler [21] and the references cited therein.
Another modification is the evaluation of the variability of other local statis-
tics, which shall be addressed in future work. More robust measures of scale as
considered by Gerstenberger, Vogel and Wendler [21] in a setting with a single
change point might replace the empirical variances. Using estimates of central
location, kurtosis or tail behavior allows testing the stability of the correspond-
ing characteristic. A hypothesis of particular interest is the assumption of the
stability of second order characteristics.
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Remark 4.1. Davis, Huang and Yao [12] investigate likelihood ratio statistics
for testing whether the time series can be described by a stable autoregressive
process against the alternative of a single change. A change of the variance
is not of direct interest but implicitly considered there since a change of the
autoregressive parameters usually implies a change of the marginal variance if
the variance of the innovations is constant. Within the somewhat restrictive
parametric framework of Davis, Huang and Yao [12], one can apply a version of
their test which allows for changing variances of the innovation process to check
the assumption of a stable dependence structure underlying our test. If we are
willing to accept the hypothesis of a stable autoregressive model after application
of this preliminary test, testing the stability of the marginal variance using our
approach is equivalent to testing the stability of the innovational variance.
Dette, Wu and Zhou [14], [15] investigate CUSUM-statistics for testing the con-
stancy of second order characteristics, i.e., of the variance or the correlation
structure. They work on detrended data, allowing for a possibly time-varying
mean under the null hypothesis, like we do. Given the complicated structure of
their limiting process, they need bootstrap procedures for the calculation of crit-
ical values. Their test for the constancy of the correlation structure could be
combined with our test, as outlined above for the test in Davis, Huang and Yao
[12].
Tests for the null hypothesis of stable second order characteristics which are con-
sistent not only against alternatives with a single change might be constructed by
analyzing the variability of local variance and local correlation estimates jointly.
Such multivariate extensions of the theory developed here are left to future work.

4.2. Application to data with discontinuous mean

So far, we have assumed a time series setting with a Lipschitz-continuous mean
function. This assumption might be too restrictive, e.g., if structural breaks
may occur not only in the variance but also in the mean. In such contexts, the
hypothesis that the variance of the observed data (Xi)i∈N is constant can be
tested using the time series (Zi)i∈N of differences

Zi = Xi −Xi−1 = σH(Yi − Yi−1) + (µi − µi−1).

It inherits many properties from (Xi)i∈N itself, like the existence of moments
and the absolute regularity. Under the null hypothesis, the variance of the ob-
servations becomes

Var (Zi) =σ2
H · (Var (Yi) + Var (Yi−1) + 2Cov (Yi, Yi−1))

=2σ2
H · (Var (Y1) + Cov (Y1, Y2)) .

If the covariances are stationary, which comes along with the strict stationar-
ity of (Yi)i∈N assumed in this entire work, changes in the variance of (Xi)i∈N
can thus be detected from the sequence of differences (Zi)i∈N. Moreover, the
mean function of the differences not only preserves the Lipschitz-continuity and
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gets arbitrarily small, |µi − µi−1| = O(1/n), but a close look at the proofs re-
veals that the results still hold in case of finitely many outliers in the mean
(i.e., if µ is only piecewise Lipschitz-continuous on the intervals between finitely
many jumps and we consider the time series (Zi)i∈N). Hence, resorting to the
differenced time series is advisable if abrupt changes in the mean are suspected.

Example 4.2. Assume that we observe an increasing number of `n observations
in each of an increasing number of bn groups. One-way analysis of variance
allows testing whether the group centers are identical, assuming all observations
to be independent and identically distributed within each of the groups, with the
same variance σ2

j = σ2 for all groups j = 1, . . . , bn. The results derived in
this paper allow testing the basic assumption of constant variance even if the
observations within the different groups are dependent, as long as `n and bn
increase at appropriate rates. If the mean of the observations is not constant
but only Lipschitz-continuous within each group, we can take differences of the
observations within each group and proceed as described above. The condition of
identical group sizes `n is restrictive but can presumably be relaxed as long as

the group sizes `
(j)
n increase at identical rates `

(j)
n = O(`n).

4.3. Estimation of the Change-points and the Variance Function

Another interesting issue is the estimation of the scale function σ(·) in case
our test rejects the null hypothesis of σ being constant. If we assume the scale
function to be piecewise constant, it is reasonable to estimate the change-point
locations in advance and to calculate the empirical standard deviations of the
observations in between subsequent change-points. Keeping in mind that our
test is consistent also against smoothly varying alternatives, one could alterna-
tively calculate local estimates using moving window techniques, possibly with
an adaptive choice of the window width.
Under the assumption of a piecewise constant scale, we can adopt the approach
from Wornowizki, Fried and Meintanis [32] as a first means to determine the
number and location of the change-points. This approach is based on a recursive
procedure which conducts in every step the change-point test described above.
If the hypothesis is rejected, the dominant change point of the (sub-)sample is
located by narrowing down the set of candidates to two blocks Bj∗ = {(j∗ −
1)`n + 1, ..., j∗`n} and Bj∗+1 = {j∗`n + 1, ..., (j∗ + 1)`n} via

j∗ = argmax
j∈{1,...,bn−1}

∣∣log(σ̂2
j )− log(σ̂2

j+1)
∣∣ .

Afterwards, the location of the change-point t∗ is determined by

t∗ = argmax
t∈Bj∗∪Bj∗+1

∣∣σ̂2
(
X(j∗−1)`n+1, ..., Xt

)
− σ̂2

(
Xt+1, ..., X(j∗+1)`n

)∣∣ ,
where σ̂2 (Xi, ..., Xk) for i ≤ k is the empirical variance based on the ob-
servations Xi, ..., Xk and where we exclude values of t that are very close
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to the boundaries in order to ensure a reliable estimation on both subsets
{X(j∗−1)`n+1, ..., Xt} and {Xt+1, ..., X(j∗+1)`n}. Once the change-point t∗ is de-
tected, we split the sample at t∗ into two parts and the procedure is repeated
on both subsamples. If the hypothesis can no longer be rejected, the procedure
stops and it is assumed that all change points have been located. This procedure
looks somewhat ad hoc and can probably be improved. Nevertheless, in our sim-
ulations it yielded similarly good results as the MOSUM approach described by
Eichinger and Kirch [17], which in turn performed well as compared to several
other state-of-the-art procedures in the simulations reported there.

5. Simulation Study

We investigate the empirical size and power of the change-point test introduced
in Section 2 and compare its performance to the procedure proposed in an earlier
version [14] of Dette, Wu and Zhou [15].
As data-generating processes, we consider two examples of independent obser-
vations, namely standard normal, Xi ∼ N (0, 1), and exponential ones, Xi ∼
Exp(1), and four examples under dependence. The latter consist of two AR(1)-
processes with α1 = 0.4 and α1 = 0.7, respectively, an ARMA(2,2)-process

Xi = 0.8Xi−1 − 0.4Xi−2 + εi + 0.5εi−1 + 0.34εi−2

and a GARCH(1,1)-process

Xi = σiεi with σ2
i = 0.1 + 0.1X2

i−1 + 0.8σ2
i−1,

each with independent standard normal innovations (εi)i∈N. The parameter
choice for the GARCH-process is as in Andreou and Ghysels [3] and describes
a high volatility persistence. ARMA- and GARCH- processes are, as mentioned
in Example 2.2, mixing at an exponential rate. Moreover, all models considered
possess finite sixth moments (see, Theorem 5 in Lindner [25] for the GARCH-
case) and hence, the choices s = 0.7 and q = 0.5 are admissible.
We investigate the empirical power of the tests under various (local) alternatives
listed below. These include scenarios with one, two and four structural breaks,
as well as a smoothly changing variance function, each with variance changes of
magnitude n−1/2.

A1 : σ(x) =1 · 1{0≤x<1/2} + (1 + 0.2
√

2000/n) · 1{1/2≤x≤1}

A2 : σ(x) =1 · 1{0≤x<1/3} + (1 + 0.2
√

2000/n) · 1{1/3≤x<2/3} + 1 · 1{2/3≤x≤1}

A3 : σ(x) =1 · 1{0≤x<1/5} + (1 + 0.2
√

2000/n) · 1{1/5≤x<2/5} + 1 · 1{2/5≤x<3/5}

+ (1 + 0.2
√

2000/n) · 1{3/5≤x<4/5} + 1 · 1{4/5≤x≤1}

A4 : σ(x) =1 + 0.1 · sin(4πx) ·
√

2000/n

All simulations are conducted in R [28]. The long run variance κ̂ is estimated as
described in Section 2.3, whereas the centering term E (|Z − Z ′|) = 2/

√
π and
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the variance of the limit distribution ψ2 = 4/3+8/
√
π(
√

3−2) can be calculated
explicitly. All results are obtained for a nominal significance level of α = 5%.
The analysis in Subsections 5.1-5.3 is conducted for centered observations. We
investigate the influence of non-constant mean functions in Subsection 5.4.

5.1. Comparison to the Procedure of Dette, Wu and Zhou [14], [15]

This section compares our test (henceforth denoted by SWFD) to the results
of Dette, Wu and Zhou [14], [15] (denoted by DWZ), who employ a CUSUM-
approach to detect change points in the variance. Since the asymptotic distri-
bution of their test statistic crucially depends upon the dependence structure
of the underlying time series, they use a bootstrap approach to obtain critical
values.
The comparison is limited to the sample lengths n = 500, 2000 and the sim-
ulated rejection probabilities are based on only 4000 replications each, due to
the computational cost of the DWZ procedure. As a rough comparison of the
computation times of the respective procedures, we measured the overall com-
putation time (on a 3.4 GHz Intel Core i7) required to obtain the results in Table
1, i.e., the time required for 4000 ·30 executions of the respective test (including
the time for the simulation of the data sets). For n = 500 (n = 2000), the SWFD
procedure needed on average 0.00064 (0.00138) seconds per execution, while the
DWZ procedure took 0.88813 (7.73488) seconds.
Table 1 shows the simulated rejection probabilities of the SWFD and the DWZ
procedure under the hypothesis and the local alternatives A1-A4. Our SWFD
test performs anti-conservative for n = 500 as we observe empirical sizes of
about 10% or even higher instead of the nominal 5% level. For n = 2000, the
empirical sizes fall below 10%, except for the GARCH(1,1). A closer analysis of
the SWFD procedure will be presented in the next subsection. For the DWZ test,
we concentrate on the two sample sizes because of its much larger computation
times. The size of the DWZ procedure is adequate for independent normal data
but conservative for the exponential data and anti-conservative in the presence
of higher positive dependencies. In case of the GARCH(1,1), it performs worse
than the SWFD test.
To achieve a fair comparison, we report size-corrected empirical powers under
the four alternatives, using the empirical 95% percentile of the test results for
the same distribution and the same sample size as critical values (see, Table 3
in the Appendix for the rejection rates at the nominal (asymptotical) 5%-level).
While the DWZ procedure obtains higher empirical power in case of one or few
structural breaks (A1 and A2), the SWFD does so in case of multiple breaks
and for the sine function (A3 and A4). Moreover, both tests show difficulties in
coping with models of strong dependence, especially the GARCH(1,1)-model,
as well as with exponentially distributed observations.
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Table 1
Simulated rejection probabilities of the SWFD and DWZ test at the significance level

α = 0.05 for the sample sizes n = 500, 2000 under the null hypothesis H and various local
alternatives A1 to A4 with effect sizes of magnitude n−1/2 and for different data-generating

processes. For the results under the alternatives, a size-correction has been conducted.

N(0,1) Exp(1) AR(1), 0.4 AR(1), 0.7 ARMA(2,2) GARCH(1,1)
n = 500

H SWFD 0.085 0.112 0.098 0.134 0.106 0.180
DWZ 0.052 0.029 0.064 0.088 0.073 0.290

A1
SWFD 0.734 0.318 0.630 0.356 0.400 0.336
DWZ 0.999 0.649 0.980 0.824 0.836 0.680

A2
SWFD 0.457 0.186 0.376 0.200 0.253 0.178
DWZ 0.618 0.159 0.492 0.258 0.252 0.134

A3
SWFD 0.221 0.126 0.202 0.128 0.154 0.114
DWZ 0.088 0.047 0.069 0.044 0.061 0.042

A4
SWFD 0.481 0.194 0.399 0.222 0.255 0.199
DWZ 0.372 0.118 0.274 0.144 0.160 0.096

n = 2000

H SWFD 0.073 0.091 0.074 0.096 0.084 0.148
DWZ 0.052 0.039 0.058 0.108 0.074 0.394

A1
SWFD 0.891 0.344 0.784 0.439 0.505 0.375
DWZ 1 0.760 0.995 0.875 0.920 0.727

A2
SWFD 0.734 0.246 0.610 0.310 0.343 0.251
DWZ 0.869 0.239 0.748 0.382 0.446 0.228

A3
SWFD 0.805 0.269 0.674 0.368 0.397 0.294
DWZ 0.318 0.066 0.261 0.127 0.140 0.070

A4
SWFD 0.644 0.185 0.504 0.256 0.279 0.218
DWZ 0.516 0.136 0.392 0.192 0.248 0.138

5.2. Analysis of the Empirical Size

In the next subsections, we will analyse the performance of the SWFD-test in
more detail. Throughout, we will base our results on 6000 replications. Figure
1 depicts the empirical size as a function of the sample length, where we used
n = 500, 1000, 2000, 3000, 4000, 5000, 8000, 12000 and 16000.
The empirical size is about 10% or even larger in case of moderately large sam-
ples (n = 500). It approaches the nominal significance level alpha=5% as the
sample size increases, though the test stays liberal in case of the scenarios consid-
ered here. Moreover, the dependence as well as the distribution of the data seem
to be important. The empirical sizes are smaller if the dependences among the
observations are low (N(0,1), AR(1) with parameter α1 = 0.4), while stronger
dependences as in the GARCH(1,1) process lead to much higher rejection rates.
The rejection rates are also rather large in case of the exponentially distributed
observations, despite their independence.
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Figure 1: Empirical rejection rates of the SWFD test under the null hypothesis
as a function of the sample size for different distributions of the data-generating
process. The nominal significance level α = 0.05 is represented by the solid black
line.

5.3. Analysis of the Empirical Power

Figure 2 shows the empirical power at the nominal significance level α = 0.05 as
a function of the sample size separately for each of the local alternatives A1-A4
and for the same choices of n as considered before (see, Figure 5 in the Appendix
for the size-corrected version). All simulated rejection probabilities are based on
6000 replications. Across all alternatives, the graphs for the different underlying
distributions show the same order, which is almost a reversed image of the
order in Figure 1. The highest empirical power is obtained for the distributions
with the lowest dependence (N(0,1), AR(1) with parameter α1 = 0.4), while
all other processes lead to somewhat smaller rejection rates. The performance
for small sample sizes is significantly worse compared to the empirical power
for larger n ≥ 2000, but once an appropriate sample length is reached, the
rejection rates stabilize at a certain level. Besides, the partitioning into blocks
of length `n = n0.7 might have a certain influence, being less ideal for some n
with respect to the location of the break points. As an example, observe the peak
at n = 4000 under alternative A2 (top right). The partition there is close to ideal
due to (40000.7) · 4 ≈ 1328 while the break points are located at 4000/3 ≈ 1333
and at 2666.
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Figure 2: Empirical power of the SWFD test for the local alternatives A1(top
left)-A4(bottom right) with effect sizes of magnitude n−1/2 as a function of the
sample size n at the nominal significance level α = 0.05.

5.4. Performance for non-centred Data

Our limit theory likewise holds for time series that are not stationary in the
mean. Table 2 shows the simulated rejection rates at the nominal significance
level α = 0.05 for samples of length n = 3000 and for the mean functions
µ(x) = x, µ(x) = sin(2πx) and µ(x) = 0 · 1{0≤x<1/2} + 1 · 1{1/2≤x≤1} (see,
Table 5 in the Appendix for the size-corrected version). The theory developed
here requires that our test is applied to data with a Lipschitz-continuous mean
function, implying that jumps in the mean cause problems. As pointed out in
Section 4, this issue can be resolved by analysing the differenced time series
(Zi)i∈N, Zi = Xi − Xi−1. The results for the last mean function demonstrate
that this approach is indeed also effective in practice.
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Table 2
Simulated rejection probabilities of the test SWFD at the nominal significance level α = 0.05
for the sample size n = 3000 under the hypothesis and various local alternatives with effect

sizes of magnitude n−1/2. Results for different data-generating processes and different mean
functions µ are given.

N(0,1) Exp(1) AR(1), 0.4 AR(1), 0.7 ARMA(2,2) GARCH(1,1)
µ(x) = x

H 0.062 0.081 0.066 0.085 0.076 0.134
A1 0.954 0.441 0.863 0.578 0.619 0.561
A2 0.822 0.330 0.703 0.426 0.463 0.464
A3 0.783 0.312 0.639 0.400 0.420 0.418
A4 0.723 0.267 0.582 0.354 0.368 0.387

µ(x) = sin(2πx)
H 0.062 0.086 0.077 0.094 0.070 0.148
A1 0.940 0.451 0.854 0.579 0.607 0.569
A2 0.835 0.360 0.697 0.436 0.466 0.457
A3 0.696 0.278 0.576 0.382 0.409 0.383
A4 0.722 0.267 0.574 0.360 0.370 0.367

µ(x) = 0 · 1{0≤x<1/2} + 1 · 1{1/2≤x≤1} for time series (Zi)i∈N
H 0.067 0.091 0.064 0.062 0.079 0.124
A1 0.814 0.390 0.889 0.924 0.664 0.491
A2 0.648 0.306 0.737 0.783 0.512 0.391
A3 0.587 0.279 0.692 0.733 0.454 0.369
A4 0.538 0.234 0.628 0.687 0.405 0.340

6. Data Example

As a data example, we consider crack-width-data from a prestressed concrete
bridge in Bochum, Germany, which had started showing signs of fatigue visible
via various cracks on its surface. To assess the stability of the bridge, a moni-
toring system had been installed that recorded the crack width for 16 different
cracks. For more details and a first analysis of the data, see Abbas et al. [1].

Figure 3: Median-centred crack width in millimetres between 6 am and 8 pm
on the 13th of September 2016.

We limit ourselves to the data for one crack and one day, the 13th of Septem-
ber 2016. To achieve a better comparison to the procedures already consid-
ered in Abbas et al. [1], we use data centered by a running median, i.e., Xi −

imsart-generic ver. 2014/10/16 file: "Asymptotic test for variance20200221".tex date: February 21, 2020



S. Schmidt et al./Asymptotic Test for Constancy of the Variance 23

median(Xi−w, ..., Xi+w) with w = 75. Figure 3 shows the centred crack width in
millimetres between 6 am and 8 pm, a time period for which the assumption of a
constant traffic load can be justified. Measurements are taken at two-second in-
tervals, leading to a total data length of n = 25200. The observable variation in
the crack width is mainly caused by traffic but there can additionally be noted
an anomalous sequence of very high volatility between about 9:45 and 10:00
am. Such anomalous sequences occurred occasionally over the entire monitoring
period and for all cracks considered. Their cause is a matter of conjecture but
they might result from beat effects or measurement error. Our aim is to use the
SWFD-test for the detection of such anomalous sequences and to subsequently
eliminate them from the data set with the help of the change point estimation
procedure described in Section 4.3.

Figure 4: Median-centred crack width in millimetres between 9 and 11 am on
the 13th of September 2016.

When we apply our test procedure to the data, two change-points, marked
by the red vertical lines in Figures 3 and 4, are detected. We only considered
subsamples not shorter than n0 = 400 in our iterative search for further change-
points. The total computation time amounted to less than a second, which is
fast considering the size of the data set. The two detected change-points enclose
the anomalous sequence reasonably well, albeit further improvements might be
possible using further refinements of the estimation procedure. Some steps to
this end have been suggested by Abbas et al. [1], but the procedures suggested
there suffer from substantially more false detections.
Once the anomalous sequences are excluded, one is able to find a more reliable
model for the crack widths. The latter is an important tool to assess the stability
of the bridge since a substantial permanent increase in crack width may hint to
a breaking of the tension wires inaccessibly located within the bridge.
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Appendix A: Proofs

This appendix contains the proof details for our main theorems as well as the
proofs of the auxiliary results. Its structure mainly follows that of Section 3.
Some key results from the literature we frequently make use of are collected in
A.6.
In our proofs, we will make frequent use of the shortening notation µi := µ

(
i
n

)
and σi := σ

(
i
n

)
. Since σ is a càdlàg-function, it is bounded on [0, 1] (see Chapter

14 in Billingsley [6]) and one can define σsup := supt∈[0,1] σ(t) <∞. Throughout,
we will denote by C a positive constant whose value is of no significance and
may even change from line to line.

A.1. A first Approximation

Note that we require the mean function µ : [0, 1]→ R to be Lipschitz-continuous

on [0, 1] and therefore, we will use the property |µi − µr| ≤ L |i−r|n without
always specifically mentioning it. Without loss of generality, we set the Lipschitz-
constant L to be equal to one. Note that this implies∣∣∣∣∣∣µi − 1

`n

j`n∑
r=(j−1)`n+1

µr

∣∣∣∣∣∣ ≤ 1

`n

j`n∑
r=(j−1)`n+1

|µi − µr| ≤
`n
n

=
1

bn

since |i− r| ≤ `n whenever i, r ∈ {(j − 1)`n + 1, ..., j`n}.

Proof of Proposition 3.1.√
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As a first step towards showing convergence in probability of the entire expres-

sion, we will prove
√
`n√
bn

∑
1≤j≤bn

∣∣σ̂2
j − s2

j
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A sharp look reveals that the fourth of the above terms equals zero. We will
verify that the remaining three expressions likewise converge towards zero in
probability. For the first one, we obtain by an application of Markov’s inequality
for every ε∗ > 0 that
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Due to an application of Davydov’s covariance inequality for strongly mixing
sequences together with the summability condition on the mixing coefficients
βY and the finiteness of the (2 + ϑ)-th moments of Yi, the sum of absolute
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covariances is finite,

∞∑
i=1

|Cov (Y1, Yi+1)| ≤8
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2+ϑ <∞.

Since s > 0.5, we have thus shown the convergence of the first term. For the
second term, we have for every ε∗ > 0
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which tends towards zero as argued above. The third term is purely determin-
istic and can be controlled by utilising the Lipschitz-property of µ via

√
`n√
bn

∑
1≤j≤bn

∣∣∣∣∣∣∣
1

`n

j`n∑
i=(j−1)`n+1

µi − 1

`n

j`n∑
r=(j−1)`n+1

µr

2
∣∣∣∣∣∣∣ ≤
√
`n√
b3n

which converges towards zero as long as we choose s < 3/4. Finally, we return to

our original claim and define s̃2
j := 1

`n

∑j`n
i=(j−1)`n+1 E

(
(Xi − µi)2

)
. Note that

imsart-generic ver. 2014/10/16 file: "Asymptotic test for variance20200221".tex date: February 21, 2020



S. Schmidt et al./Asymptotic Test for Constancy of the Variance 29

it holds

s̃2
j = E

(
s2
j

)
=

1

`n

j`n∑
i=(j−1)`n+1

σ2
i E
(
Y 2
i

)
∈ [σ2

0 , σ
2
sup]

and hence, for every ε∗ > 0,

P

√`n√
bn

∑
1≤j≤bn

1

s2
j ∧ σ̂2

j

∣∣s2
j − σ̂2

j

∣∣ ≥ ε∗


≤P


√
`n√
bn

∑
1≤j≤bn

1

s2
j ∧ σ̂2

j

∣∣s2
j − σ̂2

j

∣∣ ≥ ε∗
 ∩

{
max

1≤j≤bn

∣∣s2
j − σ̂2

j

∣∣ ≤ σ2
0

4

}

∩
{

max
1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ ≤ σ2
0

4

})
+ P

(
max

1≤j≤bn

∣∣s2
j − σ̂2

j

∣∣ > σ2
0

4

)
+ P

(
max

1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ > σ2
0

4

)

≤P

√`n√
bn

∑
1≤j≤bn

2

σ2
0

∣∣s2
j − σ̂2

j

∣∣ ≥ ε∗
+ P

(
max

1≤j≤bn

∣∣s2
j − σ̂2

j

∣∣ > σ2
0

4

)

+ P
(

max
1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ > σ2
0

4

)
.

The convergence of the first probability towards zero has been shown in the first
part of this proof. Moreover, due to this convergence, the second probability
converges towards zero as well. Lastly, we turn towards the third term,

P
(

max
1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ ≥ ε∗) ≤ ∑
1≤j≤bn

P
(∣∣s2

j − s̃2
j

∣∣ ≥ ε∗)

≤ 1

ε∗2

∑
1≤j≤bn

E
(∣∣s2

j − s̃2
j

∣∣2) =
1

ε∗2`2n

∑
1≤j≤bn

E


∣∣∣∣∣∣

j`n∑
i=(j−1)`n+1

(
σ2
i Y

2
i − σ2

i E
(
Y 2
i

))∣∣∣∣∣∣
2


≤ 1

ε∗2`2n

∑
1≤j≤bn

j`n∑
i=(j−1)`n+1

j`n∑
k=(j−1)`n+1

σ2
i σ

2
k

∣∣Cov
(
Y 2
i , Y

2
k

)∣∣
≤ bn
ε∗2`n

σ4
sup

(
Var

(
Y 2

1

)
+ 2

∞∑
i=1

∣∣Cov
(
Y 2

1 , Y
2
i+1

)∣∣) .
Since (Y 2

i )i∈N is absolutely regular with βY 2(k) ≤ βY (k) for all k ∈ N, assump-
tions (A1) and (A2) in combination with Davydov’s covariance inequality yield
that the sum of covariances is finite and, consequently, the third probability
converges towards zero, which finishes the proof.
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A.2. Proof of Theorem 2.3

Proof. Recall the definitions

s2
j :=

1

`n

j`n∑
i=(j−1)`n+1

(Xi − µi)2 and s̃2
j :=

1

`n

j`n∑
i=(j−1)`n+1

E
(
(Xi − µi)2

)
.

Our intention is to approximate the test statistic U1(n) by a deterministic term
via ∣∣∣∣∣∣U1(n)− 1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣∣∣log σ2

(
j`n
n

)
− log σ2

(
k`n
n

)∣∣∣∣
∣∣∣∣∣∣

=

∣∣∣∣∣∣ 1

bn(bn − 1)

∑
1≤j 6=k≤bn

(∣∣log s2
j − log s2

k

∣∣− ∣∣∣∣log σ2

(
j`n
n

)
− log σ2

(
k`n
n

)∣∣∣∣)
∣∣∣∣∣∣

≤ 1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣∣∣(log s2
j − log σ2

(
j`n
n

))
−
(

log s2
k − log σ2

(
k`n
n

))∣∣∣∣
≤ 1

bn(bn − 1)

∑
1≤j 6=k≤bn

(∣∣∣∣log s2
j − log σ2

(
j`n
n

)∣∣∣∣+

∣∣∣∣log s2
k − log σ2

(
k`n
n

)∣∣∣∣)

=
2

bn

∑
1≤j≤bn

∣∣∣∣log s2
j − log σ2

(
j`n
n

)∣∣∣∣
≤ 2

bn

∑
1≤j≤bn

∣∣log s2
j − log s̃2

j

∣∣+
2

bn

∑
1≤j≤bn

∣∣∣∣log s̃2
j − log σ2

(
j`n
n

)∣∣∣∣ .
We will show that the last two sums converge towards zero. For the first part,

we obtain

1

bn

∑
1≤j≤bn

∣∣log s2
j − log s̃2

j

∣∣ ≤ max
1≤j≤bn

∣∣log s2
j − log s̃2

j

∣∣ ≤ max
1≤j≤bn

1

s2
j ∧ s̃2

j

∣∣s2
j − s̃2

j

∣∣ .
In the proof of Proposition 3.1, we have already shown that for every ε∗ > 0,
it holds P

(
max1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ ≥ ε∗) → 0. Consequently, the entire first sum
converges towards zero in probability due to

P

(
max

1≤j≤bn

1

s2
j ∧ s̃2

j

∣∣s2
j − s̃2

j

∣∣ ≥ ε∗)

≤P

({
max

1≤j≤bn

1

s2
j ∧ s̃2

j

∣∣s2
j − s̃2

j

∣∣ ≥ ε∗} ∩{ max
1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ > σ0

4

})

+ P

({
max

1≤j≤bn

1

s2
j ∧ s̃2

j

∣∣s2
j − s̃2

j

∣∣ ≥ ε∗} ∩{ max
1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ ≤ σ0

4

})

≤P
(

max
1≤j≤bn

∣∣s2
j − s̃2

j

∣∣ > σ0

4

)
+ P

(
max

1≤j≤bn

1

(s̃2
j − σ0/4) ∧ s̃2

j

∣∣s2
j − s̃2

j

∣∣ ≥ ε∗)
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which tends towards zero since s̃2
j is deterministic and bounded from below by

σ2
0 . We now turn towards the second part, which is purely deterministic. As a

first step to proving

1

bn

∑
1≤j≤bn

∣∣∣∣log s̃2
j − log σ2

(
j`n
n

)∣∣∣∣→ 0 as n→∞,

we bound each summand by∣∣∣∣log s̃2
j − log σ2

(
j`n
n

)∣∣∣∣ ≤ 1

σ2
0

∣∣∣∣s̃2
j − σ2

(
j`n
n

)∣∣∣∣
≤ 1

σ2
0

 1

`n

j`n∑
i=(j−1)`n+1

∣∣∣∣σ2

(
i

n

)
− σ2

(
j`n
n

)∣∣∣∣
 .

Note that for every càdlàg-function σ and every ε > 0, there exist an r ∈ N and
0 = t0 < t1 < ... < tr = 1 such that

max
1≤i≤r

sup
s,t∈[ti−1,ti)

∣∣σ2(s)− σ2(t)
∣∣ < ε

(see, Lemma 1, Section 14, in [6]) due to σ2 being càdlàg as well. In particular,
there are at most r jumps larger than ε and at most r of the bn intervals(

(j−1)`n
n , j`nn

]
for 1 ≤ j ≤ bn lie in more than one of the intervals [ti−1, ti). In

these at most r cases, it holds

1

σ2
0

 1

`n

j`n∑
i=(j−1)`n+1

∣∣∣∣σ2

(
i

n

)
− σ2

(
j`n
n

)∣∣∣∣
 ≤ 2

σ2
sup

σ2
0

due to σ being bounded. In the other bn − r cases, one obtains

1

σ2
0

 1

`n

j`n∑
i=(j−1)`n+1

∣∣∣∣σ2

(
i

n

)
− σ2

(
j`n
n

)∣∣∣∣


≤ 1

σ2
0

(
max

1≤i≤r
sup

s,t∈[ti−1,ti)

∣∣σ2(s)− σ2(t)
∣∣) ≤ 1

σ2
0

ε.

Together, it holds

1

bn

∑
1≤j≤bn

∣∣∣∣log s̃2
j − log σ2

(
j`n
n

)∣∣∣∣ ≤ 2
σ2

sup

σ2
0

· r
bn

+
1

σ2
0

ε · bn − r
bn

≤ ε

for bn chosen large enough. Hence, the absolute difference between U1(n) and its
deterministic approximation converges towards zero in probability. To moreover
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prove the convergence towards the desired integral, it remains to verify

1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣∣∣log σ2

(
j`n
n

)
− log σ2

(
k`n
n

)∣∣∣∣
−→

∫ 1

0

∫ 1

0

∣∣log σ2(x)− log σ2(y)
∣∣dxdy.

Being a càdlàg-function, σ2 has at most countably many points of discontinuity
on the interval [0, 1] (see, Section 14 in [6]). Consequently, the points of discon-
tinuity on [0, 1] × [0, 1] of the two-dimensional function g : [0, 1] × [0, 1] → R+

defined by
g(x, y) :=

∣∣log σ2(x)− log σ2(y)
∣∣

constitute a Lebesgue null set. Additionally, g is bounded, due to σ2 being
bounded from above by σ2

sup and from below by σ2
0 > 0. By Lebesgue’s integra-

bility criterion, the function g is hence Riemann-integrable and the sequence of
Riemann sums

1

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣∣∣log σ2

(
j`n
n

)
− log σ2

(
k`n
n

)∣∣∣∣
=

bn
bn − 1

·
∑

1≤j≤bn

∑
1≤k≤bn

∣∣∣∣log σ2

(
j

bn

)
− log σ2

(
k

bn

)∣∣∣∣ · 1

b2n

converges towards the desired integral as n→∞.

A.3. Two further Approximations

Proof of Proposition 3.2. Note that under the hypothesis, it holds s2
j = σ2

H (Sj + 1)
and we can thus bound the expression of interest from above via√

bn
√
`n |U1(n)− U2(n)|

=

√
bn
√
`n

bn(bn − 1)

∣∣∣∣∣∣
∑

1≤j 6=k≤bn

|log (Sj + 1)− log (Sk + 1)| −
∑

1≤j 6=k≤bn

|Sj − Sk|

∣∣∣∣∣∣
≤

√
`n√

bn(bn − 1)

∑
1≤j 6=k≤bn

(|log (Sj + 1)− Sj |+ |log (Sk + 1)− Sk|)

=2

√
`n√
bn

∑
1≤j≤bn

|log (Sj + 1)− Sj | .

We will further bound the last term by means of a Taylor-expansion for the
logarithm. Define for a fixed ε ∈ (0, 1) the set Mε := {max1≤j≤bn |Sj | ≤ ε}, on
which it holds

1Mε
·
√
`n√
bn

∑
1≤j≤bn

|log (Sj + 1)− Sj | ≤ 1Mε
· C
√
`n√
bn

∑
1≤j≤bn

|Sj |2 .
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By Markov’s inequality, we obtain for ε∗ > 0

P

1Mε
·
√
`n√
bn

∑
1≤j≤bn

|Sj |2 > ε∗

 ≤ P

√`n√
bn

∑
1≤j≤bn

|Sj |2 > ε∗


≤ 1

ε∗

√
`n√
bn

∑
1≤j≤bn

E
(
|Sj |2

)
=

1

ε∗

√
bn√
`n

Var
(√

`nS1

)
,

which tends towards zero due to the variance converging towards κ2 and s > 0.5.
On MC

ε , we also obtain convergence in probability due to the set itself being
asymptotically negligible,

P
(
MC
ε

)
= P

(
max

1≤j≤bn
|Sj | > ε

)
≤ bn · P (|S1| > ε) ≤ bn

`n
·

Var
(√
`nS1

)
ε2

−→ 0.

Proof of Proposition 3.3. Define

S̃j := S̃j,n :=
1

`n

j`n−mn∑
i=(j−1)`n+1

(
Y 2
i − E

(
Y 2
i

))
and note that√

bn
√
`n |U2(n)− U3(n)|

=

∣∣∣∣∣∣
√
`n√

bn(bn − 1)

∑
1≤j 6=k≤bn

(
|Sj − Sk| −

∣∣∣S̃′j − S̃′k∣∣∣)
∣∣∣∣∣∣

≤
√
`n√

bn(bn − 1)

∑
1≤j 6=k≤bn

∣∣∣(Sj − Sk)−
(
S̃′j − S̃′k

)∣∣∣
≤

√
`n√

bn(bn − 1)

∑
1≤j 6=k≤bn

(∣∣∣Sj − S̃j∣∣∣+
∣∣∣S̃j − S̃′j∣∣∣+

∣∣∣Sk − S̃k∣∣∣+
∣∣∣S̃k − S̃′k∣∣∣)

=
2
√
`n√
bn

∑
1≤j≤bn

(∣∣∣Sj − S̃j∣∣∣+
∣∣∣S̃j − S̃′j∣∣∣) .

We will show that both
√
`n√
bn

∑
1≤j≤bn

∣∣∣Sj − S̃j∣∣∣ and
√
`n√
bn

∑
1≤j≤bn

∣∣∣S̃j − S̃′j∣∣∣ con-

verge in probability towards zero. The first sum can be rewritten as

√
`n√
bn

∑
1≤j≤bn

∣∣∣Sj − S̃j∣∣∣ =
1√
bn

∑
1≤j≤bn

∣∣∣∣∣∣ 1√
`n

j`n∑
i=j`n−mn+1

(
Y 2
i − E

(
Y 2
i

))∣∣∣∣∣∣
and by stationarity, it holds

P

√`n√
bn

∑
1≤j≤bn

∣∣∣Sj − S̃j∣∣∣ > ε∗

 ≤ 1

ε∗

√
`n√
bn

∑
1≤j≤bn

E
(∣∣∣Sj − S̃j∣∣∣)
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=
1

ε∗

√
bn√
`n

E

(∣∣∣∣∣
`n∑

i=`n−mn+1

(
Y 2
i − E

(
Y 2
i

))∣∣∣∣∣
)

≤ 1

ε∗

√
bnmn√
`n

E

∣∣∣∣∣ 1
√
mn

mn∑
i=1

(
Y 2
i − E

(
Y 2
i

))∣∣∣∣∣
2
1/2

≤ C
√
bnmn√
`n

.

We required s > 0.5 such that we must additionally choose mn = o
(
`n
bn

)
=

o
(
n2s−1

)
for the above expression to converge towards zero. For the second

sum, the coupling argument yields

P

√`n√
bn

∑
1≤j≤bn

∣∣∣S̃j − S̃′j∣∣∣ > ε∗


≤P
(
B̃j 6= B̃′j for at least one j ∈ {1, ..., bn}

)
≤ bnβY (mn)

which tends towards zero as n→∞ by assumption.

A.4. Ingredients for the Proofs of Theorems 2.4 and 2.5

Proof of Proposition 3.5. According to the central limit theorem for partial sums
of β-mixing processes (see, e.g., Theorem 10.7 in [9]), the random variable√
`nS̃

′
j/κ converges in distribution towards a standard normally distributed ran-

dom variable,

√
`n
κ

S̃′j =

√
`n −mn√

`n
· 1

κ
√
`n −mn

j`n−mn∑
i=(j−1)`n+1

(
Y ′i

2 − E
(
Y ′i

2
))

D−→ N (0, 1) .

Moreover, the S̃′j(n)’s are independent and identically distributed such that

√
`n ·

S̃′j − S̃′k
κ

D−→ N (0, 2)

for j 6= k. According to Theorem 5.4 in [6], one additionally obtains convergence

of the first absolute moments if the
√
`n

∣∣∣S̃′j − S̃′k∣∣∣’s are uniformly integrable, but

this holds due to

sup
n∈N

E
(∣∣∣√`n (S̃′j − S̃′k)∣∣∣1+ε

)
≤ max

(
2, 21+ε

)
sup
n∈N

E
(∣∣∣√`nS̃′1∣∣∣1+ε

)
≤21+ε sup

n∈N

(
E
(∣∣∣√`nS̃′1∣∣∣2)) 1+ε

2

≤ C
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for ε > 0 small enough, by the cr- inequality, Jensen’s inequality and since

Var
(√

`nS̃
′
1

)
→ κ2. Hence,

E
(√

`n
κ

U3(n)

)
=

1

bn(bn − 1)

∑
1≤j 6=k≤bn

E

(∣∣∣∣∣√`n · S̃′j − S̃′kκ

∣∣∣∣∣
)

=E

(∣∣∣∣∣√`n · S̃′1 − S̃′2κ

∣∣∣∣∣
)
−→ E (|Z − Z ′|)

for two independent and standard normally distributed random variables Z
and Z ′. To finish the proof, it remains to check that the variance of

√
`nU3(n)

converges towards zero. By the Cauchy-Schwarz inequality, it holds

Var
(√

`nU3(n)
)

=
1

b2n(bn − 1)2

∑
1≤j1 6=k1≤bn

∑
1≤j2 6=k2≤bn

Cov
(∣∣∣√`n (S̃′j1 − S̃′k1)∣∣∣ , ∣∣∣√`n (S̃′j2 − S̃′k2)∣∣∣)

=
2

bn(bn − 1)
Var

(∣∣∣√`n (S̃′1 − S̃′2)∣∣∣)
+

2(bn − 2)

bn(bn − 1)
Cov

(∣∣∣√`n (S̃′1 − S̃′2)∣∣∣ , ∣∣∣√`n (S̃′1 − S̃′3)∣∣∣)
≤ 2bn − 2

bn(bn − 1)
Var

(∣∣∣√`n (S̃′1 − S̃′2)∣∣∣) =
2bn − 2

bn(bn − 1)
2Var

(∣∣∣√`nS̃′1∣∣∣) ≤ C 2bn − 2

bn(bn − 1)

which tends towards zero as n→∞.

Proposition A.1. Assume that there exist constants ρ > 1 and 0 < δ ≤ 1 such

that E
(
|Y1|4+2δ

)
< ∞ and for all k ∈ N it holds βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 .

Moreover, assume `n = ns with s > 0.5 and mn = o(n2s−1). Then, under the
null hypothesis, √

bn |κ− κn| → 0

as n→∞, where κn = Var
(√

`nS̃
′
1

)
.

Proof of Proposition A.1. It holds√
bn |κ− κn|

=
√
bn

∣∣∣∣∣∣
∣∣∣∣∣Var

(
Y 2

1

)
+ 2

∞∑
k=1

Cov
(
Y 2

1 , Y
2
k+1

)∣∣∣∣∣
1/2

−

∣∣∣∣∣`n −mn

`n
Var

(
Y 2

1

)
+ 2

`n−mn−1∑
k=1

`n −mn − k
`n

Cov
(
Y 2

1 , Y
2
k+1

)∣∣∣∣∣
1/2
∣∣∣∣∣∣
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≤
√
bn

∣∣∣∣∣Var
(
Y 2

1

)
+ 2

∞∑
k=1

Cov
(
Y 2

1 , Y
2
k+1

)
− `n −mn

`n
Var

(
Y 2

1

)
−2

`n−mn−1∑
k=1

`n −mn − k
`n

Cov
(
Y 2

1 , Y
2
k+1

)∣∣∣∣∣
1/2

≤
∣∣∣∣bnmn

`n
Var

(
Y 2

1

)∣∣∣∣1/2 +

∣∣∣∣∣2bn
`n−mn−1∑

k=1

mn + k

`n
Cov

(
Y 2

1 , Y
2
k+1

)∣∣∣∣∣
1/2

+

∣∣∣∣∣2bn
∞∑

k=`n−mn

Cov
(
Y 2

1 , Y
2
k+1

)∣∣∣∣∣
1/2

.

We will treat each of these terms separately. The first expression obviously
converges towards zero due to mn = o

(
n2s−1

)
. For the second term, we ap-

ply Davydov’s covariance inequality together with the polynomial decay of the
mixing coefficients and obtain

bn

`n−mn−1∑
k=1

mn + k

`n
Cov

(
Y 2

1 , Y
2
k+1

)
≤ 8bn‖Y 2

1 ‖22+δ

`n−mn−1∑
k=1

mn + k

`n
βY 2(k)δ/(2+δ)

≤C bnmn

`n

∞∑
k=1

k−ρ(1+δ)/δ + C
bn
`n

∞∑
k=1

k1−ρ(1+δ)/δ.

Since both of the above sums are finite as long as ρ > 2δ/(1+δ) and we assumed
ρ > 1 together with δ ∈ (0, 1], the second term converges towards zero as well.
Similarly, the third term can be treated via

bn

∞∑
k=`n−mn

Cov
(
Y 2

1 , Y
2
k+1

)
≤ bn

∞∑
k=`n−mn

k

`n −mn
Cov

(
Y 2

1 , Y
2
k+1

)
≤C bn

`n −mn

∞∑
k=1

k1−ρ(1+δ)/δ

which tends likewise towards zero.

Proof of Lemma 3.7. Define the cumulative distribution functions

Fn(x) := P
( √

`n√
2κn

(
S̃′1 − S̃′2

)
≤ x

)
and

Φ(x) := P
(

1√
2

(Z − Z ′) ≤ x
)
,

where Z and Z ′ are independent standard normally distributed random vari-
ables. Denote their maximal difference by

∆n := sup
x
|Fn(x)− Φ(x)| .
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We will bound this difference from above with the help of Theorem 2 in Tikhomirov
[29]. To do so, note that

√
`n√

2κn

(
S̃′1 − S̃′2

)
=

1√
2κn

`n−mn∑
i=1

1√
`n

(
Y ′i

2 − Y ′2`n+i

)
has mean zero and variance one. Moreover, the sequence

(
Y ′i

2 − Y ′2`n+i

)
/
√
`n

for i = 1, ..., `n −mn is strictly stationary, absolutely regular with mixing coef-
ficients smaller than or equal to 2βY 2(k) ≤ 2βY (k) ≤ 2Ck−ρ(2+δ)(1+δ)/δ2 (see,
Theorem 1, Chapter 1.1, in Doukhan [16]), and has finite (2 + δ)-moments by
assumption and by an application of the cr-inequality. Hence, there exists a
constant C such that

∆n ≤ C (`n −mn)
−(δ/2)(ρ−1)/(ρ+1)

.

In particular, ∆n → 0 as n → ∞ such that 0 < ∆n <
1√
e

for n large enough.

Additionally, note that
∫∞
−∞ |x|

2
dFn = Var

(√
`n

(
S̃′1 − S̃′2

)
/
√

2κn

)
= 1. Ac-

cording to Theorem 9, Chapter V, in Petrov [27], there hence exists a constant
C > 0 such that

|Fn(x)− Φ(x)| ≤
C∆n log

(
1

∆n

)
1 + |x|2

.

Combining both results yields

|Fn(x)− Φ(x)| ≤ C (`n −mn)
−(δ/2)(ρ−1)/(ρ+1)

log (C(`n −mn))

1 + |x|2
.

Next, we define the cumulative distribution functions of the absolute values as

F̃n(x) := P
( √

`n√
2κn

∣∣∣S̃′1 − S̃′2∣∣∣ ≤ x) and Φ̃(x) := P
(

1√
2
|Z − Z ′| ≤ x

)
.

Due to their symmetry, we obtain∣∣∣F̃n(x)− Φ̃(x)
∣∣∣ ≤ 2

C (`n −mn)
−(δ/2)(ρ−1)/(ρ+1)

log (C(`n −mn))

1 + |x|2
.

This yields√
bn

∣∣∣θ(n) − θ
∣∣∣ =

√
bn
√

2

∣∣∣∣∣E
(∣∣∣∣∣√`n · S̃′1 − S̃′2√

2κn

∣∣∣∣∣
)
− E

(∣∣∣∣Z − Z ′√
2

∣∣∣∣)
∣∣∣∣∣

=
√
bn
√

2

∣∣∣∣∫ ∞
0

(
F̃n(x)− Φ̃(x)

)
dx

∣∣∣∣ ≤√bn√2

∫ ∞
0

∣∣∣F̃n(x)− Φ̃(x)
∣∣∣ dx

≤
√
bn2
√

2C (`n −mn)
−(δ/2)(ρ−1)/(ρ+1)

log (C(`n −mn))

∫ ∞
0

1

1 + |x|2
dx

≤C
√
bn (`n −mn)

−(δ/2)(ρ−1)/(ρ+1)
log (C(`n −mn)) ,
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which converges towards zero due to s >
(

1 + δ ρ−1
ρ+1

)−1

and mn = o(`n).

Proof of Proposition 3.6. By Proposition A.1, we can replace the long run vari-
ance κ in the formulation of Proposition 3.6 by the sample size dependent nor-
malization κn. Using the Hoeffding-decomposition, we can then rewrite the U-
statistic as√

bn

(√
`n
κn

U3(n)− θ(n)

)
=

2√
bn

∑
1≤j≤bn

h
(n)
1

(√
`n
S̃′j
κn

)
+

1√
bn(bn − 1)

∑
1≤j 6=k≤bn

h
(n)
2

(√
`n
S̃′j
κn
,
√
`n
S̃′k
κn

)
.

We will prove that the first part of this decomposition converges in distribution
towards a normal random variable and that the latter converges towards zero
in probability.
To show the convergence of the linear part, we will apply Lyapunov’s central

limit theorem. By construction, E
(
h

(n)
1

(√
`nS̃

′
j/κn

))
= 0. Moreover, define for

j = 1, ..., bn

Yn,j :=
h

(n)
1

(√
`nS̃

′
j/κn

)
√
bnVar

(
h

(n)
1

(√
`nS̃′j/κn

))
such that E (Yn,j) = 0 and

∑bn
j=1 Var (Yn,j) = 1. To apply Lyapunov’s central

limit theorem, we need to verify that for some η > 0

lim
n→∞

bn∑
j=1

E
(
|Yn,j |2+η

)
= 0.

By stationarity, we have

lim
n→∞

bn∑
j=1

E
(
|Yn,j |2+η

)
= lim
n→∞

bn · E
(
|Yn,1|2+η

)
= lim
n→∞

b−η/2n Var
(
h

(n)
1

(√
`nS̃

′
1/κn

))−(1+η/2)

E
(∣∣∣h(n)

1

(√
`nS̃

′
1/κn

)∣∣∣2+η
)
,

which converges towards zero if the last two terms are bounded. For the latter
of the two, it holds

E
(∣∣∣h(n)

1

(√
`nS̃

′
1/κn

)∣∣∣2+η
)

= E
(∣∣∣E2

(
h
(√

`nS̃
′
1/κn,

√
`nS̃

′
2/κn

))
− θ(n)

∣∣∣2+η
)

≤21+η

(
E
(∣∣∣E2

(
h
(√

`nS̃
′
1/κn,

√
`nS̃

′
2/κn

))∣∣∣2+η
)

+
(
θ(n)

)2+η
)

≤21+η

(
E
(∣∣∣h(√`nS̃′1/κn,√`nS̃′2/κn)∣∣∣2+η

)
+
(
θ(n)

)2+η
)
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by the cr- and by Jensen’s inequality. Since θ(n) → θ by Lemma 3.7, it remains
to show that the expectation

E
(∣∣∣h(√`nS̃′1/κn,√`nS̃′2/κn)∣∣∣2+η

)
= E

(∣∣∣√`n (S̃′1 − S̃′2) /κn∣∣∣2+η
)

≤22+ηE
(∣∣∣√`nS̃′1/κn∣∣∣2+η

)
is bounded. To apply a Rosenthal-type inequality (see, Theorem 2, Section 1.4,
in [16]) to the latter expectation, we need to verify that for some ε > 0, it holds

E
(∣∣Y 2

1

∣∣2+η+ε
)
<∞ as well as

∞∑
k=1

(k + 1)2β(k)
ε

4+ε ≤ C
∞∑
k=1

(k + 1)2k−ρ
(2+δ)(1+δ)

δ2
ε

4+ε <∞.

The moment condition is easily met since we may choose η and ε via η+ ε = δ.
The second condition translates to

ρ
(2 + δ)(1 + δ)

δ2

ε

4 + ε
> 3, or, equivalently, ε > 12

(
ρ

(2 + δ)(1 + δ)

δ2
− 3

)−1

To find an admissible choice for ε and η, we must choose it in such a way that ε <

δ. The existence of such a choice is ensured if we have δ > 12
(
ρ (2+δ)(1+δ)

δ2 − 3
)−1

which is fulfilled for ρ > 9δ
(2+δ)(1+δ) . An application of the Rosenthal-type in-

equality now yields

E

∣∣∣∣∣√`n S̃′1κn
∣∣∣∣∣
(2+η)

 = E

∣∣∣∣∣ 1

κn
√
`n

`n−mn∑
i=1

(
Y ′i

2 − E
(
Y ′i

2
))∣∣∣∣∣

(2+η)


≤Cκ−(2+η)
n `−(2+η)/2

n max


`n−mn∑
i=1

(
E
(∣∣∣Y ′i 2 − E

(
Y ′i

2
)∣∣∣(2+η)+ε

)) (2+η)
(2+η)+ε

,

(
`n−mn∑
i=1

E
(∣∣∣Y ′i 2 − E

(
Y ′i

2
)∣∣∣2+ε

) 2
2+ε

)(2+η)/2


≤Cκ−(2+η)
n `−(2+η)/2

n max
{
`n −mn, (`n −mn)

(2+η)/2
}
≤ C.

We now turn towards the variance Var
(
h

(n)
1

(√
`nS̃

′
1/κn

))
, where

h
(n)
1

(√
`nS̃

′
1/κn

)
= E2

(
h
(√

`nS̃
′
1/κn,

√
`nS̃

′
2/κn

))
− θ(n).

According to the central limit theorem under β-mixing, it holds√
`n ·

S̃′1
κn

D−→ Z and
√
`n ·

S̃′2
κn

D−→ Z ′,
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where Z and Z ′ are two independent standard normally distributed random
variables. We will apply the continuous mapping theorem for sequences of func-

tions (see, Theorem 5.5 in [6]) to show that h
(n)
1

(√
`nS̃

′
1/κn

)
converges towards

h1(Z) in distribution, where h1(x) = E (h(x, Z ′)) − θ. First, we have to check
that P(Z ∈ E) = 0 for the set

E := {x ∈ R : ∃(xn)n∈N ⊂ R with xn → x but h
(n)
1 (xn) 6→ h1(x)}.

Actually, E is even empty, which can be seen as follows: Take an arbitrary
x ∈ R and a sequence (xn)n∈N such that xn → x. Lemma 3.7 yields θ(n) → θ as

n→∞ and we additionally need to verify that E
(
h
(
xn,
√
`nS̃

′
2/κn

))
converges

towards E (h(x, Z ′)). By the continuous mapping theorem,

h
(
xn,
√
`nS̃

′
2/κn

)
=
∣∣∣xn −√`nS̃′2/κn∣∣∣ D−→ |x− Z ′| = h(x, Z ′).

Moreover, the
∣∣∣xn −√`nS̃′2/κn∣∣∣’s are uniformly integrable due to

sup
n

E

∣∣∣∣∣xn −√`n S̃′2κn
∣∣∣∣∣
1+ε
 ≤ 2ε sup

n

|xn|1+ε
+ E

∣∣∣∣∣√`n S̃′2κn
∣∣∣∣∣
1+ε


≤ 2ε sup
n
|xn|1+ε

+ 2ε sup
n

E

∣∣∣∣∣√`n S̃′2κn
∣∣∣∣∣
2
(1+ε)/2

≤ C

for some ε > 0 small enough. Theorem 5.4 in [6] thus implies

E
(
h
(
xn,
√
`nS̃

′
2/κn

))
−→ E (h(x, Z ′))

and consequently, h
(n)
1 (xn) → h1(x). Hence, x /∈ E and h

(n)
1

(√
`nS̃

′
1/κn

)
D−→

h1(Z) follows by Theorem 5.5 in [6].
To show the convergence of the variances

Var

(
h

(n)
1

(√
`n
S̃′1
κn

))
= E

(h(n)
1

(√
`n
S̃′1
κn

))2
→ E

(
h1(Z)2

)
= Var (h1(Z)) ,

we once more apply Theorem 5.4 in [6]. To do so, it only remains to ensure that

the h
(n)
1

(√
`nS̃

′
1/κn

)
’s have uniformly integrable second moments but

sup
n

E

∣∣∣∣∣h(n)
1

(√
`n
S̃′1
κn

)∣∣∣∣∣
2(1+ε)

 ≤ C
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for some ε > 0 has already been shown at the beginning of the proof. Conse-
quently, the variance converges and

lim
n→∞

bn∑
j=1

E
(
|Yn,j |2+η

)
= 0.

By Lyapunov’s central limit theorem, it therefore holds

bn∑
j=1

h
(n)
1

(√
`nS̃

′
j/κn

)
√
bnVar

(
h

(n)
1

(√
`nS̃′j/κn

)) D−→ N (0, 1) .

Taking into account the convergence of the variances shown above, this leads to

2√
bn

∑
1≤j≤bn

h
(n)
1

(√
`nS̃

′
j/κn

)
D−→ N

(
0, ψ2

)
with ψ2 = 4Var (h1(Z))).
We now check that the degenerate part of the Hoeffding-decomposition con-
verges towards zero in probability. Note that, due to the independence of the
S̃′j ’s, the expectation of the degenerate part is zero and its variance is given by

1

bn(bn − 1)2

∑
1≤j 6=k≤bn

Var
(
h

(n)
2

(√
`nS̃

′
j/κn,

√
`nS̃

′
k/κn

))
=

1

(bn − 1)
Var

(
h

(n)
2

(√
`nS̃

′
1/κn,

√
`nS̃

′
2/κn

))
.

since the terms are mutually uncorrelated by construction. To prove the con-
vergence of the latter expression towards zero, it suffices that the variance is
bounded, which holds due to

Var
(
h

(n)
2

(√
`nS̃

′
1/κn,

√
`nS̃

′
2/κn

))
= E

(
h

(n)
2

(√
`nS̃

′
1/κn,

√
`nS̃

′
2/κn

)2
)

=E
((

h(
√
`nS̃

′
1/κn,

√
`nS̃

′
2/κn)− θ(n) − h(n)

1 (
√
`nS̃

′
1/κn)− h(n)

1 (
√
`nS̃

′
2/κn)

)2
)

=E
(
h
(√

`nS̃
′
1/κn,

√
`nS̃

′
2/κn

)2
)
−
(
θ(n)

)2

− 4E
(
h
(√

`nS̃
′
1/κn,

√
`nS̃

′
2/κn

)
h

(n)
1

(√
`nS̃

′
1/κn

))
+ 2E

(
h

(n)
1

(√
`nS̃

′
1/κn

)2
)

=E
(
h
(√

`nS̃
′
1/κn,

√
`nS̃

′
2/κn

)2
)
−
(
θ(n)

)2

− 2E
(
h

(n)
1

(√
`nS̃

′
1/κn

)2
)

≤E
(
h
(√

`nS̃
′
1/κn,

√
`nS̃

′
2/κn

)2
)

= E
(∣∣∣√`n (S̃′1 − S̃′2) /κn∣∣∣2)

≤4E
((√

`nS̃
′
2/κn

)2
)

= 4
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by an application of the cr-inequality. Thus, the degenerate part converges
towards zero in probability and together with the asymptotic normality of the
linear part, Slutzky’s Lemma proves the Proposition.

A.5. Estimation of the Long Run Variance

A.5.1. An Approximation of the Estimator κ̂2

We will first prove that instead of the estimator κ̂2, based on the block-mean
centred observations X̃i, we can employ

B̂ :=
1

b̃n

√
π

2

b̃n∑
j=1

∣∣∣∑j ˜̀
n

i=(j−1)˜̀
n+1

(
σ2
i Y

2
i − 1

n

∑n
k=1 σ

2
kY

2
k

)∣∣∣√
˜̀
n

,

which is based on the centred observations Xi − µi = σiYi, since both are
asymptotically equivalent.

Proposition A.2. Let the assumptions (A1) and (A2) hold and assume `n = ns

and ˜̀
n = nq with q < s, q < 3(1− s) and s > 0.5. Then it holds√

bn

∣∣∣κ̂ · σ̂2
H − B̂

∣∣∣ P−→ 0 as n→∞.

Proof. It holds√
2

π

√
bn

∣∣∣κ̂ · σ̂2
H − B̂

∣∣∣
=
√
bn

∣∣∣∣∣∣ 1

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

σ2
i Y

2
i −

˜̀
n

n

n∑
i=1

σ2
i Y

2
i

∣∣∣∣∣∣−
∣∣∣∣∣∣

j ˜̀
n∑

i=(j−1)˜̀
n+1

X̃2
i −

˜̀
n

n

n∑
i=1

X̃2
i

∣∣∣∣∣∣
 1√

˜̀
n

∣∣∣∣∣∣
≤
√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

σ2
i Y

2
i −

˜̀
n

n

n∑
i=1

σ2
i Y

2
i −

 j ˜̀
n∑

i=(j−1)˜̀
n+1

X̃2
i −

˜̀
n

n

n∑
i=1

X̃2
i

∣∣∣∣∣∣ 1√
˜̀
n

≤
√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

(
σ2
i Y

2
i − X̃2

i

)∣∣∣∣∣∣ 1√
˜̀
n

+
√
bn

∣∣∣∣∣ ˜̀nn
n∑
i=1

(
σ2
i Y

2
i − X̃2

i

)∣∣∣∣∣ 1√
˜̀
n

≤2

√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

(
σ2
i Y

2
i − X̃2

i

)∣∣∣∣∣∣ 1√
˜̀
n

.

Inserting the definition of X̃2
i , we can bound the above expression by

2

√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

µi − 1

`n

∑
r(i)

µr

2
∣∣∣∣∣∣∣

1√
˜̀
n
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+2

√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

2σiYi

 1

`n

∑
r(i)

µr − µi

∣∣∣∣∣∣ 1√
˜̀
n

+2

√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

2

 1

`n

∑
r(i)

σrYr

µi − 1

`n

∑
r(i)

µr

∣∣∣∣∣∣ 1√
˜̀
n

+2

√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

2σiYi
1

`n

∑
r(i)

σrYr

∣∣∣∣∣∣ 1√
˜̀
n

+2

√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

 1

`n

∑
r(i)

σrYr

2
∣∣∣∣∣∣∣

1√
˜̀
n

,

where r(i) denotes the summation over all r ∈ {(k − 1)`n + 1, ..., k`n} in case
i itself lies in {(k − 1)`n + 1, ..., k`n}. Once more, we will show that all five of
these terms converge towards zero. The first of these terms is deterministic and
can be bounded by

2

√
bn

b̃n

b̃n∑
j=1

∣∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

 1

`n

∑
r(i)

|µi − µr|

2
∣∣∣∣∣∣∣

1√
˜̀
n

≤ 2

√
˜̀
n

b3n
−→ 0.

To show convergence of the remaining terms, it suffices that their expectations
converge towards zero. For the second term, it holds by stationarity

2

√
bn

b̃n

b̃n∑
j=1

E

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

2σiYi

 1

`n

∑
r(i)

µr − µi

∣∣∣∣∣∣
 1√

˜̀
n

≤2

√
bn

b̃n

b̃n∑
j=1

 j ˜̀
n∑

i=(j−1)˜̀
n+1

j ˜̀
n∑

k=(j−1)˜̀
n+1

4σiσkE (YiYk)

 1

`n

∑
r(i)

µr − µi

 1

`n

∑
r(k)

µr − µk

1/2

1√
˜̀
n

≤4σsup
1√
bn

 1
˜̀
n

˜̀
n∑

i=1

˜̀
n∑

k=1

|E (YiYk)|

1/2

−→ 0.

Similarly, the expected value of the third term can be bounded by

4

√
bn

b̃n

b̃n∑
j=1

j ˜̀
n∑

i=(j−1)˜̀
n+1

E

∣∣∣∣∣∣ 1

`n

∑
r(i)

σrYr

∣∣∣∣∣∣
 ·

∣∣∣∣∣∣µi − 1

`n

∑
r(i)

µr

∣∣∣∣∣∣ 1√
˜̀
n

≤4σsup
1√
bn

√
˜̀
n

`n

(
1

`n

`n∑
i=1

`n∑
k=1

|E (YiYk)|

)1/2

−→ 0.
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To treat the fourth term, recall that ˜̀
n = o(`n) and we can thus assume without

loss of generality that ˜̀
n < `n. Hence, each block {(j−1)˜̀

n+1, ..., j ˜̀
n} overlaps

with at most two blocks {(k − 1)`n + 1, ..., k`n} and {k`n + 1, ..., (k + 1)`n}
and is thus split into two parts, {(j − 1)˜̀

n + 1, ..., τj,n} and {τj,n + 1, ..., j ˜̀
n}.

Consequently, we can also split the inner sum in the fourth term up via

2

√
bn

b̃n

b̃n∑
j=1

E

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

2σiYi
1

`n

∑
r(i)

σrYr

∣∣∣∣∣∣
 1√

˜̀
n

≤2

√
bn

b̃n

b̃n∑
j=1

E

∣∣∣∣∣∣
 τj,n∑
i=(j−1)˜̀

n+1

2σiYi

 1

`n

∑
r((j−1)˜̀

n+1)

σrYr

∣∣∣∣∣∣
 1√

˜̀
n

+ 2

√
bn

b̃n

b̃n∑
j=1

E

∣∣∣∣∣∣
 j ˜̀

n∑
i=τj,n+1

2σiYi

 1

`n

∑
r(j ˜̀

n)

σrYr

∣∣∣∣∣∣
 1√

˜̀
n

Both these terms converge towards zero since, e.g. for the first one,

2

√
bn

b̃n

b̃n∑
j=1

E

∣∣∣∣∣∣
 τj,n∑
i=(j−1)˜̀

n+1

2σiYi

 1

`n

∑
r((j−1)˜̀

n+1)

σrYr

∣∣∣∣∣∣
 1√

˜̀
n

≤2

√
bn

b̃n

b̃n∑
j=1

{
E


 τj,n∑
i=(j−1)˜̀

n+1

2σiYi

2
}1/2{

E


 1

`n

∑
r((j−1)˜̀

n+1)

σrYr

2
}1/2

1√
˜̀
n

≤4σ2
sup

√
bn
`n

 1
˜̀
n

˜̀
n∑

i=1

˜̀
n∑

k=1

|E (YiYk)|

1/2(
1

`n

`n∑
i=1

`n∑
k=1

|E (YiYk)|

)1/2

−→ 0

by the Cauchy-Schwarz inequality. For the fifth term, one obtains

2

√
bn

b̃n

n∑
i=1

E


 1

`n

∑
r(i)

σrYr

2
 1√

˜̀
n

≤ 2σ2
sup

√
bn
√

˜̀
n

`n

(
1

`n

`n∑
i=1

`n∑
k=1

|E (YiYk)|

)
−→ 0

and hence, convergence in probability towards zero of the entire expression holds.

Consequently, it suffices from now on to prove our results for B̂.

A.5.2. Limit Results under the Null Hypothesis

Under the null hypothesis, σ = σH , and we have

B̂ =
σ2
H

b̃n

√
π

2

b̃n∑
j=1

∣∣∣Tj − ˜̀
nY 2

∣∣∣ 1√
˜̀
n

,
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where we defined for ease of notation

Tj := Tj,n :=

j ˜̀
n∑

i=(j−1)˜̀
n+1

Y 2
i and Y 2 := Y 2

n :=
1

n

n∑
i=1

Y 2
i .

Proposition A.3. Assume that there exist constants ρ > 1 and 0 < δ ≤ 1 such

that E
(
|Y1|4+2δ

)
< ∞ and for all k ∈ N it holds βY (k) ≤ Ck−ρ(2+δ)(1+δ)/δ2 .

Moreover, let `n = ns and ˜̀
n = nq such that 1−s < qδ(ρ−1)/(ρ+1) and q < s.

Then, under the null hypothesis,√
bn

∣∣∣B̂ − σ2
Hκ
∣∣∣ P−→ 0 as n→∞.

Proof. Parts of this proof rely on the proof of Proposition 3.1 in Dehling et
al. [13] but various alterations need to be made to account for the additional
scaling

√
bn, such that the entire proof is written out here. Consider

√
bn

∣∣∣B̂/σ2
H − κ

∣∣∣ =
√
bn

∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

∣∣∣Tj − ˜̀
nY 2

∣∣∣ 1√
˜̀
n

− κ

∣∣∣∣∣∣
≤
√
bn

∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

(∣∣∣Tj − ˜̀
nY 2

∣∣∣− ∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

∣∣∣∣∣∣
+
√
bn

∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣ 1√
˜̀
n

− κ

∣∣∣∣∣∣ .
We will show that each of the last two terms converges towards zero in proba-
bility. For the first one, we obtain

P

√bn
∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

(∣∣∣Tj − ˜̀
nY 2

∣∣∣− ∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

∣∣∣∣∣∣ > ε∗


≤P

√bn
∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

(∣∣∣Tj − ˜̀
nY 2 − Tj + ˜̀

nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

∣∣∣∣∣∣ > ε∗


=P

(√
bn

√
˜̀
n

√
π

2

1

n

∣∣∣∣∣
n∑
i=1

(
Y 2
i − E

(
Y 2

1

))∣∣∣∣∣ > ε∗

)

≤ 1

ε∗
π

2

bn ˜̀
n

n
E

∣∣∣∣∣ 1√
n

n∑
i=1

(
Y 2
i − E

(
Y 2

1

))∣∣∣∣∣
2


which tends towards zero as long as q < s since the expectation converges
towards the long run variance κ2 and is thus bounded. We now turn towards
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the second term and bound it by

√
bn

∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣ 1√
˜̀
n

− κ

∣∣∣∣∣∣
≤
√
bn

∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

(∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣− E
(∣∣∣Tj − ˜̀

nE
(
Y 2

1

)∣∣∣)) 1√
˜̀
n

∣∣∣∣∣∣
+
√
bn

∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

E
(∣∣∣Tj − ˜̀

nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

− κ

∣∣∣∣∣∣ .
Once more, we treat each of these two terms separately. For the first, it holds

P

√bn
∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

(∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣− E
(∣∣∣Tj − ˜̀

nE
(
Y 2

1

)∣∣∣)) 1√
˜̀
n

∣∣∣∣∣∣ > ε∗


≤ 1

ε∗2

√
π

2

bn
˜̀
nb̃2n

E


∣∣∣∣∣∣
b̃n∑
j=1

∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣− E
(∣∣∣Tj − ˜̀

nE
(
Y 2

1

)∣∣∣)
∣∣∣∣∣∣
2
 .

Next, we intend to apply an inequality from Yokoyama [33]. To do so, note that
for fixed n, the sequence Tj , 1 ≤ j ≤ b̃n, is stationary and likewise β-mixing

with mixing coefficients smaller than or equal to βY . Moreover, for 0 < δ̃ < δ,
it holds by an application of Yokoyama’s inequality for the Y 2

i ’s that

E
(∣∣∣T1 − ˜̀

nE
(
|Y1|2

)∣∣∣2+δ̃
)

= E


∣∣∣∣∣∣

˜̀
n∑

i=1

(
Y 2
i − E

(
Y 2

1

))∣∣∣∣∣∣
2+δ̃


≤C ˜̀(2+δ̃)/2
n

(
E
(∣∣Y 2

1

∣∣2+δ
))(2+δ̃)/(2+δ)

which is finite for fixed n. Thus, we can apply Yokoyama’s inequality to the
Tj ’s, leading to

bn
˜̀
nb̃2n

E


∣∣∣∣∣∣
b̃n∑
j=1

∣∣∣Tj − ˜̀
nE
(
Y 2

1

)∣∣∣− E
(∣∣∣Tj − ˜̀

nE
(
Y 2

1

)∣∣∣)
∣∣∣∣∣∣
2


≤C bn
˜̀
nb̃2n

b̃nE
(∣∣∣T1 − ˜̀

nE
(
Y 2

1

)∣∣∣2+δ̃
)2/(2+δ̃)

≤C bn
˜̀
nb̃n

(
˜̀(2+δ̃)/2
n

(
E
(∣∣Y 2

1

∣∣2+δ
))(2+δ̃)/(2+δ)

)2/(2+δ̃)

= C
bn

b̃n
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which converges towards zero due to 1 − q > 1 − s. For the second term, we
obtain

√
bn

∣∣∣∣∣∣ 1

b̃n

√
π

2

b̃n∑
j=1

E
(∣∣∣Tj − ˜̀

nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

− κ

∣∣∣∣∣∣
=
√
bn

√
π

2

∣∣∣∣∣E (∣∣∣T1 − ˜̀
nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

− κE (|Z|)

∣∣∣∣∣
≤
√
bn

√
π

2

∣∣∣∣∣E (∣∣∣T1 − ˜̀
nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

−Var

(
T1/

√
˜̀
n

)
E (|Z|)

∣∣∣∣∣
+
√
bn

√
π

2
E (|Z|)

∣∣∣∣κ−Var

(
T1/

√
˜̀
n

)∣∣∣∣
for a standard normally distributed random variable Z. Analogous to Proposi-
tion A.1, one can show that√

bn

∣∣∣∣κ−Var

(
T1/

√
˜̀
n

)∣∣∣∣→ 0 as n→∞

as long as bn = o(˜̀
n). To prove the proposition, it thus remains to show that

√
bn

√
π

2

∣∣∣∣∣E (∣∣∣T1 − ˜̀
nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

−Var

(
T1/

√
˜̀
n

)
E (|Z|)

∣∣∣∣∣ P−→ 0.

Define Fn(x) := P
((
T1 − ˜̀

nE
(
Y 2

1

))
/
(

Var
(
T1/
√

˜̀
n

)√
˜̀
n

)
≤ x

)
and Φ(x) :=

P (Z ≤ x) such that

√
bn

√
π

2

∣∣∣∣∣E (∣∣∣T1 − ˜̀
nE
(
Y 2

1

)∣∣∣) 1√
˜̀
n

−Var

(
T1/

√
˜̀
n

)
E (|Z|)

∣∣∣∣∣
≤Var

(
T1/

√
˜̀
n

)√
π

2

√
bn

∫ ∞
−∞
|Fn(x)− Φ(x)|dx.

As in the proof of Lemma 3.7, we bound the absolute difference supx |Fn(x)− Φ(x)|
via Theorem 1 in [29] and Theorem 9, Chapter V, in [27], thereby obtaining√

bn

∫ ∞
−∞
|Fn(x)− Φ(x)|dx ≤

√
bn

∫ ∞
−∞

C ˜̀−(δ/2)(ρ−1)/(ρ+1)
n log(C ˜̀

n)
1

1 + |x|2
dx

≤C
√
bn ˜̀−(δ/2)(ρ−1)/(ρ+1)

n log(C ˜̀
n)

which converges towards zero as long as 1− s < qδ ρ−1
ρ+1 .

Lastly, it remains to replace the theoretical variance σ2
H by its empirical coun-

terpart σ̂2
H := 1

n

∑n
i=1 X̃

2
i .
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Lemma A.4. Let the assumptions (A1) and (A2) hold and assume `n = ns

with s > 0.5. Then it holds under the null hypothesis√
bn
∣∣σ2
H − σ̂2

H

∣∣ P−→ 0 as n→∞.

Proof. We can write

√
bn
∣∣σ2
H − σ̂2

H

∣∣ ≤√bn
∣∣∣∣∣σ2
H −

1

n

n∑
i=1

σ2
HY

2
i

∣∣∣∣∣+
√
bn

∣∣∣∣∣ 1n
n∑
i=1

(
σ2
HY

2
i − X̃2

i

)∣∣∣∣∣ .
For the first of these terms, we obtain

√
bn

∣∣∣∣∣σ2
H −

1

n− 1

n∑
i=1

σ2
HY

2
i

∣∣∣∣∣ = σ2
H

√
bn√
n

∣∣∣∣∣ 1√
n

n∑
i=1

(Y 2
i − 1)

∣∣∣∣∣ P−→ 0,

whereas the convergence in probability towards zero of the second term has
already been shown in the proof of Proposition A.2, even with the additional

scaling factor
√

˜̀
n.

The proof of Proposition 2.6 follows as a mere consequence of the three former
results, Proposition A.2, Proposition A.3 and Lemma A.4, once we bound the
difference

√
bn |κ̂− κ| by

1

σ̂2
H

√
bn

∣∣∣κ̂σ̂2
H − B̂

∣∣∣+
1

σ̂2
H

√
bn

∣∣∣B̂ − κσ2
H

∣∣∣+
√
bnκ

∣∣∣∣1− σ2
H

σ̂2
H

∣∣∣∣ .
Corollary 2.7 is in turn a consequence of Proposition 2.6 and Theorem 2.5 to-
gether with an application of Slutzky’s Lemma.

A.5.3. Limit Results under the Alternative

Proposition A.5. Let the assumptions (A1) and (A2) be fulfilled. Then it holds

1√
˜̀
n

· B̂ P−→
∫ 1

0

∣∣∣∣σ2(x)−
∫ 1

0

σ2(y)dy

∣∣∣∣ dx
as n→∞.

Proof. It holds∣∣∣∣∣∣
∫ 1

0

∣∣∣∣σ2(x)−
∫ 1

0

σ2(y)dy

∣∣∣∣dx− 1
˜̀
n

· 1

b̃n

b̃n∑
j=1

∣∣∣∣∣∣
j ˜̀
n∑

i=(j−1)˜̀
n+1

σ2
i Y

2
i −

˜̀
n

n

n∑
i=1

σ2
i Y

2
i

∣∣∣∣∣∣
∣∣∣∣∣∣

≤

∣∣∣∣∣∣
∫ 1

0

∣∣∣∣σ2(x)−
∫ 1

0

σ2(y)dy

∣∣∣∣dx− 1

b̃n

b̃n∑
j=1

∣∣∣∣σ2

(
j

b̃n

)
−
∫ 1

0

σ2(y)dy

∣∣∣∣
∣∣∣∣∣∣
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+

∣∣∣∣∣∣ 1

b̃n

b̃n∑
j=1

∣∣∣∣σ2

(
j

b̃n

)
−
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In the following, we will argue that each of these terms converges towards zero.
The first term is the difference between the outer integral and its Riemann
approximation, which converges towards zero by Lebesgue’s Theorem since σ2

is a càdlàg-function. For the second term, we obtain∣∣∣∣∣∣ 1
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converging likewise towards zero by Lebesgue’s Theorem. The third term can
be bounded by
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The first of these two sums converges in probability towards zero due to
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−→ 0.
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Since σ2 is a càdlàg-function, it has only a fixed number r of jumps higher than
a given level ε > 0. Thus,

P
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for b̃n large enough. By the triangle inequality, the fourth term can be bounded
by∣∣∣∣∣∣ 1
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which converges towards zero as shown above for the third term.

Lemma A.6. Let the assumptions (A1) and (A2) hold. Then,∣∣∣∣σ̂2
H −

∫ 1

0

σ2(z)dz

∣∣∣∣ P−→ 0

as n→∞.

Obviously, the above result holds likewise under the hypothesis with the limit
simply being zero.

Proof. We can bound the difference of interest via∣∣∣∣σ̂2
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The convergence of the first term towards zero has already been shown in the

proof of Proposition A.5, even with the additional scaling
√
bn
√

˜̀
n. For the sec-

ond term, however, we need to show convergence towards the Riemann-integral.
It can be split up via∣∣∣∣σ̂2
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and treated similarly to the former proof. In particular, the first of the three
expressions converges towards zero by Lebesgue’s Theorem. In the second term,
the variance function can be bounded by σ2

sup and the convergence in probability
towards zero can be easily shown. For the third term, the càdlàg-property of σ2

is once more employed and the difference
∣∣∣σ2
(
j

b̃n

)
− σ2

i

∣∣∣ is bounded by some

ε > 0 on all but finitely many blocks j ∈ {1, ..., b̃n}. The convergence then
follows as in the proof of Proposition A.5.

A combination of Proposition A.2, Proposition A.5 and Lemma A.6 now proves
that the difference∣∣∣∣∣∣ 1√

˜̀
n
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0
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∣∣∣dx∫ 1

0
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in Proposition 2.8 converges in probability towards zero.

A.6. Auxiliary Results from the Literature

This section collects some key results from the literature that are essential tools
for our proofs.
Aside from absolute regularity assumed in our setting, there are various other
mixing conditions. The α-mixing coefficient of two σ-fields A and B is defined
as

α(A,B) = sup{|P(A)P(B)− P(A ∩B)| : A ∈ A, B ∈ B}

and a process (Xi)i∈N is α-mixing (or strongly mixing) if

αX(k) := sup
m∈N

α(σ (Xi, 1 ≤ i ≤ m) , σ (Xi, k +m ≤ i ≤ ∞)) −→ 0 as k →∞.

Note that absolute regularity is a stronger assumption than α-mixing since
2α(A,B) ≤ β(A,B) (see, e.g., Proposition 1, Section 1.1 in Doukhan [16]) and
thus the subsequent statements also apply in our setting. The first ones are a
central limit theorem for α-mixing processes and a covariance inequality.

Theorem A.7 (Theorem 10.7 in Bradley [9]). Let (Xi)i∈Z be a strictly station-
ary, α-mixing sequence of random variables such that E (X0) = 0. Suppose that

for some ϑ > 0, one has that E
(
|X0|2+ϑ

)
<∞ and that the mixing-coefficients

satisfy
∑∞
k=1 α(k)ϑ/(2+ϑ) <∞.

a) Then κ2 := E
(
X2

0

)
+ 2

∑∞
k=1 E (X0Xk) exists in [0,∞) and the sum is ab-

solutely convergent.

b) If also κ2 > 0, then
∑n
i=1Xi/(

√
nκ)

D−→ N (0, 1) as n→∞.
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Theorem A.8 (Davydov’s covariance inequality; see, Theorem 3, Section 1.2,
in [16]). Let X and Y be two random variables that are measurable with respect
to the σ-fields A and B, respectively. Then it holds

|Cov (X,Y )| ≤ 8α(A,B)1/r‖X‖p‖Y ‖q,

for any p, q, r ≥ 1 such that 1
p + 1

q + 1
r = 1.

Additionally, the following bound holds for the β-mixing coefficients:

Theorem A.9 (Theorem 1, Section 1.1, in [16]). Let (An)n∈N and (Bn)n∈N be
two sequences of σ-fields such that (An∨Bn)n∈N are independent. Then it holds

β(

∞∨
n=1

An,
∞∨
n=1

Bn) ≤
∞∑
n=1

β(An,Bn).

The following lemma is the main reason for which we employ an absolutely
regular and not only an α-mixing time series.

Lemma A.10 (Blocking and coupling technique (see, Borovkova, Burton, Dehling
[7], Lemma 2.4, and the references therein)). Let (Xi)i∈N be a stationary and
absolutely regular time series with mixing coefficients (β(k))k≥0. For positive in-
tegers M and N , define the (M,N)-blocking of the time series as the sequence of
blocks (Bs)s∈N of N consecutive observations Xi, separated by (smaller) blocks
of length M . Then there exists a sequence of independent, identically distributed
random vectors (B′s)s∈N with the same marginal distributions as (Bs)s∈N such
that

P (Bs = B′s) = 1− β(M) for all s ∈ N.

Frequently in our proofs, we require inequalities bounding the moments of a
sum of some random variables.

Lemma A.11 (cr-inequality). For two random variables X and Y with existing
r-th moments for some r > 0, it holds

E (|X + Y |r) ≤ max
(
1, 2r−1

)
· (E (|X|r) + E (|Y |r)) .

Theorem A.12 (Rosenthal-type inequality; see, Theorem 2, Section 1.4, in
[16]). Let (Xi)i∈N be an α-mixing sequence of random variables and let T be a
finite subset of N such that E (Xt) = 0 for all t ∈ T . Assume there exists an
ε > 0 and a constant c ∈ 2N with c ≥ τ such that

∞∑
k=1

(k + 1)
c−2

α(k)ε/(c+ε) <∞ as well as E
(
|Xt|τ+ε

)
<∞

for some τ > 0 and all t ∈ T . Then there exists a constant C depending only on
τ and the mixing coefficients α(k) of X such that

E

(∣∣∣∣∣∑
t∈T

Xt

∣∣∣∣∣
τ)
≤ CD(τ, ε, T ),
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where

D(τ, ε, T ) =


L(τ, 0, T ) for 0 < τ ≤ 1, ε ≥ 0,

L(τ, ε, T ) for 1 < τ ≤ 2, ε > 0,

max
(
L(τ, ε, T ), (L(2, ε, T ))τ/2

)
for τ > 2, ε > 0,

with

L(µ, ε, T ) :=
∑
t∈T

E
(
|Xt|µ+ε

)µ/(µ+ε)

.

Theorem A.13 (Theorem 1 in Yokoyama [33]). Let (Xi)i∈N be a strictly sta-
tionary α-mixing sequence of random variables such that E (X1) = µ. Assume
there exist constants δ with 0 < δ ≤ ∞ and t with 2 ≤ t < 2 + δ such that

E
(
|X1|2+δ

)
<∞ and

∞∑
k=1

kt/2−1α(k)(2+δ−t)/(2+δ) <∞.

Then it holds

E

∣∣∣∣∣
n∑
i=1

(Xi − µ)

∣∣∣∣∣
t
 ≤ Cnt/2E (|X1|2+δ

)t/(2+δ)

.

The next two theorems enable us to control the difference between an arbitrary
distribution function F and the standard normal distribution Φ.

Theorem A.14 (Theorem 9, Chapter V, in Petrov [27]). Let Φ denote the
distribution function of the standard normal distribution, let F be another ar-
bitrary distribution function and define ∆ := supx |F (x)− Φ(x)|. Suppose that
0 < ∆ < 1/

√
e and that F has finite absolute moments of order p for some

p > 0. Then there exists a constant Cp depending only on p such that

|F (x)− Φ(x)| ≤
Cp∆ log

(
1
∆

)p/2
+ λp

1 + |x|p

for all x ∈ R, where

λp =

∣∣∣∣∫ ∞
−∞
|x|p dF (x)−

∫ ∞
−∞
|x|p dΦ(x)

∣∣∣∣ .
Theorem A.15 (Theorem 1 in Tikhomirov [29]). Let (Xi)i∈N be a strictly sta-
tionary, α-mixing sequence of random variables with mean zero and finite vari-
ance. Let Φ denote the distribution function of the standard normal distribution
and define

Fn(x) := P

( ∑n
i=1Xi√

Var (
∑n
i=1Xi)

≤ x

)
as well as ∆n := sup

x
|Fn(x)− Φ(x)| .
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Suppose that there exist constants C1 > 0 and ρ > 1 such that

α(k) ≤ C1k
−ρ(2+δ)(1+δ)/δ2

holds for all k ∈ N and some 0 < δ ≤ 1 such that E
(
|X1|2+δ

)
<∞. Then,

κ2 = E
(
X2

1

)
+ 2

∞∑
k=2

E (X1Xk) <∞

and if κ2 > 0, there exists a constant C2 depending solely on C1, ρ and δ such
that

∆n ≤ C2n
−(δ/2)(ρ−1)/(ρ+1).

Lastly, we state two very useful results concerning the properties of a càdlàg
function and the continuous mapping theorem, respectively.

Lemma A.16 (Lemma 1, Section 14, in [6]). Let f : [0, 1] → R be a càdlàg
function (right-continuous with left-hand limits). Then for every ε > 0, there
exist points 0 = t0 < t1 < ... < tr = 1 such that

sup
s,t∈[ti−1,ti)

|f(s)− f(t)| < ε

for all i = 1, ..., r.

As pointed out in [6], this clearly implies that there are only finitely many
jumps that exceed a given positive number. Moreover, every càdlàg function f
is bounded on [0, 1] and has at most countably many discontinuities.
The following theorem is a generalization of the continuous mapping theorem
to sequences of functions.

Theorem A.17 (Theorem 5.5 in [6]). Let X and Xn for n ∈ N be real-valued
random variables and h and hn for n ∈ N be real-valued, measurable functions.

If Xn
D−→ X and P(X ∈ E) = 0, where

E := {x ∈ R : ∃(xn)n∈N such that xn → x but hn(xn) 6→ h(x)},

then it also holds hn(Xn)
D−→ h(X).
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Appendix B: Additional Simulation Results

B.1. Comparison to the Procedure of Dette, Wu and Zhou [14], [15]

Table 3
Simulated rejection probabilities of the tests SWFD and DWZ at the nominal significance

level α = 0.05 for the sample sizes n = 500, 1000, 2000 under the null hypothesis H and
various local alternatives A1 to A4 with effect sizes of magnitude n−1/2 and for different

data-generating processes.

N(0,1) Exp(1) AR(1), 0.4 AR(1), 0.7 ARMA(2,2) GARCH(1,1)
n = 500

H SWFD 0.085 0.112 0.098 0.134 0.106 0.180
DWZ 0.052 0.029 0.064 0.088 0.073 0.290

A1
SWFD 0.851 0.496 0.775 0.614 0.579 0.644
DWZ 0.999 0.565 0.984 0.886 0.876 0.911

A2
SWFD 0.627 0.343 0.564 0.465 0.424 0.481
DWZ 0.630 0.103 0.550 0.404 0.345 0.617

A3
SWFD 0.350 0.242 0.339 0.328 0.288 0.352
DWZ 0.093 0.027 0.092 0.100 0.095 0.306

A4
SWFD 0.620 0.334 0.556 0.449 0.410 0.471
DWZ 0.382 0.076 0.317 0.242 0.220 0.458

n = 1000

H SWFD 0.077 0.098 0.090 0.111 0.104 0.168
DWZ 0.056 0.033 0.056 0.096 0.077 0.346

A1
SWFD 0.896 0.496 0.822 0.604 0.613 0.619
DWZ 0.999 0.670 0.994 0.902 0.925 0.937

A2
SWFD 0.642 0.319 0.563 0.405 0.400 0.438
DWZ 0.797 0.142 0.706 0.516 0.485 0.755

A3
SWFD 0.347 0.228 0.309 0.277 0.260 0.319
DWZ 0.224 0.034 0.187 0.188 0.148 0.473

A4
SWFD 0.599 0.274 0.514 0.359 0.372 0.398
DWZ 0.470 0.105 0.408 0.306 0.292 0.581

n = 2000

H SWFD 0.073 0.091 0.074 0.096 0.084 0.148
DWZ 0.052 0.039 0.058 0.108 0.074 0.394

A1
SWFD 0.932 0.474 0.849 0.574 0.620 0.591
DWZ 1 0.724 0.996 0.928 0.941 0.944

A2
SWFD 0.808 0.357 0.700 0.456 0.460 0.471
DWZ 0.876 0.196 0.773 0.568 0.539 0.812

A3
SWFD 0.862 0.386 0.752 0.514 0.522 0.510
DWZ 0.333 0.052 0.288 0.261 0.200 0.581

A4
SWFD 0.714 0.291 0.596 0.376 0.383 0.410
DWZ 0.528 0.112 0.418 0.327 0.316 0.639
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Table 4
Simulated rejection probabilities of the tests SWFD and DWZ with size-correction at the

significance level α = 0.05 for the sample sizes n = 500, 1000, 2000 under various local
alternatives with effect sizes of magnitude n−1/2 and for different data-generating processes.

N(0,1) Exp(1) AR(1), 0.4 AR(1), 0.7 ARMA(2,2) GARCH(1,1)
n = 500

A1
SWFD 0.734 0.318 0.630 0.356 0.400 0.336
DWZ 0.999 0.649 0.980 0.824 0.836 0.680

A2
SWFD 0.457 0.186 0.376 0.200 0.253 0.178
DWZ 0.618 0.159 0.492 0.258 0.252 0.134

A3
SWFD 0.221 0.126 0.202 0.128 0.154 0.114
DWZ 0.088 0.047 0.069 0.044 0.061 0.042

A4
SWFD 0.481 0.194 0.399 0.222 0.255 0.199
DWZ 0.372 0.118 0.274 0.144 0.160 0.096

n = 1000

A1
SWFD 0.837 0.350 0.676 0.430 0.466 0.367
DWZ 1 0.854 1 0.944 0.968 0.828

A2
SWFD 0.530 0.201 0.392 0.255 0.262 0.199
DWZ 0.971 0.399 0.916 0.618 0.666 0.366

A3
SWFD 0.242 0.124 0.190 0.147 0.148 0.120
DWZ 0.786 0.240 0.674 0.376 0.398 0.232

A4
SWFD 0.494 0.173 0.361 0.219 0.245 0.178
DWZ 0.562 0.138 0.453 0.203 0.234 0.137

n = 2000

A1
SWFD 0.891 0.344 0.784 0.439 0.505 0.375
DWZ 1 0.760 0.995 0.875 0.920 0.727

A2
SWFD 0.734 0.246 0.610 0.310 0.343 0.251
DWZ 0.869 0.239 0.748 0.382 0.446 0.228

A3
SWFD 0.805 0.269 0.674 0.368 0.397 0.294
DWZ 0.318 0.066 0.261 0.127 0.140 0.070

A4
SWFD 0.644 0.185 0.504 0.256 0.279 0.218
DWZ 0.516 0.136 0.392 0.192 0.248 0.138

B.2. Analysis of the Empirical Power

Figure 5 presents the size-corrected simulated rejection probabilities. While the
overall picture is similar to that of Figure 2 in Section 5.3, the empirical power
is generally lower than before, though the effect decreseases for larger sample
sizes due to the test becoming less oversized. The test for the GARCH(1,1)-
distributed data exhibits by far the highest empirical size in Figure 1 in Section
5.2 and is thus associated with a substantially lower size-corrected empirical
power.
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Figure 5: Empirical power of the SWFD test for the local alternatives A1(top
left)-A4(bottom right) with effect sizes of magnitude n−1/2 as a function of the
sample size n, size-correction at significance level α = 0.05.

B.3. Analysis of Performance for non-centred Data

Table 5
Simulated rejection probabilities of the test SWFD with size-correction at the significance

level α = 0.05 for the sample size n = 3000 under the hypothesis and various local
alternatives with effect sizes of magnitude n−1/2. Results for different data-generating

processes and different mean functions µ are given.

N(0,1) Exp(1) AR(1), 0.4 AR(1), 0.7 ARMA(2,2) GARCH(1,1)
µ(x) = x

A1 0.938 0.332 0.822 0.469 0.524 0.351
A2 0.786 0.232 0.643 0.320 0.366 0.262
A3 0.744 0.221 0.578 0.300 0.328 0.234
A4 0.678 0.179 0.516 0.259 0.280 0.201

µ(x) = sin(2πx)
A1 0.926 0.346 0.799 0.443 0.539 0.339
A2 0.794 0.261 0.611 0.303 0.392 0.242
A3 0.651 0.194 0.487 0.262 0.348 0.188
A4 0.680 0.183 0.500 0.251 0.307 0.180

µ(x) = 0 · 1{0≤x<1/2} + 1 · 1{1/2≤x≤1} for time series (Zi)i∈N
A1 0.768 0.281 0.862 0.902 0.566 0.318
A2 0.578 0.200 0.685 0.739 0.414 0.223
A3 0.522 0.182 0.640 0.680 0.359 0.204
A4 0.473 0.150 0.576 0.638 0.307 0.184
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