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Summary

In this thesis, semiconductor quantum wells (QWs) and quantum dots (QDs) with an
indirect band gap in momentum space are investigated with regard to their fine struc-
ture and the related spin dynamics. Indirect nanostructures are being developed because
of their very long recombination times, which make them interesting for spintronic ap-
plications. Here, the focus is on a fascinating but barley studied, quantum mechanical
property: The absence of exchange interaction, which, despite the spatial proximity of
electron and hole, is caused by their distance in momentum space.
Polarized photoluminescence measurements show that due to the lack of exchange in-
teraction, the fine structures of indirect excitons in the studied GaAs/AlAs QW and
(In,Al)As/AlAs QDs are fully degenerate. Depending on the ratio of the exciton recom-
bination time and the spin relaxation time, different related effects are observed as spin
dynamics between dark and bright states, optical orientation and the hyperfine inter-
action of the X electron with the nuclei. The comparison of experimental results with
theoretical models reveals important structure parameters as the heavy-hole g factor, the
spin relaxation time and the hyperfine constant of the X electron. Moreover, the impact
of the high energetic direct state on the indirect QD excitons, which limits their optical
orientation, is investigated.

Zusammenfassung

In dieser Arbeit werden Halbleiter-Quantentröge und Quantenpunkte (englisch: quan-
tum wells and dots, QWs and QDs) mit einer indirekten Bandlücke im Impulsraum
hinsichtlich ihrer Feinstruktur und den damit verbundenen Spin-Dynamiken untersucht.
Indirekte Nanostrukturen werden aufgrund ihrer sehr langen Rekombinationszeiten en-
twickelt, die sie für spintronische Anwendungen interessant machen. Hier liegt der Fokus
auf einer faszinierenden, aber kaum untersuchten quantenmechanischen Eigenschaft: Das
Fehlen der Austauschwechselwirkung, die, trotz der räumlichen Nähe von Elektron und
Loch, durch deren Abstand im Impulsraum verursacht wird.
Mittels polarisationsaufgelöster Messungen der Photolumineszenz wird gezeigt, dass die
Feinstruktur der indirekten Exzitonen im GaAs/AlAs QW und in den (In,Al)As/AlAs
QDs auf Grund der fehlenden Austauschwechselwirkung vollständig entartet ist. Abhängig
vom Verhältnis der Exzitonenrekombinationszeit und der Spinrelaxationszeit werden ver-
schiedene, damit zusammenhängende Effekte wie die Spin-Dynamik zwischen dunklen
und hellen Zuständen, optische Orientierung und die Hyperfeinwechselwirkung des X-
Elektrons mit den Kernen beobachtet. Vergleiche der experimentellen Ergebnisse mit
theoretischen Modellen liefern wichtige Strukturparameter wie den Schwerloch-g-Faktor,
die Spinrelaxationszeit und die Hyperfeinkonstante des X-Elektrons. Darüber hinaus
wird der Einfluss des direkten Zustands auf die indirekten QD-Exzitonen untersucht,
welcher unter anderem in der Begrenzung ihrer optischen Orientierung besteht.





1 Introduction

Quantum wells and quantum dots with an indirect band gap are interesting from the per-
spective of applied and basic physics. On the one hand, the enhanced spin lifetime might
be attractive for future spintronic devices, on the other hand, the lack of electron-hole
exchange interaction in nanostructures that are indirect in momentum space is a fasci-
nating, but largely unexplored quantum mechanical effect. In the present work, the focus
is on the investigation of the physical processes in these semiconductor heterostructures.
However, history has shown that basic research and technology are interdependent and
can therefore be considered equally important for the scientific progress.

In the past decades, semiconductors have had an impressive success story, thanks to
their wide range of applications like detectors, light sources (diode, laser), integrated
circuits, photovoltaics and data storage [1]. The investigation of semiconductors started
already in the first half of the 19th century with independend experiments of T. J. See-
beck and M. Faraday, who discovered the thermal properties of semiconductors [2], [3].
About one hundret years later, the development of the band-structure theory was driven
by F. Bloch, who described the movement of an electron in a periodic potential by a
quantum mechanical wave function [4], and by R. Kronig and W. Penney with their
potential model of a crystal [5]. The theoretical description of the field-effect transistor,
proposed by J. E. Lilienfeld in 1925, lead to the fabrication of the first transistor in 1947
by W. Shockley, J. Bardeen and W. Brattain. The rapid development of transistors and
related electronic devices is the foundation of our modern technology.
At about the same time of Lilienfelds invention, the second important property of the
electron, apart from charge, was discovered: Spin. Prominent features of the spin are
the polarization of electromagnetic radiation, the binary character of the electron spin
and the Pauli exclusion principle [6]. With the concept of spin it is possible to explain
for example the structure of the periodic table of elements or the magnetism of solids.
Two practical applications of spin are the magnetic resonance imaging in medicine or the
giant magneto-resistance effect for data storage. Nowadays, the focus is on the usage of
the spin as information carrier in quantum bits or spin transistors on integrated circuit
chips [7]. One major challenge of this field is a high storage time of the spin state, which
is characterized by the spin lifetime time and the coherence or dephasing time.
The persistent trend of downsizing the dimensions of transistors leads to the improve-
ment of semiconductor growth techniques and opened the door to a new field of research.
Heterostructures like quantum wells (QWs), quantum wires and quantum dots (QDs)
show interesting physics like the quantization of states and the 2D electron gas (in QWs)
and also offer a wide range of applications [8]. Today, QWs are used for lasers, tran-
sistors, detectors and solar cells, QDs for diodes, displays, and single-photon sources, to
mention only a few. Another application is the usage of electron spins in QDs as quantum
bits [9]. Due to spatial confinement in all directions, the most important spin relaxation
mechanisms are suppressed and theoretical calculations imply that the relaxation time in
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QDs might reach milliseconds [10] [11]. However, the relativly short recombination time
of several nanoseconds in direct QDs [12] can be a limiting factor for the spin lifetime.
In this regard, T. S. Shamirzaev started to investigate QDs and QWs with an indirect
band gap in momentum space in 2003 [13]. In these structures the direct recombination
is forbidden, which can lead to extremely long recombination times up to hundreds of
microseconds[14]. Since about 2011, the studies of indirect structures were expanded in
collaboration with the ’Experimentelle Physik E2’ group at the Technical University of
Dortmund.

In this thesis, a GaAs/AlAs QW and an (In,Al)As/AlAs QD ensemble, both with indi-
rect band gaps in momentum space, are investigated. The focus is on the spin dynamics
and the effects caused by the lack of electron-hole exchange interaction.
Chapter 2 provides the theoretical background, which is necessary to follow the discus-
sions of the experiments. This includes the term of quantization, the descriptions of
the fine structure, the indirect band gap and the relevant spin interactions in QWs and
QDs. Moreover, three theoretical models, which were developed for the description of
the studied samples, are presented. These models cover the exciton recombination in the
QD ensemble, the spin dynamics in the indirect QW and the hyperfine interaction of the
indirect QD exciton.
Descriptions of the experimental setups and techniques are given in chapter 3. A particu-
lar focus is on the polarization measurements, since they are the basis of nearly all works
presented in this thesis. The studied samples are introduced in chapter 4. In addition to
the structural descriptions, background knowledge on previous research is imparted.
In chapter 5, the experimental results of the indirect GaAs/AlAs QW are presented. As
the QW is also indirect in real space (type-II structure), the exciton recombination time
is much longer than the spin relaxation time. As a result, it is possible to study the spin
dynamics between optically dark and bright exciton spin states, which are energetically
close to each other due to the lack of electron-hole exchange interaction. These spin
dynamics are reflected in the dependencies of the circular and linear polarization degree
from magnetic field, time and temperature. The comparison of the experimental results
with the theoretical model reveals important structure parameters like the heavy-hole g
factor and the spin relaxation time of the electron.
In chapter 6, the studies of the QD ensemble are described. This structure contains QDs
with direct and indirect band gaps in momentum space. The transition between these
two types of dots can be determined by the ΓX-mixing energy in the PL spectrum of
the ensemble. This transition is also reflected in the spectral dependence of the exciton
recombination time and the strong decrease of the electron-hole exchange splitting at
this energy. The ensemble structure of the QD sample allows the targeted, resonant
excitation of direct and indirect dots, which is used to study the optical orientation and
alignment of the dots. The optical orientation of the exciton spin is reduced by different
effects as the hyperfine interaction of the X electron with the nuclear spins. Finally, the
spin relaxation time of the indirect exciton is measured under selective excitation.
Conclusions for both structures can be found in chapter 7. Since the number of mea-
surements exceeded the scope of this work, some interesting but still incomplete studies
are presented in the Outlook (chapter 8), which might encourage future experiments in
order to complete the understanding of these structures.



2 Physical background

2.1 Carrier spins in quantum wells and quantum dots

2.1.1 Quantization

Quantum-mechanical effects, like the quantization of states and the wave nature of par-
ticles, become important when the mean free path of the particle becomes smaller than
its de Broglie wavelength λB. For electrons (holes) in a semiconductor, λdB is given by

λdB =
h

p
=

h√
3m∗kBT

, (2.1)

where h is the Planck constant, p the momentum and m∗ the effective mass of the electron
(hole), kB the Boltzmann constant and T the temperature [15]. At room temperature
(T = 300 K), the effective mass of an electron in the conduction band of gallium arsenide
(GaAs) is 0.063m0 and 0.023m0 in indium arsenide (InAs) [16], where m0 is the free
electron mass. Thus, the de Broglie wavelengths in these materials are 25 nm and 41 nm.
In the fabrication of semiconductor heterostructures, the combination of materials with
different band gaps, the so called ’band-gap engineering’, is used to create potential walls
which reduce the mean free path of the carriers below λdB. These nanostructures are
characterized by the number of dimensions in which the size of the structure is smaller
than λdB. Quantum wells (QWs) are 2-dimensional and quantum dots (QDs) are 0-
dimensional objects.
The quantized energy levels of the carriers can be calculated by the ’particle in a box’
model. For instance, in a QW with the thickness Lz, the electron (hole) is described by
a wave function which fulfills the Schrödinger equation for a confining potential along
the axis z (growth direction) with infinite potential walls. In this case, the energies are
given by [15]

En =
~2

2m∗

(
nπ

Lz

)2

, (2.2)

where n is the number of the energy level. Note that electrons and holes are not necessar-
ily confined in the same material, as it is the case for type-I heterostructures. In type-II
structures, the ground states of electrons and holes are in adjacent layers. Descriptions
of type-I and type-II heterostructures are given in section 2.2.

2.1.2 Exciton fine structure

The complex of an electron and a hole, bound by the Coulomb interaction, is an exciton.
In a QW or QD, the quantized energy levels of the exciton usually experience further
splittings, which are related to the spins of the carriers. Spin is the intrinsic angular
momentum or magnetic moment of a particle in units of the reduced Planck constant
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~, which is usually omitted. Electrons have a spin of s = ±1/2 with the projections
ms = ±1/2 along the z axis. In case of a valence-band electron, the spin of 1/2 is
coupled with the orbital angular momentum l = 1 (due to the p-type wave function),
resulting in the total angular momenta j = 1/2, with the projections mj = ±1/2, and
j = 3/2 with mj = ±1/2 and mj = ±3/2. Optical transitions from the valance to the
conduction band states can be induced by polarized light in compliance with the dipole
selection rules: Circularly polarized light causes a change of ∆m = ±1. For example,
when the system is excited with σ+ polarized light (∆m = +1), valence-band electrons
with mj = −3/2 can be lifted to the conduction-band states with ms = −1/2 [1].
The excitation of an electron to the conduction band leaves behind an empty place in
the valence band, a ’hole’. Therefore, the excitation with σ+ polarized light, which re-
moves an electron with mj = −3/2 from the valence band, can also be understood as the
creation of a hole with mj = +3/2. A hole with j = 3/2 is a ’light’ hole for mj = ±1/2
and a ’heavy’ hole in case of mj = ±3/2. The two j = 1/2 states, or ’split-off’ states,
of the hole are shifted by ∆so to higher energies. As it is ∆so = 0.334 eV in GaAs and
∆so = 0.41 eV in InAs [17], the split-off states are disregard in the following.
For an exciton, the spin states are given by the four different combinations of the elec-
tron and hole spin projections. In case of a heavy hole, the possible exciton states are
m = (ms+mj) ∈ {+1,−1,+2,−2}. Since the selection rules for dipoles allow only optical
transitions with ∆m = ±1, the exciton states with |m| = 1 are optically active (’bright’)
and the states with |m| = 2 are optically inactive (’dark’).

Further considerations about the spin states are strongly related to the symmetry of
the host structure. The different symmetries can be described with the help of their
point groups. QWs with a symmetric potential, grown on a substrate with Zincblende
structure along the [001] axis, as well as high symmetric QDs are assigned to the D2d

point group, while QWs and QDs with the lower symmetry are described by the C2v

point group [18], [19]. In the D2d symmetry, the heavy- and light-hole states split (at the
Γ point) and the heavy hole becomes the ground state of the valence band [20]. When the
symmetry of the structure is lowered from D2d to C2v, the heavy- and light-hole states
mix [21].
For an exciton, the multiplet of states is split into an energetic fine structure by the
electron-hole exchange interaction, which couples the spins of the two carriers, and by
the Zeeman effect in a magnetic field. Details about the electron-hole exchange inter-
action and the Zeeman effect can be found in Sec. 2.1.3. A schematic presentation of
the fine-structure splitting is given in Fig. 2.1, which is adapted from Ref. [18]. It is
important to note that the mixing of heavy and light holes is neglected here. In the
absence of exchange interaction (Eexch = 0) and magnetic fields (B = 0), the four ex-
citon spin states are degenerated. However, in a QW or QD with C2v symmetry, the
isotropic part of the exchange interaction splits the bright (|±1〉) and dark states (|±2〉)
by an energy of δ0 and the dark substates get mixed and split by δ2. In addition, the
anisotropic exchange interaction causes the mixing of the bright states and splits the two
linearly polarized superpositions, |X〉 = 1√

2
(|+1〉+ |−1〉) and |Y 〉 = 1

i
√

2
(|+1〉 − |−1〉),

by δ1. (In the following, the prefactors 1/((i)
√

2) are omitted.) In case of the higher D2d

symmetry, the bright exciton states remain degenerated, which is indicated by the blue
lines.
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Figure 2.1: Schematic presentation of the exciton fine structure for a QW or QD with C2v

symmetry in a magnetic Faraday (Bz) or Voigt (Bx) field. The blue lines show the bright
states in case of the higher D2d symmetry. The prefactors 1/((i)

√
2) of the mixed states

are omitted. Without electron-hole exchange interaction (Eexch = 0) all spin states are
degenerated. The red arrows indicate the electron-hole exchange splittings of bright (δ1)
and dark states (δ2) and the splitting between them (δ0). For Bz →∞ the mixed exciton
spin states become pure, while for Bx →∞ bright and dark states are completely mixed.

The relations of the g factors are g
(h)
z > g

(e)
z > 0 and g

(e)
x > g

(h)
x > 0. Dashed lines are

guides for the eye. Adapted from Ref. [18].

Further splitting of the exciton spin states is caused by the Zeeman effect. A magnetic
field B = (Bx, By, Bz) splits the two degenerated spin states of the electron (e) and the
hole (h) in dependence of the carrier g factor. As a result the four related exciton (Ex)
spin states split as well. The Zeeman effect for the carrier i ∈ {e, h, Ex} is described
most generally by the Hamiltonian [22]

H
(i)
Z =

1

2
µB

∑
αβ

g
(i)
αβσ

(i)
α Bβ , (2.3)

where µB is the Bohr magneton, α, β = x, y, z are Cartesian coordinates, gα,β are the
components of the g-factor tensor and σα are the Pauli matrices of the carrier.
The energies E±1 and E±2, given by Eq. (2.4) and Eq. (2.5), describe the bright and dark
exciton spin states of the fine structure, taking into account the electron-hole exchange
interaction and Zeeman splitting. The mixing of light- and heavy-hole states, which can
be relevant for C2v QWs, is disregarded here. E±1 and E±2 strongly depend on the g
factor tensors of electron and hole. For simplicity, it is assumed that only the diagonal

tensor components with α = β contribute. Here, the relations g
(h)
z > g

(e)
z > 0 and

g
(e)
x > g

(h)
x > 0 are applied, which describe the relevant case for the presented studies. In
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Faraday geometry (see Sec. 3.1), the energies for the C2v point group are given by [18]

E±1 = +
1

2

(
δ0 ±

√
δ2

1 +
[
µB

(
g

(e)
z − g(h)

z

)
Bz

]2
)
, (2.4)

E±2 = −1

2

(
δ0 ±

√
δ2

2 +
[
µB

(
g

(e)
z + g

(h)
z

)
Bz

]2
)
. (2.5)

The exciton energies for the D2d point group can be obtained by setting δ1 = 0. In a
strong longitudinal magnetic field, Bz → ∞, the Zeeman splitting of the bright (dark)
exciton states overcomes the electron-hole exchange splitting δ1 (δ2) and the mixing of
the states is suppressed. As a result, the pure, circularly polarized excitons states are
formed: |+1〉 ± |−1〉 → |±1〉 (|+2〉 ± |−2〉 → |±2〉). This is illustrated on the left side of
Fig. 2.1. When a transverse magnetic field Bx,y > 0 is applied, the rotational symmetry
in the xy plane is lost, which leads to the mixing of bright and dark states. In this case,
the dark states become optically active. For Bx,y →∞, the four exciton states are given
by |+1〉± |−1〉+ |+2〉± |−2〉 (prefactors omitted) and have the same oscillator strength.
The exact energies and states of the fine structure in a transverse field are not relevant
for this thesis. They can be looked up in Ref. [18].

2.1.3 Spin interactions and characteristic times

The control of spins, including creation, manipulation and detection, requires knowledge
about the interactions of the spins with their environment during the exciton lifetime /
recombination time τr. The interactions relevant for this thesis are given in Fig. 2.2,
which is adapted from Ref. [22].
Electromagnetic radiation is the key element which provides access to the spin systems of
a semiconductor. In the context of this thesis, the absorption of circularly polarized σ±

light is connected with the creation (injection) of |±1〉 excitons and the detection of σ±

polarized light is usually caused by the recombination of |±1〉 excitons. The time between
creation and recombination is the exciton recombination time τr, which is determined by
the overlap of the wave functions of electron and hole. Within τr, the average spin of
the excitons can relax towards its equilibrium state. The speed of this relaxation is
characterized by the spin relaxation time τs and is determined by the respective spin
relaxation mechanisms of the system. Thus, the total spin of the system is lost after the
spin lifetime Ts, limited by the exciton recombination time and the spin relaxation time
[6]

1

Ts
=

1

τs
+

1

τr
. (2.6)

The polarization degree ρ characterizes the state of a spin system. If all spins are aligned
along z, the polarization degree is 1 (or 100%), if the spins are aligned randomly, ρ is 0
(0%). Under steady-state conditions, the polarization degree is determined by the ratio
of τr and τs

ρ =
ρi

1 + τr/τs
, (2.7)
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Figure 2.2: Relevant interactions within the electron spin system and with external sys-
tems: Electron spins are coupeld to the angular momentum via spin-orbit interaction
and to other electron spins via exchange interaction. Electron spins and nuclear spins
interact via hyperfine interaction. In a magnetic field, both spin systems are influenced
by the Zeeman effect. Injection and detection of spin polarization can be realized by
optical excitation and spectroscopy. Adapted from Ref. [22]

where ρi is the initial polarization degree of the studied state [6].
Since the spin of a carrier causes a magnetic moment, an external magnetic field B induces
the spin precession around the field direction with the Larmor frequency Ω = µBgB/~,
where µB is the Bohr magneton, g the g factor of the carrier and ~ the reduced Planck
constant. In case of a transverse magnetic field (B⊥z), the precession of the spins causes
the decrease of the spin polarization, if the Larmor precession is faster than the spin
lifetime Ts. This effect is known as Hanle effect and the magnetic field dependence of the
polarization degree is given by

ρ(B) =
ρ(0)

1 + (ΩTs)2
, (2.8)

where ρ(0) is the steady-state polarization in absence of a magnetic field [6], see Eq.
(2.7). Moreover, a longitudinal field (B ‖ z) lifts the degeneracy of the two electron (and
hole) spin states. The splitting is given by ∆EZ = ~Ω and is known as the Zeeman effect,
see also Eq. (2.3).

As mentioned above, the spin relaxation time τs can be limited by several different mech-
anisms, see Fig. 2.2. Spin transfer from the electron to the nuclear system, known as
dynamical nuclear polarization, is mediated by the hyperfine interaction. In this thesis,
only the effect of the nuclear spin system on the electron spin is considered. Effects on or
within the nuclear spin system are disregarded. A single electron usually interacts with a
high number of nuclear spins that act as an effective magnetic field, the Overhauser field
BN [22]. As a result, the total spin of the electron system can be fully or partially depo-
larized by the nuclear fields. This effect can be counteracted by a longitudinal magnetic
field. The corresponding dependence of the circular polarization degree from the field
strength is the so called ’polarization recovery curve’ (PRC). In Sec. 2.5, the hyperfine
interaction between the nuclear system and an electron in the X valley of the conduction
band is discussed in more detail.
Within the electron-spin system, the spin-orbit interaction and the exchange interaction
need to be considered. Two effective spin-relaxation mechanisms, which base on the spin-
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orbit interaction, are the Elliott-Yafet and the Dyakonov-Perel mechanisms. As a result,
the spin-orbit coupling is the main channel for spin relaxation in bulk semiconductors or
heterostructures with at least one axis for the electron movement. In QDs, however, the
spatial confinement in all three dimensions leads to the suppression of these mechanisms,
which prolongs the spin-relaxation time. [6].
The exchange interaction is a quantum mechanical effect, which appears when identical
particles interact with each other. It can be described by a correction term, the exchange
term, in the potential that describes the interaction between the particles. The exchange
interaction between electrons is the result of the Coulomb interaction and the Pauli prin-
ciple [23]. In case of excitons, it couples the spins of electron and hole and leads to
the splitting and mixing of the four exciton spin states, as it is described in Sec. 2.1.2.
Moreover, it can cause efficient spin relaxation by the Bir-Aronov-Pikus mechanism [22].

Another characteristic parameter of the temporal spin evolution is the decoherence time
τd, which describes the time until the polarization of a single excited state is out of phase
with respect to the exciting wave [24]. Since a change of phase can occur from any scat-
tering event, decoherence times can be quite short. However, they range between several
picoseconds to several microseconds [6]. The dephasing time, which describes the decay
of phase for an ensemble of spins, is considerably shorter than the decoherence time.
The conservation of both the optically induced spin orientation and its phase are major
tasks in the field of spintronic.

2.2 Direct and indirect band gaps

In semiconductor physics, the expressions ’direct’ and ’indirect’ can be understood in
two different ways. In both cases, they describe the type of the band gap and the way
electron and hole recombine. A transition from the valence band to the conduction band
and reverse can be direct or indirect in real and / or in momentum space [25]. In the
latter case, direct transitions are characterized by the absorption / emission of energy in
form of photons, while indirect transitions require also the change of momentum. In real
space, an indirect transition occurs if electrons and holes are spatially separated. The
terms ’direct’ and ’indirect’ can also be applied for the exciton state or the structure
(QW or QD) that provides the (in)direct band gap as ground state. Expressions that
are used in this context are ’(in)direct QD / QW’ and ’(in)direct exciton’.
The indirect band gap in momentum space is a property of the respective semiconductor
material itself, while the indirect band in real space is the result of a heterostructure
made of at least two different materials. However, in both cases the mismatch of the
electron and hole wave functions leads to the increase of exciton recombination time.
The two different situations are discussed in the following, starting with indirect band
gaps in momentum space.

Electrons in a fully occupied valence band of a semiconductor are bound to the ions
of the crystal. When an electron is excited from the valence band to the conduction
band, it can move within the crystal lattice, where it experiences a periodic potential
caused by the ions of the material. This is taken into account by the effective mass m∗ of
the electron (hole) in the dispersion relation of the energy E. Since m∗ depends on the
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Figure 2.3: Schematic representations of the conduction and valence bands of a semi-
conductor in momentum space. The valence band minimum is at the Γ point (k = 0).
(a) Direct band-gap semiconductor with the lowest point of the conduction band at the
Γ point. (b) Indirect band-gap semiconductor with the lowest point of the conduction
band at the X point (k = 2π/a). The transition requires the absorption / emission of a
photon and a phonon with suitable energies and momentum. (c) Excitation and recom-
bination of electron (e) and hole (h) in a QD with an indirect band gap in momentum
space. Horizontal lines represent the quantized energy levels of the nanostructure. The
electron is optically excited to the Γ valley and can scatter to the X valley (dotted arrow)
via phonon interaction. The change of momentum, which is necessary for the indirect
recombination, is caused by scattering at the heterointerface (dashed arrow) [26], [27].

direction of the electron wave vector k, it is usually a tensor. In a 3-dimensional crystal,
the effective-mass tensor of a carrier is given by(

1

m∗

)
ij

=
1

~2

∂2E

∂ki∂kj
, (2.9)

with i, j = x, y, z [1].
Since the electron (wave) scatters at the ions of the lattice, the allowed directions of k are
limited by the Laue equations, which describe the conditions for constructive interference
of the scattered wave. A geometrical description of the Laue condition in momentum
space is the boundary of the so called Brillouin zone, which is determined by the structure
of the crystal lattice. The Brillouin zone has a number of important symmetry points,
like the Γ point at k = (0, 0, 0) and the six X points at (0, 0,±k), (0,±k, 0) and (±k, 0, 0)
with k = 2π/a for an fcc lattice with lattice constant a. Close to these symmetry points,
the dispersion relations of the conduction and valence bands can be described by the
quadratic functions

ECB(k) = Eg +
~2k2

2m∗e
, EVB(k) =

~2k2

2m∗h
, (2.10)

where Eg is the energy gap, or band gap, between the conduction (CB) and the valence
(VB) band. m∗e and m∗h are the effective masses of the electron and the hole.
The full description of the energy dispersion for a semiconductor material is called band
structure. A strongly simplified representation is given in Fig. 2.3. Depending on the
energy minima, ’valleys’, in the band structure, the transitions between the conduction
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and the valence band can be direct or indirect in momentum space. A direct transition is
shown in Fig. 2.3 (a). Since the minima of both bands are at the Γ point, the transition
requires an energy of ∆E ≥ Eg, which can be provided by a photon with ~ωPhoton ≥ Eg,
while the momentum remains unchanged. The corresponding exciton, formed by an elec-
tron in the Γ valley of the conduction band and a hole in the Γ valley of the valence
band, is a direct exciton or a ’Γ exciton’.
The situation is different when the minimum of the conduction band is located at the X
point, see (b). Such a band gap is called indirect. In this case, the difference in momen-
tum needs to be compensated by another particle, e.g. by a phonon, which can absorb /
deliver energy and momentum. This condition leads to the increase of the recombination
time from about one nanosecond to several microseconds [28], [29]. The photolumines-
cence (PL), emitted during the indirect recombination process, has a reduced photon
energy and is called phonon-assisted line or phonon replica. The exciton, formed by an
electron in the X valley of the conduction band and a hole in the Γ valley of the valence
band, is an indirect exciton or ’X exciton’. For the studied structures, the growth axis
z of the semiconductor materials is parallel to the (001) direction of the crystals. The
two corresponding X valleys, for which k is aligned parallel and antiparallel to the z
direction, are denoted as Xz valleys, while the perpendicularly (in the sample plane)
aligned valleys are the Xx and the Xy valleys.
The mismatch of the electron and hole wave functions in heterostructures with indirect
band gaps in momemtum space does not only lead to the reduction of the exciton recom-
bination rate but also to the suppression of the electron-hole exchange interaction [30].
The experimental verification of this theoretically predicted effect and the investigation
of its impact on the spin dynamics are major tasks of this thesis.

The previous considerations concerning indirect band gaps in momentum space are re-
stricted to bulk semiconductors. In a quantized system, k is no longer a good quantum
number but is smeared out to a range of ∆k. According to Heisenberg’s uncertainty
principle, it is ∆k∆x > 1/2, where ∆x is the size of the heterostructure. Thus, for a hole
in the Γ valley and an electron in the X valley, the indirect character of the transition is
lost for ∆k > 2π/a. This inequality is satisfied for ∆x < a/(4π), i.e. for a heterostruc-
ture that is smaller than the lattice constant itself. Therefore, it can be stated that the
indirect band gap is preserved in the studied QW and QD structures.
Figure 2.3 (c) shows the schematic band structure of a QD with an indirect band gap in
momentum space. The quantized energy levels Γe, Γh and Xe of electron and hole are
indicated by the horizontal blue lines. (Their extension in k space is only for illustration
and should not be related to the energy dispersion.) When the electron is excited to the Γ
valley by a photon, it can either recombine directly with the hole or relax to the X valley
by gaining momentum via phonon scattering (dotted arrow). The recombination process
can be described as the virtual electron transition (horizontal, dashed arrow) from the X
to the Γ valley with the simultaneous, spin-conserving emission of the excess momentum,
resulting in the optical transition at the Γ point [31], [32], [33]. For (In,Al)As/AlAs QDs
it was found that loss of momentum occurs mainly due to scattering at the heteroint-
erface [26], [27] instead of scattering with phonons. Therefore the PL spectrum of the
X-exciton transition shows only one intense feature, a zero-phonon (ZP) line, also known
as no-phonon (NP) line. For the studied QW structures, however, the loss of momentum
is caused by phonon scattering (see Sec. 4.1.1), as it is illustrated in Fig. 2.3 (b).
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Figure 2.4: Real-space band structure of a QW / QD with (a) type-I alignment and (b)
type-II alignment. In (a) the energy minima of the valence (VB) and the conduction
band (CB) are located in the same material. The recombination of electron (e) and hole
(h) is direct in real space. In (b) the valence and conduction band minima are in adjacent
materials. The recombination of the separated carriers is indirect in real space.

An indirect band gap in real space can be created in a heterostructure with at least
two different semiconductor materials. The energies of the valence and conduction bands
are determined by the electron affinities of the material. For adjacent layers, three differ-
ent situations can occur. If the energies of the valence and the conduction bands of the
first material are both within the band gap of the second material, one speaks of a type-I
heterostructure. If only one band, valence or conduction band, of the first material is
within the band gap of the second material, one speaks of a type-II heterostructure. A
type-III or broken-gap structure is obtained when the band gaps of the two materials do
not overlap at all.
A scheme of the structures that are relevant for this thesis, type-I and type-II, is given
in Fig. 2.4. In (a) a type-I structure with two type-I interfaces is shown. For this band
lineup, electrons and holes will localize in the middle layer, while the two outer layers
serve as barriers for the carriers. Since the wave functions of electron and hole overlap in
real space, the recombination is direct. Figure 2.4 (b) shows a type-II structure. Here,
electrons and holes localize in adjacent materials, which reduces the overlap of the car-
rier wave functions. As a result, the exciton recombination time can be increased up to
several hundreds of nanoseconds [34].

Note: In order to avoid confusion in the following sections, the term ’indirect’ will
be used only in context with transitions that are indirect in momentum space.

2.3 Recombination in a quantum dot ensemble

The recombination of excitons in QDs, especially in single QDs, is often described by
a monoexponential decay of the PL intensity shortly after the laser pulse. However, a
closer look reveals that usually conditions like the redistribution between dark and bright
exciton states or Coulomb correlations lead to a nonexponential decay [35], [36], [37]. In
an ensemble of QDs the differences in size, shape and composition of the dots lead to a
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Figure 2.5: Distribution function G(τr) of the exciton recombination time τr, as it is
defined in Eq. (2.13), with τ0 = 100 ns (red curves) and τ0 = 1000 ns (blue curves). The
parameter γ, which determines the width of G(τr), is changed from 3 (solid curves) to 2
(dashed curves).

distribution G(τr) of the exciton recombination time τr, which causes the nonexponential
decay [38]. This is also the case for the studied indirect (In,Al)As/AlAs QDs, as it is
shown in Ref. [13], [39]. In these dots, the recombination is mediated by the scattering
of electrons at the QD surface. It is demonstrated in the appendix of Ref. [28] that the
recombination time of the nonexponential decay is proportional to

τr ∝ exp(d/a+ d/L), (2.11)

where a is the lattice constant and L the QD height. The roughness of this heterointerface
is characterized by the thickness d of the diffused layer between the (In,Al)As QD and
the AlAs matrix.
The width of the distribution G(τr) can be seen as the dispersion of τr, which is given
by the square root of τr. Thus, the study of the distribution function G(τr) can provide
interesting information about the nature of the heterointerface. For example, for several
QDs with the same size (energy), the narrowing of G(τr) should be connected with the
broadening of the diffused layer [28]. In principle, nonexponential decay in QDs is well
described by a ’stretched’ exponential function, I(t) = I0 · exp(−(t/τr)

β) [40] (derived
from the Kohlrausch function [41]), where I is the PL intensity at the time t, I0 the initial
intensity, τr the time constant and β qualitatively characterizes the width of G(τr).
However, as the exact derivation of G(τr) from β is difficult, another approach was
developed to describe the recombination in indirect QDs. That approach is pesented
in Ref. [28], where the PL intensity is given by the integral over the monoexponential
function weighted with the distribution function G(τr):

I(t) =

∫ ∞
0

G(τr) exp

(
− t

τr

)
dτr. (2.12)
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The distribution function is determined phenomenologically to the nonsymmetrical ex-
pression

G(τr) =
C

τγr
exp

(
−τ0

τr

)
, (2.13)

where C is a constant and τ0 the characteristic time of the recombination process. The
parameter γ is inversely proportional to the effective width of G(τr). Figure 2.5 shows
four different examples of G(τr) for τ0 = 100 ns (red) and τ0 = 1000 ns (blue) with γ = 3
(solid lines) and γ = 2 (dashed lines). The constant C is arbitrarily chosen to 10−8.

2.4 Spin dynamics in an indirect GaAs/AlAs quantum well

In this section, the kinetic spin model is presented, which was developed to describe the
spin dynamics in the indirect GaAs/AlAs QW that is studied in this thesis. The model
was introduced in Ref. [31] to describe the magnetic field and temperature dependencies
of the PL intensity and is expanded in Refs. [42] and [43] to describe the circular and
linear polarization degree. In the two following subsections, the most important aspects
of this model are summarized.

2.4.1 Circular polarization dynamics

In a QW with an indirect band gap in momentum space, the exciton ground state is
formed by an electron in the X valley and a heavy hole in the Γ valley. (For the result
of the model it does not matter whether the electron is located in the Xx, the Xy or
the Xz valley.) The exciton spin states arise from the electron spin states labeled with
s = |±1/2〉 and the heavy-hole spin states j = |±3/2〉. As the electron-hole exchange
interaction is suppressed for indirect excitons [30], [44], the spin Hamiltonian consists
only of the Zeeman terms for the electron and the heavy hole. For a magnetic field B
with an arbitrary direction, the spin Hamiltonian is given by

Ĥ = geµBB · ŝ+
ghh

3
µBBzĴz, (2.14)

with the Bohr magneton µB, the electron spin operator ŝ and the z component of the
heavy-hole angular-momentum Ĵz. Here, it is assumed that the g factor of the X electron,
ge, is isotropic, since the wide band gap at the X point weakens the spin-orbit contribution

to the g factor [45], [46], [47]. Therefore, it is ge = g
(e)
x = g

(e)
z . In contrast, the heavy

hole g factor is highly anisotropic and the in-plane components of the heavy hole g factor

can be neglected [48]. Thus, it is ghh = g
(hh)
z and g

(hh)
x = 0 and only the Bz component

of the magnetic field is relevant for the Zeeman energy of the hole.
In Faraday geometry (B ‖ z), the spin states of the exciton quadruplet are given by
|s = ±1/2, j = ±3/2〉 and the selection rules for the radiative recombination of the X
exciton are equal to the rules for the Γ exciton:

Bright: |+1/2,−3/2〉 active in σ−,

|−1/2,+3/2〉 active in σ+,

Dark: |+1/2,+3/2〉 and |−1/2,−3/2〉 .
(2.15)
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The energies of the four spin levels are given by:

E|±1/2,±3/2〉 = 1/2(±ge ± ghh)µBBz. (2.16)

In case of Bz = 0, the spin levels of the exciton are degenerated. For Bz > 0, the
degeneracy is lifted by the Zeeman splitting and the energetic order of the spin levels
depends on the g factors of electron and hole.
If the magnetic field is tilted from Faraday geometry, the transverse contribution of the
field destroys the rotational symmetry of the system, which causes the mixing of the two
basic electron spin states (heavy-hole spin states) and thus, the mixing of bright and
dark exciton states [18]. For the sake of simplicity, it is assumed that the hole spins are
not affected by the transverse field due to their small in-plane g factors [48]. The mixing
of the basic electron spin states in a magnetic field, tilted by the angle θ from Faraday
geometry, can be described by

|+1/2〉B = C |1/2〉z +D |−1/2〉z ,
|−1/2〉B = −D |1/2〉z + C |−1/2〉z ,

(2.17)

with the coefficients C = cos(θ/2) and D = sin(θ/2).
In Voigt geometry (θ = 90°), it is C = D and the contributions of the basic spin states
are the same for both mixed electron spin states. Therefore, all four exciton states
|sjz〉 = |s〉B |jz〉z become radiative and show the same oscillator strength. According
to Eq. (2.14), the energy levels of the four exciton spin states form two degenerated
doublets with:

E|±1/2〉B = ±1/2geµBB, with B⊥z. (2.18)

For an arbitrary geometry (0° < θ < 90°), the system is in a transition stage between the
described situations for Faraday and Voigt geometry. Thus, there are two ’brighter’ states
with higher oscillator strength and two ’darker’ states with lower oscillator strength.

The σ+ and σ− polarized PL intensities I+ and I−, emitted by the four exciton lev-
els, are given by the occupancies fsj of these levels, the radiative recombination time τrad

and the coefficients C and D:

I+/− ∝
C2

τrad
f−+/+− +

D2

τrad
f++/−−. (2.19)

For simplification, the notation for the exciton spin state |±1/2,±3/2〉 is sometimes
shortened to |±±〉. The circular polarization degree ρc is then defined by the occupancy
numbers of all four spin states:

ρc =
C2(f−+ − f+−) +D2(f++ − f−−)

C2(f−+ + f+−) +D2(f++ + f−−)
. (2.20)

The occupancies fsj are determined by the rates Ws,s′ and Wj,j′ of the electron and
heavy-hole spin flips s′ → s and j′ → j, the radiative and nonradiative recombination
times, τrad and τnr, the coefficients C and D and the generation rate Gsj for excitons in



Spin dynamics in an indirect GaAs/AlAs quantum well 17

the |s, j〉 state. They can be expressed by the kinetic equations

dfsj
dt

+ (Ws̄,s +Wj̄,j)fsj −Ws,s̄fs̄j −Wj,j̄fsj̄ +Rfsj = Gsj(t), (2.21)

where R is the recombination operator

Rf−+/+− =

(
1

τnr
+
C2

τrad

)
f−+/+−,

Rf++/−− =

(
1

τnr
+
D2

τrad

)
f++/−−.

(2.22)

In case of Zeeman splitting, the spin-flip rates of the electron (heavy hole), from the
higher to the lower energy level and vice versa, differ by the Boltzmann factor α (β).
Therefore, the individual rates depend from the energetic order of the states, which in
turn depends from the g factors of electron and heavy hole. For ghh ≥ 0 and ge ≥ 0,
which is the case for the studied GaAs QW, the ratios of the rates are given by

W 1
2
,− 1

2
= W− 1

2
, 1
2

exp

(
−geµBB

kBT

)
︸ ︷︷ ︸

α

,

W 3
2
,− 3

2
= W− 3

2
, 3
2

exp

(
−ghhµBBz

kBT

)
︸ ︷︷ ︸

β

,

(2.23)

where kB is the Boltzmann constant and T the temperature. Thus, the spin-flip rate
from the lower to the higher energy level can approach zero in a strong magnetic field Bz
and / or in case of a low temperature. In the following, the spin-flip rates downwards in
energy are denoted as W− 1

2
, 1
2
≡ we and W− 3

2
, 3
2
≡ wh and the spin-flip rates upwards in

energy are given by W 1
2
,− 1

2
≡ αwe and W 3

2
,− 3

2
≡ βwh. The spin-flip rates are inversely

proportional to the spin-relaxation times of electron and heavy hole

we = τ−1
s,e and wh = τ−1

s,hh. (2.24)

For the sake of simplicity, it is assumed that the spin-relaxation times are independent
of the temperature and the strength of the magnetic field. Indeed, their power-law
dependencies [49], [50], [51] are weak compared to the exponential dependence of the
Boltzmann factors. In analogy to (2.24), the radiative and nonradiative recombination
times are expressed as the recombination rates

w = τ−1
rad and w′ = τ−1

nr . (2.25)

The kinetic equations in (2.21) can be simplified in special cases: For steady-state exper-
iments it is dfsjz/dt = 0. With non-resonant excitation all spin levels are excited equally,
therefore the generation rate is Gsjz = G. In Faraday geometry it is C = 1 and D = 0,
while it is C2 = D2 = 1/2 for Voigt geometry. The analytical solutions for steady-state
excitation with equal generation rates in all four spin states and an arbitrary magnetic



18 Physical background

field direction are presented below. The occupancies are given by

f−− =
G+ wef+− + whf−+

w̃′ + αwe + βwh
, f−+ =

(w+− + βW )G̃−+ + βWG̃+−
w−+w+− + (w+−α+ w+−β)W

,

f++ =
G+ αwef−+ + βwhf+−

w̃′ + we + wh
, f+− =

(w−+ + αW )G̃+− + αWG̃−+

w−+w+− + (w+−α+ w+−β)W
,

(2.26)

with

w̃′ = w′ +D2w and w̃ = (C2 −D2)w + w′, (2.27)

and

w−+ = w̃ + w̃′
(

1 +
αwe

w̃′ + we + wh
+

wh

w̃′ + αwe + βwh

)
,

w+− = w̃ + w̃′
(

1 +
we

w̃′ + αwe + βwh
+

βwh

w̃′ + we + wh

)
,

W = wewh

(
1 +

1

w̃′ + αwe + βwh
+

1

w̃′ + we + wh

)
,

(2.28)

and the effective generation rates

G̃+− = G

(
1 +

αwe

w̃′ + αwe + βwh
+

wh

w̃′ + we + wh

)
,

G̃−+ = G

(
1 +

we

w̃′ + we + wh
+

βwh

w̃′ + αwe + βwh

)
.

(2.29)

The model can be extended by allowing small deviations from the selection rules described
in (2.15). They can be caused by a symmetry reduction from the D2d to the C2v point
group, which leads to the mixing of heavy- and light-hole states. As a result, the two
bright states become active both in the σ+ and the σ− polarization. Thus, the symmetry
reduction causes the decrease of the circular polarization degree by the factor ξ. Another
reason for the deviation from the selection rules can be the simultaneity of a spin-flip
and a recombination process, both triggered by a phonon. In this case the dark states
become active and Eq. (2.20) is rewitten to

ρc = ξ
f−+ − f+− + Cd(f−− − f++)

f−+ + f+− + Cd(f−− + f++)
, (2.30)

for θ = 0° (Faraday geometry). Here, the factor Cd takes into account that a fraction of
excitons in the |−−〉 state recombines under emission of σ+ polarized light and excitons
in the |++〉 state can recombine under emission of σ− polarized light.

2.4.2 Linear polarization dynamics

In a QW, nonequivalent interfaces and strain lead to a symmetry reduction from the
D2d to the C2v point group [45], [22], which causes the mixing of heavy- and light-hole
states [52], [21], [53]. The mixing repeals the isotropy of the in-plane orbital Bloch
functions |X〉 and |Y 〉 at the valence band maximum, which leads to the emission of
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linear polarized light in the (xy) set of axes [54], [55]. In the following, this intrinsic
linear polarization is referred to as ρint. The heavy-hole light-hole mixing also leads to
a finite in-plane g factor of the heavy hole [6], which lifts the degeneracy of the hole
sublevels with j = ±3/2 in a transverse magnetic field. Moreover, the application of the
transverse magnetic field mixes not only the electron- but also the hole-spin states. As
a result, the |++〉 and |−−〉 states become vertically polarized and the |+−〉 and |−+〉
states become horizontally polarized.
The kinetic equations (2.21), describing the occupancies of the indirect exciton spin levels,
can also be applied for the calculation of the field-induced linear polarization degree. To
take into account the intrinsic polarization ρint, the recombination operator R must be
rewritten to

Rf++/−− =

(
1 + ρint

2τrad
+

1

τnr

)
f++/−−, (2.31)

Rf+−/−+ =

(
1− ρint

2τrad
+

1

τnr

)
f+−/−+, (2.32)

and the linear polarization degree, measured in the (xy) axes set, is given by

ρl =
(1 + ρint)(f++ + f−−)− (1− ρint)(f+− + f−+)

(1 + ρint)(f++ + f−−) + (1− ρint)(f+− + f−+)
. (2.33)

In principle, the dynamics of the linear polarization degree can be obtained by calculating
Eq. (2.33) with the time-depended solutions fsj(t) of the kinetic equations (2.21) for
pulsed excitation G(t). In addition, a simplified model is introduced in which the linear
polarization degree is described by

ρl(t) = 4se(t)sh(t), (2.34)

with si as the mean spin component of the electron (i = e) / hole (i = h). In the following,
the hole states Jz = ±3/2 are given by the pseudospin states j = ±1/2. Therefore, se

and sh both range between +1/2 and −1/2. The temporal development of the mean spin
si(t) from the initial mean spin s0

i to the thermal spin polarization 〈si〉 is determined by
the effective spin relaxation time τ̃s,i and given by:

si(t) =
(
s0
i − 〈si〉

)
e−t/τ̃s,i + 〈si〉. (2.35)

Thus, the dynamics of the linear polarization degree can be described by

ρl(t) = 4
[(
s0

e − 〈se〉
)
e−t/τ̃s,e + 〈se〉

] [(
s0

h − 〈sh〉
)
e−t/τ̃s,h + 〈sh〉

]
. (2.36)

The initial mean spin s0
i can arise during the energy relaxation process of electrons and

holes directly after their generation. It is given by

s0
i = −1

2
tanh

(
ρ0
i∆i

2kBT

)
, (2.37)
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where p0
i is the initial spin polarization and ∆i is the Zeeman splitting of the electron /

hole levels. The thermal spin polarization 〈si〉, which sets in for long delay times after
the generation, is defined by

〈si〉 = −1

2
tanh

(
∆i

2kBT

)
, (2.38)

and the effective spin relaxation time τ̃s,i of the electron / hole is given by the sum of
the spin-flip rates to the lower and the higher spin levels

1

τ̃s,i
=

∑
m=±1/2

W
(i)
m,m̄. (2.39)

In case of an intrinsic linear polarization ρint, the dynamics of the linear polarization
degree can be approximated by

ρ̃l(t) ≈
ρl(t) + ρint

1 + ρintρl(t)
. (2.40)

2.5 Hyperfine interaction with the X electron

The hyperfine interaction is the interaction between the spins of charge carriers and the
spins of the nuclei. In QDs it is the most important channel for carrier-spin relaxation,
since the spin-orbit interaction is weak for the localized carriers [6]. Moreover, the cou-
pling between the charge carrier and the nucleus is enhanced by the localization, which
leads to a stronger interaction. The strength of the interaction can be described by the
hyperfine coupling constant A, which depends on the wave function of the carrier at the
nucleus. For Γ electrons, with s type wave functions, these values are well known. In
contrast, there are no such values for X electrons up to now. Moreover, the investigation
of the hyperfine interaction in the X valley is interesting, since the related wave function
deviates from the pure s type [56].
In Ref. [57], the hyperfine coupling constant A is calculated for X electrons in the vicinity
of In, Al and As atoms. Moreover, a model is introduced, which describes the exper-
imental PRC and Hanle curves for the case of anisotropic hyperfine interaction. The
underlying theory is summarized in this section.

In general, the hyperfine interaction between a charge carrier and a nucleus is described
by the following Hamiltonian [58]:

Hhf = 2µBµII

[
8π

3
sδ(r) +

l

r3
− s

r3
+ 3

r (sr)

r5

]
, (2.41)

with the Bohr magneton µB, the magnetic moment of the nucleus µI = gIµN (where gI
is the g factor and µN the nuclear magneton), the nuclear spin I, the electron spin s, the
vector between the nucleus and the electron r and the angular momentum ~l = r × p
with the linear momentum p. The main contribution to the hyperfine interaction is
delivered by the Fermi contact interaction, which is represented by the first term of the
Hamiltonian. However, this term only contributes if the probability density at r = 0
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is non-zero, which is only the case for s-type wave functions. The three other terms
describe the dipole-dipole interaction, which depends on the distance between the carrier
and the nucleus. Since the hyperfine interaction is short range, cross contributions from
neighbor atoms can be neglected [59].
For the studied case of a X electron in a (In,Al)As QD it is assumed that the three
valleys, Xx, Xy and Xz, are split from each other and their mixing is negligible [60].
Moreover, the large band gap at the X point leads to a weak spin-orbit interaction [47].
The shape of the electron Bloch wave function is determined by symmetry considerations,
which depend on the type of the nucleus. For the In and Al cations (c) and the As anion
(a) the functions are derived from the Supplemental Material of Ref. [61]. For the Xz

electron they are given by

Ψc(r) = αPPz(r) + αTDxy, (2.42a)

Ψa = αSS(r) + αDDz2 . (2.42b)

S(r), Pi(r) (with i = x, y, z) and Di(r) (with i = xy, yz, xz, x2 − y2, z2) are products of
radial functions and tesseral harmonics, which refer to the s, p and d types of the atomic
orbitals. The coefficients αS , αP , αD and αT are real. For the Xx and the Xy electrons
the corresponding wave functions are obtained from (2.42) by rotating the coordinate
system.
For Xz-valley electron, the Hamiltonian can now be rewritten to

Hhf = A⊥n (Ixsx + Iysy) +A‖nIzsz. (2.43)

The hyperfine coupling constants A⊥n and A
‖
n, for the axes perpendicular and parallel to

the valley, depend on the coefficients αS , αP , αD and αT . The index n labels the different
nuclei In, Al and As. In the following, the focus will be on the As atoms, since the S(r)

function contributes only for the electrons at these atoms. A⊥As and A
‖
As are given by

A⊥As = (25.7α2
S − 3.2α2

D − 1.4αSαD)A0, (2.44a)

A
‖
As = (25.7α2

S + 6.4α2
D + 2.7αSαD)A0, (2.44b)

The coefficients are calculated by density-functional theory (DFT) with the WIEN2k
package [62] to αS = 0.50 and αD = 0.63 for AlAs and αS = 0.49 and αD = 0.41 for InAs
[57]. A0 is a constant. Although it can be seen that the main contribution is caused by
the Fermi contact interaction in the s shell, the weaker dipole-dipole interaction in the d
shell leads to a distinct anisotropy of the hyperfine interaction, which is given by

ε = A⊥As/A
‖
As. (2.45)

For the X valley in an In0.7Al0.3As alloy, it is A⊥As = 5.19A0, A
‖
As = 8.33A0 and ε = 0.62.

An analogous calculation can be performed for a Γ electron at the As atom. Since
its wave function is mainly of the s type, the hyperfine coupling constant is given by
AΓ

As = 25.7α2
SA0. DFT calculations yield αS = 0.76 for AlAs and αS = 0.70 for InAs.
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For the In0.7Al0.3As alloy it is AΓ
As = 13.25A0. Thus, for the Γ electron, the hyperfine

coupling with the As nuclei is about 1.6 to 2.6 times stronger than for the X electron.
In experiments AΓ

As was determined to 43.5 µeV [63]. Thus, it is A0 = 3.3 µeV and for

the X electron A⊥As = 17.0 µeV and A
‖
As = 27.3 µeV are expected.

In principle, the hyperfine coupling of an electron and a nucleus causes the Lamor pre-
cession of the electron spin around the direction of the nuclear spin and the precession of
the nuclear spin around the hyperfine field of the electron. In a QD, the electron interacts
with large number of nuclei, whose spin directions fluctuate randomly. When integrated
over a long period of time, the average magnetic field of the nuclei is zero. However, on
small time scales (ns range) the fluctuations lead to an effective nuclear magnetic field
BN with random magnitude and direction. The distribution of BN follows a Gaussian
function with the center at

BN =
A
‖
As

geµB

√
I(I + 1)

3

V0

V
. (2.46)

Here, ge is the electron g factor, I is the nuclear spin, V0 is the volume of the primitive
cell and V is the QD volume. Note that BN is the strength of the nuclear field along the
direction of the respective Xα valley with α = x, y, z. The variance of the nuclear field
is given by

〈(Bα
N)2〉 = ∆2

αB
2
N, (2.47)

with ∆2
α = AαAs/A

‖
As.

The precession of the electron around the nuclear field is
√
N times faster than the

precession of the nuclei around the electron spin, when N is the number of nuclei that
are involved in the interaction. For N � 1, the fluctuations of the nuclear field can be
considered as ’frozen’ for the electron [64]. If the exciton relaxation time is much longer
than the precession of the electron spin around the direction of the total magnetic field
B∗ = B + BN, the projection of the spin on the z axis is reduced to

ρz = ρ0

〈
cos2 θ

〉
= ρ0

〈
B∗2z

B∗2x +B∗2y +B∗2z

〉
= ρ0

〈
b2z

b2x + b2y + b2z

〉
, (2.48)

where ρ0 is the spin polarization without nuclear fields, θ the angle between the total
magnetic field and the z axis and b ≡ B∗/BN. Equation (2.48) shows that an external
magnetic field (B > BN), directed along the z axis, can stabilize the spin polarization
(ρz = ρ0). The dependency ρz(Bz) is the ’polarization recovery curve’ (PRC). In contrast,
a magnetic field along the x (or y) axis can lead to the complete suppression of the spin
polarization (ρz = 0), the well known Hanle effect. The related dependency ρz(Bx) is
the Hanle curve.
In an ensemble of QDs, strength and direction of BN vary from dot to dot. The integration
of ρz over the Gaussian distribution leads to

ρz(B/BN) =
ρ0√

8π3∆x∆y∆z

∫∫∫
eβ · b2z

b2x + b2y + b2z
dbxdbydbz, (2.49)
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with

β =


− b2x

2∆2
x

−
b2y

2∆2
y

− (bz −B/BN)2

2∆2
z

, for B ‖ z,

−(bx −B/BN)2

2∆2
x

−
b2y

2∆2
y

− b2z
2∆2

z

, for B ‖ x.

The numeric solution of Eq. (2.49) describes the PRC for B ‖ z and the Hanle curve for
B ‖ x. Note that the half widths at half maximum (HWHM) of the polarization curves,
B1/2, are not equal to BN but it is [65]

BN = B1/2/(2ε). (2.50)





3 Experimental Details

All experiments presented in this work are based on the optical excitation of excitons and
the detection of the photoluminescence (PL), which is emitted during their subsequent
recombination. The basic structure of the PL setup consists of a laser, which is focused
on a sample in a cryostat, a lens to collect and collimate the PL, a second lens to
focus the PL on the slit of a monochromator and a detector, which transforms the PL
intensity into an electrical signal. More specific setups allow to measure the PL intensity
in dependence of spectral energy, excitation energy, temperature, magnetic field strength
and angle, polarization, and, in case of pulsed excitation, in dependence of time.
The experiments can be described by four different categories, which are presented in
Sec. 3.1. Since a large part of this work deals with the circular and linear polarization
degree of excitons, the required measurement techniques are explained independently
from the surrounding setups in Sec. 3.2. Then the different setups that were used for
this work are described. Here, it makes sense to differentiate between macro- (Sec. 3.3)
and microscopic experiments (Sec. 3.4), as switching between these two methods requires
the most changes. Steady-state and time-resolved methods are discussed for both types
of experiments.

3.1 Basic experimental categories

In order to distinguish between different types of experiments, it is useful consider the
following cases:

1) Macroscopic and microscopic measurements: With one exception, all experiments
in the present work are macroscopic, which means that they can be performed without
the help of microscopic tools. In these measurements, the diameter of the laser spot and
the position of the studied area on the sample are not relevant for the results. However,
for the microscopic measurements, presented in Section 6.4.2, these parameters are very
crucial and must be controllable in the micrometer range. The microscopic technique is
described in section 3.4.

2) Nonresonant and resonant / selective excitation: Resonant excitation means that
the photon energy of the laser beam is equal to the energy gap of the studied transition,
while the nonresonant excitation is connected with the energy relaxation from the ex-
cited to the studied energy level. As it is demonstrated in Sec. 4.1.2 and Sec. 4.2.1, the
QW and the QD layers of the studied samples are embedded between two 20-nm-thick
AlAs layers, which serve as energetic barriers with a band gap of about 2.30 eV. For an
effective, non-resonant excitation, a photon energy above this barrier is chosen, usually
3.49 eV. In case of the (In,Al)As/AlAs QD ensemble, with a broad distribution of QD
sizes, it is possible and useful to excite a fraction of dots resonantly with a photon energy
between 1.52 eV (GaAs substrate) and 2.30 eV (AlAs barrier). However, for excitation
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energies above the ΓX transition energy EΓX , the resonant excitation of the direct exci-
ton is accompanied by the energy relaxation of the electron from the Γ to the X valley.
Therefore, the excitation of the X exciton is not resonant and the expression ’resonant
excitation’ is changed to ’selective excitation’ as it is possible to select the size of the
QDs via the excitation energy.

3) Steady-state and time-resolved experiments: In general, a system is in a steady state
if the parameters that describe or influence the state are time independent. A parameter
that describes the state of a QD is, for example, the PL intensity, and one influencing
parameter is the ambient temperature. In a steady-state experiment, all influencing pa-
rameters are kept constant during the measurement and it is assumed that the measured
parameter is constant too. The measurement can be repeated for different values of
an influencing parameter. If the laser intensity is constant during the measurement, one
speaks of continuous-wave (cw) excitation. However, it should be noted that steady-state
experiments are also possible with pulsed excitation if the PL intensity is averaged over
a period that is much longer than the time between two laser pulses.
In a time-resolved experiment, an influencing parameter is changed while a descriptive
parameter is measured at successive times after the change. In the time-resolved ex-
periments presented in this thesis, the changed parameter is the laser intensity, realized
by pulsed excitation. The time-resolved measurement of the PL intensity enables the
determination of the exciton recombination time.

4) Faraday and Voigt geometry: The direction of the magnetic field B with respect
to the sample growth axis z is an important parameter in spin physics. Therefore, some
expressions for the alignment need to be introduced. It is assumed that the exciting light
beam is always parallel to z. In the so-called ’Faraday geometry’, the direction of B is
parallel to z (B ‖ z). In this case, the perpendicular components of B to z are zero and it
is B = Bz. The angle θ between B and z is zero. One also speaks of a ’longitudinal’ field.
In ’Voigt geometry’, the direction of B is perpendicular to z (B⊥z). In this case, the
parallel component Bz is zero and it is either B = Bx or B = By. The angle θ between
B and z is 90°. One also speaks of a ’transverse’ field. Thus, the equivalent expressions
are:

Faraday geometry, B ‖ z, B‖, B = Bz, θ = 0°, longitudinal field
and

Voigt geometry, B⊥z, B⊥, B = Bx,y, θ = 90°, transverse field

Magnetic field directions that differ from the Faraday or Voigt geometry are described
by the angle θ between B and z.

3.2 Polarization measurements

3.2.1 Polarized light

This section summarizes basic (textbook) knowledge about polarized light and its detec-
tion. A detailed description of the topic can be found in Ref. [66].
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Light, propagating along an axis z, is circularly polarized if the vector of the electri-
cal field E is rotating with constant amplitude and frequency around z. The two possible
rotation directions define the two types of circularly polarized light: σ+ and σ−. Lin-
early polarized light is characterized by an E vector with an oscillating amplitude along
a fixed axis, which is perpendicular to z. Elliptical polarization is a mixture of circular
and linear polarization, while unpolarized light shows no periodical behavior of the E
vector.
Polarized light can always be decomposed into two components with perpendicular E
vectors. First, the two directions perpendicular to the z axis are defined as x and y axes.
The rotating E vector of circular polarized light can be decomposed into two perpen-
dicular vectors Ex and Ey with equal amplitudes, which are oscillating along x and y
with a phase shift of π/2 (90°) to each other. Linear polarized light, with an E vector
oscillating along a random but fixed direction, can be decomposed into two beams with
perpendicular E vectors. The amplitudes of Ex and Ey can be different but they are
oscillating in phase.

The polarization degree of light can be determined with the help of wave plates and
Glan-Thompson prisms. These optical devices are made of a birefringent (double re-
fracting) material, such as quartz, in which the refractive index of light depends on the
direction of the E vector with respect to the optical axis of the material. When a light
beam is propagating along this optical axis it exhibits no double refraction, since the
E vector is always perpendicular to the optical axis. The index of refraction for this
’ordinary’ beam is no. However, when the light beam is not parallel to the optical axis,
there are usually two components of the light: One with a perpendicular and one with
a parallel E vector to the optical axis. The latter is the ’extraordinary’ beam, which
exhibits a refractive index of ne instead of no. The different indices lead to different
velocities inside the material and thus to a phase shift of the components. Moreover, the
two components can split into different directions if the beam hits the surface under an
angle. Phase shift and splitting depend on the thickness of the birefringent material.
In wave plates, the optical axis is parallel to the two main surfaces of the plate. For a
quarter-wave plate, the thickness of the material is chosen so that the phase shift between
the ordinary and the extraordinary component is equal to π/2. In case of a half-wave
plate the phase shift is π. It is now defined that the wave plate is in the 0° position
when the optical axis is aligned along the y direction. When a circular polarized light
beam passes a quarter-wave plate, which is in the 0° position, the Ey vector experiences a
phase shift of π/2 and is now in phase with the Ex vector. The transmitted light is linear
polarized and E is oscillating along the diagonal between x and y. E can be aligned
along the x or y axis by rotating the quarter-wave plate to +45° or −45°, depending on
the type of circular polarized light.
When a linear polarized light beam, with Ex = Ey (diagonal), passes a half-wave plate,
which is in the 0° position, the Ey vector experiences a phase shift of π. Thus, the diago-
nally oscillating vector E is rotated by 90°. Generally, an angle of ϕ between the optical
axis of the half-wave plate and the direction of E causes a rotation of E by 2ϕ.
A Glan-Thompson prism is a birefringent cuboid with the optical axis parallel to its
smaller entrance and exit surfaces. The cuboid has a diagonal cut, which is chosen so
that the ordinary beam is totally reflected while the extraordinary beam is transmitted
with almost no reflection or refraction. If the optical axis is directed along the y axis,
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linear polarized light with E = Ey is transmitted and light with E = Ex is reflected.
In order to measure the circular polarization degree of a light beam, it is send through a
system consisting of a quarter-wave plate and a Glan-Thompson prism. If the quarter-
wave plate is set to +45° and the optical axis of the Glan-Thompson prism is aligned
along the y axis, only σ+-polarized light is completely transmitted, while σ−-polarized
light is completely blocked. The −45° setting of the quarter-wave plate leads to the
opposite result. Linearly polarized light of any polarization angle delivers a constant
transmission for both settings. The light intensity I, measured for the +45° setting is
denoted as I+ and as I− for the −45° setting. The circular polarization degree is given
by

ρc =
I+ − I−
I+ + I−

. (3.1)

The determination of the linear polarization degree can be carried out with a half-wave
plate and a Glan-Thompson prism or with two quarter-wave plates and a Glan-Thompson
prism. Here, only the first method is discussed. If the half-wave plate is set to 0° and
the Glan-Thompson prism is aligned along the y axis, the system will only transmit
the ’vertically polarized’ component with E = Ey, while the ’horizontally polarized’
component Ex is blocked. The ±45° settings of the half-wave plate lead to the opposite
result. Circular polarized light delivers a constant transmission for both settings. The
light intensity, measured for the 0° setting is denoted as I0 and as I90 for the ±45° settings.
For the complete description of the linear polarization, it is necessary to measure the PL
intensity also in the -22.5° (I135) and the +22.5° (I+45) settings of the half-wave plate.
Otherwise, the examination of diagonal polarized light would result in a polarization
degree of 0. Thus, the full linear polarization degree is given by

ρl =

√
(I0 − I90)2 + (I45 − I135)2

I0 + I90
. (3.2)

The set of (I0 +I90), (I0−I90), (I45−I135) and (I+−I−) is known as ’Stokes parameter’.

3.2.2 Optical orientation and magnetic field induced polarization

In PL experiments, the knowledge of ρc and ρl alone does not necessarily provide infor-
mation about the physical origin of the polarization. For simplification, let’s consider a
laser as light source and an excitonic two-level energy system in which the two energy
levels have the opposite polarization, i.e. either σ+ and σ− or vertical and horizontal
polarization. The polarization of the PL can now stem from two different sources:
1) The polarization of the laser light is fully or partly preserved by the two-level system
and the emitted PL has the same polarization as the laser light. For example the laser
emits σ+ polarized light and excites the σ+ state of the exciton. If the exciton spin re-
mains unchanged until the recombination occurs (τs > τr), the polarization is preserved.
This effect is called ’optical orientation’. In case of linear polarized light, the effect is
called ’optical alignment’ [67].
2) Unpolarized laser light excites both states of the two-level system equally. If the en-
ergy levels are split by ∆E and it is τr > τs and ∆E > kBT , where T is the temperature
of the system, the lower state is preferred and the emitted PL shows the polarization of
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the lower level. In case of circular polarized states, the splitting can be caused by the
Zeeman effect in an external, longitudinal magnetic field. This effect is called ’magnetic
field induced’ polarization [68], [69]. In case of linear polarization, the splitting might be
caused by the anisotropic exchange splitting in asymmetric QDs.
Both sources of polarization can occur simultaneously. To determine the degrees of op-
tical orientation and magnetic field induced polarization of the circularly polarized PL,
it is necessary to measure the circular polarization degrees, ρ+

c and ρ−c , for σ+ and σ−

polarized excitation:

ρ+
c =

I+
+ − I+

−
I+

+ + I+
−
, ρ−c =

I−+ − I−−
I−+ + I−−

, (3.3)

where Ia
b is the intensity of the σb polarized PL under excitation with σa polarized laser

light. Then the optical orientation degree ρoo and the magnetic field induced polarization
degree ρc,B are given by [70]

ρoo =
ρ+

c − ρ−c
2

, ρc,B =
ρ+

c + ρ−c
2

. (3.4)

The circular polarization degree ρc, as it is defined in Eq. (3.1), is the sum of ρoo and
ρc,B. Therefore, there are two conditions that simplify the measurement: 1) If the sample
is excited with unpolarized light, it is ρoo = 0 and ρc,B = ρc. Usually, this is also the case
with nonresonant excitation, since it can be expected that the polarization of the laser
light is lost during the energy relaxation. 2) If the external magnetic field is zero, the
magnetic field induced polarization is zero too. Thus, it is ρc,B = 0 and ρoo = ρ+

c = −ρ−c .
For linearly polarized PL, the optical alignment is defined analogously to Eq. (3.3).

3.3 Macro Setups: Steady-state and time-resolved
photoluminescence

The basic setup, which was used for all macroscopic PL measurements, is shown in Fig.
3.1. Laser, detection system and synchronization system vary for different kinds of mea-
surements. The details are given in this section.

Steady-state experiments on (In,Al)As/AlAs QDs, which are presented in chapter 6,
were performed in the labs of the Ioffe Institute in Saint Petersburg and at the Techni-
cal University of Dortmund. Although several components of the setups differ from one
another, the measuring principles are the same. Since most of these measurements were
carried out at the Ioffe Institute, the method used here is given first and the method
used in Dortmund, if different, is given in brackets.
The sample was placed in a cold-finger closed-cycle cryostat (liquid helium bath cryostat),
in which the temperature can be reduced to 10 K (∼ 1.6 K). A tunable cw Ti:sapphire
laser was used for the selective excitation. The laser beam was almost parallel to the
z axis of the sample. A small angle in between reduced the intensity of the reflected
laser light. The PL was dispersed by a double monochromator (0.5 m monochromator)
and detected by an avalanche photodiode (a liquid nitrogen-cooled charge-coupled-device
(CCD) camera). For polarization measurements, the laser light was circularly / linearly
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Figure 3.1: Basic setup for macroscopic PL measurements. The laser beam (red) is
focused by lens L1 onto the sample, which is placed in a cryostat. A magnetic field can
be applied by the surrounding solenoids (here: Voigt geometry). The PL is collected by
lens L2 and focused onto the entrance slit of the monochromator. The intensity of the
dispersed PL is measured by the detection system. The polarization of the laser beam
and the PL can be selected by a wave plate (WP) and a Glan-Thompson Prism (GT)
each. In case of time-resolved measurements, the detection system is synchronized with
the pulsed laser, which is indicated by the dashed part of the setup.

polarized by a Glan-Thompson prism and a quarter- / half-wave plate. The polarized
PL was selected by a photoelastic modulator and a quarter-wave plate (Glan-Thompson
prism and a quarter- / half-wave plate). Magnetic fields up to 100 mT (10 T) were
applied by an electromagnet (a superconducting split-coil solenoid). The direction of the
field could be changed continuously between the parallel and the perpendicular alignment
to the growth axis z of the sample.
The GaAs/AlAs QW structure was studied in Dortmund under nonresonant excitation
only. For this purpose the third harmonic of a pulsed, Q-switched Nd:YVO4 laser with
a photon energy of 3.49 eV, a repetition rate of 2 kHz and a pulse duration of 5 ns was
used. For the steady-state experiments, the setup was structured as described above for
the QD sample, see also Fig. 3.1. The results are presented in chapter 5.

Time-resolved measurements were performed at the Technical University of Dortmund.
For this purpose, the setup is supplemented by a synchronization system to trigger the
detection system, see dashed part of Fig. 3.1. For the nonresonant excitation of the
(In,Al)As/AlAs QD ensemble, a pulsed, Q-switched Nd:YVO4 laser with a photon en-
ergy of 3.49 eV and a pulse duration of 5 ns was used. The laser beam was almost parallel
to the z axis of the sample. The sample was placed in a liquid helium bath cryostat with
superconducting split-coil solenoids. Thus, it was possible to decreased the temperature
down to 1.6 K and to increase the magnetic field up to 10 T. To change the direction
of the magnetic field from Faraday (B ‖ z) to Voigt geometry (B⊥z), the cryostat was
rotated by 90° with respect to the sample.
The PL of the (In,Al)As/AlAs QD ensemble was dispersed by a 0.5 m monochromator
and detected by a gated CCD camera. A function generator created a trigger signal with
a frequency of 2 kHz to synchronize the laser and the gated CCD camera. In order to
measure the PL intensity as a function of the time after the laser pulse, the temporal
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delay tdelay between the trigger signal and the begin of recording was varied between 0 ns
and 500 µs. The exposure time tgate was optimized with regard to signal intensity and
time resolution for the different values of tdelay. The highest possible resolution of the
camera is 1 ns. For a PL spectrum measured after a delay of tdelay and an exposure time
of tgate, the characteristic time is t = tdelay + 1

2 tgate with ∆t = ±1
2 tgate. The results of

the time-resolved experiments on the (In,Al)As/AlAs QD ensemble are presented in Sec.
6.2.
For the GaAs/AlAs QW, the time-resolved PL intensity was measured with a photo-
multiplier tube (PMT), which was connected to a multichannel analyzer (MCA) with
a time resolution of 30 ns. The MCA was synchronized with the Nd:YVO4 laser via a
function generator. The function generator delivered a start signal for the MCA, which
counted the number of events in 64 subsequent time windows. The duration of these
time windows tgate was varied between 30 and 10000 ns. The accumulation time for one
decay curve was usually between 5 and 15 minutes. The results are presented in Sec. 5.4.

The time-resolved measurements under selective excitation of the (In,Al)As/AlAs QD
ensemble, presented in Sec. 6.6.2, were performed with a picosecond optical parametric
amplifier (OPA), pumped by a Pharos laser. The output wavelength of the OPA could
be tuned between 315 and 2700 nm and the pulse duration was 3.3 ps. The repetition
rate was 30 kHz and could be reduced down to 1 Hz by a pulse picker. Since the laser
system was not in the same room as the rest of the experimental setup, the laser beam
was guided by a fiber to the setup. This multimode fiber (300-1200 nm) had a length of
about 50 m and a diameter of 400 µm. In order to synchronize laser and CCD camera,
the laser beam was passed through a glass plate, whereby a small fraction was deflected
onto a photodiode. The voltage rise, caused by the photocurrent in the diode, was used
as trigger signal (t = 0) for the gated CCD camera.

3.4 Microphotoluminescence of single quantum dots

The technique of microphotoluminescence (µPL) measurements is applied when the PL
to be examined is emitted from a range of several µm diameter. This includes e.g. the
study of micropillars or larger nanostructures like nanoplatelets. It can also be used to
detect the PL from single QDs in an ensemble of QDs, as it is demonstrated in Sec. 6.4.2.
For this purpose, the sample must be prepared in such a way that the local density of
QDs is reduced. In the studied case, this is archived by the creation of mesa structures
via Ar+ ion dry etching and electron-beam lithography.
Figure 3.2 shows an image of a mesa, which was made by a scanning electron microscope.
The mesas sit on top of the GaAs buffer layer of the QD sample and have a cylindrical
shape with a diameter of 200−500 nm. In order to protect the structure from oxidation,
it was covered with dielectric Si3N4 directly after the etching. The amount of QDs on a
mesa structure can be estimated by the QD density and the size of the mesa. For sample
RC 1517 with a density of 1.2 · 1010 cm−2 this results in approximately 4 to 24 dots per
mesa.
The sample was placed in a microcryostat and cooled down to 8 K by helium-gas flow.
The laser beam was focused to a spot of 10 µm diameter by a 50 Mitutoyo microscope
objective with an numerical aperture of 0.42. In order to position the laser spot exactly on
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Figure 3.2: Single mesa structure of the (In,Al)/AlAs QD sample recorded with a scanning
electron microscope.

the mesa, the sample was shifted by an Attocube XYZ piezodriver. For the measurement
of time-integrated PL spectra a continuous-wave laser with a photon energy of 3.07 eV
was used. Linear polarized PL was selected by an achromatic half-wave plate and a Glan-
Taylor prism. For the time-resolved measurements a pulsed semiconductor laser with a
photon energy of 3.07 eV and a repetition rate of 30−50 MHz was used. To study the PL
dynamics of single QDs, spectral lines were chosen with a tunable bandpass filter. The
emission was detected by a Si single-photon avalanche diode with a temporal resolution
of 40 ps.



4 Sample properties

This chapter summarizes the previously known structural and physical properties of the
studied samples, the ultrathin GaAs/AlAs QW and the (In,Al)As/AlAs QD ensemble,
both with indirect band gaps in momentum space. Although the studied QW and the QD
ensemble have structural similarities like the GaAs substrate and the AlAs matrix, which
is causing the confinement along the z direction, they differ in material composition and
spatial degrees of freedom. In Ref. [26], it is demonstrated that the (In,Al)As/AlAs QDs
have type-I band alignment, while the GaAs/AlAs QW is of type-II [14]. The logical
link between the two structures might be the InAs/AlAs QW with type-I alignment [14],
which is studied in Sec. 5.1 together with the GaAs/AlAs QW. In the cited references it
is also shown that the Xxy valley is the lowest point of the conduction band in all three
structures. To give an overview about the sample properties, the growth details and the
current states of research for the GaAs/AlAs QW and (In,Al)As/AlAs QD structures are
presented in the following sections.

4.1 GaAs/AlAs quantum well with type-II alignment

4.1.1 Previous research on similar structures

Around 1990 the band structures of GaAs/AlAs QWs and superlattices were studied
with regard to their dependence on the size of the GaAs and the AlAs layers. A type-II
structure is achieved, if the GaAs layer is smaller than 35 Å [71] [72], provided that the
AlAs layer is thicker than 15 Å [73]. Then, the holes are located in the GaAs layer at
the Γ point of the valence band, while in AlAs, an indirect semiconductor, the lowest
state of the conduction band is the Xxy state. If the size of the AlAs layer is reduced
below 60 Å, the energy levels of Xxy and Xz cross and Xz becomes the ground state
[74]. To distingish between these two cases, the shapes of the PL spectra were studied:
The recombination of the Xxy electron is mainly phonon-assisted and accompanied by
several phonon replicas in the spectrum, while the recombination of the Xz electron is
caused by the mixing with the Γ-electron state in GaAs and thus characterized by a
strong zero-phonon line [75]. A further decrease of the AlAs layer size enhances the ΓXz

mixing, resulting in the decrease of the recombination time [32]. However, for both types
of excitons the recombination time is much longer than for direct band-gap excitons. In
case of the Xxy exciton it can reach several hundreds of microseconds [76].
Moreover, in a GaAs/AlAs QW with type-II alignment, a strong increase of the spin-
relaxation time was observed with respect to type-I structures, which was attributed to
the reduction of the exchange interaction [77]. As the strength of the exchange interaction
depends on the distance between electron and hole, the fine structure splitting δ0 depends
on the structure sizes. This relation was determined for GaAs and AlAs layers between
10 and 45 Å by means of optically detected magnetic resonance, revealing bright-dark
splittings between 0.6 to 20 µeV [78]. Further studies on the fine structure of GaAs/AlAs
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Figure 4.1: (a) Schematic representation of the studied type-II GaAs/AlAs QW with the
band structure. The diagonal arrow marks the indirect recombination of the electron
in the Xxy valley (red) of the conduction band in the AlAs layer and the heavy hole
at the Γ valley (blue) of the valence band in the GaAs layer. (b) PL spectrum of the
ultrathin GaAs/AlAs QW (black line) consisting of the no-phonon line (NP) and the
phonon replicas of LOAlAs, TAAlAs and LOGaAs phonons. The PL lines are identified by
the energetic positions of the Gaussian functions that are fitted to the spectrum. The
sum of the Gaussian curves is given by the grey, dotted line.

superlattices with the Xz exciton as ground state followed. Theses studies demonstrate
the heavy-hole light-hole mixing in quantum-beats experiments [79], [80] or focus on
the anisotropic exchange splitting [81]. However, the redistribution of excitons between
bright and dark states has not been thoroughly investigated up to now.

4.1.2 Growth details and first results of the studied sample

The studied GaAs/AlAs quantum well structure was grown by molecular-beam epitaxy
on top of a (001)-oriented, semi-insulating GaAs substrate and a 200 nm thick GaAs
buffer layer. The QW consists of two monolayers of GaAs, embedded between two 50-
nm-thick AlAs layers. The upper AlAs layer is covered by a 20 nm thick cap layer of
GaAs to protect it from oxidation. Further details can be found in Ref. [14], where
it is also demonstrated that the structure has a type-II band alignment and the lowest
point of the AlAs conduction band is found in the Xxy valley. This is illustrated in Fig.
4.1 (a). The exciton recombination dynamics of the studied ultrathin GaAs/AlAs QW
was investigated in 2016 in strong magnetic fields [31]. These studies also provide an
overview of the composition of the PL spectrum and give insight into the fine structure
of the QW. The results of this work are summarized below.
The PL spectrum of the ultrathin GaAs/AlAs QW under nonresonant excitation with
Eexc = 3.49 eV is shown in Fig. 4.1 (b) by the black line. It turns out that the spectrum
contains strong contributions from several phonon replicas in addition to the weak no-
phonon line (NP) at E = 2.091 eV, which is typical for Xxy excitons [75]. For the
identification of the replicas, five Gaussian functions with the same full width at half
maximum (FWHM = 16 meV) are fitted to the spectrum. In AlAs, the phonon energies
at the X point are 12 meV for transversal acoustic phonons (TAAlAs) and 48 meV for
longitudinal optical phonons (LOAlAs). In GaAs, the LOGaAs phonons have an energy
of 30 meV [82]. Thus, the highest PL peak at E = 2.039 eV (red) is identified as the



(In,Al)As/AlAs quantum dot ensemble 35

LOAlAs phonon replica and the second highest PL line at E = 2.074 eV (green) can be
assigned to the TAAlAs phonons. Between these two peaks another PL signal is found
at E = 2.060 eV (blue), which can be identified as the LOGaAs phonon replica. At
E = 1.989 eV a two-phonon process with LOAlAs phonons (magenta) is observed. The
sum of the Gaussian fits is shown by the dotted grey line. Its mismatch with the PL
signal at lower energies, indicates that further multi-phonon processes might play a role.
The broadening of the lines is explained by the roughness of the interface between QW
and barrier and also by deviations in the material composition of the QW [14], [83].
For low temperatures (T < 7 K), the application of a high magnetic field in Faraday
geometry (B ‖ z) leads to a strong decrease of the integrated PL intensity and to the
increase of the exciton recombination time. However, the influence of the magnetic field
can be eliminated by increasing the sample temperature. These effects were explained in
the framework of the model presented in 2.4, which describes the spin dynamics between
the dark and bright fine-structure levels of the X exciton. The comparison of theory
and experimental data allowed the estimation of the longitudinal heavy-hole g factor
ghh ≥ 2.5 as well as the determination of the radiative recombination time τrad = 0.34 ms
of bright excitons and the nonradiative recombination time τnr = 8.5 ms of bright and
dark excitons [31].

4.2 (In,Al)As/AlAs quantum dot ensemble

4.2.1 Growth details

Two (In,Al)As/AlAs QD ensembles with quite similar properties, sample AG 2890 and
sample RC 1517, are studied in this thesis. The main difference between them is the
amount of QD layers. Since sample RC 1517 contains only one layer, it is suitable for the
µPL measurements in Sec. 6.4.2 in which PL lines from single QDs are detected. For all
other measurements sample AG 2890 with 20 QD layers and a considerably higher PL
intensity is used. A detailed description of the growth procedure of the two studied QD
samples is given in Ref. [26]. The information relevant to this work is summarized below.

The studied samples are made from the III-V compound semiconductor materials in-
dium arsenide (InAs) and aluminium arsenide (AlAs) by molecular-beam epitaxy. InAs
and the barrier material AlAs intermix during the growth procedure. The InAs fraction x
in the InxAl(1−x)As QDs is determined by the temperature and interruption time during
the molecular beam epitaxy. Between 440 and 510 °C the increasing growth temperature
Tg leads to the decrease of the InAs fraction in the dots due to the enhanced intermixing
with AlAs. For Tg > 510 °C, x decreases further, now mainly due to the evaporation
of In atoms. Therefore, in the low temperature regime, higher intermixing is connected
with a higher effective volume of the QDs, while further increase of the In concentration
leads to the decrease of the size. Since the PL energy is mainly determined by the size of
the dots, it is possible to set the central energy of the emission spectrum via the growth
temperature. Moreover, the interruption of the growth process causes an increase of the
average dot diameter and the size dispersion with time.
The nominal In concentration is x = 0.64 for sample RC 1517 and x = 0.70 for sam-
ple AG 2890. However, within a single lenticular QD the spatial distribution of InAs is
not uniform. The exact distribution is unknown but it is assumed that the maximum
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concentration is located at the center, close to the bottom of the dot. Looking at a cut
surface through the dot along the growth axis z, the decrease of the concentration can
be described by a two-dimensional Gaussian function.
Note that the QDs of both samples are nominally undoped.
The dots are grown on an AlAs layer, sitting on top of the GaAs substrate. The latter
has a (001)-orientation, which determines the growth direction z of the whole system.
The materials crystallize in the zincblende structure. In sample RC 1517, the density of
the dots is 1.2 · 1010 cm−2 and the average size is (16.3± 8.6) nm. For sample AG 2890,
the density is 3 ·1010 cm−2 and the average size is about 15 nm. The QD layer is covered
with another AlAs layer. The two surrounding AlAs layers form the QD barriers, leading
to a type-I QD system. While sample RC 1517 contains only one QD layer between its
70-nm-thick barriers, AG 2890 is made from 20 QD layers separated each by 20-nm-thick
AlAs barriers to prevent the electronic coupling between adjacent layers. To prevent
the oxidation of the top AlAs layer, both samples are covered with a GaAs cap layer.
Additionally, a SiO2 antireflection coating enhances the PL emission of RC 1517.

4.2.2 Previous state of research

The investigation of the (In,Al)As/AlAs QD ensembles, which are studied in this thesis,
got off ground in 2008. Already in 2002 the group of P. Dawson measured mircosecond
PL dynamics for InAs/AlAs QDs and initially attributed it to the recombination of elec-
trons and holes in different QDs [84] and later to the recombination of electron-hole pairs
in type-II QDs [85]. However, in 2008 it was shown by T. S. Shamirzaev et al. that the
band alignment of the dots is actually of type I [86].
As described in the growth details, the QDs of the ensemble differ in size by several
nanometers. Under nonresonant excitation with energies above the AlAs barrier, all
QDs are excited and the size dispersion is reflected in a broad emission spectrum, shown
by the red line in Fig. 4.2 (a). The carrier transfer from the AlAs barrier to the (In,Al)As
QDs and the role of the wetting layer were studied in 2010. It was found that the capture
time of several picoseconds is independent from the dot size or composition. Therefore,
the probability of occupation is the same for all QDs [27]. The QD size and composition,
which determine the energetic structure, were studied in dependence of the growth con-
ditions and it was shown, that the ground state of the conduction band can change from
the Γ to the X valley [39], [26].
The transition from the Γ to the X valley can be explained with the help of Fig. 4.2 (b),
which shows the energies of the different band minima (valleys) in dependence of the QD
size. For the largest QDs, the Γ valley of the conduction band (red line, ΓCB) is lower in
energy than the X valley (blue line) and forms the ground state of the excited electron.
This is shown on the left side of (b). For these dots the transition between electron and
hole is direct in momentum space (orange arrows), since the hole is located in the Γ valley
of the valence band (red line, ΓVB) for all QD sizes. The decrease of the QD size leads
to the energetic increase of all bands due to the stronger confinement. According to Eq.
(2.2), the slope of the bands depends on the effective mass m∗ of the respective carrier.
As the effective mass of the Γ electron is low compared to the effective mass of the X
electron (see Tab. 6.1), the energy of ΓCB increases stronger and crosses the X valley for
a specific dot size [87]. The corresponding excitation energy is the ΓX-transition energy
EΓX . Here, the mixing of Γ and X states takes place and the electron can scatter from
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Figure 4.2: (a) PL spectrum of the (In,Al)As/AlAs QD ensemble under nonresonant
excitation (red line) and PL spectrum emitted by indirect QDs under selective excitation
(blue line). Indirect exciton lines are marked as Xlow (blue) and Xhigh (green). B = 0 T,
T = 1.8 K. (b) Band structure schematics in dependence of the QD size and transitions
(colored arrows) for two QDs of different sizes with either the Γ (red line) or the X valley
(blue line) as the lowest conduction band state. Solid arrows correspond to direct and
dashed arrows to indirect transitions in momentum space. The dashed vertical line marks
the QD size at which the energies of the Γ and X electron levels are equal. EΓX is the
corresponding excitation energy. ∆EΓX is the splitting between the Γ and X electron
levels in the conduction band of indirect QDs. (c) PL peak energies of the QD spectra
(sample AG 2890) in dependence of the excitation energy. The laser line is indicated by
the red, dashed line. Observed PL features are the D line (red dots), the phonon replicas
LOInAs (triangles) and LOAlAs (squares) and the indirect exciton lines Xlow (blue dots)
and Xhigh (green dots). Dotted lines are guides for the eye. T = 1.8 K. Adapted from
Ref. [70].

the Γ to the X valley. For even smaller dots, the X-electron level is lower in energy
than the Γ level and the scattering process is accompanied by an energy relaxation. The
splitting ∆EΓX between the Γ and the X valley is denoted as the ’ΓX splitting’ in the
following.
In the spectral region of the indirect QDs the recombination time is prolonged to the
µs range [39], [29]. The long recombination time of the X excitons is one of the most
important properties of the (In,Al)As/AlAs QDs, since it extends the spin lifetime. The
prolongation can be explained by the indirect band gap in k space, which demands a
change of the electron momentum for the recombination, see Sec. 2.2. As the loss of
momentum occurs mainly due to the scattering at the heterointerface between the QD
and the AlAs barrier, the recombination time is highly sensitive to the sharpness of the
QD surface [28].
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The selective excitation of a fraction of the (In,Al)As/AlAs QDs with the same size
was first demonstrated in Refs. [29] and [88]. An example of the associated PL spec-
trum for Eexc = 1.698 eV is shown in Fig. 4.2 (a) by the blue line. In contrast to the
broad PL spectrum under nonresonant excitation (red line), selective excitation causes
several narrow PL lines, the so-called fluorescence line narrowing spectrum [89], [90].
This technique allows to determine the ΓX-transition energy EΓX and to monitor the
energetic shift ∆EΓX of the X-exciton line with respect to the Γ-exciton line in the PL
spectrum, like it is shown in Fig. 4.2 (c). For this purpose, the laser energy is tuned in
the full spectral region of the QD emission. In this way, only the fraction of dots with the
appropriate size is excited resonantly. In case of large, direct QDs the PL signal of the Γ
exciton overlaps with the laser line (red dashed line). However, a sideband of the direct
signal (red dots), shifted by about 3 meV to lower energies, can be observed. In Ref.
[29] this line is denoted as an acoustic phonon replica. In section 6.1.1 further evidence
is given for that assumption. Since the line is related to the direct recombination, it is
denoted as ’D line’ (D in figures) in the following.
Further phonon replicas can be observed in a spectral distance of about 30 and 50 meV
from the laser line, shown by the grey triangles and squares in Fig. 4.2 (c). In Ref. [70],
these lines were identified as the replicas of the LO phonons in InAs and AlAs [82].
The PL line of indirect excitons in smaller QDs moves away from the laser position with
increasing excitation energy due to the growing energy splitting ∆EΓX between the Γ
and the X valley. The PL peak positions of the direct (red dots) and indirect signals
(blue and green dots) are plotted in Fig. 4.2 (c) in dependence of the excitation energy.
The transition energy EΓX can be determined as the crossing point of these lines. For
sample AG 2890, two indirect PL lines, Xlow and Xhigh, appear in the spectra. The two

transition energies were determined to Elow
ΓX = 1.63 eV and Ehigh

ΓX = 1.67 eV [70]. The
reason for the existence of two indirect PL lines is unclear so far.

In 2012 the g factors of the X electron, the Γ heavy hole and the related indirect exciton
were measured by the spin-flip Raman technique [29], [88] for E = 1.636 eV, see Tab.
6.2. Later, the g factor of the X-valley electron was confirmed for different energies by
means of optically detected magnetic resonance [91].
The first documentation of the optical orientation of the X excitons in (In,Al)As/AlAs
QDs was given in the outlook of Ref. [88]. Further studies in small magnetic fields
(below 100 mT) showed that the optical orientation degree of the X excitons increases
strongly in Faraday geometry (B ‖ z) and decreases down to zero in Voigt geometry
(B⊥z). Surprisingly, it was found that the half width at half maximum (HWHM) of the
Hanle curve does not reflect the spin lifetime of several µs, which was expected for that
structure [70].
The spin relaxation time τs was determined under nonresonant excitation in dependence
of the longitudinal magnetic field B and the temperature T . For B > 4 T these experi-
ments revealed a spin relaxation time in the µs range with a B−5 and a T−0.85 dependency
[88]. Both relations are typical for spin relaxation via phonon scattering [92], [93].



5 Results I: Ultrathin quantum well
with indirect band gap

The study of spin dynamics in the GaAs/AlAs QW is particularly interesting due to
the extremely long exciton lifetime of 0.34 ms [31] in this structure, which is caused by
the type-II alignment and the indirect band gap in momentum space. Moreover, the
lack of electron-hole exchange interaction leads to the degeneration of the exciton states,
which can be lifted by the Zeeman effect. This new situation makes it possible to inves-
tigate the spin dynamics between bright and dark states, which is reflected, for example,
in nonmonotonic dependencies of the circular polarization degree from thermodynamic
quantities.
The two following sections deal with the spin dynamics of electrons and holes between
dark and bright states and the resulting polarization properties of the GaAs/AlAs QW
sample, which is introduced in Sec. 4.1. Section 5.1 covers the field of the circular polar-
ization degree. The results are compared with the ones for an InAs/AlAs QW with type-I
alignment. In section 5.2 the linear polarization of the GaAs/AlAs QW is investigated.
In both sections, the experimental results are compared with the kinetic spin model (see
Sec. 2.4) in order to determine important structure parameters.
The samples are studied under nonresonant, pulsed excitation with a photon energy of
3.49 eV. All QW studies in this work are related to phonon-replica lines of the QW spec-
trum. As the origin of the NP line is not fully understand yet, it is excluded from the
analysis and the discussion.

5.1 Circular polarization dynamics

5.1.1 Experimental results and kinetic spin model

The circularly polarized exciton PL was measured for the GaAs/AlAs and the InAs/AlAs
QW at different field strengths, field directions and temperatures in steady-state experi-
ments. The sign of the polarization is determined via a control sample with known sign
[94]. For the GaAs/AlAs QW, Fig. 5.1 (a) shows the PL spectra of the polarized in-
tensity components I+ (red line) and I− (blue line) in a longitudinal magnetic field with
B = 4 T. The related polarization spectrum is presented in Fig. 5.1 (b) by the red line.
At the spectral position of the LOAlAs phonon replica, the circular polarization degree
reaches its maximum of 61%. At the TAAlAs line the value is about 50%. Surprisingly,
the increase of the magnetic field strength from 4 to 10 T (purple line) leads to the
decrease of the circular polarization degree. In absence of a magnetic field (blue line),
the circular polarization is zero for the whole spectral range. Since the overall shape of
the polarization spectrum is preserved for changes in the magnetic field strength, the
analysis only refers to the LOAlAs line.
Figures 5.1 (c) and (d) show the circular polarization degree (colored symbols) in depen-
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Figure 5.1: (a) Spectra of the circular polarized PL components I+ (red) and I− (blue),
emitted by the GaAs/AlAs QW for B = 4 T. (b) Circular polarization spectra at different
magnetic field strengths (B ‖ z) for T = 1.8 K. (c) and (d) Magnetic field induced
circular polarization degree of the LOAlAs phonon replica measured for GaAs/AlAs (a)
and InAs/AlAs (b) in Faraday geometry (B ‖ z) for different temperatures. The lines
show the results of fitting the model function (5.1) to the data sets. The arrows mark
the magnetic field values Bmax at which the fit functions reach their maximum values.
(e) Bmax in dependence of the temperature. The values (squares) are taken from (c) and
(d). For GaAs/AlAs, the orange line represents Eq. (5.2) with the parameters τe/τh and
gh which are obtained from the fit in (c). For InAs/AlAs, the magenta line is a linear fit
of the type Bmax = aT with the parameter a = 2.121 T/K. gh is obtained from the fit in
(d) and τe/τh by the comparison of the linear fit with Eq. (5.2).

dence of the longitudinal magnetic field for different sample temperatures. For B = 0,
the polarization is always zero. The application of a magnetic Faraday field initially leads
to the increase of ρc. The slope of this increase is determined by the sample temperature.
At the lowest temperatures, T = 1.8 K for GaAs/AlAs and 1.5 K for InAs/AlAs, the
experimental data show a nonmonotonic behavior of the circular polarization degree. For
GaAs/AlAs, the highest degree of 60% was measured at 4.8 T. Stronger fields lead to the
decrease of ρc down to 39% at 10 T. For InAs/AlAs, the maximal circular polarization
degree of about 25% is expected between 2 and 4 T. At higher fields, ρc decreases and for
B > 8 T it seems to saturate at around 12%. At higher temperatures, the nonmonotonic
behavior can no longer be observed in the studied magnetic field range. The colored lines
in Figs. 5.1 (c) and (d) show the results of fitting Eq. (5.1) to the data sets. The fitting
and the associated Fig. 5.1 (e) will be discussed later in this section.
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Figure 5.2: (a) GaAs/AlAs QW: Magnetic field dependency of the circular polarization
degree measured for two different angles θ of the magnetic field direction. (b) GaAs/AlAs
QW: Angle dependencies of the circular polarization degree measured for different field
strengths and temperatures. The colored lines show the results of fitting the model
function (5.1) to the data sets. (c) and (d) Repetition of the measurements presented
in (a) and (b) for the InAs/AlAs QW sample.

The impact of a tilted magnetic field on the circular polarization degree is shown in
Fig. 5.2 for both samples. In (a), the magnetic field dependence of ρc, measured for
the GaAs/AlAs QW in Faraday geometry (θ = 0°), is compared with the dependence
at an angle of 30° between B and z. Up to 4 T the increase of the circular polarization
degree is about the same for both angles. However, for higher, tilted fields (red squares)
ρc saturates at 69%, whereas in Faraday geometry (blue squares) ρc drops back to 39%,
like it is described above. In (c), it can be seen that the maximal polarization degree of
the InAs/AlAs QW excitons is only about 40% for θ = 30°.
The angle dependence of the circular polarization degree, measured for the GaAs/AlAs
QW, is shown in Fig. 5.2 (b) for B = 10 T and T = 1.8 K (blue), B = 4 T and
T = 1.8 K (green) and for B = 10 T and T = 9.5 K (red). In the first case of a high
magnetic field and a low sample temperature, the circular polarization degree has a local
minimum at 0° and the absolute maximum of ρc = 70% is found for θ = 45°. Both, the
decrease of the magnetic field strength to B = 4 T (green) and the increase of the sample
temperature to T = 9.5 K (blue) transform the local minimum to the local maximum
with ρc < 70%. As a result, the angle dependence approaches a cosine function. In all
three cases, the circular polarization degree is zero in Voigt geometry (θ = 90°). The
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experimental results for the InAs/AlAs QW sample, presented in (d), are quite similar.
However, apart from an overall lower circular polarization degree, it can be seen that the
lowering around θ = 0° is broader than for the GaAs/AlAs QW. The colored lines in Fig.
5.2 show the results of fitting Eq. 5.1 to the data sets, which is discussed in the following.

The dependencies of the circular polarization degree, shown in Figs. 5.1 and 5.2 can
be described by the kinetic spin model which was introduced in Ref. [31] and expanded
in Ref. [42]. A summery of the theory is given in section 2.4.1. In a nutshell, the model
describes the PL intensities, emitted from the circularly polarized exciton levels, as the
product of the radiative recombination time τrad and the occupancies of the respective
levels. The occupancies are given by the exciton recombination rates and the spin-flip
rates of electron and heavy hole τe and τh. The spin-flip rates, in turn, depend on the
energetic order and splitting of the four different spin states. Due to the lack of electron-
hole exchange interaction in indirect band-gap heterostructures, the splitting of the bright
and dark states is suppressed [30]. Thus, the fine structure of the GaAs/AlAs QW (and
InAs/AlAs QW) exciton is determined only by the Zeeman terms of the Hamlitonian. In
a magnetic field, the states are split depending on the strength B and direction θ of the
field and the g factors of electron and heavy hole, see Eq. (2.16). The energetic splitting
between the exciton spin states causes a magnetic field and temperature dependence of
the spin-flip rates, which is taken to account by the Boltzmann factor.
The used fit function for the circular polarization degree is derived from the expression for
strict selection rules in an arbitrary field (2.20) and the expression for weakened selection
rules in Faraday geometry (2.30). It is

ρc = ξ
C2(f−+ − f+−) +D2(f++ − f−−) + Cd(f−− − f++)

C2(f−+ + f+−) +D2(f++ + f−−) + Cd(f−− + f++)
, (5.1)

with C = cos(θ/2) and D = sin(θ/2). The occupancies f±± are given in section 2.4.1
by Eqs. (2.26). The twelve parameters of Eq. (5.1) can be divided into eight ’internal’
parameters, which describe the properties of the QW, and four ’external’ parameters,
which are given by the adjustments of the experimental setup. Internal parameters are
the spin relaxation times τe and τh, the radiative and nonradiative exciton recombination
times τrad and τnr, the g factors of electron and heavy hole, ge and gh, and ξ and Cd, which
characterize the deviations from the selection rules (see end of section 2.4.1). External
parameters of the model are strength B and direction θ of the magnetic field, the sample
temperature T and the exciton generation rate G. Note that the actual value of the
generation rate is irrelevant for the stationary experiments presented in this work.
The analysis is started with the GaAs/AlAs sample. The radiative and nonradiative
exciton recombination times were already determined in Ref. [31] to τrad = 340 µs and
τnr = 8500 µs. It is also adopted from this reference that the g factor of the electron
ge = 2 is isotropic and that the z component of the highly anisotropic heavy-hole g factor
is gh > +2.5. Time resolved measurements of the circular polarization degree, presented
in Ref. [42], which are not part of this work, revealed a heavy-hole spin relaxation time
of τh = 3 µs for the GaAs/AlAs QW. Thus, the parameters to determine are τe, gh, ξ,
and Cd.
In order to receive the highest possible accuracy of the fit parameters, the fit function
was optimized for all seven data sets, presented in Fig. 5.1 (a) and Figs. 5.2 (a) and (b),
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at once. In addition, the variation of the sample temperature between 1.4 and 2.2 K was
permissible for the measurements at T = 1.8 K, since the exact determination of T is
difficult in this temperature range. Under these conditions, the experimental data for the
GaAs/AlAs QW are well described by the following set of parameters: τe = (69±27) µs,
gh = 3.6±0.1, ξ = 0.71±0.03, and Cd = 0.0013±0.0007. The relativly high uncertainties
for τe and Cd are rooted in the fact that variations of the factor τe/τh and Cd cause similar
changes of ρc(B, T, θ). This is demonstrated in the last chapter of Ref. [42]. However,
these model predictions also show that variations of τe/τh and Cd have different effects
on the polarization dynamics. Therefore, the inclusion of time-resolved measurements
in the fitting process might reduce the uncertainties of τe and Cd. Of course, a higher
amount of data sets should also improve the accuracy of the fit. The model curves with
the presented fit parameters are shown in Fig. 5.1 (c) and Figs. 5.2 (a) and (b) by the
colored lines.
The situation is more difficult for the InAs/AlAs QW sample, since almost all internal
parameters are unknown. It is assumed that the g factor of the electron is ge = 2, the
same as for the GaAs/AlAs QW and the In(Al,As)/AlAs QD sample. From Ref. [14] it is
known that the recombination rate is 9·103 s−1, which includes radiative and nonradiative
recombination. Thus, τrad and τnr should both be longer than 111 µs. The fitting involves
six data sets, which are presented in Fig. 5.1 (d) and Figs. 5.2 (c) and (d). The procedure
is the same as for the GaAs/AlAs data sets. It turns out that the experimental data can
be reproduced by the model function but, unfortunately, the uncertainties of the spin-flip
rates (τe/h ≈ 10 µs), the recombination rates (τrad/nr ≈ 300 µs) and of Cd (≈ 2 · 10−4)
are extremely high. Thus, it is not possible to make a reliable statement about these
values. However, the heavy hole g factor and the depolarization factor can be determined
with satisfactory precision to gh = 3.1± 0.1 and ξ = 0.58± 0.06. The model curves with
the presented fit parameters are shown in Fig. 5.1 (d) and Figs. 5.2 (c) and (d) by the
colored lines.
The nonmonotonic behavior of the circular polarization in a magnetic Faraday field is
characterized by the field strength Bmax of the maximal polarization degree, see Fig.
5.1 (c) and (d). Bmax is determined by the maximum of the model function (with
the respective parameters) and plotted in Fig. 5.1 (e) in dependence of the sample
temperature. For both QW samples, the values for Bmax show a linear temperature
dependence and are in line with the coordinate origin. In comparison, the values for
the GaAs/AlAs sample (orange symbols) show a stronger temperature dependence than
for the InAs/AlAs sample (magenta symbols). The reason for the linear temperature
dependence of Bmax and for the nonmonotonic behavior itself is discussed in the following.
Moreover, the origin of the two colored lines in Fig. 5.1 (e) will be explained.

5.1.2 Supplement to the kinetic spin model

To understand the physical origin of the nonmonotonic behavior of the circular polar-
ization degree, it is necessary to take a closer look at the spin flip rates. According to
Eq. (2.23), the spin-flip rates to higher energy levels are determined by the Boltzmann
factors α = exp(−geµBB/kBT ), for electron spin flips, and β = exp(−ghµBBz/kBT ) for
hole spin flips. Thus, they depend on the strength of the magnetic field, the temperature
and the g factors of electron and heavy hole. Within the model function, the Boltzmann
factors reflect the order and the splitting of the spin states, which are given by Eq. (2.16).
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Figure 5.3: (a) and (b) Schematic representation of the fine-structure splitting of the
four indirect exciton states in a magnetic Faraday field into two optically dark (black
lines) and two optically bright states (red lines), gh > ge > 0. (a) Spin-flip transitions
of electrons (green arrows) and heavy holes (blue arrows) to lower energy levels for weak
and high field strengths. The corresponding rates are we and wh. (b) Transitions of
electrons (yellow arrows) and heavy holes (violet arrows) to higher energy levels for fields
below and above Bmax and for even higher fields. The corresponding rates are αwe and
βwh. (c) Calculated spin-flip rates in dependence of the magnetic field strength (B ‖ z).
Bmax marks the crossing of αwe and βwh.

For the studied case of gh > ge > 0, the energetic order of the indirect-exciton spin levels
in a magnetic Faraday field is shown in Figs. 5.3 (a) and (b). The two dark states, |++〉
and |−−〉 (black lines), form the highest and the lowest states of the system. The two
bright states in between, |−+〉 and |+−〉 (red lines), emit σ+ and σ− polarized light.
Spin flips of electrons and holes are represented by the colored arrows: In (a), transitions
to energetically lower states with the rates we = τ−1

e (green) and wh = τ−1
h (blue) are

shown. In (b), the transitions to higher states with the rates αwe (yellow) and βwh

(purple) are presented.
The considerations are started for the case of Faraday geometry and a fixed sample tem-
perature T . Figure 5.3 (c) shows the magnetic field dependence of the four different
spin-flip rates for this case. we and wh are independent from B and it is we < wh. For
B = 0 it is αwe = we and βwh = wh, since all four spin levels are degenerated. In
this case, the spin flips between the states do not change the occupancies in |−+〉 and
|+−〉 and the circular polarization degree remains at its initial value, which is zero under
nonresonant excitation, see Figs. 5.2 (a) and (c).
For zero or small fields, it is βwh > αwe, which is shown by the purple and the yellow
lines in Fig. 5.3 (c). Thus, βwh determines the field dependence of the spin dynamics.
When the field strength is increased, the rate βwh, which causes the population of the
σ+ state and the depopulation of the σ− state (see purple arrows in (b)), decreases. As
a result, the occupation develops in favor of the σ− level and the circular polarization
degree starts to increase with a negative sign. This behavior is observed experimentally
for both QW samples, see Figs. 5.1 (c) and (d). Since βwh decreases faster than αwe

with increasing B, the two rates cross at Bmax and it is αwe > βwh for B > Bmax, see
Fig. 5.3 (c). In this range αwe determines the field dependence of the spin dynamics.
It causes the population of the σ− state and the depopulation of the σ+ state, which
is shown by yellow arrows in (b). Thus, the decrease of the rate αwe (yellow line) with
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increasing field strength leads to the decline the negative circular polarization degree,
which is experimentally observed for B > Bmax in Figs. 5.1 (c) and (d).
In a very strong magnetic field it is αwe, βwh → 0, which means that spin flips to higher
energy levels can be neglected. This is illustrated in Fig. 5.3 (b) in the ’B >> 0’ area.
As a result, the excitons populate the two bright states and relax to the lower dark state
with the rates we and wh, see ’B >> 0’ area in (a). The dark ground state |−−〉 is
heavily occupied with excitons where they are trapped due to the strong splitting be-
tween the states. Thus, under steady-state conditions, the circular polarization degree
becomes independent of the magnetic field and is given only by the ratio of we and wh.
For we < wh, the σ− polarized state is populated stronger and the circular polarization
degree saturates at a negative value, as it is observed for the two different QW samples
in Figs. 5.1 (c) and (d).
In order to make a more quantitative statement, the magnetic field value at which the
rates αwe and βwh intersect is calculated to

Bmax =
kBT · ln(ωh/ωe)

µB(gh − ge)
. (5.2)

From the fitting of the GaAs/AlAs QW data, presented in this section, it is known that
wh/we = 23 and gh = 3.6. Further it is ge = 2. With these parameters, the function
Bmax(T ) is plotted in Fig. 5.2 (c), see orange line. As this line is in very good agreement
with the maxima of the model curves (orange squares), it can be stated that the position
of the polarization maxima and the overall nonmonotonic field dependency is indeed
determined by the intersection of αwe and βwh. In case of the InAs/AlAs QW sample,
the determination of Bmax can provide the unknown parameter τe/τh. The magenta line
in Fig. 5.1 (c) is a linear function Bmax = aT through the coordinate origin, fitted to the
two maxima of the model curves (magenta squares). The slope of the line, a = 2.121 T/K,
is compared with Eq. (5.2). With gh = 3.1 and ge = 2, the ratio of the spin relaxation
times is calculated to τe/τh = 4.6. Note that Eq. 5.2 also determines a characteristic
temperature Tmax in dependence of the magnetic field strength. With the parameters
for the GaAs/AlAs QW given above, Tmax = 3.1 K corresponds to the maximum of the
circular polarization degree, which was determined in the temperature series (at B = 9 T)
in Ref. [42].
The nonmonotonic angle dependency of the circular polarization degree, presented in
Fig. 5.2, can be explained by the mixing of the electron spin states due to the transverse
part of the magnetic field, see Eq. (2.17). In a tilted field, the exciton state |++〉 mixes
with |−+〉 and |−−〉 mixes with |+−〉. As a result, the dark states become optically
active and contribute to the circular polarization degree. The high energetic |++〉 state
starts to emit σ+ polarized light and the low energetic |−−〉 state emits σ− polarized
light. The activation of the dark states becomes important for high magnetic fields and
low temperatures. In this case the dark ground state is strongly populated and the dark
excited state nearly empty. Thus, already a slight deviation from the Faraday geometry
leads to a strong increase of the negative circular polarization degree. The increase of
the temperature as well as the decrease of the magnetic field strength reduce the effect,
since the occupancies of the two dark states approach each other at high temperatures
and / or low fields, compare Fig. 5.2.
In Voigt geometry (θ = 90°), the electron spin states are fully mixed, which means that
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all four states emit light with the same oscillator strength. Since the transverse heavy-
hole g factor is negligible, the Zeeman splitting consist only of the electron term and
the four energy levels are transformed into two degenerated doublets, see Eq. (2.18). In
both energy levels, the two degenerated states emit σ+ and σ− polarized light. Due to
the degeneration, the heavy hole spin-flip rates between these states are equal: βwh =
wh. Therefore, the σ+ and σ− polarized states of the same energy level are equally
occupied and the circular polarization degree is zero for all magnetic field strength and
temperatures.

5.1.3 Conclusion

In conclusion, the circular polarization degree of indirect GaAs/AlAs and InAs/AlAs QW
excitons shows nonmonotonic field and angle dependencies, which can be reproduced by
the kinetic spin model presented in Sec. 2.4.1. The assumption of the model that the
electron-hole exchange interaction can be neglected is confirmed by the good agreement
of theory and experiment also in lower magnetic fields. Moreover, the same qualitative
results for the type-I (InAs/AlAs) and the type-II QW (GaAs/AlAs) indicate that the
suppression of the electron-hole exchange interaction is caused by the indirect band gap
in momentum space. The additional impact of the spatial separation of electron and hole
in the type-II structure is unclear.
However, in Ref. [95], the fine structure splitting in a direct type-I QW with a size of
50 Å is calculated theoretically to several hundreds of µeV, while in Ref. [78] experi-
mental values for a indirect type-II GaAs/AlAs QW are about three orders of magnitude
smaller for the comparable size. According to that reference, the splitting for the studied
QWs with a thickness of 2 monolayers (6 Å) exceeds 20 µeV, which would affect the
spin dynamics between 0 and 0.5 T. Since the magnetic field strength was increased with
a step size of 2 T, a small fine structure splitting can not be excluded for the studied
structures.
Anyway, the fitting of the model function to the experimental data reveals important
internal parameters of the QW structures. For the GaAs/AlAs QW excitons the longi-
tudinal heavy-hole g factor is determined to gh = 3.6 and the spin relaxation time of the
electron to τe = 69 µs. For the InAs/AlAs QW excitons gh = 3.1 and τe/τh = 4.6 are
found. The values for gh agree with experimental results for GaAs/AlAs superlattices
[78], [96]. Further, it is shown that small deviations from the selection rules, represented
by the parameters ξ and Cd, are necessary to describe the experimental results.
Finally, a closer look at the magnetic field and temperature dependencies of the spin-
flip rates in Faraday geometry reveals the characteristic field strength and temperature,
Bmax and Tmax, at which the circular polarization degree reaches its maximum. This
small supplement to the kinetic model provides a deeper insight into the spin dynamics
of the QW.

5.2 Linear polarization dynamics

5.2.1 Experimental results and kinetic spin model

The linear polarization of the GaAs/AlAs QW emission is studied under nonresonant,
pulsed excitation in steady-state and time-resolved experiments. The magnetic field is
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Figure 5.4: (a) PL spectra of the GaAs/AlAs QW with the LOAlAs and the TAAlAs

phonon replicas. The red line shows the linear polarized Ix component with the polar-
ization axis directed along x ‖ [11̄0]. The blue line represents the Iy component with
the polarization axis directed along y ‖ [110]. (b) Spectral dependence of the linear
polarization degree ρl measured for B = 0 (dotted lines) and B = 10 T (solid lines) in
Voigt geometry. The colors indicate the sample temperature. The dashed line marks
ρl = 0. (c) and (d) Linear polarization degrees of the LOAlAs and the TAAlAs emis-
sion lines in dependence of the transverse magnetic field strength, measured for different
temperatures. The colored lines show the results of fitting Eq. (2.33) to the data sets.

applied in Voigt geometry and the linear polarization degree is determined via Eq. (3.2).
Since the directions of the sample axes, x ‖ [11̄0] and y ‖ [110], are aligned vertically and
horizontally, the respective polarized intensity components, I0 and I90, are denoted as Ix
and Iy in the following. The diagonal components, I45 and I135, are denoted as Ix′ and
Iy′ .
Figure 5.4 shows the results of the steady-state experiments for different temperatures
and magnetic field strengths. In Fig. 5.4 (a), the PL spectra of the linearly polarized
intensity components Ix (red) and Iy (blue) are presented for T = 1.6 K and B = 0.
At the spectral position of the LOAlAs-phonon replica the PL intensities differ clearly,
while they are the about same for the TAAlAs-phonon line. The difference of the diagonal
components Ix′ and Iy′ is much weaker (not shown here). Thus, for the LOAlAs-phonon
line the intrinsic linear polarization degree ρint is calculated to 8.5% and to 1.0% for the
TAAlAs line. The related polarization spectrum is shown in Fig. 5.4 (b) by the dot-
ted green line. For B = 0, the linear polarization degree depends only weakly on the
temperature, as it can be seen by the dotted red and the blue lines for T = 4.2 K and
T = 1.3 K. When a magnetic field of 10 T is applied (solid lines), the linear polarization
degree changes the sign for the whole spectral range and becomes strongly temperature
dependent. However, the overall shape of the polarization spectra is preserved for the
changes in temperature and magnetic field strength.
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Figure 5.5: (a) Dynamics of the PL intensity of the LOAlAs phonon line for B⊥ = 8 T.
Inset: Dynamics of the linear polarized components Ix (red) and Iy (blue) with the
polarization axes directed along x ‖ [11̄0] and y ‖ [110]. (b) Linear polarization degree in
dependence of the time after the excitation pulse, measured for B = 0 (orange), B⊥ = 4 T
(green) and B⊥ = 8 T (purple). The black lines show the results of fitting Eq. (2.36) to
the data sets.

The magnetic field dependence of the linear polarization degree, measured at different
temperatures, is shown in Figs. 5.4 (c) and (d) for the LOAlAs and TAAlAs lines. For both
PL lines, the linear polarization degree (colored symbols) follows a quadratic function of
the transverse magnetic field, where the slope depends on the sample temperature. The
strongest increase is observed for the lowest temperature, while a higher temperature
causes a weaker field dependence. In contrast to the TAAlAs line with a linear polariza-
tion degree of zero at B = 0, the intrinsic polarization of the LOAlAs line is ρint = +10%.

The results of the time-resolved experiments are presented in Fig. 5.5. Here, the anal-
ysis is limited to the results of the LOAlAs line, since the study of the TAAlAs line does
not provide further information. In Fig. 5.5 (a), the dynamics of the PL intensity is
observed on a timescale of several hundred microseconds for T = 1.7 K and B = 8 T.
The dynamics of the related linear polarized PL components Ix and Iy are presented in
the inset and the derived linear polarization degree is plotted in Fig. 5.5 (b) by purple
symbols. For B = 8 T, the linear polarization increases from -6% to -18% within about
10 µs and remains constant at this value until the end of the measurement at t = 500 µs.
For B = 4 T (green symbols), the initial polarization is about 0% and the increase is
comparably low. After t = 10 µs the linear polarization degree reaches its final value
of -4.5%. For B = 0 (orange symbols), the linear polarization degree increases slightly
within the same time from 5% to 8%.

The fact that the PL emission is linearly polarized in absence of a magnetic field gives
important information about the symmetry of the QW structure. In principle, two kinds
of point symmetry groups are possible for QWs that are grown from a zinc-blende lattice
material along the [001] axis. The D2d group describes QWs with a symmetric poten-
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tial while the C2v group is suitable for asymmetric potentials e.g. due to nonequivalent
interfaces or elastic strain [22], [52]. As the rotoreflection axis S4 ‖ z of the D2d group
prohibits the occurrence of intrinsic linear polarization, the studied QW can be assigned
to the C2v group. Here, the intrinsic linear polarization is the result of heavy and light
hole mixing, caused by strain and nonequivalent interfaces (see Sec. 2.4.2).
The magnetic field induced linear polarization of the QW PL is due to the mixing of
electron and hole states in the transverse field. The mixing of the holes states requires a
finite in plane g factor, which is given by the heavy-hole and light-hole mixing in the C2v

QW. By calculating the exciton-spin system as the tensor product of the two carrier-spin
systems, it can be shown that the dark exciton states become vertically polarized and
the bright states become horizontally polarized in the transverse magnetic field and that
the oscillator strength is the same for all four states. Due to the finite in-plane g factor
of the hole, the oppositely polarized states are split be the Zeeman term of the hole.
The resulting linear polarization degree and its transverse magnetic field dependency
can be described by Eq. (2.33), which is part of the kinetic spin model for the indirect
GaAs/AlAs QW, see section 2.4. Further symmetry considerations and experiments in
Ref. [43], which are not part of this work, reveal that the in-plane components of the hole
g-factor tensor are given by the relations |gxx| = |gyy| and gxx = −gyy. In the following
section, the g factor of the hole is referred to as gyy since the magnetic field is applied in
y direction.

The linear polarization degree can be modeled by Eq. (2.33) with two external and
seven internal parameters. External parameters are the strength of the transverse mag-
netic field B and the sample temperature T . Internal parameters are the spin-flip rates,

τe and τh, and the in-plane g factors, ge = g
(e)
yy and g

(h)
yy , of electron and hole, the radiative

and nonradiative recombination rates of the exciton, τrad and τnr, and the intrinsic linear
polarization degree ρint. From the studies of the circular polarization degree in Sec. 5.1,
most of the internal parameters are already known. They are τe = 69 µs, τh = 3 µs,
ge = 2, τrad = 340 µs and τnr = 8500 µs. Thus, only the in-plane component of the hole

g factor g
(h)
yy and the intrinsic linear polarization degree ρint are used as internal fitting

parameters. Since the exact determination of the sample temperature is difficult, T is
used as an additional fitting parameter with relatively narrow limits.
The model function is fitted to the steady-state data sets of the linear polarization degree,
presented in Fig. 5.4 (c) and (d), which were measured for the LOAlAs and the TAAlAs

lines at three different temperatures each. Since it is assumed that g
(h)
yy is constant for the

studied temperature range (∼ 1−5 K) and has no spectral dependence, this parameter is

optimized for all six data sets at once. It is given by g
(h)
yy = −0.18±0.02. In contrast, the

intrinsic linear polarization ρint is fitted individually for each data set. It varies between
8.4% and 9.2% for the LOAlAs line and between -0.9% and 0.2% for the TAAlAs line. With
increasing temperature, ρint is shifted to higher positive values. The fitted model curves
are shown in Fig. 5.4 (c) and (d) by the colored lines for the respective temperatures.
For the analysis of the linear polarization dynamics, presented in Fig. 5.5 (b), the sim-
plified spin model, which is summarized in section 2.4.2, is applied. In this model, the
linear polarization degree is given by the product of the mean spins of electrons and
holes. Equation (2.36) describes the polarization dynamics as a exponential decay from
the initial to the thermal spin polarization. External parameters of the model function



50 Results I: Ultrathin quantum well with indirect band gap

are the time t after the laser pulse, the strength of the transverse magnetic field B and
the temperature T . Internal parameters are the spin-flip rates, τe and τh, the in-plane g

factors, ge and g
(h)
yy , and the initial polarizations, ρ0

e and ρ0
h of electrons and holes, and

finally the intrinsic linear polarization ρint. As mentioned above, τe, τh and ge are already

known and g
(h)
yy is determined to −0.18± 0.02 in this section. However, in order to verify

this result, g
(h)
yy is used again as a fitting parameter. Further fitting parameters are ρ0

e

and ρ0
h, which can range between -1 and 1, and ρint (and T within narrow limits).

The model function, Eq. (2.36), is fitted to the time-resolved linear polarization degree,
which was measured for the LOAlAs line at three different field strengths, see Fig. 5.5 (b).
Since it is assumed that the fit parameters are independent from B, they are optimized
for all three data sets at once. It turns out that the best result is achieved when ρ0

e is

set to 1. In this case, the other fit parameters are optimized to g
(h)
yy = −0.16 ± 0.03,

ρ0
h = 0.51± 0.03 and ρint = (6.9± 0.2)% and the experimental data are reproduced well

by the model function, see black lines in Fig. 5.5 (b).

5.2.2 Conclusion

In conclusion, the intrinsic and the magnetic field induced linear polarization of the
exciton PL can be explained by the C2v point symmetry of the studied GaAs/AlAs QW.
Strain and nonequivalent interfaces cause the mixing of heavy and light holes, which
lead to intrinsic linear polarization and to a finite in-plane g factor of the hole. In a
transverse magnetic field, the latter causes the mixing of the hole states. The mixing of
electron and hole states in Voigt geometry leads to the formation of linearly polarized
states. The magnetic field and temperature dependence of the linear polarization degree
can be modeled by the kinetic spin model, presented in 2.4.2. A simplified spin model
is used to describe the dynamics. With the spin relaxation and exciton recombination
times obtained in the section above, both models nicely reproduce the experimental data
and deliver consistent results for the in-plane g factor of the hole with an average value

of g
(h)
yy = −0.17 ± 0.02. The intrinsic linear polarization ρint, a steady-state parameter,

depends on the sample temperature and the phonon replica and ranges between −1%
and 10%. The initial polarization of electrons and holes, ρ0

e = 1 and ρ0
h = 0.51 ± 0.03,

obtained in the energy relaxation process, are crucial parameters of the dynamics.
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dot ensemble

(In,Al)As/AlAs QDs with an indirect band gap in momentum space were originally ex-
amined due to their prolonged exciton recombination time [39], [29], which makes these
structures interesting for spintronic applications. However, the fascinating physics of the
indirect excitons lead to the investigation of the exciton fine structure, thermal redis-
tribution processes and the hyperfine interaction. These studies are presented in this
chapter, which is organized as follows:
Section 6.1 provides an overview about the PL spectrum of the QD ensemble. For this
purpose, PL signals of direct and indirect excitons are studied in dependence of excita-
tion energy, temperature and indium concentration. A deeper insight to the energetic
structure and the thermal redistribution between different states is given in Sec. 6.2,
in which the PL dynamics are investigated. The lack of electron-hole exchange inter-
action for indirect excitons is demonstrated in Sec. 6.3 by the observation of optical
orientation. Moreover the impact of the ΓX splitting on the spin dynamics is discussed.
The suppression of the electron-hole exchange interaction for indirect excitons is also
demonstrated in Sec. 6.4 by the measurement of the anisotropic exchange splitting in
the spectral range of the ΓX mixing. The hyperfine interaction of the indirect exciton
and other depolarization mechanisms, leading to the decrease of the optical orientation,
are studied in Sec. 6.5. Finally, a first attempt to study the spin dynamics of indirect
excitons under selective excitation is presented in Sec. 6.6.

6.1 Direct and indirect exciton states

Due to the ensemble structure of the studied (In,Al)As/AlAs QD samples, excitons can
be created in QDs with a specific size by selective excitation. As the transition between
direct and indirect QDs occurs at a certain QD size (see Sec. 4.2.2), the energy structure
serves as a map that is indispensable for the investigation of all further sample properties.
In this regard, the energies of the valence and conduction bands were studied theoretically
in dependence of the QD size and the indium fraction in Ref. [26], see Sec. 4.2.2. In
Ref. [29] and [70], the ΓX-transition energies were determined experimentally for sample
AG 2890, see Fig. 4.2 (c).
In this section, a full overview of all detected PL features is given for the samples AG 2890
and RC 1517 as well as the ΓX-transition energies for sample RC 1517. The D line, close
to the direct transition in the PL spectra, and further PL features are investigated.
Moreover, the thermal redistribution between direct and indirect states is studied. In
order to describe the impact of the indium concentration x on the X exciton energy, a
simple particle in a box model is applied and discussed.
All experiments presented in this section are steady-state measurements under selective
cw excitation in absence of a magnetic field.
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6.1.1 Photoluminescence spectra under selective excitation
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Figure 6.1: (a) PL spectra of the (In,Al)As/AlAs QD ensemble (sample AG 2890) for
different excitation energies, indicated by the red arrows. T = 2 K. Colored, dotted lines
mark the static PL features Slow and Shigh. (b) Detailed evolution of the PL spectra in
the spectral region between 1.60 and 1.75 eV. Dotted lines trace the shifts of the Xlow

(blue) and Xhigh (green) exciton lines emitted by indirect QDs. ΓX-transition energies

are found at Elow
ΓX = 1.624 eV and Ehigh

ΓX = 1.670 eV, marked by the blue and green
arrows. (c) PL-peak energies of all known features of the QD spectra in dependence of
the excitation energy. The red, dashed line shows the laser line, red dots the signal of the
D line. LOInAs and LOAlAs phonon replicas are shown by the grey triangle and square
symbols. Dotted lines are guides for the eye. The blue and green solid lines show linear
fits to the Xlow and Xhigh data points, see Eqs. (6.4) and (6.5). Some data points are
adapted from Ref. [70], compare Fig. 4.2 (c).

For a systematic study of the energy structure, PL spectra are detected while the laser
energy is scanned through the spectral region of the QD emission. This range is limited
by the band gap of the GaAs substrate, emitting at 1.52 eV, and by the AlAs barrier
at 2.30 eV. For higher energies, the excitation process becomes nonresonant and the
shape of the spectrum does not change further with increasing laser energy. For sample
AG 2890, the results of the scan are presented in Fig. 6.1. The development of the
PL spectrum with increasing laser energy, indicated by the red arrows, is shown in (a)
and (b). Several PL lines are observed. In (c), the peak energies of the PL features are
plotted in dependence of the excitation energy. This figure is an extension of Fig. 4.2
(c), which is adapted from Ref. [70]. The extension contains the static PL features Slow

(orange) and Shigh (magenta) and several additional data points of the indirect exciton
lines Xlow (blue) and Xhigh (green). In addition, Fig. 6.2 shows two wide PL spectra,
covering the spectral range between the substrate emission at 1.52 eV and the laser line.
In these spectra nearly all PL features can be observed at once. For simplification, the
PL features are categorized in three different groups: Direct, indirect and further PL
features.
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The direct PL features (D line, LO phonon replicas) stem from the recombination of
direct excitons, i.e. from the recombination of electrons and heavy holes in the Γ valleys
of the conduction and the valence band respectivly. As the emission energy of the direct
recombination is equal to the excitation energy, the direct PL line is covered by the laser
line. However, the QD spectrum exhibits a spectral broadening on both sides of the laser
line, see Figs. 6.2, 6.3 and 6.4. In Sec. 6.1.2, this broadening will be identified as the
acoustic phonon sideband of the direct zero-phonon line. In the following, the acoustic
phonon sideband is referred as ’D line’ (’D’ in figures), as it represents the emission of
direct QDs in the spectra. The spectral position of the D line (red dots) is plotted in
Fig. 6.1 (c) in dependence of the excitation energy. The laser emission is indicated by
the dashed red line. Further direct PL features are the optical phonon replicas, LOInAs

(grey triangles) and LOAlAs (grey squares), which were identified in Ref. [70].
The indirect PL features, denoted as Xlow (blue) and Xhigh (green), appear when the

excitation energy Eexc exceeds the ΓX-transition energies Elow
ΓX and Ehigh

ΓX , see Fig. 6.1
(b). At Elow

ΓX = 1.624 eV the Xlow line (blue) splits off from the laser line and for
Eexc > 1.67 eV the second indirect line Xhigh (green) appears. Both emission lines are
the result of exciton recombination in indirect QDs, i.e. the recombination of electrons
in the X valley with heavy holes in the Γ valley. The spectral distance between the
indirect PL lines and the laser line, ∆EΓX , increases with increasing excitation energy,
as it can be seen by the blue and green data points in Fig. 6.1 (c). The blue and green
lines represent linear fits of the data points, which are given by Eqs. (6.4) and (6.5). The
ΓX-transition energies are calculated from these fits. In Sec. 6.1.4, the relation between
the slope of these lines and the indium concentration of the QDs is discussed.
Further PL features are the two lines Slow (orange) and Shigh (magenta), which are static
in their spectral positions close to the ΓX-transition energies. The PL maximum of Slow

is at E = 1.634 eV and it becomes visible for excitation energies above 1.7 eV. Shigh

appears for excitation energies above 1.8 eV at E = 1.690 eV, see Fig. 6.1 (a). Finally, a
broad PL band is observed in the low energy part of the spectra, presented in Fig. 6.2.
As the PL feature is more than 100 meV below the laser energy the excitation process is
assumed to be nonresonant and the feature is referred as NR band.

In Fig. 6.2, nearly all known PL features of the (In,Al)As QD ensemble are visible
at once. The excitation energy is Eexc = 1.70 eV in (a) and Eexc = 1.73 eV in (b). The
spectra are detected for different sample temperatures between 12 and 70 K. The color
gradient clearly shows that the Xlow and Slow lines have the same temperature depen-
dence which is also the strongest decrease in the whole spectrum. This behavior can be
observed for both excitation energies. In contrast, the intensity of the D line increases
with increasing temperature. This effect is studied in Sec. 6.1.3. The NR band is tem-
perature stable up to 70 K. Moreover, it is possible to see the spreading of the NR band
with increasing excitation energy. The peak of this PL feature shifts to higher energies
and the integral intensity increases. In the high energy range, for excitation energies
above 1.8 eV, Slow, Shigh and NR start to dominate the PL spectrum, see Fig. 6.1 (a).
The origin of Slow, Shigh and NR is not understand yet but the emission energies of Slow

and Shigh indicates that these PL features are connected with the ΓX-transition energies.
A possible explanation for these two features could be a cascading reabsorption process
between different QDs. When a X-valley exciton recombines, the created photon can ei-
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Figure 6.2: Full PL spectra of indirect (In,Al)As/AlAs QDs under selective excitation for
different temperatures between 12 and 70 K. The laser energy is (a) Eexc = 1.70 eV and
(b) Eexc = 1.73 eV. The spectra contain the emissions from the GaAs substrate, the NR
band, the static line Slow, the optical phonon replicas LOInAs and LOAlAs (only in (a)),
the two indirect PL lines Xlow and Xhigh and the D line.

ther be emitted by the sample and detected as PL or it can be reabsorbed in the sample
creating a direct exciton in a larger QD. In case of a second indirect QD the electron will
relax to the X valley and the process continues until the size of the dot corresponds to
EΓX . However, the PL features are detected for the multi-layer sample AG 2890 as well
as for the single-layer sample RC 1517, see Fig. 6.5 (a). In the latter one the effect of re-
absorption should be much smaller than in the multi-layer sample, which is not reflected
in the experimental results. Therefore, the origin of these features remains unknown.

6.1.2 Direct recombination: The D line

Under selective excitation, the PL emission of the Γ exciton is covered by the laser
emission. Only side bands of the Γ line are detectable next to the laser line. In Ref. [29],
the side band on the low energy side is denoted as the acoustic phonon replica of the
Γ-exciton recombination. However, since the identification of this line is crucial for the
following sections, it will now be examined in detail.
The D line is investigated in dependence of the excitation energy and the temperature.
In Fig. 6.3 (a), the laser energy is varied from 1.590 to 1.626 eV. With increasing
excitation energy, the spectral distance ∆E between the laser and the D line increases,
see (b). At the same time, the peak intensity of the D line roughly doubles. A small
anti-Stokes contribution is observed on the high energy side of the laser that increases
in intensity in the same way. For Eexc = 1.626 eV, which is above the ΓX-transition
energy Elow

ΓX , the shape changes from a Lorentz to an asymmetric shape, probably due
to the contribution of the Xlow line, and the anti-Stokes contribution decreases strongly.
For Eexc = 1.620 eV, an increase of the temperature from 10 to 35 K leads to a more
symmetric emission regarding the laser line and the width increases from 5 to 7 meV,
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Figure 6.3: D line of the (In,Al)As/AlAs QD spectrum under selective excitation. In (a)
(and (c)) the PL intensity is plotted in dependence of ∆E, which is the shift from the
laser energy. Blue line: Eexc = 1.590 eV, green: 1.610 eV, yellow: 1.616 eV, orange:
1.620 eV, red: 1.626 eV (b) Spectral shift of the D line with respect to the laser energy.
T = 10 K. (c) D line at two different temperatures. Eexc = 1.620 eV.

see Fig. 6.3 (c).
Due to its dependencies on excitation energy and temperature, the D line can be identified
as the acoustic phonon sideband of the direct recombination, caused by inelastic exciton-
phonon coupling in the QDs. These relations are explained in the following. An exciton,
or electron-hole pair, creates a local net charge which results in the deformation of the
lattice. Therefore, the recombination of electron an hole is accompanied by the emission
of an acoustic phonon and the relaxation of the lattice [97]. This effect leads to a low
energy sideband in the PL spectrum below the zero-phonon line of the exciton. At higher
temperatures, the probability of phonon absorption increases and approaches the phonon
emission rate, leading to symmetric sidebands, as it is observed in Fig. 6.3 (c). In larger
QDs, the spatial extension of the exciton wave function shifts the spectral density of the
phonon-coupling towards the zero-phonon line [97]. As a result, the phonon sideband is
shifted to higher energies with increasing QD size (here: decreasing excitation energy).
Moreover, the shapes of the measured PL spectra in Figs. 6.3 (a) and (c) are quite similar
to the calculated spectra for single GaN/AlN quantum dots by Ostapenko et al. [97].
They also show the same spectral dependencies concerning the dot size (here: excitation
energy) and temperature.

6.1.3 Thermal redistribution

When comparing the results so far, it is noticeable that the temperature dependence of
the D-line intensity depends on the type (direct / indirect) of the studied QD, compare
Figs. 6.2 and 6.3 (c). This behavior is examined in more detail in this section.
First, the temperature dependence of the D line emitted by large direct QDs is compared
with the situation of smaller indirect QDs. In Fig. 6.4 (a), the PL intensity of the D
line, emitted by direct QDs, is presented for different temperatures. The laser energy is
Eexc = 1.619 eV. Between 10 and 70 K the D line drops monotonically to 20% of the
initial value. The situation is different for indirect QDs, excited with a laser energy of
Eexc = 1.651 eV, as shown in Fig. 6.4 (b). The ΓX splitting between the laser and the
Xlow line is ∆Elow

ΓX = 17 meV. At low temperature (T = 10 K), the intensity of the Xlow

line is much higher than the intensity of the D line. When the temperature is increased,
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Figure 6.4: Temperature development of the QD PL spectra under selective excitation:
(a) D line emitted by direct QDs for Eexc = 1.619 eV, (b) D line and Xlow line emitted
by indirect QDs for Eexc = 1.651 eV, ∆Elow

ΓX is the spectral distance between the laser
and the Xlow line, (c) - (e) D line and Xhigh line emitted by indirect QDs for (c)

Eexc = 1.698 eV, (d) Eexc = 1.729 eV and (e) Eexc = 1.759 eV. ∆Ehigh
ΓX is the spectral

distance between the laser and the Xhigh line.

the intensity of the indirect Xlow line decreases, while the intensity of D line increases.
Between 20 and 30 K, Xlow decreases strongly and becomes smaller than the D line for
T ≥ 30 K. The comparison with (a) shows that Xlow is more sensitive to temperature
changes than the D line in direct QDs.
In a second step, the temperature behavior of the D line is studied in dependence off
the ΓX splitting. Figures 6.4 (c)-(e) show the PL spectra for three different excitation
energies. In order to vary the ΓX splitting ∆EΓX over a larger range, the Xhigh line
is selected for this experiment. In (c), the laser energy is Eexc = 1.698 eV and the ΓX

splitting, measured between the laser and the Xhigh line, is ∆Ehigh
ΓX = 16 meV. The in-

crease of the temperature causes the decrease of the Xhigh line and a strong increase of
the PL intensity at the spectral position of the D line. Although the relative increase in
(c) is higher than for the situation in (b), with a comparable ΓX splitting, at T = 50 K
the absolute intensities of the D line are the same in both cases. In (d) the laser energy

is Eexc = 1.729 eV and the ΓX splitting is ∆Ehigh
ΓX = 32 meV. When the tempera-

ture is increased to T ≥ 50 K, the intensity of the D line starts to increases, but only
sightly in comparison with (a). For an even larger ΓX splitting, ∆Ehigh

ΓX = 48 meV for
Eexc = 1.759 eV in (e), the PL intensity of the D line does not increase for T ≤ 50 K.
Only for T = 70 K it is slightly increased, comparable to the situation in (d).
Another finding that can be drawn from the results in Fig. 6.4 is that the decrease of the
Xhigh line is much slower than the decrease of the Xlow line with increasing temperature,
compare (b) and (c). Starting from the PL intensity at 10 K, the Xlow line is reduced
to about one third for T = 30 K (green), while the PL intensity of the Xhigh line is even
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increased for this temperature. Only between 50 and 70 K (red and wine) the Xhigh line
is reduced to one third of its 10 K value.

In direct QDs, like shown in Fig. 6.4 (a), the decrease of the D line can be explained by
the shift of the acoustic phonon sideband to higher energies (see Sec. 6.1.2) and also by
nonradiative decay channels which gain in importance at higher temperatures [98], [99].
In indirect QDs, the electrons can relax from the Γ to the lower lying X valley, which leads
to the reduction of the D-line intensity, compare Figs. 6.4 (a) and (b) for T = 10 K (blue
lines). When the temperature is raised, the intensity of the Xlow line in (b) decreases
faster than the D line in direct QDs, see (a). This indicates either a more effective, non-
radiative energy transfer or an additional decay channel. At the same time, the existence
of the energetically lower X level leads to the increase of the D line when the temperature
is raised, see (b). Moreover, the increase of the D line is reduced for larger ΓX splitting,
see (d) and (e). All these effects can be explained by the assumption that X electrons are
thermally excited to the direct energy level. Further evidence for this explanation can
be found in the third part of Sec. 6.2.2, where the impact of the temperature increase
on the recombination dynamics is discussed.
The reason for the different temperature dependencies of the two indirect exciton lines,
Xlow and Xhigh, is not understand so far. The comparison of Figs. 6.4 (b) and (c) in-
dicates that the thermal electron redistribution from the Xhigh to the Γ level might be
more efficient than from the Xlow level, since the PL decrease of the Xhigh line is much
weaker. Thus, further studies of the temperature dependence might help to understand
the reason for the existence of two indirect PL lines.

6.1.4 Influence of the indium concentration - Particle in a box model

In the previous sections it is already demonstarted that the spectral distance between the
laser (Γ line) and the indirect exciton lines, Xlow and Xhigh, increases with increasing ex-
citation energy Eexc, see Fig. 6.1 for sample 2890. Figure 6.5 (a) shows this behavior for
sample RC 1517 by the blue and green symbols and gives an overview about the spectral
energies of the PL features at different excitaion energies. The ΓX-transition energies for
sample RC 1517 can be determined to Elow

ΓX = 1.611 eV and Ehigh
ΓX = 1.657 eV. In order

to describe the different energy levels, calculations of the conduction- and valence-band
levels by the simple band effective mass approach under consideration of strain, defor-
mation and the nonparabolic electron dispersion were presented in Ref. [26]. However,
the aim of this section is to find a simple model to describe the relation EX(Eexc) for the
indirect PL lines.

In the particle in a box model, the energy of the electron (hole) in a confining potential
is given by the effective mass m∗ of the carrier and the size L of the confinement [15],
see Eq. (2.2). For the indirect exciton X the energy is given by:

EX =
1

2m∗X

(
~π
L

)2

+ Egap,X, (6.1)

where Egap,X is the energy gap between the X valley of the conduction band and the Γ
valley of the valence band. The excitation energy Eexc for the indirect exciton is equal
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Figure 6.5: (a) PL peak energies of the QD spectrum of sample RC 1517 in dependence
of the excitation energy. Description of the PL features is analogue to sample AG 2890
in Sec. 6.1.1. The ΓX-transition energies are at Elow

ΓX = 1.611 eV and Ehigh
ΓX = 1.657 eV.

The green and blue lines show the fit functions (6.6) and (6.7). (b) Relation between the
slope of the indirect PL line and the indium concentration x of the QDs. The colored
symbols show the experimentally determined slopes of the Xlow (cyan) and the Xhigh lines
(green) with the respective, nominal indium concentrations of the two studied samples.
The dashed line shows the slope aX as a function of the indium concentration, which
results from Eq. (6.9) of the particle in a box model. No fitting parameters are used.

to the energy EΓ of the direct exciton state in this QD. EΓ can also be described by the
particle in a box model via:

Eexc = EΓ =
1

2m∗Γ

(
~π
L

)2

+ Egap,Γ, (6.2)

where Egap,Γ is the energy gap between the Γ valley of the conduction band and the Γ
valley of the valence band. The combination of both equations results in:

EX(Eexc) =
m∗Γ
m∗X︸︷︷︸

slope aX

Eexc + Egap,X −
m∗Γ
m∗X

Egap,Γ︸ ︷︷ ︸
intercept

. (6.3)

Here, the indirect exciton energy EX is a linear function of the excitation energy Eexc.
The slope, denoted with aX in the following, is given by the ratio of the effective masses of
the Γ and the X exciton. The expression for the intercept includes also the gap energies.

The linear function (6.3) is fitted to the experimental data for sample AG 2890 in Fig.
6.1 (b) and sample RC 1517 in Fig. 6.5 (a). For AG 2890, the fit functions are given by

Elow
X = 0.420 · Eexc + 0.942 ⇒ alow

X = 0.420± 0.003, (6.4)

Ehigh
X = 0.461 · Eexc + 0.901 ⇒ ahigh

X = 0.461± 0.003, (6.5)
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m∗ in InAs m∗ in AlAs
Γ valley X valley Γ valley X valley

electron 0.026 [46] 0.16 [46] 0.15 [46] 0.22 [46]
heavy hole 0.40 [100] 0.76 [100]
exciton 0.0244 0.114 0.125 0.171

Table 6.1: Literature values for the effective masses m∗ of electrons and heavy holes in the
Γ and the X valley of InAs and AlAs bulk in units of the free electron mass. Effective
exciton masses are calculated from the literature values as the reduced masses of the
respective electron-hole pairs.

and for RC 1517 by

Elow
X = 0.450 · Eexc + 0.886 ⇒ alow

X = 0.450± 0.002, (6.6)

Ehigh
X = 0.464 · Eexc + 0.888 ⇒ ahigh

X = 0.464± 0.007. (6.7)

Now it will be demonstrated that the slope aX of the indirect exciton lines, given by the
ratio of the effective masses m∗Γ and m∗X , can be connected with the indium fraction x of
the samples. The effective masses of electrons, holes and excitons depend on the material
in which they are located. The respective masses in the Γ and X valleys of InAs and
AlAs (bulk) are given in Tab. 6.1. The values for the exciton masses are the reduced
masses of electrons and holes. Moreover, in the compound semiconductor (In,Al)As, the
effective exciton mass depends on the indium concentration x of the QDs:

m∗(In,Al)As = x ·m∗InAs + (1− x) ·m∗AlAs. (6.8)

With Eq. (6.8) and the effective masses of the excitons from Tab. 6.1, the ratio of the
effective Γ- and X-exciton masses in an (In,Al)As QD can be expressed by:

m∗Γ
m∗X

=
x · 0.0244 + (1− x) · 0.125

x · 0.114 + (1− x) · 0.171
= aX . (6.9)

With this expression it is possible to deduce the indium concentration x from the slope
of the indirect PL line and reverse. As the indium concentrations are known from the
growth conditions of the samples (see Sec. 4.2.1), it is possible to test the accuracy of
the model. For this purpose, Eq. (6.9) is plotted in Fig. 6.5 (b) as dashed line together
with the actual values for the two samples (colored symbols). It turns out that the model
function reproduces the slopes of the Xlow lines (blue) for both samples. However, the
slopes of the Xhigh lines (green) can not be described by Eq. (6.9).

The reason for the mismatch between the calculated and the actual slope of the Xhigh

line is routed in the linearity of the model and the existence of two indirect PL lines
with different slopes. It is possible that a more advanced model, taking into account
strain, deformation potentials, and the nonparabolicity of the electron dispersion, would
deliver two different slopes for the same indium concentration. However, from the good
agreement between the measured and the calculated slope for the Xlow line it can be
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assumed that the indium concentration is the parameter that mainly determines the
slope of the PL lines. Therefore, it is justified to think the model a little bit further.
As described in Sec 4.2.1, the indium concentration is not uniform in the QD volume.
The maximum concentration is assumed to be centered at bottom of the dot. Therefore,
the spatial expansion of the wave function defines the average indium concentration the
exciton feels. Thus, another interpretation of the results in Fig. 6.5 (b) could be that
the Xhigh excitons experience a lower indium concentration than the nominal value, of
about x = 0.62, due to a different expansion of the wave function.

6.1.5 Conclusion

In this section, the PL features of the (In,Al)As/AlAs QD ensemble, which occur under
selective excitation, are investigated in dependence of excitation energy and temperature.
The two samples, AG 2890 and RC 1517, show similar PL spectra. The D line of the
spectrum is identified as acoustic phonon replica of the direct Γ-exciton recombination.
Since the zero-phonon line of direct recombination is covered by the laser line, all further
measurements regarding the direct transition (Sec. 6.3, Sec. 6.4.1) are carried out on this
line. For sample RC 1517, the ΓX-transition energies are determined to Elow

ΓX = 1.611 eV

and Ehigh
ΓX = 1.657 eV. In temperature series with AG 2890, the thermal redistribution of

electrons from the Γ to the X valleys is observed. Moreover, it was found that the two
indirect PL lines Xlow and Xhigh show different temperature dependencies. For excitation
energies above 1.8 eV the unidentified PL features Slow, Shigh and NR start to dominate
the spectrum. The static Slow line shows the same temperature dependence as the Xlow

line.
Finally, the slope of the indirect exciton energy EX(Eexc) is modeled by a particle in a
box theory, which takes the indium concentration of the dots into account. For the lower
energetic exciton Xlow, the model is in good agreement with the sample properties, while
this is not the case for the Xhigh excitons. The mismatch might be explained by the
uneven distribution of the indium concentration in the QDs or by the simplicity of the
model.

6.2 Thermal redistribution dynamics

In this section, the PL dynamics of the nonresonantly excited (In,Al)As/AlAs QD en-
semble (sample AG 2890) are studied at different sample temperatures between 2.6 and
85 K. The combination of information on PL intensity and recombination time of direct
and indirect QDs and their temperature dependence, gives interesting insights into the
energy (fine) structure and the dynamics that take place in between. For example, in the
previous section (6.1.3) the temperature dependence of the D-line intensity is explained
by the thermal redistribution of the electrons from the X to the Γ valley. Since the
two corresponding exciton states are characterized by strongly different recombination
times [39], [29] - fast recombination in large, direct dots and slow recombination in small,
indirect dots - the redistribution should also influence the PL dynamics.
A tool for the investigation of the PL dynamics is the distribution of recombination times.
It is shown in Ref. [28] that the recombination of indirect excitons is mediated by electron
scattering at the QD interface, which leads to nonexponential decay curves. In contrast
to the exponential decay, which is described by a single recombination time, these curves



Thermal redistribution dynamics 61

1.6 1.7 1.8 1.9 2.0 2.1
0

1

2

3

4 K

T = 1.8 K

T(K):
20 K
30 K
40 K
50 K
60 K

PL
 in

te
ns

ity
 (a

rb
. u

ni
ts

)

Energy (eV)

10 K

80 K

wetting
layer

QD ensemble

E X
low

0 20 40 60 80
0

2

4

6

8

Temperature (K)

In
te

gr
at

ed
 in

te
ns

ity
 (a

rb
. u

ni
ts

)

E = 1.60 eV

(a)

(b)

full QD PL

0.0

0.2

0.4

0.6

 P
L 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Figure 6.6: (a) PL spectra of the (In,Al)As/AlAs QD ensemble (sample AG 2890) un-
der nonresonant excitation for different temperatures. The dashed line marks the ΓX-
transition energy Elow

ΓX = 1.624 eV. (b) Integrated PL intensity of the full QD emission
(dark blue squares) and PL intensity at E = 1.60 eV (red dots) in dependence of the
sample temperature. Dotted lines are guides for the eye.

are determined by a broad distribution of recombination times. A description of these
’distribution’ functions is given in Sec. 2.3.
For the analysis of the experimental findings, two complementary phenomenological mod-
els of the level structure and the associated thermal redistribution are introduced. De-
scription and analysis of the experimental results are strictly divided into two subsections
for two reasons. On the one hand, the interplay of several experimental results must be
taken into account to check the consistency of the models. On the other hand, due to the
complexity of the PL dynamics and the lack of a mathematical model, the interpretation
of the results should be understood as a proposal under discussion.

6.2.1 Experimental findings

Before the results of the time-resolved PL spectroscopy are viewed, a temperature se-
ries of the QD PL under cw excitation (Eexc = 3.06 eV) is presented. Figure 6.6 (a)
shows the emission in the energy range of the QD ensemble and the wetting layer. When
the temperature is increased from 1.8 to 10 K the integrated PL intensity of the QD
ensemble (1.55 − 1.93 eV) increases by a factor of 3, see also blue symbols in Fig. 6.6
(b). The further increase of the sample temperature form 10 to 85 K, leads to the lin-
ear decrease of the integrated intensity. This decrease is caused by the reduction of the
PL intensity in the spectral range between 1.65 and 1.93 eV, which is nearly the whole
QD emission range. However, for lower energies, especially for emission energies below
Elow

ΓX = 1.624 eV, the situation is completely different. At E = 1.60 eV, the increase of
the temperature from 10 to 85 K causes the increase of the PL intensity by a factor of
about 2, see red symbols in (b). For T > 85 K, the PL intensity seems to saturate. At
E = 1.63 eV, close to Elow

ΓX , the PL intensity remains constant for temperature changes
between 10 and 85 K, see (a).
The ratio of the wetting-layer PL and the QD PL remains the same for the temperature
increase between 1.8 and 10 K. For higher temperatures, the wetting-layer PL decreases
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Figure 6.7: Time-resolved PL spectra of the (In,Al)As/AlAs QD ensemble. (a) ’Fast’ PL
(blue, dotted line), measured with tdelay = 20 ns and tgate = 10 ns, ’slow’ PL (blue, solid
line), measured with tdelay = 500 ns and tgate = 34500 ns, and the fully time-integrated PL
spectrum (dark blue line) measured with tdelay = 0 ns and tgate = 35000 ns. T = 2.6 K.
(b) and (c) Comparison of the (b) fast and the (c) slow low-temperature spectra (blue)
from (a) with the respective PL spectra detected at T = 65 K (orange).

much faster and become negligible for T ≥ 30 K.

Now, the results of the time-resolved PL spectroscopy are presented. The excitation
energy is Eexc = 3.49 eV and the pulse frequency is 2 kHz. The experimental method
is described in Sec. 3.3. As a first step, the PL is collected in two different time win-
dows. The first one starts shortly after the laser pulse and has gate width of 10 ns, the
second one starts 500 ns after the laser pulse and has a width of 35000 ns. Figure 6.7
(a) shows the results for T = 2.6 K. The blue, dashed PL spectrum was detected within
tgate = 10 ns after a delay of tdelay = 25 ns with respect to the laser pulse. Here the
PL maximum is at 1.649 eV and the FWHM is about 109 meV. Between t = 50 ns and
60 ns the PL maximum shifts strongly to higher energies (not shown here). In the final
stage the intensity maximum is located at 1.801 eV as shown by the blue, solid spectrum
which was detected within tgate = 34500 ns after tdelay = 500 ns. Here the FWHM is
130 meV and the shape of the curve is similar to the fully time-integrated PL spectrum
(dark blue line). For simplification, the PL spectra in Fig. 6.7 are labeled with ’fast’
and ’slow’ PL. In the following, these terms are used to distinguish between PL emitted
before and after t = 55 ns.
Next, the spectra presented in (a) are compared with the results for higher tempera-
tures. Figure 6.7 (b) shows the ’fast’ PL for T = 2.6 K (blue) and T = 65 K (orange).
Although both PL spectra were measured in the same time window (tdelay = 20 ns and
tgate = 10 ns) the shapes are clearly different. With the increase of temperature the
PL maximum shifts from 1.649 to 1.706 eV and the FWHM almost doubles from 108 to
209 meV. Compared to T = 2.6 K, the spectral range of the ’fast’ emission is significantly
increased for T = 65 K as the high energy shoulder is shifted from 1.75 to 1.90 eV. Thus,
’fast’ PL can be measured between 1.55 and 1.9 eV. Moreover, the spectral integrated
PL intensity decreases by a factor of about 33 for T = 65 K.
The development of the ’slow’ PL spectrum is shown in Fig. 6.7 (c) for T = 2.6 K and
65 K. The spectra were recorded with tdelay = 500 ns and tgate = 34500 ns each. Apart
from the decrease of the integral intensity, the shapes of the spectra differ clearly from
each other. Between 1.8 eV and 1.95 eV there is a decrease of the PL intensity when the
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Figure 6.8: (a) PL decay curves of direct QD excitons, with E = 1.60 eV (red circles),
and indirect QD excitons with E = 1.80 eV (dark blue squares). The lines show the
results of fitting the exponential (black) and the distribution function (grey) to the data
sets. (b) Fit parameters τr (open symbols), of the exponential function, and τ0 (filled
symbols) of the distribution function for T = 2.6 K (blue) and 65 K (orange). The dashed
lines show the ΓX-transition energies. The inset shows the recombination times around
Elow

ΓX . (c) Recombination time τr (open symbols) and τ0 (filled symbols) in dependence
of the temperature for direct and indirect excitons with emission energies of E = 1.60 eV
(red) and 1.80 eV (dark blue).

temperature is changed from 2.6 K to 65 K. Between 1.55 eV and 1.65 eV the opposite
effect, although much lower, is observed. Here, a slight increase of the PL intensity is
found at the higher temperature.

In order to determine the recombination times for different QD sizes (emission ener-
gies) and temperatures, time-integrated measurements were performed for different de-
lay times between 0 and 80000 ns. In order to obtain a reasonable temporal resolution,
the gate widths tgate are chosen so that ∆t is usually smaller than 0.25t (see Sec. 3.3).
Two examples of the resulting decay curves with very different time dependencies are
presented in Fig. 6.8 (a) for T = 2.6 K. The emission energies are 1.60 eV (red circles)
and 1.80 eV (dark blue squares). To determine the characteristic decay time, the decay
curves were fitted with either an exponential function

I(t) = A · exp(−t/τr),

or the distribution function Eq. (2.12) with the fit parameters τ0 and γ, which is in-
troduced in Sec. 2.3. τr and τ0 characterize the recombination time of the decay. The
best results were achieved by fitting the exponential function to decay curves emitted at
low energies (1.55 - 1.67 eV) and the distribution function to decay curves emitted at
high energies (1.67 - 1.925 eV). The quality of the fit was determined by the errors of
the fit parameters. As the recombination times vary between three orders of magnitude,
parameter sets with an average error below 30% are considered as a reasonable fits.
The fit functions for PL decay at E = 1.60 and 1.80 eV are shown in Fig. 6.8 (a) by the
colored lines. The exponential fit function (black) is optimized for τr = (4.4±0.1) ns and
the distribution function (grey) for τ0 = (590 ± 160) ns and γ = 2.9 ± 0.4. In Fig. 6.8
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(b), the full spectral dependence of the fit parameters τr (open symbols) and τ0 (filled
symbols) is shown for T = 2.6 K and T = 65 K. For T = 2.6 K (blue), the recombination
time is constant at about 4.5 ns between 1.55 and 1.605 eV. Between 1.605 and 1.640 eV
it increases up to 6 ns at 1.621 eV (see closeup) and decreases down to 4.5 ns again.
The spectral energy of this local maximum agrees well with the ΓX-transition energy
Elow

ΓX at 1.624 eV. For energies above 1.64 eV, the recombination time increases up to the
total maximum of 591 ns at 1.825 eV and then decreases down to 212 ns at 1.925 eV.
The transition from exponentially shaped decay curves (open symbols) to decay curves
fitted by the distribution function (filled symbols) is between 1.66 and 1.67 eV. This

energy coincides with the ΓX-transition energy Ehigh
ΓX at 1.67 eV. The comparison with

the results for T = 65 K (orange symbols) shows that the recombination time rises with

increasing temperature for energies below Ehigh
ΓX and decreases for energies above this

value. In addition, the local maximum at Elow
ΓX is transformed to an inflection point with

a higher recombination time on the low energy side.
The temperature dependence of the recombination time, measured at the spectral points
E = 1.56 eV (red) and 1.80 eV (dark blue), is presented in Fig. 6.8 (d). Although the ex-
ponential parameter τr (open red circles) describes the recombination time at E = 1.56 eV
with a much higher accuracy, the fit parameters τ0 of the distribution function (filled red
triangles) are added to the plot for completeness. At E = 1.56 eV, the results for τr

and τ0 differ strongly, especially for for temperatures around 10 K but the general trend
is the same. However, the following description refers to the τr (open red circles) for
E = 1.56 eV and τ0 (filled dark blue squares) for E = 1.80 eV only. For temperatures
between 2.6 and 48 K, the recombination times for E = 1.56 eV and 1.80 eV show op-
posite temperature dependencies. At E = 1.56 eV, τr increases from 4.4 to 29 ns and at
E = 1.80 eV, while τ0 decreases from 590 to 140 ns. Only exception is the temperature
range around 5 K. Here both curves have a local minimum. Above 48 K both curves
seem to follow the same negative slope. However, the slope of the high energy curve
(dark blue squares) is nearly 5 times bigger than for the low energy curve (red circles) in
that temperature range. Thus, the difference between the exciton recombination times,
measured at E = 1.56 eV and 1.80 eV, becomes smaller with increasing temperature.

The fit parameter γ of the distribution function is presented in Fig. 6.9 (a) and (b) in
dependence of the emission energy and the temperature. A strong spectral dependence
of γ is observed in (a) for T = 2.6 K (blue squares) and T = 65 K (orange squares),
where it decreases from 5.0 or 3.7 to 2.2. The higher values are found for exciton re-
combination in direct QDs with E < Elow

ΓX , while the lower value is reached exactly at
the transition energy between direct and indirect QDs. The dark blue and the red lines
show Boltzmann functions fitted to the data points in this energy range with the central
points at (1.606± 0.002) eV for T = 2.6 K and at (1.592± 0.005) eV for T = 65 K.
For T = 5 K (green squares), γ remains constant at about 1.9 in this energy range.
For higher energies, γ is more or less independent from the temperature and increases
slightly up to about 2.7 at E = 1.80 eV. This independence is reflected in the constant
slope of the blue squares in (b), which show γ at the emission energy of 1.70 eV as a
function of the temperature. In contrast, γ shows a strong temperature dependence for
the emission energy E = 1.56 eV (red squares) with the highest values at T = 2.6 K and
a local maximum at T = 65 K.
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(c) Distribution G(τr) of the recombination times, according to Eq. (2.13), in direct QDs
(E = 1.56 eV) at different temperatures.

According to Eq. (2.13), it is now possible to calculate the distribution of recombination
times G(τr) for certain cases from the two fit parameters τ0 (from Fig. 6.8 (c)) and
γ. Figure 6.9 (c) shows G(τr) for the direct QDs with an emission energy of 1.56 eV.
Surprisingly, the broadest distribution and the lowest average recombination time are
found for T = 5 K (green line), while the narrowest distribution is given for the lowest
temperature T = 2.6 K (blue line). The highest average recombination time, under these
three selected temperatures, is measured for T = 65 K (orange line).

To complete this section, the main experimental results, which were gained under non-
resonant excitation of the (In,Al)As/AlAs QD ensemble, are summarized. The following
effects occur due to the increase of the temperature

from 2 K to 5 K /10 K:

1) The integrated intensity increases by a factor of 3. (For indirect QDs, the in-
crease starts at lower temperatures than for direct QDs.)
2) The recombination is accelerated.
3) The distribution of recombination times in direct QDs becomes broader.

and above 10 K:

4) The PL intensity emitted by direct QDs increases by a factor of 2, while the PL
intensity from indirect QDs decreases.
5) The recombination time of direct QDs increases (for T < 60 K), while the re-
combination time of indirect QDs decreases. For T > 60 K, the recombination time
decreases for both kinds of dots.
6) For T = 65 K, the distribution of recombination times in direct QDs is narrowed.
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6.2.2 Discussion and redistribution models

The analysis of the experimental results presented in the previous section will be divided
into three parts: First, the strong spectral dependence of the recombination time and
its distribution for T ≈ 2 K are discussed. Then, the temperature dependence of these
quantities is examined, where a distinction is made between the low temperature effects,
which occur between 2 and 10 K, and the high-temperature effects, which occur above
10 K. Two different models are considered as explanations for the experimental findings:
It is assumed that in the lower temperature range, the PL dynamics is governed by
the thermal redistribution of excitons from the dark to the bright Γ-exciton state, while
at higher temperatures, the redistribution of electrons between the Γ and the X valley
determines the dynamics. These models are checked on the basis of the experimental
results.
The discussion of the wetting layer is largely dispensed here, as its interaction with the
QDs is weak [27].

Dynamics of direct and indirect excitons

The strong increase of the recombination time at the ΓX-transition energy for T = 2.6 K,
presented by the blue symbols in Fig. 6.8 (b), is already described in Ref. [39] and [29].
These results are briefly recalled here. For indirect excitons, with the electron in the
X valley of the conduction band and the heavy hole in the Γ valley of the valence
band, the direct optical recombination is forbidden due to the mismatch in momentum
space. The required change of momentum is caused by the scattering of the electron at
the QD interface [28]. This condition prolongs the recombination time. In the studied
(In,Al)As/AlAs QD ensemble, larger dots with smaller emission energy are direct QDs,
while smaller dots with higher emission energy are indirect, see Sec. 4.2.2. For a specific
size, which is related to the ΓX-transition energy EΓX , the band gap of the dots is
changed from direct to indirect. Thus, the recombination time increases for E > EΓX .
A new feature is the maximum of τr at the ΓX-transition energy Elow

ΓX , which is presented
in the inset of Fig. 6.8 (b). The maximum can be explained by the mixing of the short-
living Γ state with the long-living X state. However, more remarkable than the increase
of τr is the decrease of the recombination time between Elow

ΓX and Ehigh
ΓX . This behavior

can be explained by the sustained, dominant recombination of Γ excitons caused by
electrons that do not relax to the X level. The reason for the low energy relaxation rate
is routed in the small energy gap ∆EΓX between the Γ and the X valley in this energy
range. It is assumed that the relaxation, which is mediated by phonon scattering, is
accelerated when ∆EΓX is larger than the phonon energy of at least one phonon type in
the QDs. The energy of the TAAlAs phonons is 12 meV [82]. According to Eq. (6.4), it
is ∆EΓX = 12 meV when the energy of the Γ level is EΓ = 1.645 eV. For higher energies
(smaller dots), the relaxation to the X valley is assisted by the TAAlAs phonons. In the
inset of Fig. 6.8 (b) it can be seen that the recombination time starts to increase again
exactly at this energy. Further consequences of the slow relaxation from the Γ to the X
valley in this energy range are also discussed in Sec. 6.3 in connection with the optical
alignment and the optical orientation of direct excitons and in Sec. 6.5.4 in connection
with the hyperfine interaction.
The parameter γ, which reflects the width of the recombination time distribution, changes
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strongly at the ΓX-transition energy, see blue symbols in Fig. 6.9 (a). According to
Eqs. (2.12) and (2.13), a high value of γ is connected with an exponential-like decay,
while a low γ describes a nonexponential decay function with a broad distribution of
recombination times. Thus, the observed decrease of γ is connected with the broadening
of the distribution G(τr). In Ref. [28], where γ is determined to 2.30 - 3.45 for indirect
QD excitons in similar samples, the nonexponential decay of indirect excitons is explained
by the electron scattering at the QD interface, which provides the change of momentum
and leads to the recombination. In contrast, the recombination of direct excitons of the
(In,Al)As/AlAs QD ensemble is well described by exponential functions, see Sec. 6.4.2. It
can thus be stated that the width of the recombination time distribution is an additional
tool to distinguish between direct and indirect excitons, at least at low temperatures
(T ≤ 2.6 K).

T < 10 K: Redistribution between dark and bright states

The discussion of the temperature dependence is started with the recall of the fine struc-
ture of direct excitons, which is introduced in Sec. 2.1.2. The electron-hole exchange
interaction splits the dark and bright exciton levels by an energy of δ0, which is in the
range of several hundreds of µeV [18]. In case of indirect excitons, the electron-hole
exchange interaction is suppressed [30]. Therefore, δ0 becomes zero or is at least strongly
reduced. Anyway, for excitons in the dark ground states, the radiative recombination is
forbidden. A scheme of the dark and bright Γ and X levels of the QD ensemble is pre-
sented in Fig. 6.10. The splitting between the dark and bright X exciton levels, Xd and
Xb, is only for better visibility. When the QD sample is excited nonresonantly, excitons
are created in the AlAs barrier (B). The QDs act as potential traps, where the carriers
get captured. The associated energy relaxation (dashed green arrows) is accompanied by
the loss of spin polarization. Thus, the bright and dark Γ-exciton states, Γb (red) and
Γd (grey), are equally populated.
First, the redistribution in direct QDs with EΓ < EX and δ0 > 0 is considered, see left
side of Fig. 6.10. For the direct QDs, it is demonstrated in Sec. 6.3 that the spin relax-
ation time is comparable to the recombination time. Therefore, excitons in the bright Γ
level can either recombine (red arrow) or, with the about the same probability, relax to
the dark Γ level (green arrow). At very low temperatures (kBT � δ0), the excitons are
frozen in the dark state, where they can recombine only nonradiativly (not shown). Thus,
the PL intensity, emitted by the bright state, is low, compare Fig. 6.6 for E = 1.60 eV
and T = 1.8 K.
The increase of the temperature to kBT > δ0 leads to the increase of the spin-flip rate
from the dark to the bright level (orange arrow) and to the increase of the PL intensity
emitted by the direct QDs. In the experiment, presented in Fig. 6.6 (b), an increase of
the PL intensity is found between 5 and 10 K (see red symbols). Thus, if the model is
correct, the splitting between the upper dark and the lower bright Γ exciton level can be
estimated to 645 µeV and the exchange splitting δ0, with δ2 > δ1 [18] and δ1 ≈ 300 µeV
(Sec. 6.4), to δ0 > 945 µeV. In Ref. [31] it was found for the indirect type-II GaAs/AlAs
QW, that the nonradiative recombination is much slower than the radiative recombi-
nation and in Sec. 5.1 it is demonstrated that this is also true for the indirect type-I
InAs/AlAs QW. Here, it is assumed that this relation can also be applied for the di-
rect type-I (In,Al)As/AlAs QDs. In this case, the redistribution from the dark to the
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Figure 6.10: Schematic representation of the low-temperature model describing the ther-
mal redistribution (orange arrows) between the dark and bright Γ-exciton states in the
(In,Al)As/AlAs QD ensemble under nonresonant excitation. Dark and bright Γ states,
Γd (grey) and Γb (red), are split by the exchange energy δ0. Here, the splitting between
dark and bright X states, Xd (grey) and Xb (red), is only for better visibility. The dashed
green arrows indicate the relaxation from the AlAs barrier (B), solid green arrows show
the relaxation between QD levels. Recombination and PL emission of direct and indirect
excitons is indicated by the red and blue arrows.

bright exciton level causes the acceleration of the recombination, since a higher amount
of excitons can now recombine radiatively. The decrease of the recombination time is
documented in Fig. 6.8 (c) by the red symbols. At the same time, the broadening of the
recombination time distribution is observed for direct excitons, see red symbols in Fig.
6.9 (b). This behavior might be explained by excitons that alternate between the bright
and dark states several times before the recombination.
In case of indirect QDs, with EΓ > EX (right side of Fig. 6.10), the excitons relax from
the Γ to the X state. As mentioned above, the relaxation is accelerated for a sufficiently
high ΓX splitting (∆E > EPhonon). When this process becomes faster than the direct
recombination, and thus faster than the spin relaxation (see Sec. 6.6.2), the excitons
from the bright Γ level relax to the bright X level and excitons from the dark Γ level
relax to the dark X level (green arrows). Due to the long spin-flip or spin-relaxation
time of X exciton in comparison to its recombination time, excitons in the dark X level
are trapped and do not contribute to the radiative emission. The same effect should
prevent the relaxation of the bright X excitons to the dark states. The increase of the
temperature leads to the thermal activation of excitons from the dark to the bright Γ
state (orange arrow), which causes a strong increase of the indirect exciton emission (blue
arrow). This effect is observed experimentally as shown by the increase of the integrated
intensity (blue symbols) in Fig. 6.6 (b). As described above for the direct QDs, the
increased number of bright excitons leads to the acceleration of the recombination, which
can be seen in Fig. 6.8 (c) by the dark blue symbols for T > 10 K.
It is assumed that the simultaneous increase of the wetting-layer PL with the QD PL at
low temperatures, demonstrated in Fig. 6.6 (a), is caused by the thermal redistribution
of excitons from dark to bright wetting-layer states, while its fast decrease at higher
temperatures is explained by the exciton transfer to nonradiative centers [27].



Thermal redistribution dynamics 69

T > 10 K: Redistribution between direct and indirect states

Now the effects at higher temperatures are discussed. Figure 6.11 illustrates the possible
redistribution processes between the Γ and X exciton levels as well as the thermal exci-
tation to the AlAs barrier (B).
In case of direct QDs, the Γ level is the exciton ground state, see left side of (b). For
T = 2.6 K, the respective exciton recombination time is determined to 4.5 ns, see blue
symbols in Fig. 6.8 (b). The recombination is indicated by the red arrows. With in-
creasing temperature, the transition rate of the electron to the X valley rises (orange
arrow). The transition rate to the higher energy level is proportional to the Boltzmann
factor which depends on the size of the energy gap and the temperature. In the X state
the recombination time is several hundred nanoseconds, see blue symbols in Fig. 6.8 (b),
while the energy relaxation time is significantly shorter. Otherwise, it would be possible
to find X lines above the laser line in the PL spectra of direct QDs, which is not the
case. Thus, all excitons in the X state relax back to the Γ state (green arrow). However,
if the relaxation time is in the order of a few nanoseconds, it can be assumed that the
detour to the X state prolongs the overall exciton recombination time in direct QDs.
Indeed, in Fig. 6.7 (c) it is shown that the ’slow’ PL intensity is slightly increased for
T = 65 K in the energy range around 1.60 eV. Moreover, Figs. 6.8 (c) and (d) show
that the recombination time in direct QDs, with E < Elow

ΓX = 1.624 eV, increases with
increasing temperature.
Another argument for the thermal excitation of excitons from the Γ to the X state in
direct QDs is the energy shift of the transition from high to low γ values when the tem-
perature is increased from 2.6 K to 65 K, see Fig. 6.9 (a). As it is pointed out on page
67, high γ values indicate a direct and low γ values an indirect recombination. The
transition energies are determined to E = 1.606 eV for 2.6 K and E = 1.592 eV for 65 K.
The difference of the ΓX splittings ∆EΓX at these two energies can be calculated via Eq.
(6.4) to 8.12 meV, which is in good agreement with the difference of the thermal energies
3
2kB(65 − 2.6 K) = 8.05 meV. These results imply that by increasing the temperature,
the additional thermal energy lifts the excitons of larger and larger QDs to the higher X
state.

In case of indirect QDs (right side of Fig. 6.11), the Γ excitons can either relax to
the X states (green arrow) or recombine (red arrow). The dominating process is de-
termined by the size of the ΓX splitting ∆EΓX , as explained above (p. 66). However,
in the X state the recombination time is in the order of several hundred nanoseconds
for T = 2.6 K. In contrast to direct QDs (left side of (b)), the long recombination time
in indirect QDs increases the probability that the exciton will be thermally exited to
the higher level, here Γ state, during its lifetime. This process, indicated by the orange
arrow, leads to the increase of the PL emission from the direct level (red arrow) and to
the decrease of emission from the indirect state (blue arrow). This effect is observed and
discussed in context of selective excitation of indirect QDs, see Figs. 6.4 (b) - (e) in Sec.
6.1.3. Moreover, this effect should reduce the recombination time in the spectral region
of the indirect QDs, which is confirmed in the experiment by the decrease of τr (dark
blue symbols) in Fig. 6.8 (c).

For the smallest QDs in the ensemble, the energy of the Γ level approaches the AlAs
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Figure 6.11: Schematic representation of the high-temperature model for T > 10 K
describing the thermal redistribution (orange arrows) between direct and indirect exciton
states in the (In,Al)As/AlAs QD ensemble under nonresonant excitation. The dashed
green arrows indicate the relaxation from the AlAs barrier (B). In direct QDs with
EΓ < EX , thermal activation occurs from the Γ (red line) to the X state (blue line),
while in indirect QDs with EΓ > EX , excitons are activated from the X to the Γ state
and from the Γ state to the barrier. Relaxation between QD states is indicated by solid
green arrows, direct and indirect recombination by red and blue arrows. ∆EΓX is the
energy splitting between the Γ and the X state.

barrier. Thus, the band-gap energy of the barrier, which is given by 2.30 eV, determines
the maximum energies of the two indirect exciton levels, as these levels can be excited
only by energy relaxation from the Γ valley. For sample AG 2890, they can be calculated
via the equations (6.4) and (6.5) to Elow

max = 1.91 eV and Ehigh
max = 1.96 eV. Ehigh

max is in good
agreement with the intensity minimum between the QD PL and wetting layer, shown in
Fig. 6.6 (a). It is easy to see that the rise of the temperature enhances the escape of
excitons from the QDs into barrier (upper orange arrow in Fig. 6.11). The excitons
quickly relax back to unpopulated QDs (dashed green arrows). As the recombination
time in direct QDs is lower than in indirect QDs for all temperatures up to 85 K, see
Fig. 6.8 (c), the additional excitons from the barrier most likely populate direct QDs.
This exciton redistribution from the smallest indirect dots to the direct QDs is reflected
in the temperature dependence of the PL spectrum, see Fig. 6.6 (a). Here, the intensity
of the direct QDs increases (see also red symbols in (b)), while the integrated intensity
decreases. Note that this increase of direct PL emission is not in conflict with the de-
crease of the emission of direct QDs, which is demonstrated in Fig. 6.4 (a), since there
is no thermal excitation to the barrier under selective excitation. In addition, it can be
seen in Fig. 6.6 (a) that with increasing temperature the higher energy flank of the QD
PL decreases the fastest, due to excitons escaping to the barrier. The effect is also visible
in Fig. 6.7 (c), where at 65 K the relative intensity of the ’slow’ PL is strongly reduced
for energies above 1.8 eV in comparison to 2.6 K.

Further effects

Finally, some effects that can not be explained by the two models should be mentioned
and discussed. The decrease of the integrated PL intensity with increasing temperature,
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demonstrated in Fig. 6.6 (b) by the dark blue symbols, is attributed to nonradiative
losses. Moreover, the decrease of the direct (and indirect) recombination time above
65 K in Fig. 6.8 (c) can be explained by this process. At low temperatures around 5 K,
the decrease of the recombination time, which is explained by the thermal redistribution
from the dark to the bright Γ level, is followed by the increase of the recombination time
with increasing temperature. In case of direct QDs this increase can be explained in
terms of the thermal redistribution between direct and indirect states, which is discussed
above. However, in case of indirect QDs (dark blue symbols in Fig. 6.8 (c)), this effect is
unexpected. It might be due to the acceleration of the relaxation time from the Γ to the
X level with rising temperature, which leads to the increase of indirect recombination
processes. This assumption is based on the consideration that the relaxation from Γ
to the X level is mediated by phonon scattering, which should increase with increasing
temperature. The reason for the narrowing of the distribution G(τr) (increase of γ) for
direct QDs at 65 K in Fig. 6.9 (b) is not understood so far.

6.2.3 Conclusion

The temperature depended study of the PL dynamics under nonresonant excitation of
the whole (In,Al)As/AlAs QD ensemble turns out to be highly complex. As the experi-
mental findings indicate two different temperature ranges with different effects, they are
compared with two thermal redistribution models. For T < 10 K, a strong increase of the
PL intensity and an acceleration of the PL dynamics are found. Moreover the distribution
of recombination times broadens. These results are explained by the thermal activation
of Γ excitons from the dark to the bright states. The exchange splitting is estimated to
δ0 > 945 µeV. For T > 10 K, the PL intensity of the direct QDs increases, while the
integral intensity of the QD emission decreases. This effect is attributed to the escape
of excitons from the smallest QDs to the AlAs barrier and the related redistribution to
direct QDs. Furthermore, the recombination times, measured for the excitons in direct
and indirect QDs, show opposite temperature dependencies above 10 K. It is assumed
that in case of direct QDs, the exciton lifetime is prolonged by thermal transitions the
X state. In case of indirect QDs, the recombination time is decreased, since the excitons
are thermally excited from the X to the Γ state from where they quickly recombine.
It should be emphasized that although the comparison of experimental findings and the
thermal redistribution models are qualitatively in good agreement, mathematical models
are required to prove their quantitative accuracy.

6.3 Optical orientation and alignment

In this section, the fine structures of direct and indirect excitons in the (In,Al)As/AlAs
QD ensemble are investigated. The fine structure is a fundamental property of the
exciton, as it defines the spin states of the energy levels and their splitting. It is known
for direct QD excitons that the pure spin states are mixed and split by the anisotropic
exchange interaction into two linearly polarized states |X〉 and |Y 〉, see Sec. 2.1.2. If,
in this case, the spin relaxation time τs is not significantly shorter than the exciton
recombination time τr, the effect of optical alignment is observed. For indirect excitons,
it is theoretically predicted that the electron-hole exchange interaction is suppressed
[30]. Thus, the exciton spin states are expected to be degenerated and exist in their
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pure, unmixed forms, |+1〉 and |−1〉, as it is shown in Fig. 2.1 for Eexch = 0. In this
case, optical orientation should be measurable for the indirect QDs.
The optical addressing of direct and indirect QDs with a specific exciton energy (QD
size) by selective excitation is discussed in Sec. 4.2.2 and 6.1. The techniques to measure
optical alignment and optical orientation are explained in Sec. 3.2.2. Here, optical
alignment and optical orientation are measured for direct and indirect QDs in sample
AG 2890 by tuning the laser energy through the energy range of the QD ensemble. The
polarization of the laser light is either circularly or linearly polarized. Since there is
no external magnetic field, except for the earth magnetic field, which can be neglected,
the optical orientation degree ρoo is equal to the circular polarization degree ρ+

c . ρ+
c

is determined by the circularly polarized intensity components of the PL I+
+ and I+

− .
The degree of optical alignment is determined analogously via the linearly polarized
components I0

0 and I0
90.

6.3.1 Fine structure of direct and indirect excitons

As a first attempt, two different excitation energies, Eexc = 1.61 eV and Eexc = 1.70 eV,
are chosen to compare the polarization properties in direct and indirect QDs. The results
in Fig. 6.12 show that direct and indirect excitons behave contrariwise with regard to
optical alignment and optical orientation. In case of the direct QDs (red lines), the D
line in (a) shows an optical alignment degree of 53%, while the optical orientation degree
of 1% in (b) can be neglected. In case of indirect QDs (green lines), an optical alignment
degree of 4% and an optical orientation degree of 37% are found for the Xhigh line, see
Figs. 6.12 (c) and (d). The D line, which is of low intensity for indirect QDs, shows
an optical orientation degree of 73%, while the linear polarization degree could not be
determined in this case.

The results for the direct QDs confirm the considerations about the exciton fine struc-
ture. In Sec. 2.1.2 it is explained that for direct excitons the spin states are split by the
isotropic exchange interaction into bright |±1〉 and the dark |±2〉 states. The twofold
degeneration of the bright states is lifted by the anisotropic exchange interaction, which
is nonzero for real, unsymmetrical QDs. The loss of the axial symmetry also leads to the
mixing of the two bright states. The resulting states are given by the linear polarized,
dipole active [101] states |X〉 = 1√

2
(|+1〉 + |−1〉) and |Y〉 = 1

i
√

2
(|+1〉 − |−1〉) with an

energy splitting of δ1, the anisotropic exchange splitting [18], [102].
When the direct QDs are excited with linearly polarized light under steady-state condi-
tions, as presented in Fig. 6.12 (a), the linear polarization degree of the emitted light
depends on the ratio between the spin relaxation time τs and the exciton recombination
time τr, see Eq. (2.7). If the τs is not much smaller than τr, the optically induced spin
polarization remains for some excitons during their lifetime and the polarization of the
emitted light is nonzero. In case of linearly polarized excitation, the occurrence of ρl > 0
is called optical alignment. As the linear polarization degree of the D line is 53%, it can
be concluded that the spin relaxation time of the Γ exciton is comparable to its recom-
bination time, which is several nanoseconds (see Fig. 6.8 (c)).
The circularly polarized excitation of a direct QD, as presented in Fig. 6.12 (b), leads
to the creation of an exciton in the superposition state of |X〉 and |Y〉. The coherence
of these two states gets lost within the decoherence time τd [103], which is given by the
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Figure 6.12: Polarized PL spectra under selective, polarized excitation of direct (red)
and indirect QDs (green) of the (In,Al)As/AlAs QD ensemble. T = 10 K and B = 0 T.
I+

+ and I+
− are circularly polarized PL components, I0

0 and I0
90 are linearly polarized PL

components. (a) Linearly and (b) circularly polarized PL components of the D line with
Eexc = 1.61 eV. (c) Linearly and (d) circularly polarized PL components of the Xhigh

and the D line with Eexc = 1.70 eV.

energy difference between the states [6]. As the two states are split by the anisotropic
exchange interaction, it is τd = h/δ1, where h is the Planck constant. In Sec. 6.4, the
splitting δ1 is determined to about 350 µeV for direct QD excitons. Thus, the decoher-
ence time is estimated to τd ≈ 10 ps. In case of τd � τr, the coherence is lost before the
recombination of the exciton and the emitted light is unpolarized. With τr in the range
of several ns (see Fig. 6.8 (c)), this condition is fulfilled in direct QDs and the absence
of optical orientation is demonstrated in Fig. 6.12 (b).

The situation is different for indirect QDs. The occurrence of optical orientation in
(d) means that the bright exciton states are given by |+1〉 and |−1〉. This finding can
be explained by the indirect band gap in momentum space. As the wave functions of
electron and hole hardly overlap in k-space, the electron-hole exchange interaction is
weakened for indirect excitons [30]. Therefore, the mixing and splitting of the spin states
is suppressed. When the indirect QDs are excited with circular polarized light, only the
corresponding spin state gets populated. The relatively high optical orientation degree of
37% indicates that the spin relaxation time τs is not significantly shorter than the exciton
recombination time τr. In Sec. 6.5 it is found that for B = 0 mT the optical orientation
degree is strongly suppressed by the hyperfine interaction and that τs can become much
longer than τr in an external longitudinal magnetic field. This is also confirmed by time-
resolved measurements in Sec. 6.6.
Linearly polarized light excites the superposition of the indirect exciton states |+1〉 and
|−1〉. The decoherence time τd of this superposition is given by h/∆E, where ∆E is the
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splitting between the spin states. Due to the suppression of the electron-hole exchange
interaction, the spin states are degenerated and it is ∆E → 0. Thus, the decoherence
time should be extremely long and optical alignment should be observable. However,
it is assumed that the optical alignment of the Xhigh exciton is suppressed by the weak
optical alignment of the Γ-exciton state in the same dot, see D line in Fig. 6.12 (c), which
is not understood so far. This relation is discussed in the following section.
The high optical orientation degree of 73%, measured for the direct excitons in indirect
QDs (D line in Fig. 6.12 (d)), can be explained by the fast energy relaxation τrelax of
the electron from the Γ to the X valley, which is the ground state here. Due to this fast
relaxation, only a small fraction of excitons with τr < τrelax recombines from the Γ state.
Therefore, the PL intensity of the D line is small compared to the indirect Xhigh line.
The high optical orientation of the D line implies that the coherence of |X〉 and |Y〉 in the
direct superposition state, which is excited by the circularly polarized light, is preserved
for these short-lived Γ excitons with τr < τd.

It should be noted that the occurrence of linear polarization can, in principle, also result
from the mixing of heavy and light hole states in the C2v-symmetric QDs, as it is the case
for the GaAs/AlAs QW in zero magnetic field (Sec. 5.2). However, as the transverse g
factor of the heavy-hole is very small (see Tab. 6.2), also in comparison with the in-plane
g factor of the studied GaAs/AlAs QW, the mixing can be neglected [29].

6.3.2 Spin decoherence and ΓX relaxation

In order to study the spectral dependence of the polarization properties, the measure-
ments described above were repeated for several excitation energies between Eexc =
1.57 eV and 1.77 eV. Particular attention is paid to the transition region between direct
and indirect QDs. The optical alignment (filled circles) and orientation degrees (open
circles) of the direct D line (red) and the two indirect exciton lines Xlow and Xhigh (blue
and green) are presented in Fig. 6.13. In (a), the values are plotted in dependence of the
excitation energy to compare polarization properties for QDs with the same size, while
in (b) the dependence on the emission energy of the respective PL line is shown. In the
latter case, the values for the optical alignment of the Xlow and Xhigh excitons merge.
The degree of optical alignment, indicated by the filled circles in Fig. 6.13 (a) and (b),
demonstrates a step-like function of the (excitation) energy. The high plateau, with about
50% polarization degree (filled, red), is found in the spectral region of the direct QDs
(E(exc) < Elow

ΓX ) and the low plateau, with about 3% polarization degree (filled, green), is

measured for indirect PL lines with E(exc) > Ehigh
ΓX . In between the polarization degree

of the Xlow line (filled, blue) decreases linearly.
The optical orientation degree is indicated by the open circles. For direct excitons
(open, red), it is about 1% in direct QDs and starts to increase in indirect QDs with
E(exc) < Elow

ΓX . For higher energies the values seem to approach 100% asymptotically.
The optical orientation degree of the indirect Xlow line (open, blue) starts to increase
from 2% at Elow

ΓX up to almost 22% for Eexc = 1.71 eV and E = 1.66 eV and decreases
for higher (excitation) energies. The Xhigh line (open, green) appears with an optical ori-

entation degree of 42% at Ehigh
ΓX . For higher (excitation) energies its optical orientation

degree decreases.
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Figure 6.13: Optical alignment (filled circles) and optical orientation degree (open circles)
measured for direct (red: D) and indirect exciton lines (blue: Xlow, green: Xhigh) and
plotted in dependence of (a) the excitation energy and (b) the spectral energy of the

respective PL feature. The dashed lines show the ΓX-transition energies Elow
ΓX and Ehigh

ΓX .
T = 10 K.

Apart from the (bright) fine structures of direct and indirect excitons, which are dis-
cussed in the context of Fig. 6.12, the spectral dependencies of the optical orientation
and alignment in Figs. 6.13 (a) and (b) provide further details and information. It was
expected that the appearance of optical orientation and the disappearance of optical
alignment would coincide with a spectrally sharp change in polarization when moving
from direct to indirect QDs at Elow

ΓX . However, the transition is extended to the spectral

region between Elow
ΓX and Ehigh

ΓX . In the following this effect is discussed for the two types
of polarizations.

1.) Optical orientation: The gradual increase of the optical orientation degree, from
zero up to 94%, measured for direct excitons in indirect QDs (open, red) can be ex-
plained by the increase of the average Γ-exciton recombination rate, which reduces the
effect of decoherence. The increase of the recombination rate is due to the acceleration
of the energy relaxation from the Γ to the X level. The relaxation process is nonradia-
tive and mediated by phonon scattering. Therefore, it is most effective when the energy
difference ∆EΓX between the Γ and the X state overcomes the phonon energies in the
QDs. In InAs, the LO-phonon energy is 30 meV and in AlAs it is 49 meV [82]. From the
experimental data in (a) and (b) it can be seen that the strongest slope of the optical
orientation degree is measured for E(exc) = EΓ = 1.672 eV. The X-exciton energy for

these QDs can be calculated by Eq. (6.4) to Elow
X = 1.644 eV. Thus, the energy difference

∆EΓX is given by 28 meV, which is in good agreement with the LO-phonon energy of
InAs.
For the largest indirect dots, with Elow

ΓX < EΓ < 1.644 eV, ∆EΓX is smaller than the
LO-phonon energy and the energy relaxation time from the Γ to the X state can become
longer than the decoherence time of the direct excitons: τrelax > τd ≈ 10 ps (Sec. 6.3.1).
Since only short-lived Γ excitons with τr < τrelax recombine directly, a certain amount
recombines at τd < τr < τrelax under the emission of unpolarized light. This leads to the
reduction of the optical orientation degree of the Γ exciton in this spectral region, as it
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can be seen by the open red circles between Elow
ΓX and Ehigh

ΓX .
In smaller indirect QDs, with EΓ > 1.644 eV, ∆EΓX is larger than the LO-phonon energy
and the energy relaxation time of the Γ excitons becomes faster, approaching the deco-
herence time. Thus, the percentage of Γ excitons recombining at τr < τd, under emission
of circular polarized light, increases. For sufficiently small QDs, τrelax falls below τd and
it is τr < τrelax < τd. In this case, all excitons that recombine from the Γ state are circular
polarized, resulting in a optical orientation degree of 100%. In Fig. 6.13, the maximal
optical orientation degree of the D line is 93% (open red circles). The difference might
be due to depolarization caused by acoustic phonons, since the D line is the acoustic
phonon replica of the Γ exciton transition, see Sec. 6.1.2.

For the indirect exciton Xlow, the increase of the optical orientation degree (open blue
circles) with increasing (excitation) energy can be explained by the considerations made
above. In case of large indirect QDs, with a small energy gap ∆EΓX between Γ and X
valley, the energy relaxation time τrelax is longer than the decoherence time τd. Therefore,
the optical orientation is already lost when the exciton relaxes to the X state. The optical
orientation degree of the direct exciton emission is the upper limit for the polarization of
the indirect exciton emission, see open circles in Fig. 6.13 (a). Thus, the increase of the
Γ-exciton polarization results in the increase of the X-exciton polarization.
In case of small indirect QDs, where ∆EΓX is higher than the LO-phonon energy, the
energy relaxation time becomes shorter than the decoherence time of the Γ state. There-
fore, the circular polarization of the laser light should be preserved up to 100% when
the exciton relaxes to the X state. The strong difference between the optical orientation
of Γ and X excitons in Fig. 6.13 (a) is explained in Sec. 6.5 by the depolarization of
the X exciton in the nuclear field. For the highest (excitation) energies used, the optical
orientation degree of the Xlow and the Xhigh excitons decreases. This can be explained by
the widening of the energy gap ∆EΓX to energies above the LO-phonon energies. In this
case the energy relaxation requires the scattering of the Γ exciton with several optical
phonons, which enhances the depolarization.

2.) Optical alignment: The energy dependence of the optical alignment degree in the
spectral ΓX-transition region is not fully understood up to now. Following the consid-
erations above, it is expected that the optical alignment degree should increase strongly
with the appearance of the lower X level. The opposite effect is observed, see red filled
circles in Fig. 6.13.
However, for the Γ (filled, red) and the Xlow excitons (filled, blue), the measuerd degrees
of optical alignment are about the same for the same dot, see (a). This requires an
extremely long decoherence time τd of the circularly polarized X exciton states, compa-
rable to the recombination time, which is several hundreds nanoseconds (see Fig. 6.8 (c)).
Since τd is given by h/∆E [6], where ∆E is the splitting between the circularly polarized
|+1〉 and |−1〉 states here, this long decoherence time might be due to the degeneration
of spin states (∆E → 0) for indirect excitons. Since the hyperfine interaction is an im-
portant source of decoherence, an upper limit of the spin decoherence time in a single
quantum dot can be calculated by the number of nuclei N in the dot and the hyperfine

coupling constant A [104]. The latter is determined in Sec. 6.5.2 to A
‖
As = 10.4 µeV.

For the studied structure with N = 5 · 104 per dot, the upper limit of τd is given by
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~N/A ≈ 3 µs, which is much higher than the recombination time of the X excitons.
Other decoherence channels can lead to a further reduction of τd.

6.3.3 Conclusion

The study of the polarization properties in absence of external magnetic fields reveals im-
portant information about the bright fine structure of the excitons in the (In,Al)As/AlAs
QD ensemble. For Γ excitons in direct QDs, the anisotropic electron-hole exchange inter-
action mixes and splits the pure spin states |+1〉 and |−1〉 to the linearly polarized |X〉
and |Y 〉 states. This is confirmed by the detection of optical alignment. For X excitons
in indirect QDs, the suppression of the electron-hole exchange interaction, which was
theoretically predicted in Ref. [30], is demonstrated by the occurrence of optical orienta-
tion. It turns out that degree of optical orientation is limited by the loss of coherence in
the Γ state, due to the relatively long relaxation time from the Γ to the X state. Since
the energy relaxation is accompanied by the emission of phonons, it is accelerated if the
ΓX splitting ∆EΓX is higher the LO-phonon energy. For the largest indirect QDs with
a smaller ΓX splitting, the energy relaxation time exceeds the decoherence time of the
Γ exciton, which leads to the reduction of the optical orientation degree in these dots.
Moreover, the suppression of the electron-hole exchange interaction for indirect excitons
and the related degeneration of the spin states might also lead to a very long decoher-
ence time of the superposition state, resulting in the optical alignment of the X excitons.
However, since the relatively low optical alignment of the higher energetic Γ excitons in
indirect QDs is not understand, further studies are necessary to verify this assumption.

6.4 Anisotropic exchange splitting affected by ΓX mixing

In the previous section, it is found that the bright Γ-exciton states of the (In,Al)As/AlAs
QD ensemble are split and mixed by the anisotropic exchange interaction, while the
electron-hole exchange interaction is suppressed for indirect excitons. In this section the
anisotropic exchange splitting δ1 between the linearly polarized Γ-exciton states |X〉 and
|Y 〉 is measured. The spectral dependence and the splitting at the ΓX-transition energies

Elow
ΓX and Ehigh

ΓX (see Sec. 6.1.4) are of particular interest here. Two different techniques,
a macroscopic and a microscopic one, are presented and compared. In both cases, the
studied sample is RC 1517.

6.4.1 Macroscopic measurements on the QD ensemble

An ensemble of QDs offers several advantages over single QDs like the higher PL inten-
sity and the possibility to perform size-dependent measurements by selective excitation.
However, due to homogeneous broadening, the width of these selectivly exited PL lines
is in the range of 6 meV (see Fig. 6.14), which is much broader than the expected
anisotropic exchange splitting of a few hundred µeV [18]. Therefore, it is not possible
to measure the spectral splitting between the oppositely polarized PL lines, which are
emitted from the |X〉 and |Y 〉 states.
The macroscopic technique used here is based on the fact that the anisotropic exchange
splitting of direct excitons can be exceeded by the Zeeman splitting in a longitudinal
magnetic field [81]. In zero magnetic field, the pure spin states |+1〉 and |−1〉 are split
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Figure 6.14: (a) and (b) Circularly polarized intensity components I+
+ and I+

− of the PL
spectra emitted by (a) direct and (b) indirect QDs under σ+ polarized excitation. The
longitudinal magnetic-field strength is 1 T. (c) Degree of the optical orientation (red
circles), the magnetic field induced polarization (red crosses) and the optical alignment
(grey dots) of the D line emitted by direct QDs (Eexc = 1.606 eV) in dependence of the
longitudinal magnetic-field strength. The orange line shows a Lorentzian function, which
is fitted to ρoo with a HWHM of B1/2 = 2.3 T. T = 1.8 K. Dashed lines are guides for
the eye.

and mixed by the electron-hole exchange interaction (see Fig. 2.1). Thus, the degree of
optical alignment is high, while optical orientation is negligible (see Sec. 6.3). When a
magnetic field Bz is applied parallel to the growth axis of the sample (Faraday geome-
try), the Zeeman splitting between |+1〉 and |−1〉 increases and the mixing is lifted. This
leads to the arise of the optical orientation and the decrease of the optical alignment. The
anisotropic exchange splitting δ1 between the bright Γ-exciton states can be determined
by the magnetic field dependence of the optical orientation degree ρoo. The so-called
polarization recovery curve is given by:

ρoo(Bz) = ρ0
oo

(
µBg

(Ex)
z Bz

)2

δ2
1 +

(
µBg

(Ex)
z Bz

)2 [81], (6.10)

with the high-field limit ρ0
oo of the optical orientation degree, the Bohr magneton µB and

the longitudinal g factor g
(Ex)
z of the Γ exciton.

For the studied sample, the optical orientation degree of the Γ exciton, ρoo, is calcu-
lated from the intensities of the circularly polarized PL, which is emitted by the D line
under circularly polarized excitation. In addition, the magnetic field induced polarization
ρc,B is determined. The techniques are described in Sec. 3.2.2. Figure 6.14 (a) shows
the PL spectra of the intensity components I+

+ and I+
− , emitted from selectively excited
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direct QDs (Eexc = 1.606 eV) for Bz = 1 T. The magnetic-field dependencies of ρoo and
ρc,B are presented in (c) by the open red circles and the red crosses. Dashed lines are
guides for the eye. A Lorentzian function (orange line) with a half width at half maxi-
mum (HWHM) of B1/2 = 2.3 T is fitted to the data points of ρoo. With Eq. (6.10), the

anisotropic exchange splitting can be determined via δ1 = B1/2µBg
(Ex)
z . The g factor of

the Γ exciton is calculated by the heavy-hole g factor g
(hh)
z = 2.43 [29] and the electron

g factor g
(e)
z = −0.2 [47]. With the resulting direct exciton g factor of g

(Ex)
z = 2.63, the

anisotropic exchange splitting is δ1 = (346± 35) µeV for Eexc = 1.606 eV.
It turns out that magnetic field induced polarization degree ρc,B is negligible. This in-
dicates a short exciton recombination time in comparison with the spin-relaxation time
[103] for the Γ excitons. For completeness, the degree of optical alignment ρoa is given
by the grey dots. It is calculated from the linear polarized intensity components under
linear polarized excitation (see Sec. 3.2.2). The decrease of the optical alignment with
increasing magnetic-field strength is in line with the considerations made at the begin-
ning of this section.

In principle, the presented technique for determining δ1 can be applied to direct and
indirect QDs of all sizes (energies) in the ensemble. However, in practice, it can be diffi-
cult to measure the PL intensities I+

+ and I−+ of the D line. This is shown in Fig. 6.14 (b)
for the case of indirect QDs (Eexc = 1.631 eV). Especially for excitation energies slightly
above the ΓX-transition energy, the overlap of direct and indirect exciton emission and
the small PL intensity of the D line hinder an accurate measurement. For this reason, the
anisotropic exchange splitting is only determined for three different excitation energies
using the macroscopic technique. These results are presented in Fig. 6.16 (c) by the red
triangles together with the results of the microscopic technique (black dots), which is
described in the following section.

6.4.2 Microscopic measurements on single QDs

For the direct measurement of δ1, the splitting is determined by the distance between
two oppositely linearly polarized PL lines, which are emitted from the Γ-exciton states
|X〉 and |Y〉 of a single QD. Although the idea is simple, the measurement is technically
challenging. First, a mesa structure is etched into the sample to reduce the number of
QDs, which are excited by the laser beam. For the excitation of a single mesa and the
detection of its PL a microscope objective is used. Further details about the sample
preparation and the experimental setup are given in Sec. 3.4.
Figures 6.15 (a) and (b) show two exemplary PL spectra from different mesas under
nonresonant excitation. It can be seen, that the broad emission spectrum of the QD
ensemble (compare Fig. 6.6 (a)) is lost here. Instead, single PL lines and small groups
of lines are randomly distributed along the spectra. They appear in the direct QD range
(E < Elow

ΓX = 1.611 eV) as well as in the indirect range (E > 1.611 eV). In the latter
case, the PL lines can stem from the recombination of direct or indirect excitons.
The source of the emitted light (direct / indirect QDs) is determined by measuring the
recombination times for several PL lines of the spectrum. Figure 6.15 (c) shows the
decay curve of a PL line at 1.642 eV. It can be fitted by the sum of two exponential
functions (violet line) with the time constants / recombination times τfast = 0.9 ns and
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Figure 6.15: (a) and (b) Unpolarized micro-PL spectra measured under nonresonant
excitation of two different mesas on the (In,Al)As/AlAs QD sample. (c) Time-resolved
PL intensity of a single PL line at E = 1.642 eV, measured under pulsed, nonresonant
excitation. The violet line shows the result of fitting the sum of two exponential functions
to the data points. The corresponding time constants τfast and τslow are given in the figure.
(d) Spectral dependence of the time constants τfast (blue squares) and τslow (red dots).
T = 8 K.

τslow = 11 ns. The spectral dependencies of the fit parameters τfast (blue squares) and
τslow (red dots) are presented in Fig. 6.15 (d). It can be seen, that the recombination
times are constant in the whole spectral range. Even in the energetic region of indirect
QDs the values are in good agreement with the recombination times which were found
for direct excitons under selective excitation in Sec. 6.2.1. Thus, it can be stated that
the detected PL lines result from the recombination of Γ excitons only.
Finally, it is necessary to clearly identify the pairs of lines that are split by the anisotropic
exchange interaction. The direct exciton states |X〉 and |Y〉, are linearly polarized. When
a QD is excited nonresonantly by a continuous-wave laser, both states are populated with
the same probability and the two PL lines show about the same intensity. With a well-set
two-channel detection, for orthogonally linear-polarized light, only the respective PL line
is detected.
Figure 6.16 (a) and (b) show examples of split PL lines at two different detection energies.
The color of the lines represents the angle of the λ/2 plate, which is used to select the
linear polarized PL, aligned either to the x or to the y axis of the sample (see Sec. 3.2.1).
For the two presented cases, with δ1(1.5615 eV) = 602 µeV and δ1(1.6537 eV) = 53 µeV,
the splittings of the lines differ by a factor of more than 100. The full spectral dependence
of the anisotropic exchange splitting is plotted in Fig. 6.16 (c) together with the results
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and y axes of the sample. B = 0 T. (c) Anisotropic exchange splitting in dependence of
the detection energy, measured with the macroscopic (red triangles) and the microscopic
technique (black dots). The ΓX-transition energies are marked by the dashed lines.
T = 8 K.

of the macroscopic technique (red triangles). Split lines are found from E = 1.5615 eV up
to E = 1.749 eV. Between these energies, δ1 decreases from 602 µeV down to 164 µeV.
At about 1.60 eV and 1.66 eV two minima are visible. Here, the splitting drops down to
80 µeV or 53 µeV respectively.

In general, the anisotropic exchange splitting of the Γ-exciton states can vary widely
for different QD sizes, shapes and compositions. Typical values for InAs/GaAs QDs are
100 - 1000 µeV [105]. In this regard, the results in Fig. 6.16 (c) meet the expectations.
The two minima of δ1 are found close to the ΓX-transition energies Elow

ΓX = 1.611 eV and

Ehigh
ΓX = 1.657 eV, which are determined in Sec. 6.1.4. For X excitons, the electron-hole

exchange interaction is weakened, as the wave functions of X electron and Γ hole hardly
overlap in momentum space [30]. Therefore, it can be stated that the strong decrease
of the anisotropic exchange splitting is caused by the ΓX mixing of the electron wave
function.

6.4.3 Conclusion

Two different techniques are used to determine the anisotropic exchange splitting δ1 of
direct excitons in an ensemble of direct and indirect (In,Al)As/AlAs QDs. It turns out
that both techniques lead to comparable results. However, only the microscopic tech-
nique can deliver results for the spectral range of the ΓX transition, where δ1 decreases
strongly. The strong decrease is attributed to the suppression of the electron-hole ex-
change interaction for indirect excitons.
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6.5 X excitons in nuclear and external magnetic fields

Usually, the presence of nuclear fields is the main reason for the depolarization of exciton
spins in QDs [106], [107]. Nuclear spins act as local magnetic fields with randomly
fluctuating directions. Via hyperfine interaction, they can basically have the same effects
on excitons like an external magnetic field.
The impact of a magnetic field B on the observed spin polarization depends on the angle
θ between B and z and on the g factors of the excitons or carriers. A longitudinal
magnetic field (B ‖ z) causes the energetic splitting (∆EZ) of the pure exciton spin
states |+1〉 and |−1〉, the Zeeman effect. In case of τs < τr and kBT < ∆EZ, the splitting
can lead to the increase of the circular polarization degree. This is the magnetic field
induced polarization, which is observed for the indirect GaAs/AlAs QW in Sec. 5.1. In
contrast, the Larmor precession of the exciton spins around a transverse magnetic field
(B⊥z) leads to their depolarization. This is the Hanle effect, which is commonly used to
determine the spin lifetime Ts of the carriers [67]. In case of randomly aligned nuclear
fields, the depolarization can be counteracted by an external, longitudinal magnetic field
[22]. The related field dependence is called polarization recovery curve (PRC) [108].
A common tool to investigate the polarization effects of electrons in external or nuclear
fields is the optical orientation. In Sec. 6.3, the optical orientation of indirect QD
excitons is demonstrated for B = 0. Here, it is studied in longitudinal and transverse
magnetic fields. It should be noted that all measurements presented in this section refer
to the circular polarization degree ρ+

c , as it is defined in Sec. 3.2.2. However, since these
measurements were performed under cw excitation and it is τs > τr for sample AG 2890
(see Sec. 6.5.1 and Sec. 6.6.2), the circular polarization degree under polarized excitation
is to be equated with optical orientation degree.
The subsequent sections are organized as follows: In Sec. 6.5.1, the impact of the nuclear
fields on the Hanle curve is studied in dependence of the sample temperature. The
microscopic model, which describes the hyperfine interaction with the X electron (see
Sec. 2.5), is compared with the experimental results in Sec. 6.5.2. In Sec. 6.5.3, the
g-factor anisotropy of the indirect QD excitons is determined by the application of tilted
magnetic fields in order to identify the dominating spin state. Finally, in Sec. 6.5.4, the
depolarization mechanisms during the Γ state of the exciton and their influence on the
X-exciton spin polarization are investigated and discussed.

6.5.1 The Hanle curve: Nuclear fields vs. spin lifetime

In an external transverse magnetic field, the Larmor precession around the field direction
can cause the depolarization of the carrier spins, which is known as the Hanle effect. The
necessary field strength is directly realted to the spin lifetime of the carriers. However, it
was already found in Ref. [70] that this relation does not hold for the indirect excitons of
the (In,Al)As/AlAs QD ensemble. In this section, the mismatch will be explained by the
presence of nuclear magnetic fields. The investigation of the circular polarization degree
in transverse and longitudinal magnetic fields is carried out at the Xhigh exciton, since
its optical orientation degree in zero magnetic field is comparatively high, see Fig. 6.13
(a).

Figure 6.17 (a) shows the X-exciton polarization in dependence of the magnetic field
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Figure 6.17: Results for Xhigh excitons in indirect QDs with Eexc = 1.698 eV and E =
1.683 eV: (a) Circular polarization degree as a function of the magnetic field strength.
The polarization recovery curve (PRC, blue triangles) is measured in Faraday geometry,
the Hanle curve (red dots) in Voigt geometry. The colored lines show Lorentz functions
fitted to the data points with half widths of B1/2 = 1.89 mT (PRC) and B1/2 = 1.62 mT
(Hanle). (b) Half width B1/2 of the Hanle curve (orange circles) and the calculated spin
lifetime Ts (black squares) by Eq. (2.8) in dependence of the sample temperature. Dotted
lines are guides for the eye. The black cross marks the spin lifetime at T = 10 K for the
exponential extrapolation (solid line).

strength in Faraday (blue triangles) and Voigt geometry (red circles). The excitation
energy is Eexc = 1.698 eV and the detection energy E = 1.683 eV is the spectral energy
of the Xhigh exciton. At 10 K, the circular polarization degree can be increased from
ρz(0) = 27.5% up to ρ0 = 71% by a longitudinal magnetic field. In a transverse field, the
Hanle curve is observed, which reduces the circular polarization degree down to 1%. The
two curves are well described by Lorentz functions with half widths at half maximum
(HWHM) of B1/2 = 1.89 mT for B ‖ z and B1/2 = 1.62 mT for B⊥z. The Lorentz fit of
the PRC (blue) is slightly shifted by -0.45 mT from zero.
The half width of the Hanle curve is plotted in Fig. 6.17 (b) in dependence of the tem-
perature, shown by the orange dots. It can be seen that B1/2 is constant at about 2 mT
for T ≤ 30 K. For higher temperatures, it increases up to 10 mT at 70 K. According
to (Eq. 2.8), one can calculate the spin lifetime from the half width of the Hanle curve
via Ts = ~/(geµBB1/2), where ge is the transverse g factor of the electron. Although
this relation refers to a free electron, it can be applied to the indirect exciton since the
transverse g factor of the heavy hole is negligible and for the X electron it is equal to the
free electron g factor, see Tab 6.2. The results for Ts are shown by the black squares in
(b). For low temperatures, the calculated spin lifetime is constant at 3.5 ns. When the
temperature is increased above 30 K, the calculated spin lifetime starts to decrease. At
70 K it is 0.6 ns.

At first glance, the results in Figs. 6.17 (a) and (b) are contradictory. The applica-
tion of a longitudinal magnetic field leads to the restoration of the circular polarization
degree up to 71%, as it can be seen by the blue curve in (a). Due to this high optical
orientation of the X exciton, it follows from Eq. (2.7) that the spin relaxation time τs
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is much longer than the exciton recombination time τr. Thus, accoring to Eq. (2.6), the
spin lifetime Ts is mainly determined by τr, which is several hundreds ns for the studied
sample (Sec. 6.2.1). For the studied case (E = 1.683 eV, T = 10 K), the exciton recom-
bination time is about 40 ns. This value was obtained by the measurements presented
in Sec. 6.2.1. It is more than 10 times longer than the calculated result for the spin
lifetime in Fig. 6.17 (b), see black squares. Moreover, considering that the increase of
the temperature usually leads to the decrease of the spin lifetime [109], the temperature
independence of Ts for T ≤ 30 K is remarkable.
However, the results can be explained by the presence of nuclear spins with sufficiently
strong nuclear fields. The spins of the nuclei are randomly fluctuating. Assuming that
these fluctuations are slow compared to the electron spin dynamics, they can be consid-
ered as frozen nuclear fields BN [22]. The electron spins precess around the respective
direction of BN with the Larmor frequency Ω = µBgeBN/~. BN depends on the strength
of the hyperfine interaction between the nuclei and the electrons. In case of isotropic
hyperfine interaction, 2/3 of the initial electron spin polarization is lost by the Hanle
effect caused by BN. The remaining 1/3 of the polarization, unaffected by nuclear spin
projections along z, can be destroyed by the Hanle effect of an external, transverse mag-
netic field (B⊥z), as it can be seen in Fig. 6.17 (a) by the red curve. With increasing
magnetic field, the composite vector ~B + ~BN starts to turn to the direction of B. For
B � BN the polarization is lost completely.
The initial polarization of the electron, ρ0, without the depolarization by nuclear fields,
can be restored by applying a longitudinal magnetic field (B ‖ z). When the external
field overcomes the nuclear fields that are aligned perpendicular to z, the depolarization
of the electron spins is suppressed. Therefore, the half widths of the PRC and the Hanle
curve are both determined by BN. This effect can be seen by comparing the blue curve,
which can now be identified as PRC, and the red Hanle curve in Fig. 6.17 (a). In the
longitudinal field, the polarization is restored from ρz(0) = 27.5% to ρ0 = 71.0%. The
ratio ρ0/ρz(0) = 2.58 is comparable to the ratio of 3 in case of isotropic hyperfine inter-
action.

The considerations above lead to the conclusion that for BN > ~/geµBTs, the half width
of the Hanle curve is not determined by the spin lifetime of the electron but by the
strength of the nuclear field. For simplification, it is assumed that BN is equal to the half
width of the Hanle curve. Then the inequation above becomes invalid for Ts < 3.5 ns. For
the studied QDs this means that only spin lifetimes of less than 3.5 ns can be determined
by measuring the Hanle curve. This condition is fulfilled for temperatures above 30 K,
see Fig. 6.17 (b). In order to remove the effect of the nuclear spins from the analysis,
the calculated spin lifetimes for T > 40 K are fitted with an exponential function (black
diagonal line). Typical functions to describe the influence of the temperature on the spin
lifetime have a linear or quadratic dependence [109]. However, with the exponential fit
function the spin lifetime for T = 10 K is estimated to 31 ns (black cross), which is
comparable to the experimental result of 40 ns, gained by time-resolved measurements
(Sec. 6.2.1).
The restored circular polarization degree of the indirect exciton, ρ0 = 71%, is only slightly
smaller than 73%, the circular polarization degree of the direct exciton for the same ex-
citation energy Eexc = 1.698 eV (see Fig. 6.13 (a)). Two statements can be derived from
this fact. Via Eq. (2.7), a lower limit for the ratio of the spin relaxation time and the
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exciton recombination time can be calculated. With an initial polarization of ρi ≤ 0.73
and ρ = 0.71 it is τs/τr ≥ 36 for the Xhigh exciton, which is in good agreement with the
result in Sec. 6.6.2. Moreover, it can be stated that the depolarization due to the energy
relaxation from the Γ to the X level is small for this exciton energy. This confirms the
considerations made in Sec. 6.3.2: Since the energy difference between the Γ to the X
level (here: ∆EΓX = 15 meV) is small compared to the phonon energies in the QDs
(TAAlAs: 12 meV, LOInAs: 30 meV, LOAlAs: 49 meV [82]), the energy relaxation can be
mediated by a single scattering process. This reduces the depolarization.

6.5.2 Application and limits of the microscopic model

In the section above it is demonstrated that at low temperatures and magnetic fields the
spin polarization is determined by the hyperfine interaction with the nuclear spins. The
study of the hyperfine interaction in indirect QDs is interesting since the wave functions
of the X electrons are not of pure s type but contain also p-type contributions [56]. In
direct QDs, the s symmetry of Γ electrons is causing a strong Fermi contact coupling,
which is usually the main part of the hyperfine interaction [110]. A different symmetry
of the Bloch amplitudes leads to the reduction of the hyperfine coupling constant [111].
Therefore, it is assumed that the hyperfine interaction is weakened for indirect band gap
electrons, like it is the fact for holes [106], with an approximate p-type wave function. A
weak hyperfine interaction can lead to very long spin-decoherence times, exceeding the
µs range [104]. This property, together with a long exciton lifetime, is highly interesting
for spintronic applications.
In this section, PRCs for different exciton energies and temperatures are compared with
the microscopic model, which is introduced in Sec. 2.5. As a first step, an important
condition for the applicability is determined. After that, the model is applied to a suit-
able data set, which allows the quantification of the hyperfine interaction.

Figure 6.18 (a) shows the theoretical ratio of the zero field polarization ρz(0) and the
restored polarization ρ0 of a X electron as a function of the hyperfine anisotropy factor
ε. The values are calculated by Eq. (2.49) with ∆x = 1 and ∆y = ∆z = ε for the x-valley
electron (blue) and ∆z = 1 and ∆x = ∆y = ε for the z-valley electron (red). The results
for the y valley, with ∆y = 1 and ∆x = ∆z = ε, are the same as for the x valley. Note
that these dependencies are independent from the strength of the nuclear field BN. It is
ρ0/ρz(0) = 3 for isotropic hyperfine interaction with ε = 1 in all three valleys. In case of
the z valley, it is ρ0/ρz(0) = 1 for ε = 0. In between 0 and 1 the slope is roughly linear.
In case of the x/y valley, ρ0/ρz(0) approaches ∞ for ε→ 0.
Experimental values for ρ0/ρz(0), measured for different QD sizes, are given in Fig. 6.18
(b). The first data point (E = 1.683 eV) is taken from Fig. 6.17 (a) in the section
above. The ratio is increasing with increasing exciton energy while the slope is decreas-
ing. Assuming a monotonic increase, it is ρ0/ρz(0) = 3 for E = 1.69 eV. The temperature
dependence of ρ0/ρz(0), measured for E = 1.683 eV, is given in Fig. 6.18 (c). Up to
30 K the ratio is constant at about 2.5. For higher temperatures it decreases down to
1.04 at T = 70 K.

By combining Fig. 6.18 (a) with (b) and (c) one could conclude that for E < 1.69 eV
the polarized electron is located in the z valley, while for E > 1.69 eV it is in the x/y
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Figure 6.18: Ratio of zero field polarization ρz(0) and restored polarization ρ0 of the X
electron / exciton in a longitudinal magnetic field (B ‖ z). The black, dashed lines mark
the ratio ρ0/ρz(0) = 3 in case of isotropic hyperfine interaction (ε = 1) and ΩTS → ∞.
(a) Theoretical values in case of ΩTs → ∞, calculated by Eq. (2.49), for electrons in
the x/y (blue) and the z valley (red) in dependence of the hyperfine-anisotropy fac-
tor ε. The dashed, blue line shows the approximation ρ0/ρz(0) = 3/ε taken from Eq.
(6.11). (b) Experimental data for different emission energies, measured at T = 10 K.
(c) Experimental data in dependence of the temperature, measured for E = 1.683 eV.

valley of the conduction band. This would be a surprise, since it is assumed that the Xz

valley is significantly higher in energy than the Xx and Xy valley for all QD sizes [26].
Moreover, the results imply that the hyperfine-anisotropy factor ε, and thus the coupling
constants, are not the same for different QD sizes and temperatures.
However, the results can be explained by the spin lifetime Ts of the electrons. In the
microscopic model (Sec. 2.5), it is assumed that the spin lifetime is much higher than
the precession period Ω−1 of the electron spin the in nuclear field BN, where Ω is given
by µBgeBN/~. For simplicity, it can be assumed that in case of isotropic hyperfine inter-
action (ε = 1), 1/3 of the nuclear spins point to the x direction, 1/3 to the y direction
and 1/3 to the z direction. If ΩTs → ∞ is fulfilled, the nuclear fields pointing to the
x and y directions fully depolarize 2/3 of the electron spins, while 1/3 is stabilized by
the nuclear spins pointing to the z direction. If the condition is not fulfilled, the nuclear
fields, pointing to x and y directions, can not fully depolarize the electron spins during
the exciton lifetime and the resulting zero-field polarization ρz(0) is higher than 1/3.
This means, that a low spin lifetime can lead to the decrease of the ratio ρ0/ρz(0).
Experimentally, the reduction of ρ0/ρz(0) is observed in (b) with decreasing exciton en-
ergy and in (c) with increasing temperature. Indeed, the exciton recombination time τr,
which determines the spin lifetime for the indirect band gap electrons, is decreasing with
decreasing exciton energy in that range (see Fig. 6.8 (b)) and the spin lifetime is de-
creasing with increasing temperature, see Fig. 6.17 (b). Therefore, it can be stated that
a z-valley character of the polarization curves is caused by the non-fulfillment of the con-
dition ΩTs →∞. As a result, the highest agreement between the experimental data and
the microscopic model is expected for the longest living X electrons (E = 1.80−1.85 eV)
studied at temperatures below 30 K.

In order to quantify theses considerations, an approximation of ρz(0)/ρ0, based on the
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Figure 6.19: (a) Theoretical model for ρ0/ρz(0), given by the reciprocal of Eq. (6.11)
with ε = 0.64 (blue line) and ε = 1 (orange line), and compared with the experimental
data (squares) in dependence of the spin lifetime Ts. The open squares show the data
from the temperature set in Figs. 6.17 (b) and 6.18 (c). The filled squares show the
data from the energy series in Fig. 6.18 (b). The respective lifetimes are gained from
the measurements presented in chapter 6.2. (b) Experimental data for the PRC (circles)
and the Hanle curve (triangles) measured at E = 1.80 eV. Lines: PRC and Hanle curve,
calculated by Eq. (2.49) of the microscopic model, with ε = 0.64 and BN = 1.12 mT, for
Xx (green) and Xy valley electrons (blue).

Hanle curve, Eq. (2.8), is made for x(y)-valley electrons in dependence of the spin lifetime
Ts:

ρz(0)

ρ0
=

1

3
· 1

1 + (ΩTs)2︸ ︷︷ ︸
x(y) axis

+
1

3
· 1

1 + (ε · ΩTs)2︸ ︷︷ ︸
y(x) axis

+
1

3

(
1− ε

1 + ((1 + ε)/2 · ΩTs)2
+ ε

)
︸ ︷︷ ︸

z axis

(6.11)

The first two terms describe the Hanle effect caused by the nuclear fields pointing to
the x and the y directions. The last term represents the fraction of QDs with BN ‖ z.
For ΩTs → ∞, only the third term contributes to the spin polarization and Eq. (6.11)
becomes ρz(0)/ρ0 = ε/3, which is a good approximation of the microscopic model, see
the dashed, blue line in Fig. 6.18 (a). In case of zero hyperfine interaction, ΩTs = 0, it
is ρz(0) = ρ0 and all three terms contribute equally.
Figure 6.19 (a) shows Eq. (6.11) as a function of Ts for ε = 1 (green) and ε = 0.64 (blue).
BN is 1.12 mT in both cases. The parameters ε = 0.64 and BN = 1.12 mT are taken
from the analysis of the polarization curves measured at E = 1.80 eV, which are shown
in Fig. 6.19 (b). The curves in (a) are compared with the experimental data from the
temperature series (open squares), presented in Figs. 6.17 (b) and 6.18 (c), and with the
data from the energy series (filled squares) presented in Fig. 6.18 (b). In the latter case,
the spin lifetime Ts is assumed to be equal to the exciton recombination time gained in
Sec. 6.2.
It can be seen that the theoretical curve with ε = 0.64 (blue) roughly describes the ex-
perimental data. The saturation of ρ0/ρz(0), which is equal to the case ΩTs → ∞, sets
in for Ts > 100 ns. Therefore, it can be concluded, that the microscopic model can be
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applied only to the data set measured at E = 1.80 eV (for T = 10 K). This is shown in
Fig. 6.19 (b).

Figure 6.19 (b) shows the experimental PRC (circles) and Hanle curves (triangles) for
the exciton energy E = 1.80 eV and the temperature T = 10 K. Both curves can be
described by Lorentz functions (not shown here) with half widths of BPRC

1/2 = 1.67 mT

(PRC) and BHanle
1/2 = 1.43 mT (Hanle curve). The circular polarization degree of the

Xhigh exciton increases in the longitudinal magnetic field from 2.14% to 9.52%. Thus,
the ratio ρ0/ρz(0) is 4.45, which corresponds, according to Fig. 6.18 (a), to ε = 0.64. The
model curves (blue and green lines) are calculated via Eq. (2.49) and the fit parameters
of the Lorentz functions: ρ0 = 0.952, ε = 0.64 and BN = BHanle

1/2 /(2ε) = 1.12 mT, see Eq.

(2.50). Experimental data and model calculations show good agreement, especially for
the y valley.

With Eq. (2.46) it is now possible to calculate the coupling constant A
‖
As from the nu-

clear magnetic field strength BN. The QD volume V can be approximated by a spherical
cap with V = πh(3a2 + h)/6, where h is the QD height and a the radius of the base.
It is assumed that the shape of the dots is defined by d = 2a = 3h, where d is the dot
diameter. For E = 1.80 eV, the dot diameter is estimated to be d = 11.3 nm [57]. With
BN = 1.12 mT, ge = 2, I = 3/2, V0 = 45.1 · 10−24 cm3 and V = 222 nm3 the hyperfine

coupling constant is given by A
‖
As(exp.) = 10.4 µeV. This value is nearly three times

smaller than the theoretical one, A
‖
As(theo.) = 27.3 µeV, given in Sec. 2.5 but still in the

same order of magnitude.

In conclusion of this section, it is demonstrated for low temperatures, that frozen nuclear
magnetic fields determine the spin polarization of the Xhigh electron in indirect QDs.
For spin lifetimes longer than 100 ns, it is possible to apply the microscopic model from
Sec. 2.5, which allows to determine the strength of the nuclear field BN = 1.12 mT, the
alignment of the X valley, which is either Xx or Xy, and the hyperfine coupling constant

of A
‖
As = 10.4 µeV. Due to the relatively high hyperfine anisotropy factor ε = 0.64, the

nuclear field reduces the electron spin polarization by a factor of 4.45. Thus, it can be
stated, that the hyperfine interaction is an important depolarization channel for indirect
QD excitons, although the coupling constants of the X electron are about 4 times smaller
than for Γ electron, see Sec. 2.5. In this regard, it might be interesting to create indirect
QDs with a Xz-electron ground state, since their coupling to the nuclear fields is weaker.

6.5.3 g factor anisotropy: Γ and X valley characteristics

In the two sections above, it is assumed that due to the weak electron-hole exchange
interaction of indirect excitons [30], the spin polarization is determined by the electron
spins only. The holes are neglected from the considerations. One aim of this section is to
show that this assumption is justified for the Xhigh exciton. It is commonly known, that
the g factor of the free electron is isotropic, while the g factors of the heavy hole and the
exciton can be strongly anisotropic. Therefore, it is possible to distinguish between the
different spin characteristics by applying tilted magnetic fields, like it was demonstrated
for trions in Ref. [112]. In fact, the situation for trions is comparable to indirect excitons,
since the electron-hole exchange interaction is also suppressed for trions in the ground
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Figure 6.20: (a) and (b) Circular polarization degree of (a) Xhigh and (b) Xlow excitons
in dependence of the magnetic field strength B for different angles θ between B and z.
Colored lines show Lorentz functions fitted to the data sets. (c) High field limit ρ0 of
the circular polarization degree in dependence of the angle θ for Xhigh (green) and Xlow

excitons (blue). Values are taken from the Lorentz functions in (a) and (b). The colored
lines show Eq. (6.12) fitted to the data points with the parameters gx/gz = 1.01 (Xhigh)
and gx/gz = 0.14 (Xlow). (d) g-factor anisotropy gx/gz in dependence of the excitation
energy. Results for the Xhigh (green) and the Xlow excitons (blue) are compared with
literature values from Tab. 6.2 (red circles) for the X electron (Xe), the direct exciton
(ΓEx), and the heavy hole (Γhh). The dotted, horizontal line marks the isotropic g factor
with gx/gz = 1.

state [18].
For the experimental determination, the circular polarization degree of the indirect exci-
ton PL is measured in dependence of strength and angle of the external magnetic field.
The measurements are repeated for different excitation and detection energies, which
address the Xhigh and the Xlow excitons.
Figure 6.20 (a) shows the results for the Xhigh excitons, excited with Eexc = 1.7 eV. The
angle θ between the z axis and the magnetic field B is indicated by the color. In case of
θ = 0°(blue) and θ = 90°(red), the polarization curves are equal the PRC and the Hanle
curve in Fig. 6.17 (a). For tilted fields in between, the high-field limit ρ0 of the polar-
ization degree is decreasing from 69% to zero with increasing angle θ. From the results
for θ = 15°(cyan) and θ = 75°(yellow) it can be suspected, that the circular polarization
degree is independent from the magnetic field for θ = 45°. The field dependencies of
the data points (squares) for the different angles are well described by Lorentz functions
(colored lines) with an average HWHM of B1/2 = (1.76± 0.04) mT.
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Γhh [29] Γe [47] ΓEx Xe [29] XEx [29]
gx 0.03± 0.05 0.15± 0.01 −0.12± 0.05 2.00± 0.01 −1.95± 0.08
gz 2.42± 0.05 −0.05± 0.01 2.47± 0.05 2.00± 0.01 0.43± 0.08

|gx/gz| 0.01± 0.02 3.00± 0.06 0.05± 0.02 1.00± 0.01 4.53± 0.86

Table 6.2: Transverse and longitudinal g factors gx and gz and the calculated g-factor
anisotropy |gx/gz| of heavy holes (hh) and electrons (e) located in the Γ or X valley
of the (In,Al)As/AlAs QDs. The g factors of the direct exciton ΓEx are calculated via
g(ΓEx) = g(Γhh) − g(Γe), while the values for the indirect exciton XEx are taken from
literature. The values from Ref. [29] were determined for Eexc = 1.636 eV. The values
from Ref. [47] are estimated for Eexc = 1.640 eV.

The results for the Xlow excitons, excited with the same energy, are given in Fig. 6.20
(b). It can be seen, that the average HWHM B1/2 = (46 ± 11) mT of the polarization
curves is much broader than for the Xhigh excitons in (a). Moreover, the high-field limit
ρ0 of the polarization degree is decreasing only for very high θ.
The angle dependencies of ρ0 for the Xlow (blue) and the Xhigh excitons (green) are given
in Fig. 6.20 (c). The values are taken from the Lorentz functions shown in (a) and (b).
For Xhigh it can be seen that the dependence is similar to the cos function, while the
dependence is highly asymmetric for Xlow. The colored lines represent the equation

ρ0 ∼
cos2 θ

cos2 θ + (gx/gz)2 sin2 θ
, (6.12)

taken from Ref. [112], which is fitted to the data points with the fitting parameter
gx/gz = 1.01 for Xhigh and gx/gz = 0.14 for Xlow. Here, the parameter gx/gz is the ratio
between the transverse and the longitudinal g factor of the carrier. The application of
this equation is justified later in this section.
In Fig. 6.20 (d), the fitting parameter gx/gz is plotted in dependence of the excitation
energy. For the Xhigh excitons (green), measured with excitation energies between 1.70
and 1.77 eV, gx/gz is increasing slightly from 1.01 to 1.07 with an uncertainty of 0.02
each. However, these values can be described as constant in comparison with the re-
sults for the Xlow excitons (blue). Here, gx/gz is increasing strongly from 0.06± 0.02 to
0.33± 0.04 when the excitation energy is increased from 1.66 to 1.73 eV. The red circles
show the literature values gx/gz = 1 for the X electron (Xe), gx/gz = 0.07 for the direct
exciton (ΓEx) and gx/gz = 0.01 for the heavy hole (Γhh), which are also given in Tab. 6.2.
Since the relevant g factors were gained by spin-flip Raman scattering with an excitation
energy of 1.636 eV, the literature values in 6.20 (d) are plotted at this energy.

Before discussing the results of Fig. 6.20, it is necessary to justify the applicability
of Eq. (6.12) in the context described. In Ref. [112], the well known expression for
the Hanle curve in tilted fields [67] is extended for the case of an anisotropic g factor.
Equation (6.12) is the high field limit of this expression. Since nuclear fields are not con-
sidered, the extended equation (not shown here) is not suitable to describe the magnetic
field dependence of the curves in Fig. 6.20 (a) and (b). However, for strong external
fields, BN becomes negligible and the dependence ρ0(θ) is well described by Eq. (6.12).
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As already indicated at the beginning of this section, the experimental results show
that the circular polarization of the indirect Xhigh exciton is determined by the electron
spin. This is reflected in the isotropic g factor, which is measured for Xhigh excitons, see
green squares in Fig. 6.20 (d). It is assumed, that this effect is caused by the lack of
electron-hole exchange interaction in indirect excitons.
The situation is less clear for the Xlow excitons (blue squares), since gx/gz is not constant
for different excitation energies. However, the slope of gx/gz with decreasing excitation
energy is roughly in line with the literature values for the direct exciton ΓEx and the
heavy hole (Γhh). Moreover, it should be noted that the decrease of the longitudinal
heavy hole g factor gz(Γhh) with increasing excitation energy, and thus the increase of
gx/gz(Γhh) and gx/gz(ΓEx), was already predicted in [29]. From the results in Sec. 6.3
it is known that the circular polarization degree of the X-exciton state is limited by the
polarization of the Γ state. Thus, it is assumed that the strong g-factor anisotropy is a
fingerprint of the preceding Γ state. In order to confirm this assumption, the polarization
curves of Xlow exciton are studied more detailed in the following section. Among other
things, the reason for the large half width of these curves will be discussed.

6.5.4 Spin decoherence and hyperfine interaction in the Γ valley

In the previous section, it is demonstrated that the indirect Xlow exciton exhibits a strong
g-factor anisotropy, which indicates the impact of the primary, higher energetic Γ-exciton
state. In this section, more thorough studies of the polarization curves will confirm that
the polarization of the Xlow exciton is mainly determined by effects during the lifetime
of the Γ exciton state, which is limited by the relaxation time.

In order to investigate the magnetic field dependence of the circular polarization de-
gree in more detail, Faraday and Voigt fields in the mT and the T range are applied.
Examples of the polarization curves are shown in Fig. 6.21. In (a), the excitation en-
ergy is Eexc = 1.653 eV and the Xlow exciton is detected at E = 1.636 eV. In a strong
longitudinal magnetic field the circular polarization degree increases from 5.5% at 0 T
to 84% at 5 T. Around zero field, the circular polarization degree is measured in smaller
steps, see inset. Between 0 and 140 mT it increases up to 11%. Due to this relatively
sharp minimum around zero field, the combined data can not be described by a single
Lorentz function. Instead, a combination of two Lorentz functions, with both centers at
B = 0, is used to fit the data points (dashed and dotted curves). The cumulative curve
is represented by the solid, dark blue line. The half widths and heights (H) of the two
Lorentz curves are B1/2 = (0.18 ± 0.01) T and H = 13% for the turquoise curve and
B1/2 = (1.83± 0.06) T and H = 71% for the magenta curve. The magenta curve shows
a circular polarization degree of 19.5% for B = 0.
At certain energies, very narrow polarization curves, as shown for the Xhigh exciton in
Fig. 6.20 (a), can also be observed for the Xlow exciton. One example is shown in Fig.
6.21 (b). Here, the excitation energy is Eexc = 1.727 eV and the PL peak of the Xlow

exciton is detected at E = 1.669 eV. The magnetic field dependence of the circular polar-
ization degree is shown by the black squares for the case that the magnetic field is applied
in approximate Faraday geometry (θ = 7.5°) and by the black dots for exact Voigt geom-
etry (B⊥z). Both polarization curves can be described by a wide and a narrow Lorentz
function each with the centers at B = 0. The half widths, measured in approximate
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Figure 6.21: Circular polarization degree of the Xlow exciton, measured for (a) Eexc =
1.653 eV and E = 1.636 eV in Faraday geometry (B ‖ z) and for (b) Eexc = 1.727 eV
and E = 1.669 eV in ’close to’ Faraday (θ = 7.5°) and Voigt geometry (θ = 90°). The
dashed, colored lines show Lorentz curves that are fitted to the data points. The half
widths B1/2 are the respective fitting parameters. The cumulative curves are represented
by the solid, red and dark blue lines. The inset of (a) shows a closeup of the area around
zero field.

Faraday geometry, are B1/2 = (32± 2) mT (turquoise curve) and B1/2 = (3.5± 1.3) mT
(green curve). In Voigt geometry, the half width are B1/2 = (31± 5) mT (yellow curve)
and B1/2 = (3.4± 1.9) mT (orange curve). The heights of the two narrow curves (green
and orange) are about 4.5% each, the heights of the wide curves (turquoise and yellow)
are 41% in Faraday and 9% in Voigt geometry. The cumulative curves are represented
by the red and dark blue solid lines.
All half widths, which are determined in Fig. 6.21, are plotted in Fig. 6.22 (a) together
with further results for the Xlow exciton (blue symbols) at different spectral energies.
Moreover, half widths of polarization curves measured for the Xhigh exciton (green sym-
bols) and for the direct exciton (red symbols) are given in the figure. Results, which were
obtained in Faraday geometry, are marked with dots, results gained in Voigt geometry
are marked with crosses.
The values of the half width are grouped in three different clusters: The three largest
half widths of about 2 T were obtained for the direct excitons (red dots) and for the
Xlow excitons (blue dot) in Faraday geometry. They are assigned to cluster 1 and are
constant for energies between 1.55 and 1.64 eV. In cluster 2, the half width decreases
from 182 to 32 mT when spectral energy increases from 1.636 to 1.669 eV. These values
were measured for the Xlow excitons only. The lowest values, in cluster 3, are in the
range of 1.5 mT. They are measured for Xlow and Xhigh excitons. A local maximum with

B1/2 = 3.5 mT is found for E ≈ Ehigh
ΓX (dashed green line). In cluster 2 and 3, the widths

in Faraday (dots) and Voigt geometry (crosses) are about the same.
Figure 6.22 (b) shows the ratio of the heights H2 and H3 of composite polarization curves,
which were measured for the Xlow excitons in Voigt geometry. H3 is the height of the
narrow polarization curve from cluster 3 and H2 is the height of the related, wider po-
larization curve from cluster 2. The ratio H2/H3 is decreasing with increasing spectral
energy, which means that the height of the wide curve decreases in relation to the height
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Figure 6.22: Properties of the polarization curves in dependence of the spectral energy:
(a) Half widths B1/2 measured in Faraday (circles) and Voigt geometry (crosses) for
direct (D line, red) and indirect excitons (Xlow and Xhigh, blue and green). Error bars
are smaller than the symbol size. The numbers 1, 2 and 3 mark the three data clusters.
(b) Ratio of the heights H2 and H3 of composite polarization curves, measured in Voigt
geometry. The numbers 2 and 3 are related to the data clusters in (a). The dashed lines

show the ΓX-transition energies Elow
ΓX (blue) and Ehigh

ΓX (green).

of the narrow curve.

The results presented in Fig. 6.22 (a) indicate that the spin polarization of the Xlow

exciton (blue) is determined by three different effects. These effects lead to different
magnetic field dependencies of the circular polarization degree, characterized by the half
widths B1/2, which vary between three orders of magnitudes.
First, the situation in small magnetic fields (cluster 3) should be discussed. For E ≈
1.65 eV, it is possible to observe narrow polarization curves (blue symbols), which show
the same half widths as the curves measured for the Xhigh exciton (green symbols). The
polarization curves of the Xhigh exciton are the result of counteracting the nuclear field
BN with an external magnetic field. A characteristic feature of the hyperfine interaction
is that the polarization curves, measured in Faraday and Voigt geometry, show the same
half widths, see Sec. 6.5.1. This is demonstrated for the Xlow exciton with the spectral
energy of E = 1.669 eV, see Figs. 6.21 (b) and 6.22 (a). It is known from the sections
above that the hyperfine interaction of the Xhigh exciton is mediated by the X electron.
Therefore, it is no surprise that this effect is observed for both indirect exciton types
Xlow and Xhigh.

Next, the behavior of the X-exciton polarization in high magnetic fields (cluster 1) should
be explained. Since the recombination time of the X excitons is much shorter than the
spin relaxation time, (τs/τr > 36, see end of Sec. 6.5.1), magnetic field induced polar-
ization should be negligible. Therefore, the increase of the circular polarization degree
in a strong, longitudinal magnetic field, as demonstrated in Fig. 6.21 (a) for the Xlow

exciton, was not expected. However, this finding can be explained by the influence of
the Γ-valley exciton on the polarization degree of the Xlow exciton. It is shown in Sec.
6.3 that the circular polarization degree of the indirect exciton is limited by the circular
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polarization degree of the direct exciton state, since the electron is relaxing from the Γ
to the X valley of the conduction band. It is further shown in Sec. 6.4 that the circular
polarization of the direct exciton can be increased strongly by applying a longitudinal
magnetic field (B ‖ z). (This is based on the fact that the Zeeman splitting exceeds the
anisotropic exchange splitting of the Γ-exciton spin states.) The related half widths of
the polarization curves are in the range of 2 T. They are given in Fig. 6.22 (a) by the red
dots. These values are comparable to the half width of 1.8 T, measured for the indirect
exciton Xlow (blue dot). Therefore, it is concluded for the X exciton that the longitu-
dinal magnetic field dependence of the circular polarization degree is largely determined
by the spin decoherence in the Γ state.

Finally, the polarization curves of the Xlow excitons with intermediate half widths (clus-
ter 2) should be discussed. Since the half widths are the same for Faraday and Voigt
geometry, it can be concluded that the hyperfine interaction is determining the magnetic
field dependence of the circular polarization degree here, see Sec. 6.5.1. Previous findings
indicate that the polarization of the Xlow exciton is strongly determined by the polariza-
tion of the Γ-exciton state. Thus, it is assumed that the hyperfine interaction of the Γ
electron with the nuclei is responsible for these intermediate polarization curves. In the
following, two arguments are presented to support this assumption:
1) In Figs. 6.21 (a) and (b) the turquoise polarization curves, measured in Faraday ge-
ometry, are assigned to cluster 2. The ratio ρ0/ρz(0) of these curves is 0.192/0.062 = 3.1
in (a) and 0.620/0.206 = 3.0 in (b). It is known, that ρ0/ρz(0) = 3 is characteristic for
isotropic hyperfine interaction [22] and that the hyperfine interaction in the Γ valley is
isotropic. Therefore, it can be concluded, that the polarization curves with intermediate
half widths are the result of the hyperfine interaction between the nuclei and the Γ elec-
tron.
2) Now the strongly different half widths of the polarization curves in cluster 2 and 3,

B
(2)
1/2 and B

(3)
1/2, will be related to the different properties of the X- and the Γ-valley

electrons. For E(Xlow) = 1.647 eV the ratio is B
(2)
1/2/B

(3)
1/2 = 44, see Fig. 6.22 (a). As the

polarization curves are determined by the hyperfine interaction, the half width B1/2 of
the Hanle curve is equal to 2εBN, see Eq. (2.50). From Eq. (2.46) it is known that the
strength of the nuclear field BN, along the axis of the respective valley, depends on the

hyperfine coupling constant A
‖
As (A in the following), the nuclear spin I, the Volume V0

of the primitive cell, the QD Volume V and the g factor along the axis. Furthermore, it
is known from the results of Sec. 6.5.2 that the X electrons are located in the Xx or the
Xy valley of the conduction band. Thus, the relevant g factor, along the X valley axis,
is gx = gy (gx in the following). The wave function of the Γ electron has no preferred di-
rection. For the polarization curves of X and Γ electrons, excited by the same excitation
energy, the ratio of the half widths is given by

B
(Γ)
1/2

B
(X)
1/2

=
g

(X)
x

g
(Γ)
x

ε(Γ)

ε(X)

A(Γ)

A(X)
, (6.13)

since I, V0 and V are material properties, which are equivalent for the same excitation

energy. For the X electron it is g
(X)
x = 2, see Tab. 6.2. In Sec. 6.5.1, ε(X) is de-

termined to 0.64 and A(X) is calculated to 10.4 µeV. For the Γ electron, excited with
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Eexc = 1.675 eV, it is g
(Γ)
x = 0.25 [47]. Furthermore it is ε(Γ) = 1 and A(Γ) = 43.5 µeV

[63]. Thus, it follows B
(Γ)
1/2/B

(X)
1/2 = 52, which is comparable to the experimental value

B
(2)
1/2/B

(3)
1/2 = 44, see above.

The two presented arguments support the assumption, that the polarization curves with
intermediate half width (Fig. 6.22 (a), cluster 2) are determined by the hyperfine inter-
action of the electron in the Γ valley before it relaxes to the X valley. However, for the
effective depolarization of the electron spin it is necessary that the electron remains in
the Γ valley for a sufficiently long time. It is known from Sec. 6.3 that the relaxation time
of the electrons from the Γ to the X valley is increasing with decreasing distance ∆EΓX

between these two valleys. If the relaxation time is longer than the Larmor precession
period Ω−1 of the Γ-electron spin around the nuclear field, the circular polarization de-
gree decreases already before the electron relaxes to the X valley. If the relaxation time
is shorter than Ω−1, the transverse nuclear field components can not fully depolarize the
electron spin and the impact of the Γ valley decreases.
To quantify these considerations, the Larmor precession period Ω−1 = ~/(|ge|µBBN) is
calculated for the exciton energy E(Xlow) = 1.647 eV, which is in the center of cluster 2.
The related excitation energy is Eexc = 1.675 eV and the g factor of the Γ electron for
this energy is ge = 0.25 [47]. The strength of the nuclear field can be determined via
Eq. (2.50) to BN = B1/2/(2ε), where B1/2 is the half width of the Hanle curve. Since
the wave functions of the Γ electron are of s type, the hyperfine interaction is isotropic
(ε = 1). With B1/2 = (68 ± 4) mT it is Ω−1 = (1.3 ± 0.1) ns. It follows, that the
relaxation time τrelax must be at least 1.3 ns at this exciton energy. This value seems
to be high in comparison with usual relaxation times in QDs, which are in the range
of picoseconds [113]. However, it should be recalled that the relaxation of the electron
from the Γ to the X valley is not attained by the sole emission of energy but it requires
also a change in momentum space, e.g. by phonon scattering or scattering at the QD
edges. The results from Sec. 6.3.2 show, that the relaxation time is increased especially
for excitation energies with ∆EΓX < 30 meV, where the energy difference is smaller than
the LO phonon energy.
The spectral dependence of the relaxation time can also explain the decrease of the ratio
H2/H3, which is shown in Fig. 6.22 (b). For high exciton energies, the energy difference
∆EΓX is increased and the relaxation from the Γ to the X valley accelerates. When
the relaxation time becomes faster than Ω−1, which is in the range of 1 ns, the nuclei
can not fully depolarize the Γ-electron spin. This leads to the decrease of H2, which
is assigned to the hyperfine interaction of the Γ electron. This is in line with the fact
that for excitation energies higher than 1.727 eV (E > 1.669 eV), it becomes difficult
to detect further polarization curves that can be assigned to the hyperfine interaction in
the Γ valley (cluster 2).
Now, further features in Fig. 6.22 (a) are discussed. It can be seen, that the half widths
of the polarization curves, which are caused by hyperfine interaction, (cluster 2 and 3)
depend on the (excitation) energy. For cluster 2, a strong decrease by a factor of 5.5
is observed in the energy range between 1.636 eV and 1.669 eV, which corresponds to
excitation energies between 1.653 eV and 1.727 eV. According to Eq. (2.50), the half
width of the polarization curves is proportional to the strength of the nuclear field, which
in turn is proportional to the reciprocal g factor gx of the Γ electron, see Eq. (2.46).
Indeed, it is shown in Ref. [47] that the transverse g factor of the Γ electron increases
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from 0.20 to 0.38 in the considered energy range. However, as the factor 0.38/0.20 = 1.9
is clearly smaller than 5.5, it is assumed that a second, unknown effect causes further
decrease of B1/2.
In cluster 3, a local maximum of the half width B1/2 is observed for the Xlow exciton

at E = 1.669 eV. This energy is equal to the ΓX-transition energy Ehigh
ΓX (dashed green

line). Therefore, the increase might be explained by a reabsorption process, in which the
PL of the Xlow exciton, excited with Eexc = 1.727 eV, excites the mixed states of Γ and
Xhigh electron in a larger QD. In this way a fraction of X electrons is converted to Γ
electrons, which show a wider polarization curve. Since the probability of reabsorption
is expected to be low, the fraction of Γ electrons is small and the increase of B1/2 is weak.

In conclusion, it is demonstrated that the circular polarization degree of the indirect
Xlow exciton is determined by the hyperfine interaction of the Γ electron with the nuclei
before the exciton relaxes to the X state. In addition, the circular polarization degree of
the Xlow exciton is reduced due to the short decoherence time of the linearly polarized
Γ states. The hyperfine interaction of the X electron plays a relatively small role for
the polarization of the Xlow exciton, which is in contrast to the Xhigh exciton. All three
effects can be counteracted in a sufficiently high Faraday field.

6.5.5 Conclusion

Now, the findings of this section are summarized. As it is mentioned at the beginning
(p. 82), the circular polarization degree is actually the optical orientation degree under
the present conditions. The optical orientation degree of the X exciton can be reduced
by four different effects, which are presented schematically in Fig. 6.23. Already in the
Γ valley the exciton spin can be depolarized 1.) due to the short decoherence time of the
linearly polarized exciton levels, see Sec. 6.3, and 2.) due to the hyperfine interaction
with the nuclei, see Sec. 6.5.4. After the relaxation, the electron spin is additionally
depolarized by 3.) the hyperfine interaction in the X valley, see Sec. 6.5.1. By applying
a longitudinal magnetic field it is possible to counteract these effects. In case of a large
energy difference ∆EΓX between the Γ and the X valley, the optical orientation degree
of the electron is reduced by 0.) the scattering during the energy relaxation. This effect
is independent from the magnetic field strength. In principle, all four effects can occur
during the lifetime of the exciton. In (a), the values ρi, ρd, ρΓ and ρX indicate the re-
duced optical orientation degree due to initial losses, decoherence, hyperfine interaction
of the Γ electron and hyperfine interaction of the X electron respectively.
The impact of these effects on the optical orientation degree is determined by the ΓX
splitting ∆EΓX , which depends on the exciton energy. This dependence is shown in Fig.
6.23 (b). By plotting ρi (orange), ρd (red), ρΓ (blue) and ρX (green) in dependence of
E it is possible to create a ’polarization map’ for the (In,Al)As/AlAs QD ensemble. The
ΓX-transition energies are shown by the two grey dots on the energy scale. For direct
excitons with E < Elow

ΓX (left grey dot), the recombination time of the Γ exciton is longer
than the decoherence time, thus the optical orientation is strongly reduced. For indirect
excitons with E > Elow

ΓX , ρd and ρΓ are increasing with increasing energy, which means
that the impact of decoherence and hyperfine interaction in the Γ valley is decreasing.
This can be explained by the reduction of the average time the electron remains in the
Γ valley, see Sec. 6.3.2. These two effects can be neglected for energies higher than
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Figure 6.23: (a) Schematic presentation of three different PRCs (black lines) of excitons in
indirect (In,Al)As/AlAs QDs, B ‖ z. The polarization curves are caused by counteracting
(1.) the decoherence of the Γ exciton spin, (2.) the hyperfine interaction of the Γ
electron and (3.) the hyperfine interaction of the X electron. (0.) Field independent
depolarization due to ΓX scattering. The dashed, colored lines mark the zero-field limits
ρi, ρd, ρΓ and ρX of the curves. (b) Optical orientation degrees ρi (orange), ρd (red), ρΓ

(blue) and ρX (green), in dependence of the exciton energy. Dashed lines are guides for
the eye. The reason for the decrease of the optical orientation degree from the upper to
the lower value is given in respective area in between. The grey dots on the energy scale
mark the ΓX-transition energies Elow

ΓX = 1.624 eV and Ehigh
ΓX = 1.670 eV.

1.69 eV. Instead, the upper limit of the optical orientation degree is strongly reduced by
the scattering process from the Γ to the X valley (ρi) in this high-energy range. At the
same time, the (relative) distance between ρX and the other values starts to increase,
as the recombination time of the X exciton is increasing significantly above the Larmor
precession time, which leads to the effective depolarization of the electron spin via hy-
perfine interaction, see section 6.5.2.

In conclusion, by determining the magnetic field dependence of the optical orientation
degree, it is possible to distinguish between four different effects, which lead to the de-
polarization of the exciton spin in the (In,Al)As/AlAs QDs. Impact and magnetic field
dependence of the respective effects change strongly with ∆EΓX and thus the energy
range under consideration. The highest optical orientation degree of about 30% in zero
field is measured for an exciton energy of E ≈ 1.69 eV. By applying a small, longitudinal
magnetic field of several mT the optical orientation degree can easily be increased up
to 88% at this energy. At lower energies, the necessary field clearly exceeds 2 T and
at higher energies, the maximum polarization is strongly reduced by losses during the
energy relaxation. Therefore, it should be stressed once again that the ΓX splitting
∆EΓX is of decisive importance for the optical orientation degree in indirect QDs. This
knowledge might be useful for the development of tailored QD samples.
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6.6 (Spin) Dynamics under selective excitation

One of the main reasons for the investigation of QDs with an indirect band gap in momen-
tum space is the long spin lifetime Ts, which is determined by the exciton recombination
time τr and the spin relaxation time τs. Therefore, it is interesting to measure these
times and study their dependencies from several parameters like magnetic field strength,
temperature and size of the QDs.
In Sec. 6.2 and several previous works ([39], [28], [29]), the recombination times of di-
rect and indirect excitons are studied under nonresonant conditions. Moreover, it is
possible to determined the spin relaxation time τs under nonresonant excitation by the
time-resolved measurement of the magnetic field induced polarization, which sets in for
t > τs. These experiments are presented in Ref. [88] for a sample that is similar to the
samples studied in this thesis. However, the simultaneous excitation of the whole QD
ensemble leads to the spectral overlap of various, partly unknown, PL features, see Secs.
6.1.1 and 6.2.1. This makes it difficult to clearly determine the characteristic times of the
indirect excitons. Another aim is the temporal separation of the spectrally overlapping
Γ exciton emission and the laser signal, which is only possible under resonant (selective)
excitation.
The solution lies in the selective, pulsed excitation of the QDs and the time-resolved
detection of their PL. This requires a pulsed laser with tunable output wavelength. The
used laser system and the setup are described in Sec. 3.3, while the main challenges with
the experiment are presented in Sec. 6.6.1. First results are presented and discussed in
Sec. 6.6.2. The studied sample is AG 2890.

6.6.1 Experimental details and difficulties

For the correct analysis of the PL signal, two aspects of the used laser and fiber have to
be considered, which are explained with the help of Fig. 6.24.
1.) Laser: As it can be seen in Fig. 6.24 (a), the intensity of the laser is not zero between
two pulses. The ’off’-phase signal is about 7 orders of magnitudes smaller than the in-
tensity of the main pulse and the reflected laser light is comparable to the intensity of
the PL of the X excitons, see 6.24 (b). Two problems can arise from this fact. On the
one hand, the polarized background excitation can, in principle, distort the spin dynamic
measurement, especially for very long decay times. This would lead to another increase
of the optical orientation degree. However, model calculations (not shown here) indicate
that this increase does not disturb the determination of the spin relaxation time. On
the other hand, it can be seen in (b) that the Γ exciton PL at the spectral position of
the laser line is not detectable in the time integrated configuration. Therefore, it can
be concluded that the temporal separation of the direct signal and the laser line is ex-
perimentally challenging. It might be possible with very long accumulation times and a
high temporal resolution below 1 ns. However, the study of the (zero phonon) Γ line is
beyond the scope of this thesis.
2.) Fiber: At t = 464 ns, a second pulse is observed in (a), which is 5 orders of magnitude
smaller than the main pulse at t = 3 ns but also two orders of magnitude higher than
the signal during the ’off’ phase of the laser. The time of 464 ns is in good agreement
with 500 ns, which is the time the light needs to pass through the 50 m long fiber twice,
when the speed of light in the fiber is 2 · 108 m/s. Therefore, it can be concluded that
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Figure 6.24: (a) Temporal development of the laser intensity (red squares). The laser
beam is emitted by a picosecond OPA and guided to the setup by a 50 m long fiber. The
laser energy is Eexc = 1.653 eV and the repetition rate is 10 kHz. The dashed lines mark
the time of the main pulse at t = 3 ns and the time of the fiber echo at t = 464 ns. The
inset shows the signal during the ’off’ phase of the laser. (b) Time integrated spectra of
the laser signal (red), reflected form a black paper, and the sample signal (blue) with PL
emission from the Xlow exciton. PL from the Γ exciton is not visible.

the second peak is the reflection of the main laser pulse at the exit of the fiber, the ’fiber
echo’. In principle, the fiber echo can cause additional PL and polarization, which might
lead to misinterpretation of the data. In the studied case, the fiber echo is much smaller
than the main pulse and can probably be neglected. However, the intensity losses in the
fiber might scale with the wavelength of the laser light or properties of the fiber. Thus,
this source of error should not be disregarded.
The main technical challenge is the low PL intensity of the X excitons, since selective
excitation addresses only a small fraction of QDs in the ensemble. In addition, an ad-
equate temporal resolution requires the limitation of the exposure time. Especially for
long delay times after the laser pulse, when the optical orientation is decreasing, very
high accumulation times are necessary to measure the small intensity differences for the
two polarization directions. These long measurement times make the experiment more
sensitive to unintentional changes in slowly fluctuating parameters such as temperature,
laser power or background intensity.

6.6.2 Recombination and spin relaxation of the X exciton

Figure 6.25 (a) shows the temporal development of the PL intensity (dark blue squares)
and the optical orientation degree (red circles), measured for the Xlow exciton with
E = 1.636 eV. The excitation energy is Eexc = 1.653 eV, the longitudinal magnetic
field is B = 5 T and the temperature is T = 1.8 K. Here, the decrease of the PL intensity
can be described by an exponential decay (dark blue line) with the fitting parameter
τr = (100± 14) ns, which is assigned as exciton recombination time. The optical orienta-
tion degree remains constant at about 80% up to 1000 ns. Its decrease can be described
by an exponential decay (red line) with the fitting parameter τs = (5 ± 1) µs, which is
assigned to the spin relaxation time.
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Figure 6.25: Dynamics of the Xlow exciton with Eexc = 1.653 eV and E = 1.636 eV: (a)
PL intensity (dark blue squares) and the optical orientation degree (red dots) measured
at B = 5 T (B ‖ z). τr and τs are the fitting parameters of the exponential functions
(colored lines). (b) Optical orientation degree measured for different magnetic fields
B ‖ z between 0 and 5 T. Dashed lines are guides for the eye. T = 1.8 K.

When the magnetic field strength is decreased, the optical orientation degree is decreas-
ing down to 4% at zero Tesla. This is shown in Fig. 6.25 (b). Due to the low PL intensity
it was not always possible to observe the full decay of the optical orientation. However,
from the slope of the curves it can be assumed, that the highest spin relaxation time can
be found between 2 and 3 T.

The main results of Fig. 6.25 can be explained by the findings of the previous chap-
ters. The exciton recombination time of the Xlow exciton, τr = 100 ns, at T = 1.8 K is
much longer than 4.5 ns, the value which is determined for the same emission energy at
T = 2.6 K, see Sec. 6.2.1. Two reasons might cause the strong difference. On the one
hand, it is possible that under nonresonant excitation the recombination time is reduced
by the contribution of PL sources other than the indirect excitons. On the other hand,
the recombination process is strongly temperature dependent at low temperatures. In
Sec. 6.2.2, this behavior is attributed to the thermal activation of excitons from the dark
to the bright state. The increase of τr with decreasing temperature (from 2.6 to 1.8 K)
is in line with this model.
Due to the high optical orientation of the exciton spin, measured for the X excitons (Sec.
6.5.1) in a small magnetic field, it was already expected that the spin relaxation time τs

is at least 36 times longer than the recombination time τr. In the studied case τs is 50
times longer than τr. The increase of the maximum optical orientation degree of the Xlow

exciton in a longitudinal magnetic field, see (b), is caused by the increase of the optical
orientation degree of the preceding Γ state, which is presented in Sec. 6.4.1. This topic
is also discussed in Secs. 6.3.2 and 6.5.4.
The spin relaxation time of τs = 5 µs for B = 5 T and E = 1.636 eV is about 10 times
shorter than the value, which was gained in Ref. [88] under nonresonant excitation of
a similar sample with B = 5 T and E = 1.83 eV. In this reference, the decrease of the
spin relaxation time with increasing magnetic field strength, for B > 4 T , is attributed
to acoustic phonon scattering that mediate the spin-flips. Here, a decrease of τs is ob-
served between 3 and 5 T, see Fig. 6.25 (b), while τs seems to increase between 0 and
3 T. This increase can be explained by the Zeeman splitting of the degenerated exciton
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states, which is discussed in the following.
The situation for the indirect QD excitons in a longitudinal magnetic field is comparable
to the one for the indirect GaAs-QW excitons, since the relation between the longitudinal
g factors of electrons and holes are the same for the two structures: gh > ge > 0. There-
fore, the fine-structure splitting and the spin-flip rates can be described by the scheme
in Fig. 5.3. However, under selective and circularly polarized excitation the generation
of excitons occurs only in the respective bright energy level. The application of the ki-
netic spin model (Sec. 2.4.1) to the spin dynamics of the indirect QD excitons is beyond
the scope of this thesis and would require more thorough measurements. Therefore, the
following discussion is of qualitative nature.
Due to the lack of electron-hole exchange interaction, the indirect exciton states are de-
generated in absence of an magnetic field. A longitudinal field splits them by the Zeeman
energy ∆EZ. The spin relaxation rate ws = τ−1

s of the exciton is given by the sum of
the two spin flip rates to the upper an the lower spin level. In case of σ+ polarized light,
the created exciton can go to the higher energetic dark state via an electron spin flip or
to the lower energetic dark state via a hole spin flip, see Fig. 5.3 (a) and (b). Thus the
spin relaxation rate of the exciton is given by

ws = ws,down + ws,up = wh + αwe, (6.14)

where the electron spin-flip rate to the upper level is proportional to the Boltzmann
factor α, see Eq. (2.23). For simplification it is assumed that the spin relaxation rates
of electron and hole are equal (we = wh). Then, the spin relaxation time of the exciton
is given by

τs(B) =
τs,e

1 + exp
(
−geµBB
kBT

) , (6.15)

and describes also the case of σ− polarized excitation (with gh instead of ge). If the spin-
flip rates of electron and hole differ from one another (we 6= wh), τs(B) depends form
the polarization of the excitation (σ+ or σ−) and is described by two different equations.
However, the quantitative outcome is the same. For B = 0, Eq. (6.15) is τs = τs,e/2 and
for B →∞, it is τs = τs,e. Thus, the spin relaxation time increases with increasing field
strength, as it is observed experimentally in Fig. 6.25 (b) for 0 T < B < 3 T.
For sufficiently high field strength, the splitting of the Zeeman levels overcomes the
thermal energy of the electrons and the spin relaxation time approaches τs,e. With ge = 2
and T = 2 K it is geµBB > 3/2kBT for B > 2.2 T. Above this field strength, Eq. (6.15)
depends only weakly from B and a stronger effect with opposite field dependence starts
to dominate τs. This is the acceleration of the exciton spin-flip rate by acoustic phonon
scattering with a τs ∝ B−5 dependence [92], which was already mentioned above. Thus,
the maximum of τs, which is indicated in Fig. 6.25 (b) for 2 T < B < 3 T, is explained
by the occurrence of the two effects described.

6.6.3 Conclusion

In conclusion, it was possible for the first time to measure the recombination and spin
relaxation times of indirect excitons under selective excitation. With this technique, the
falsification of the results due to nonresonant PL contributions (see Sec. 6.1.1) can be
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excluded. For a longitudinal magnetic field strength of Bz = 5 T, the spin relaxation
time is 5 µs and the recombination time is 100 ns. The nonmonotonic dependence from
the field strength is explained by the interplay of two different effects. On the one hand,
the increasing distance between the Zeeman levels reduces the spin flip rates of electron
an holes to the high energetic dark exciton state, which leads to the increase of the
exciton spin relaxation time. On the other hand, the decrease in spin relaxation time in
a longitudinal magnetic field is typical of exciton spin flips that are mediated by acoustic
phonon scattering.
The presented measurements show only a small part of the possibilities this experimental
method offers. Due to the small PL intensities under selective excitation, the time-
resolved measurement of the optical orientation degree is technically challenging and
requires further improvements of the setup. However, more thorough measurements may
allow the application of the kinetic spin model (Sec. 2.4), which could reveal the spin
relaxation times of electrons and holes in indirect QDs. Moreover, the role of dynamical
nuclear polarization, which can be important already on timescales exceeding tens of
nanoseconds [22], is still unclear.



7 Conclusions

In this thesis it is demonstrated for the first time in experiments (to the best of the au-
thor’s knowledge) that the electron-hole exchange interaction is suppressed for excitons
in (type-I) semiconductors with an indirect band gap in momentum space. This effect
was predicted theoretically for bulk excitons by G. E. Pikus and G. L. Bir in 1971.
The suppression of the electron-hole exchange interaction is observed in different fine-
structure experiments like the evidence of optical orientation or the direct measurement
of the anisotropic exchange splitting. Related effects on the spin dynamics are studied
for two different heterostructures, a type-II GaAs/AlAs QW and an (In,Al)As/AlAs QD
ensemble. The spin polarization of the indirect excitons in the samples is strongly af-
fected by the suppression, since the four X exciton spin states, |±1〉 and |±2〉, are fully
degenerated in absence of the exchange splitting. Splitting and mixing of the states oc-
curs only in external magnetic fields and can be controlled by its strength and direction.
However, a fundamental difference between the two studied structures is the ratio of the
spin relaxation and the exciton recombination time. As a result, different polarization
effects are observed:

For the ultrathin QW with type-II alignment, the exciton recombination is much slower
than the spin relaxation. As a result, the spin dynamics between dark and bright exciton
levels has a strong effect on the polarization degree, which is reflected in its nonmonotonic
dependencies on magnetic field and temperature. The spin dynamics is governed by the
relations of the g factor tensor components of electron and hole, since these relations
define the order of the exciton Zeeman states and the magnitudes of their splittings.
Moreover, the g factors determine the spin-flip rates of electron and hole from lower to
higher energetic exciton states, which causes the nonmonotonic temperature and field
dependencies of the circular polarization degree. The comparison of the experimental
results and the kinetic spin model yields the heavy-hole g factor and the spin relaxation
time of the X electron.
The C2v symmetry of the QW leads to the mixing of heavy hole and light hole states,
which is reflected in the activation of the dark states. The mixing of heavy and light
hole states also leads to an intrinsic linear polarization of the QW exciton and a finite
transverse g factor of the hole, which are determined by the comparison with the ki-
netic spin model. A small supplement to this model is made, which enables a better
understanding of the spin dynamics and reveals the relation between important sample
parameters and the characteristic field strength at which the circular polarization degree
reaches its maximum.

For the indirect (In,Al)As/AlAs QD excitons, the spin relaxation time clearly exceeds the
exciton recombination time. This enables the observation of optical orientation and the
study the associated depolarization mechanisms, like the hyperfine interaction between
the X electron and the nuclei. The investigation of the QD ensemble, with direct and
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indirect QDs, clearly shows the suppression of the electron-hole exchange interaction for
indirect band-gap excitons, when the conduction band minimum shifts from the Γ to the
X point for a specific QD size. As the exchange interaction splits and mixes the pure
exciton spin states, its suppression is reflected in the occurrence of optical orientation of
the exciton spin and in the strong decrease of the exchange splitting at the ΓX mixing
energy.
Four different depolarization mechanisms, which reduce the optical orientation of the
indirect exciton, were identified: Already in the Γ valley the spin polarization is lowered
by the decoherence of the linearly polarized exciton states. The hyperfine interaction
between the Γ electron and the nuclei as well as the phonon assisted scattering from
the Γ to the X valley cause additional depolarization. In the X valley, the electron is
further exposed to the hyperfine interaction, where it experiences a different coupling to
the Overhauser field than in the Γ valley. The impact of these effects strongly depends
on the ΓX splitting, which turns out to be a crucial parameter for the optical orientation
of indirect QD excitons. The influence of the direct state on the indirect excitons can
also be seen in the thermal redistribution dynamics. Two complementary models are
proposed and discussed. They describe the thermal activation of the direct excitons from
the dark to the bright Γ states and the redistribution between direct and indirect exciton
levels.
Moreover, time-resolved measurements with selective excitation of indirect QDs were
successfully carried out for the first time. It turns out that the spin relaxation time of
the indirect exciton in a moderate, longitudinal magnetic field is most likely determined
by the spin dynamics between dark and bright states, which should be describable by the
kinetic spin model. Another interesting perspective for future studies is the possibly long
spin-coherence time of the indirect exciton state, indicated by the strong optical align-
ment, since the long-lasting coherence of two spin states is a key property in quantum
technology.
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Although the findings of this thesis and previous works deliver already a detailed under-
standing of the indirect (In,Al)As/AlAs QD ensemble, some effects are not explained yet
and the investigation of the underlying physical origins might complete the picture. One
example is the impact of the optical orientation on the nuclear spin system and possible
feedback mechanisms between nuclei and the indirect excitons, which is disregarded in
this thesis. Two promising experimental approaches are presented in this section.

Splitting of the polarization recovery curve
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Figure 8.1: PRC (dots) and Hanle curves (tri-
angles) measured for the Xhigh exciton at
two different temperatures. Dashed lines are
guides for the eye.

The study of the hyperfine interaction
via the PRC (Faraday) and Hanle (Voigt)
curves of the X exciton exhibits an inter-
esting temperature effect, which is shown
in Fig. 8.1. The circular polarization de-
gree ρ+

c of the Xhigh exciton is measured
in the optical-orientation setting, like it
is defined in Eq. (3.3). The excitation
energy is Eexc = 1.698 eV. It was already
discussed in Sec. 6.5.1 that the increase of
the sample temperature above 30 K leads
to the increase of the width of the Hanle
curve, see Fig. 6.17 (b). However, the
PRC was not studied in this context. Fig-
ure 8.1 shows that for T = 10 K (blue),
the PRC curve is slightly unsymmetrical
and shifted to negative magnetic fields.
At 40 K (red) the curve broadens and
splits. The effect reminds of the splitting
of the Hanle curve in oblique fields [67].
However, this model can not be applied to the present finding. Since the splitting ap-
pears at the temperature at which the spin lifetime is equal to the Larmor frequency
in the nuclear field, see Fig. 6.17 (b), a spin-resonance effect as described in Ref. [108]
might be a possible explanation.

Induced circular polarization in weak magnetic fields

The high optical orientation degree of indirect excitons in steady-state experiments is
caused by the fact that the spin relaxation time is much longer than the exciton re-
combination time. This relation is confirmed for the indirect excitons by time resolved
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Figure 8.2: (a) Circularly polarized PL spectra under pulsed, nonresonant excitation,
measured at B = 25 mT (Faraday). (b) Magnetic field dependence of the circular polar-
ization degree, measured at E = 1.65 eV. (c) Circular polarization degree in dependence
of the magnetic field strength and spectral energy. The dashed lines mark the ΓX tran-
sition energies. T = 2 K.

measurements in Sec. 6.6.2, revealing a factor of 50 for τs/τr. However, for delay times
exceeding the spin relaxation time, magnetic field induced circular polarization ρc,B is
observable.
The circular polarization was measured under nonresonant, pulsed excitation with an
integration time between 1 and 6 µs after the laser pulse. Small magnetic fields up to
300 mT are applied in Faraday geometry. The results are shown in Fig. 8.2. ρc,B varies
between -10 and 15% and shows changes of sign in dependence of the spectral energy and
the magnetic field strength. On the spectral scale, the change of sign interferes with the
ΓX-transition energy Elow

ΓX , see (c). For energies above Elow
ΓX , the change of sign occurs for

magnetic field strengths between 25 and 100 mT. For energies below Elow
ΓX , the circular

polarization degree shows no change of sign.
The nonmonotonic dependencies of the circular polarization degree on the spectral energy
and the longitudinal magnetic field strength are not fully understand so far. However,
the change of sign with increasing field strength in (b) is probably connected with the
hyperfine interaction between the Γ electron and the nuclei, since it occurs for fields
between 25 and 100 mT, which agrees well with the widths of the related polarization
curves in Sec. 6.5.4, see blue symbols in Fig. 6.22 (a). Thus, the unusual spin dynamics
might be related to the dynamical nuclear polarization, which has not been considered
in this thesis. This effect becomes relevant for delay times that exceed the characteristic
times of the nuclear spin dynamics [22].
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Symbols and Abbreviations

a Lattice constant
A Hyperfine coupling constant
AG 2890 Quantum dot sample (multi layer)
α Boltzmann factor for the electron spin flip
Al Aluminum
As Arsenic
a.u. Arbitrary units
aX Slope of the indirect exciton energy with increasing excitation en-

ergy

b Bright
B, B Magnetic field strength, magnetic field vector
B1/2 Half width at half maximum of a polarization curve

β Boltzmann factor for the heavy hole spin flip
Bmax Magnetic field of maximal circular polarization
BN Effective nuclear field

C Angle depended coefficient
C2v Point group
CB Conduction band
CCD Charge-coupled device
Cd Radiative contribution of dark excitons
cw Continuous wave

d Dark
d Thickness of the diffused layer in heterostructures
D (line) Acoustic phonon replica of the direct exciton recombination
D Angle depended coefficient
D(r) Orbital function
D2d Point group
δ0 Isotropic electron-hole exchange splitting between dark and bright

exciton states
δ1 Anisotropic electron-hole exchange splitting (bright exciton states)
δ2 Isotropic electron-hole exchange splitting (dark exciton states)
∆α Relative hyperfine coupling constant (α = x, y, z)
∆i Zeeman splitting (i = electron, hole)
∆so Split-off energy
∆EΓX Energetic splitting between the Γ and the X valley in a quantum

dot



116 Symbols and Abbreviations

e electron
E Energy; Electric field
Eg Band gap
ε Hyperfine-anisotropy factor
Ex Exciton
Eexc Excitation energy or laser energy
Eexch Exchange energy
EΓX Transition energy between direct and indirect quantum dots
EZ Zeeman splitting

f Occupancy of a spin level
FWHM Full width at half maximum

g g factor or Landé factor

G, G̃ Generation rate, effective generation rate
Ga Gallium
γ Characteristic parameter of the Distribution function
Γ Symmetry point of the Brillouin zone
G(τr) Distribution of exciton recombination times

h hole
h Planck constant, 4.136 · 10−16 eVs
~ Reduced Planck constant, 6.582 · 10−16 eVs
H Height of circular polarization curve ρc(B)

Ĥ Spin Hamiltonian
Hhf Hyperfine Hamiltonian
hh heavy hole
HWHM Half width at half maximum
HZ Zeeman Hamiltonian

I Intensity of the photoluminescence; Nuclear spin
In Indium

j Total angular momentum

k Wave vector
kB Boltzmann constant, 8.617 · 10−5 eV/K

l Orbital angular momentum
L Thickness of a quantum well or quantum dot
λdB de Broglie wavelength
LO Longitudinal optical phonon

m0 Free electron mass, 9.109 · 10−31 kg
m, mj , ms Projections of the angular momentum along z
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m∗ Effective mass
MCA Multichannel analyzer
µB Bohr magneton, 5.788 · 10−5 eV/T
µPL Microphotoluminescence

n Radial quantum number
N Number of nuclei interacting with an electron
Nd:YVO4 Neodymium-doped yttrium orthovanadate
ne, no Index of refraction of the extraordinary and ordinary beam
NP No-phonon line
nr nonradiative
NR (band) Photoluminescence of unknown source

ω Angular velocity
Ω Larmor precession frequency
OPA Optical parametric amplifier

p Momentum
P(r) Orbital function
PL Photoluminescence
ϕ Angle between the optical axis of a half-wave plate and the direc-

tion of the electrical field
PMT Photomultiplier tube
PRC Polarization recovery curve
Ψ Wave function

QD Quantum dot
QW Quantum well

r Vector between nucleus and electron
R Recombination operator
rad Radiative
RC 1517 Quantum dot sample (single layer)
Ref. Reference
ρ, ρz Polarization degree
ρ0 Initial polarization of carriers
ρ0 Restored circular polarization degree
ρc Circular polarization degree
ρc,B Magnetic field induced circular polarization degree
ρi Initial polarization degree
ρint Intrinsic polarization degree
ρl Linear polarization degree
ρoa Optical alignment degree
ρoo Optical orientation degree

s Spin quantum number
S(r) Orbital function



118 Symbols and Abbreviations

Slow, Shigh Static PL features
Sec. Section
σ Pauli spin matrix
σ+, σ− Right- and left-handed circular polarization

t Time
tdelay Delay time (after laser pulse)
tgate Exposure time
T Temperature
TA Transverse acoustic phonon
τ0 Average exciton recombination time
τd Decoherence time
τr Exciton recombination time or lifetime
τrad Radiative recombination time
τnr Nonradiative recombination time
τs Spin relaxation or spin-flip time
Tg Growth temperature
θ Angle between magnetic field direction and growth axis
Ti Titanium
Ts Spin lifetime

V Quantum dot volume
V0 Volume of the primitive cell
VB Valence band

w, w′ Radiative and nonradiative recombination rates
we, wh Spin-flip rates of electron and hole
W Spin-flip rate

x Cartesian coordinate; Indium concentration
X Symmetry point of the Brillouin zone
|X〉 Linearly polarized state of the direct exciton
Xlow, Xhigh Indirect exciton
ξ Depolarization factor

y Cartesian coordinate
|Y 〉 Linearly polarized state of the direct exciton

z Cartesian coordinate and growth axis
ZP Zero-phonon line
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Debus, who encouraged me to start at the ’E2’ chair and who introduced me to my PhD
topic.
All our experiments would not be possible without the constant supply of helium and
advice from Lars Wieschollek, Klaus Wiegers, and Daniel Tüttmann. I think Lars and
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for fixing electrical problems and to Michaela Wäscher, Nina Collette, Katharina Sparka
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