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Abstract

The aim of this work is the development of a method to operate elementary spin

excitations (magnons) in a ferromagnetic metal by means of elementary vibrational

excitations of the lattice (phonons). The utilized magnon-phonon coupling was con-

firmed more than 50 years ago, but only recently the experimental approaches of ul-

trafast acoustics have made available the excitation and time-resolved detection of

coherent phonons in the sub-THz frequency range. The most intriguing regime of the

magnon-phonon coupling is the strong coupling regime, which guarantees a conversion

of phonons to magnons and vice versa at unity fidelity. This regime is extremely difficult

to achieve in ferromagnetic metals due to a typically weak magnon-phonon coupling

and fast relaxation processes. In this work, we demonstrate a way to overcome these

limitations and to achieve the regime of strong magnon-phonon coupling.

At first, the experimental setup is developed and assembled allowing the study of the

magnon-phonon coupling in time domain. The state-of-the-art pump and probe setup

is based on two femtosecond lasers synchronized in the scheme of asynchronous optical

sampling and utilizes femtosecond laser pulses for excitation and monitoring coherent

lattice and magnetic responses.

Secondly, we have thoroughly investigated a variety of coherent magnon dynamics in

nanolayers of a ferromagnetic material called Galfenol (Fe,Ga), which possesses a large

saturation magnetization and enhanced magnon-phonon coupling. We have demon-

strated that a single magnon mode of a Galfenol nanolayer can have an effective Gilbert

damping as small as 0.005 and frequencies higher than 100 GHz. In thick nanolayers,

we are able to observe the small frequency splitting of exchange magnon modes, which

is typically hidden in the transient signals due to quick dephasing.

At the third and main stage, we have utilized a lateral nanoscale patterning (nanograt-

ing) of a Galfenol nanolayer, in order to introduce two additional localized high-Q

phonon modes (∼10 GHz). By means of an in-plane external magnetic field, we control

the frequency detuning between the magnon and phonons modes, while their spatial

overlap is determined by the lateral pattern. We observe two bright manifestations of
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the magnon-phonon coupling, i.e. resonant phonon driving and avoided crossing. The

latter one clearly indicates the regime of strong magnon-phonon coupling with forma-

tion of a hybridized state known as magnon polaron. Theoretically, the magnon-phonon

coupling is considered in the frame of coupled oscillators, whose coupling strength is

determined by the spatial overlap of the interacting modes.

The presented experimental and theoretical results may aid in the development of

energy-efficient transducers between magnonic and phononic systems.
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Zusammenfassung

Das Ziel der vorliegenden Forschungsarbeit ist die Entwicklung einer Methode, um el-

ementare Spin-Anregungen (Magnonen) in ferromagnetischen Metallen mit Hilfe von

elementaren Anregungen des Kristallgitters (Phononen) zu kontrollieren. Die verwen-

dete Magnon-Phonon-Kopplung wurde zwar bereits vor 50 Jahren bestätigt; jedoch

erst durch das Aufkommen der ultra-schnellen Akustik wurde es möglich, kohärente

Phononen im sub-THz Bereich anzuregen und zeitlich aufgelöst zu messen. Das einfluss-

reichste Regime der Magnon-Phonon-Kopplung ist das Regime der starken Kopplung,

welches durch eine reversible Energiekonversion beider Systeme ausgezeichnet ist. Die

Realisierung in ferromagnetischen Metallen ist jedoch extrem schwer, da diese eine

schwache Magnon-Phonon-Kopplung und schnelle Relaxationsprozesse aufweisen. In

dieser Arbeit zeigen wir, wie eine starke Kopplung dennoch erreicht werden kann.

Als erstes wurde ein Experiment entwickelt und aufgebaut, welches das Untersuchen der

Magnon-Phonon-Kopplung im Zeitbereich ermöglicht. Das neuartige Anrege-Abfrage-

Experiment besteht aus zwei Femtosekunden-Lasern, welche mit Hilfe des asynchro-

nen optischen Abtastens (ASOPS) synchronisiert sind. Die Femtosekunden Laserpulse

ermöglichen die Anregung und Detektion kohärenter Magnon- und Phonon-Dynamiken.

Als nächstes untersuchen wir Dynamiken von Magnonen in Nanometer-dicken Schichten

bestehend aus einem ferromagnetischen Material namens Galfenol (Fe,Ga), welches sich

durch eine große Sättigungsmagnetisierung und einer ausgeprägten Magnon-Phonon-

Kopplung auszeichnet. Wir zeigen, dass eine einzelne Magnon-Mode in einer Galfenol-

Nanoschicht einen effektiven Gilbert-Parameter von 0.005 und Frequenzen von mehr

als 100 GHz haben kann. In dickeren Nanoschichten zeigen wir zudem die Frequenza-

ufteilung einzelner Magnon-Moden trotz derer schnellen Dephasierung.

Im Hauptteil verwenden wir eine Mikrometer-große Struktur (Nanogitter) in der Gal-

fenol-Nanoschicht, um zwei langlebige Phonon-Moden (∼10 GHz) mit spezifischen Po-

larisationen zu erzeugen. Mit Hilfe eines externen Magnetfeldes wird die Frequenz-

Verstimmung zwischen lokalisierten Magnon- und Phonon-Moden kontrolliert, wobei

die örtliche Überlappung der Moden durch das Nanogitter bestimmt ist. Im Experi-
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ment messen wir zwei Manifestationen der Magnon-Phonon-Kopplung: die resonante

Verstärkung durch Phononen und das sogenannte vermiedene Kreuzen. Letzteres zeigt

das Regime der starken Magnon-Phonon-Kopplung und damit die Formation eines

hybridisierten Zustandes, Magnon-Polaron genannt. Theoretisch wird die Magnon-

Phonon-Kopplung im Modell gekoppelter harmonischer Oszillatoren untersucht, wobei

die Kopplungsstärke durch den örtlichen Überlapp der gekoppelten Moden bestimmt

ist.

Die experimentellen und theoretischen Resultate finden Anwendung in der Entwicklung

von effizienten Energiewandlern zwischen magnonischen und phononischen Systemen.
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Chapter 1

Motivation

The discovery of magnetism dates back more than 10 000 years ago. During this time,

ancient Chinese and later ancient Greeks discovered a naturally occurring Iron oxide

called magnetite, which can attract pieces of Iron. The following discovery that small

fragments of magnetite automatically point to the direction of the (magnetic) north

pole of the earth had a huge impact on ancient navigation and is known as a magnetic

compass. Nowadays, the utilization of magnetic materials, especially the manipulation

of the magnetization, is of crucial importance in our modern society. For almost 100

years, we have been utilizing magnetic materials for storing data, and until now the

magnetic data recording remains dominant in information technology (IT) applications

[1], [2], [3]. Despite the long and bright history of magnetic materials, many aspects of

magnetism remain ”terra incognita” for scientists. Hence, there is plenty of space for

further research and development. A fundamental problem in processing large amounts

of data is the accompanying huge energy consumption. This demands ultrafast and en-

ergy efficient manipulation of magnetic materials for high-density magnetic recording.

Life sciences and medicine are rapidly exploring the nanometer scale (10−9 m) and,

thus, require miniaturized sources of oscillating (ac) magnetic fields for magnetic imag-

ing with highest possible resolution [4], [5] and 1. Hence, there are many other demands

and corresponding problems, which are in focus of modern magnetism.

Conventional magnetic applications utilize the steady state magnetization, while its

motion of precession is considered only as a transient process accompanying the mag-

netization relaxation. Nowadays, the magnetization precession with characteristic fre-

quencies in the GHz and sub-THz frequency range (109 – 1011 Hz) coincides with the

frequency range for data transfer and data processing. Hence, it becomes a key tool

for nanoscale magnetic concepts. For instance, the magnetization precession of a nano-

magnet is a powerful source of an ac-magnetic field in free space [6]. Therefore, it is

1VIP+ project of the Bundesministerium für Bildung und Forschung - ’Realisierung eines Nano-
magnetrons zur Erzeugung von sub-THz magnetischen Wechselfeldern für magnetische Resonanzspek-
troskopie - Nanomagnetron’
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Chapter 1. Motivation

suggested as an assistant for ultra-high-density magnetic recording and high-resolution

magnetic imaging. In a magnetic medium, the non-uniform precessing magnetiza-

tion propagates in the form of a spin wave, whose elementary quantum is known as

magnon. Spin waves/Magnons are considered as data carriers within a new direction

of magnetism known as magnonics [7]. It is worth noting that the spin wave spectrum

can be adjusted by spatial confinement with respective quantization [8], by the spatial

periodicity of magnetic structures [9] as well as tuned by an external magnetic field.

Thus, it provides magnon-based magnetic devices with very wide spectral tunability.

There are several ways to excite and control the magnetization precession, but energy-

efficient and precise methods remain challenging for modern magnetism. The most

used tool to control the magnetization is an external magnetic field. It can be an

ultrashort (broadband) pulse, which tilts the magnetization rapidly out of its equilib-

rium orientation [10], or a monochromatic magnetic field of a microwave, which drives

the magnetization precession at a certain frequency. The latter one is a basis for the

technique of ferromagnetic resonance (FMR) being widely used for studying magnetic

materials for more than 50 years. However, it is hardly adaptable for practical use

at the nanoscale due to the need of bulky electromagnetic resonators and waveguides

[11]. Hence, several alternative techniques have been rapidly developed within the last

decade: The field of ultrafast optomagnetism utilizes ultrashort laser pulses, which in-

stantly and locally affect the properties of a magnetic material [12]. The corresponding

impact of the laser excitation on the magnetization may be considered as an ultrashort

pulse of an internal ”(magnetic) anisotropy field”, which launches the precessional re-

sponse of the magnetization. Another technique suitable for nanoscale applications

utilizes a spin polarized current, which drives the magnetization precession, e.g. spin-

transfer-torque nano-oscilators [6]. The main focus of this thesis is on the methods

of ultrafast magneto-acoustics, which uses elementary vibrations of the crystal lattice

(phonons) as a driving force for the magnetization precession [13], [14], [15], [16].

The coupling of the lattice and magnetization is known as magnetostriction since the

discovery by James Joule in 1847 [17]. In 1958 Charles Kittel and a group of So-

viet physicists predicted the effect of magneto-acoustic resonances (magnon-phonon

resonances), when respective frequencies and wave vectors coincide [18], [19]. Later,

the effect of magnon-phonon resonances was confirmed experimentally in ferrimag-

netic garnets [20]. For a long time, these materials have remained the main object of

magneto-acoustic studies due to a combination of low (accessible) magnon frequencies

of several GHz and a weak damping for both magnons and phonons. Only recently

the development of ultrafast acoustics made possible the extension of magneto-acoustic

experiments to much higher frequencies with the aim to manipulate the magnetiza-

tion precession in a much wider range of magnetic materials. Methods in the field of

2



ultrafast acoustics utilize femtosecond laser pulses for excitation of high-frequency co-

herent acoustic phonons in a form of a coherent wave packet (picosecond strain pulse)

with frequencies of hundreds of GHz [21]. Phononic cavities and periodic structures,

e.g. superlattices [14] and lateral gratings [15], [16], serve to filter out and spatially

localize specific phonons with certain frequencies from the initially broadband exci-

tation. Within the last decade, these methods were actively introduced into ultrafast

and nanoscale magnetism. The magnetization precession excited by a picosecond strain

pulse has been demonstrated in ferromagnetic semiconductors [22], ferromagnetic met-

als [21] and ferrimagnetic garnets [23]. Driving of the magnetization precession by

monochromatic phonons has been realized in ferromagnetic phononic nanocavities [14],

gratings [15], [16], and by means of spatially-modulated excitations (transient grat-

ings) [24]. Nevertheless, these experiments have demonstrated only the one-way energy

transfer from optically excited coherent phonons to coherent magnons. A reversible

energy exchange between magnons and phonons is given by a formation of a hybridized

state called a magnon polaron [25], [26]. The experimental evidence of the forma-

tion of a hybridized state still remains extremely challenging due to a typically weak

magnon-phonon coupling and a quick dephasing of respective excitations at sub-THz

frequencies2. The main motivation of this work is to overcome these limitations and to

demonstrate the general approach suitable for a wide range of ferromagnetic materials

including ferromagnetic metals, where these limiting factors are especially crucial.

The suggested approach is based on lateral patterning of a ferromagnetic structure,

which localizes specific surface phonon and magnon modes and provides respective

long lifetimes and spatial overlaps for a maximal efficient interaction. The ferromag-

netic material chosen for the model experiment is a ferromagnetic metallic alloy of

Iron and Gallium, known as Galfenol [28]. This novel functional material possesses

enhanced magnon-phonon coupling and relatively long life times of excited magnon

modes. At first, we characterize nanometer-sized layers made of Galfenol in order to

demonstrate that the quick decay of the magnetization precession is due to dephasing

of quantized magnon modes, where the ground magnon mode possesses the longest

lifetime and a corresponding narrow spectral linewidth. Then, we examine the struc-

ture consisting of a lateral ferromagnetic nanograting (NG) produced by a focused ion

beam in a Galfenol nanolayer. The introduced NG allows to achieve surface phonon

modes with significantly long lifetimes. Spatial matching of the phonon and magnon

modes determines the coupling strength and selects particular modes in the phonon

and magnon spectra for hybridization [29]. The selective interaction allows us to solve

the main problem of quick dephasing of the interacting excitations and to achieve suffi-

ciently strong coupling. The experimental verification is realized by means of a state-of

the-art experimental setup for time-resolved detection of transient phonon and magnon

2The first observation of a magnon polaron in a metallic ferromagnet was reported last year [27].
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Chapter 1. Motivation

kinetics.

The work at hand is organized as follows: Chapter 2 gives a general overview of the

basic concepts used in ultrafast magneto-acoustics. Afterwards, the utilized all-optical

pump and probe experiment is introduced in detail in chapter 3. This chapter also

briefly discusses preliminary measurements, such as the optical penetration depth of

the excitation pulse and the thermal transport in Galfenol nanolayers. Chapter 4

demonstrates a variety of optically excited precessional responses in Galfenol nanolay-

ers. The nanolayers with varying layer thicknesses are characterized in section 4.1.

The main experimental interest is in the dependence of magnetic responses on an in-

plane applied magnetic field, which are discussed and modelled within the free energy

density approach (sections 4.3 to 4.5). Chapter 5 presents magnon-phonon resonances

of optically excited magnon and phonon modes in a shallow Galfenol NG. NG char-

acteristics are introduced in section 5.1. The experimental observation of magnon

polarons is given in section 5.3.2, where two magnon-phonon resonances are character-

ized separately and, finally, analyzed within the model of coupled harmonic oscillators.

Afterwards in section 5.4, the magnetic field dependence of localized magnon modes is

discussed for different angles of the in-plane applied external magnetic field. The last

chapter 6 gives a brief conclusion and outlook of the main results in this work.
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Chapter 2

Theory of Transient Processes in

Optically Excited Ferromagnetic

Metal Layers

This chapter will give a general overview of the basic concepts used in ultrafast magneto-

acoustics. While the comprehension of the fundamentals of the magnetic (section 2.1)

and acoustic system (section 2.2) is crucial for the understanding of more complicated

physical phenomena, like the so-called magneto-elastic coupling (section 2.3 and 2.4)

between them, it is also important to understand their ultrafast excitation and detection

techniques. As written in the title, the reader will get an overview of the transient

processes in optically excited ferromagnetic metal layers. So after finishing this chapter,

the reader will understand, how the respective system is excited, how it develops in

time and finally, how it is detected.
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Chapter 2. Theory of Transient Processes in Optically Excited Ferromagnetic Metal Layers

2.1 Magnetic System

In this study, we investigate magnetic nanostructures made of Galfenol, which is a

ferromagnetic alloy of Iron and Gallium1. Galfenol is a crystalline metallic material,

in which magnetic moments of magnetic ions are aligned by the exchange interaction

mediated by free electrons. This type of exchange interaction is known as RKKY inter-

action and typical of all ferromagnetic metals, such as Iron, Nickel, Cobalt and many

other alloys based on these materials [30]. At the used experimental conditions, the

studied samples always remain far below Curie temperature and in the single-domain

state. Thus, for description of the main magnetic properties we can use a continual

approach, in which the magnetization, M , i.e. the density of magnetic moments per

unit volume, is a vector with a constant length equal to the saturation magnetization

Ms. The equilibrium direction of M is uniform or slightly varied inside the studied

samples. Hence, it is convenient to utilize the normalized unit vector

m =
M

Ms
=

mx

my

mz

 . (2.1)

2.1.1 Static Magnetization

Without any external influences and below Curie temperature, a ferromagnetic ma-

terial is characterized by a spontaneous magnetization along certain directions of the

crystal structure. In order to characterize the preferred magnetization directions, an

applied external magnetic field B is utilized. Figure 2.1 shows magnetization curves

performed on Iron along different crystallographic directions. By applying an external

magnetic field along a certain direction, the magnetization feels a torque towards the

magnetic field direction. As it is seen in figure 2.1(a), the magnetization saturates

for large magnetic fields, where the maximum value is determined by the saturation

magnetization Ms. The non-isotropic magnetization curves in figure 2.1(a) arise due to

the so-called magneto-crystalline anisotropy (MCA), which is introduced by the cubic

lattice of Iron (see figure 2.1(b)). As it is seen in the figure, the energetically favourable

direction for the magnetization is given by the [100]-crystallographic direction and is

called easy magnetization axis (e.a.). The [111]-crystallographic direction indicates the

least favourable direction and is referred to as hard magnetization axis (h.a.). Hence,

in an anisotropic crystal the static magnetization tends to be directed along a certain

direction.

1A detailed discussion about this material is given in section 3.1

6



2.1. Magnetic System
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Figure 2.1: (a),(b) Magnetization curves for Iron along different crystallographic directions.
The coloured arrows indicate the used magnetic field orientation. Adapted from [31]. (c) Used
coordinate system containing an arbitrary effective magnetic field Beff, which determines the
equilibrium direction of the magnetization m.

In order to describe the equilibrium direction of the magnetization, a so-called effective

magnetic field is introduced (see figure 2.1(c)): [32]

Beff = −∇mF (m), (2.2)

where F is the magnetic free energy density and

∇m =


∂

∂mx
∂

∂my
∂

∂mz

 . (2.3)

In this work the free energy density (FED) is defined in magnetic units, i.e. in Tesla.

With respect to the magneto-crystalline anisotropy shown in figure 2.1(a) a correspond-

ing phenomenological magneto-crystalline term Fcubic to the FED can be defined. Un-

der consideration of the crystal symmetry, the lowest, non-trivial solution of a serial

expansion in m yields [33]

Fcubic = Kc(m
2
xm

2
y +m2

ym
2
z +m2

xm
2
z), (2.4)

where Kc is the cubic anisotropy coefficient in Tesla. In figure 2.2 the energy land-

scape of a material with Kc > 0 is illustrated as an isosurface in three dimensions.

The holes (energy minima) determine the favourable orientations of the crystal’s mag-

netization (e.a.), e.g. the [100]-crystallographic direction. The bumps determine the

least favorable orientations (h.a.), which are parallel to the room diagonals, e.g. the

[111]-crystallographic direction. The physical origin of the MCA is explained by the

spin-orbit interaction [34].
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Chapter 2. Theory of Transient Processes in Optically Excited Ferromagnetic Metal Layers

[100]

[010]

[001]

Figure 2.2: Visualization of an isosur-
face of the cubic anisotropy term in eq.
2.4 for K1 > 0. Clearly indicated by the
holes and bumps are the easy and hard axes
of the ferromagnet. The black line shows
the in-plane angular dependence of the en-
ergy surface possessing a four-fold symme-
try. Adapted from [35].

By introducing a certain shape to the ferro-

magnetic crystal, a shape anisotropy energy

[32]

Fshape = −m ·Bdemag (2.5)

arises. The corresponding demagnetizing field

Bdemag is determined by Maxwell’s equations

∇r ×Bdemag = 0, (2.6)

∇r · (Bdemag + µ0Msm) = 0, (2.7)

where µ0 is the vacuum permeability and

∇r =


∂
∂rx
∂
∂ry
∂
∂rz

 . (2.8)

The shape anisotropy term can be arbitrarily

complicated and will be important in chap-

ter 5, where the case of nanogratings is con-

sidered. However, for thin films, where the

surface normal is pointing in z-direction, the

shape anisotropy term can be simply written

as

Fd = Bdm
2
z (2.9)

and is characterized by the scalar demagnetizing field Bd = µ0Ms

2 . In equation 2.9, it

can be seen that some energy is needed to move the magnetization m out of the plane,

i.e. mz 6= 0. Therefore, m is forced to lay in the layer plane, i.e. mz = 0. Hence, the

equilibrium static magnetization lies in the xy plane (see figure 2.3(a)).

In addition, thin ferromagnetic nanolayers are characterized by an in-plane uniaxial

anisotropy, which increases with decreasing layer thickness [36]. Such in-plane uniaxial

anisotropy is also typical of Galfenol nanolayers on GaAs substrates [37]. The FED of

the uniaxial anisotropy reads

Funiaxial = −Ku (m · s)2 , (2.10)

8



2.1. Magnetic System

Beff
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Figure 2.3: Excitation process of the magnetization precession in ultrathin ferromagnetic
layers. (a) In the equilibrium the static magnetization m lies along the effective magnetic field
Beff, which is in the xy plane, eg. along the [010]-crystallographic direction. (b) After an
instantaneous excitation, e.g. by an ultrashort optical pulse, a change of the equilibrium free
energy density results in a new effective magnetic field B∗eff ≈ Beff. For the sake of clarity, the
in-plane change of Beff to B∗eff is exaggerated in this sketch. Due to the slow response of the
magnetization on the introduced perturbation, a motion of precession around B∗eff is launched
(blue circle).

where Ku is the uniaxial anisotropy coefficient and s is a vector along an anisotropy

direction. With respect to equation 2.10, s determines energetically favorable orienta-

tions of m parallel or anti-parallel to s. The relative strength of the uniaxial anisotropy

is given by Ku. In Galfenol nanolayers, the uniaxial anisotropy is typically smaller than

the cubic anisotropy, i.e. Ku < Kc [38].

By applying an external magnetic field B, another term given by the Zeeman energy

FZeeman = −m ·B (2.11)

has to be considerd.

In order to excite the magnetic system, the energy and, therefore, the effective magnetic

field have to be perturbed out of their equilibrium. This can be realized by a modifica-

tion of the magneto-crystalline anisotropy (MCA) via the absorption of a femtosecond

(fs) optical pulse [12], [38]. In this case, temperature induced perturbations are char-

acterized by changes of the cubic and uniaxial anisotropy coefficients ∆Kc = ∂Kc
∂T ∆T

and ∆Ku = ∂Ku
∂T ∆T , respectively. Such a change in the MCA will lead to an in-plane

change of Beff to the new effective magnetic field direction B∗eff ≈ Beff, where the

perturbation of Beff is assumed to be small; see figure 2.3(b). Due to the fact that the

change of Beff is much faster than the reorientation of m, the magnetization feels a

9



Chapter 2. Theory of Transient Processes in Optically Excited Ferromagnetic Metal Layers

torque, which results in a damped motion of precession around Beff. Such dynamical

response of the magnetization is described by the Landau-Lifshitz-Gilbert equation.

2.1.2 Landau-Lifshitz-Gilbert Equation

Beff

m

In-phase precession of magnetic moments in space

(uniform precession) 

Out-of-phase precession of magnetic moments in space

(propagating spin wave)

(a) (b)

(c)

𝜹m

mstatic

Figure 2.4: (a) Damped magnetization precession around the effective magnetic field Beff,
where the static part of the magnetization is parallel to Beff and the dynamical part is perpen-
dicular to Beff. (b) Uniform and (c) non-uniform magnetization precession. Latter is referred
to as propagating spin wave.

In order to describe the transient response of the magnetization, the magnetization

m = mstatic + δm is separated into a static part mstatic and a dynamical part δm,

where δm � 1 and, hence, mstatic ⊥ δm2. While the direction of the static part is

determined by the direction of the effective magnetic field Beff, the overall kinetics of

the magnetization is described by the Landau-Lifshitz-Gilbert (LLG) equation

d

dt
m = −γ′em×Beff + αm× d

dt
m, (2.14)

where γ′e/2π ≈ 28 GHz T−1 is the gyromagnetic ratio of a free electron [39] and α

a unitless Gilbert damping parameter. An illustration of the damped motion of the

dynamical magnetization is demonstrated in figure 2.4(a). The simplest motion of pre-

cession of an electron in a magnetic field B is known as Larmor precession and possesses

the precession frequency ωL = γ′eB, where ωL = 2πfL.

2

m2 = m2
static︸ ︷︷ ︸
=1

+2mstatic · δm + δm2︸︷︷︸
=0

!
= 12 (2.12)

⇔mstatic · δm = 0. (2.13)

10



2.1. Magnetic System

The main interest in this work is on coherent responses of the magnetization, which is

the collective motion of the magnetic moments. On the one hand, there is the uniform

motion of all magnetic moments, which is known as ferromagnetic resonance (FMR)

[40]; see figure 2.4(b). In magnetic layers with an in-plane applied magnetic field B,

the precession frequency of the magnetic layer with saturation magnetization Ms is

determined by the so-called Kittel formula [18]

ωKittel(B) = γ′e
√
B(B + µ0Ms). (2.15)

On the other hand, nanometer-sized magnetic layers are characterized by the forma-

tion of spin waves (magnons) [8]. A spin wave is characterized by a fixed phase relation

between each magnetic moment and is exemplarily illustrated in figure 2.4(c). The

physical origin of the formation of spin waves is given by the RKKY interaction [30].

The RKKY interaction describes the coupling of d- or f-shell electron spins via con-

duction electrons. Therefore, m holds a non-uniform distribution in space. For Iron,

which possesses a body-centered cubic (bbc) lattice, the exchange free energy density

can be written in a macroscopic approach as [32]

Fexchange =
D

2

[
(∇rmx)2 + (∇rmy)

2 + (∇rmz)
2
]
, (2.16)

where D is the spin/exchange stiffness constant. Such exchange energy determines the

precession frequency of spin waves according to ωm = γ′eDk
2 with spin wave vector k.

Hence, spin waves possess a quadratic dispersion relation. In case of plane spin waves,

the dynamical magnetization can be written as

δm = δm0e
i(kr−ωmt), (2.17)

where δm0 is the amplitude of the spin wave. The elementary quanta of spin waves

are called magnons possessing an energy ~ωm and a linear momentum ~k, where ~ is

the reduced Planck constant.

Damping mechanisms of the magnetization response are phenomenologically described

by the Gilbert damping parameter α in equation 2.14. A revealing discussion about

overall magnon damping mechanisms is given in [41]. Considerable damping mecha-

nisms in this work are the intrinsic spin-orbit coupling [42], eddy currents [43] and the

extrinsic two-magnon scattering [44] and the presence of magnetic inhomogeneities [45].

The spin-orbit coupling is determined by the interaction of the electron’s spin and its

orbital momentum. This damping mechanism finally results in an energy transfer from

the magnetic system to the lattice. The damping given by the spin-orbit coupling is

especially a problem for magnetostrictive materials, where a strong spin-orbit coupling

is wanted. Another important intrinsic damping mechanism is given by the formation

11



Chapter 2. Theory of Transient Processes in Optically Excited Ferromagnetic Metal Layers

of eddy currents inside the magnetic material. This corresponding Gilbert damping

parameter αeddy ∝ h2 depends on the thickness of the magnetic layer h [41] and van-

ishes for the case of nanolayers, which are smaller than the skin depth, i.e. < 20 nm

for Iron [46]. An extrinsic damping mechanism is the two-magnon scattering, where a

single magnon mode can scatter into two magnon modes and vice versa. The presence

of magnetic impurities leads to an increased damping due to an increased dephasing

of the magnetization precession by means of a non-uniformity of the magnetization

distribution [47].

The detection of the magnetization precession in a metal can be realized optically

by means of the magneto-optical Kerr effect (MOKE)[48]. Figure 2.5 illustrates three

different methods for the detection of in- and out-of-plane magnetization components

via a reflected optical beam. In the following, the sample’s normal is directed along the

z-direction. In figure 2.5(a) the polar MOKE (PMOKE) is presented, which detects

the out-of-plane magnetization component (δmz) by means of a polarization rotation

of the reflected beam. The change in polarization is described by the Kerr rotation

angle

θK(t) ∝ δmz(t). (2.18)

Name (a) Polar (b) Longitudinal (c) Transverse

Geometry

Detection

Polarization change

Measurement

out-of-plane in-plane in-plane

Polarization change Intensity change

Rotation/Ellipticity None

m

m m

x

y

z

Figure 2.5: Configurations for the detection of certain magnetization components via different
MOKE. For all MOKE the geometry, the detected magnetization component and the influence
on the probe light is shown. (a) The polar MOKE is characterized by a change of the probe
pulse’s polarization due to an out-of-plane magnetization component. (b) The longitudinal
MOKE is also characterized by a change of the polarization plane, but detects the in-plane
magnetization component perpendicular to the plane of incidence. (c) In contrast to the other
MOKEs in (a) and (b), the transverse MOKE detects the in-plane magnetization component
perpendicular to the plane of incidence via a change in the probe light’s intensity. In case of
a normal incidence of the probe pulse with respect to the sample’s surface, only the PMOKE
has a non-zero effect on the probe light. Adapted from [49].
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The longitudinal MOKE (LMOKE) (see figure 2.5(b)) is also characterized by a rotation

of the polarization plane, however, the in-plane magnetization component is detected,

i.e. δmx,y. The transverse MOKE (TMOKE), which is shown in figure 2.5(c), changes

the reflected beam’s intensity due to an in-plane magnetization component, i.e. δmx,y.

In case of a normal-incident optical beam along the z-direction, only the PMOKE has

to be considered. Due to a detection using a probe beam with finite optical absorption

depth ζpr, the actual detected magnetization in equation 2.18 is given by [38]

δmz(t) =

∫ d

0
δmz(z,t) e

− z
ζpr dz. (2.19)

For the investigation of the magnetization precession in nanostructures with arbi-

trary shapes, the simple relation shown in equation 2.18 is not valid anymore, so that

the quadratic magneto-optical Kerr effect (QMOKE) has to be considered [50]. The

QMOKE is characterized by a mixture of the shown MOKE in figure 2.5. Therefore, a

reflected normal incident probe beam may not only be altered in its polarization, but

also in its intensity.
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Chapter 2. Theory of Transient Processes in Optically Excited Ferromagnetic Metal Layers

2.2 Elastic System

Solid materials possess certain crystal structures, which determine well-defined atomic

positions. In elastic materials, atoms are able to be reversibly displaced when being

brought slightly out of their equilibrium positions. Such a reversible displacement is

due to a back acting force on the displaced atom, which is described by Hooke’s law.

Due to a consideration of relative displacements with respect to equilibrium positions

of the atoms, the so-called concept of strain is being used.

2.2.1 Static Strain and Stress

In general, the strain is a measure for the relative displacement to the equilibrium

position of a certain particle in three dimensional space. When r describes the particle’s

position and u its displacement, displacement gradient elements ∂ui
∂rj

can be defined (see

figure 2.6(a)). The symmetric part of the displacement gradient defines strain tensor

elements for small displacements3 [32]

ηij =
1

2

(
∂ui
∂rj

+
∂uj
∂ri

)
, i,j = x,y,z, (2.20)

where the diagonal elements (i = j) describe axial strain and the non-diagonal elements

(i 6= j) shear strain. The case of axial strain in an arbitrary slab is presented in figure

2.6(b), where the displacement is along the applied force (Cauchy strain).

In order to describe arbitrary forces across a certain unit area in three dimensions,

a stress tensor can be defined, where its elements are given by

σij = cijklηkl, (2.21)

where cijkl are material dependent elasticity tensor elements. Figure 2.6(c) illustrates

different stress tensor elements σij acting on an infinitesimal cube in three-dimensional

space. Regarding the elasticity tensor elements introduced in equation 2.21, a cubic

crystal only possesses three different non-zero elements: ciiii = c11, ciijj = c12 and

cijij = c44, where i 6= j [32]. For materials discussed in this thesis the elasticity tensor

elements are in the range of 100 GPa [52], [53].

With respect to the energy consideration in the previous section 2.1, also the stress

3The antisymmetric part of the displacement gradient, i.e. 1
2

(
∂ui
∂rj
− ∂uj

∂ri

)
, defines rotations, which

are not considered in this work.
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r

r‘

u
(a)

(b)

(c)

Δ𝐿𝐿

x, [100]

y, [010]

z, [001]

𝜎𝑥𝑦
𝜎𝑥𝑥

𝜎𝑥𝑧 𝜎𝑦𝑦

𝜎𝑦𝑥

𝜎𝑦𝑧
𝜎𝑧𝑥

𝜎𝑧𝑦

𝜎𝑧𝑧

Figure 2.6: (a) Illustration of the displacement vector u pointing from position r to r′. (b)
Deformation of an arbitrary slab away from its equilibrium length L to a new length L + ∆L
due to an applied force (red arrow). The resulting strain reads η = ∆L

L and is known as
Cauchy strain. (c) Visualization of stress tensor elements σij acting on an infinitesimal cube in
three-dimensional space. Adapted from [51].

tensor elements in equation 2.21 can be described by an elastic free energy density Fel

according to

σij =
∂Fel

∂ηij
. (2.22)

The excitation out of equilibrium of the elastic system can be realized by means of

temperature induced changes of the stress tensor elements. By considering a one-

dimensional case along the z-direction, a thermal stress tensor element

σth
zz = −βGClTl (2.23)

can be defined, where βG is the Grüneisen parameter, Cl is the lattice heat capacity

and Tl is the absolute lattice temperature.

In this work, the excitation out of equilibrium is realized by optical absorption of an

ultrashort laser pulse by the electron system of a metallic layer [54] (see figure 2.7(a)).

The laser pulse used for excitation is further referred to as pump pulse (see section A.1

for further information). The absorbed power of a normal-incident fs pump laser pulse

with optical absorption depth ζpu, energy density Ep,pu and pulse duration τfs reads

(see equation A.5)

P (z,t) =

√
2

π

(1−Rpu)Ep,pu

ζpuτfs
exp

(
− z

ζpu
− 2

t2

τ2
fs

)
, (2.24)
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Time

T
em

p
er

at
u
re

(b)

electrons

lattice

(a)
Metallic layer

introduced heat distribution
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−

𝑧
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Figure 2.7: (a) Illustration of the absorbed fs pump pulse in a metal layer, which introduces
a certain heat distribution inside the metallic layer. (b) Evolution of electron and lattice
temperatures according to the two temperature model after an ultrafast excitation. Adapted
from [56].

where Rpu is the pump pulse’s reflection coefficient. Equation 2.24 can be assumed to

be a δ-like function in time. After the absorption and thermalization of the electrons via

electron-electron scattering, the cooling of the electron system is realized by an energy

transfer to the lattice [54]; see figure 2.7(b). Such energy transfer of the optically

excited electrons to the lattice can be described by the two temperature model and

can be written in the one-dimensional case along the z-direction as [55](Supplemental

Material)

Ce
∂Te

∂t
= κe

∂2Te

∂z2
− g(Te − Tl) + P (z,t), (2.25)

Cl
∂Tl

∂t
= g(Te − Tl), (2.26)

which determines the absolute temperatures of the lattice Tl and electrons Te. Ce is the

electron heat capacity, κe is the electron heat conductivity and g is the temperature-

independent electron-lattice coupling factor. The fast energy transfer from the electron

system to the lattice (several ps) results in a thermally induced stress

σth
zz = −βGClTl. (2.27)

and, therefore, excites the elastic system out of its equilibrium.
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2.2.2 Equation of Linear Elasticity

Using Hooke’s and Newton’s second law, the main equation of linear elasticity can be

derived as [32]

ρ
∂2ui
∂t2

=
∂σij
∂rj

+
∂σex

ij

∂rj
(2.28)

where ρ is the mass density and σex
ij are external stress tensor elements. According

to the excitation process discussed in the previous section, the only non-zero external

stress tensor element is given by σex
zz = σth

zz (equation 2.27).

The main equation of linear elasticity in equation 2.28 describes plane monochromatic

elastic waves, whose displacement vector can be written as [32]

u(r,t) = u0(q) ei(qr−ωpht) (2.29)

where q is the acoustic mode’s wave vector. The modulation in time is described by the

angular frequency ωph = 2πfph, where fph is the frequency. The vector u0(q) describes

the amplitude and polarization of the elastic wave. If u0 is parallel or perpendicu-

lar to q, the elastic wave is called longitudinal or transverse, respectively (see figure

2.8(a),(b)). The elementary quanta of elastic waves are called phonons possessing an

energy ~ωph and a linear momentum ~q.

By considering the case of an isotropic medium and the limit of small wave vectors, i.e.

q � 1, the sound velocities for pure longitudinal and transverse waves are vl =
√

c11
ρ

and vt =
√

c44
ρ , respectively4. Next to longitudinal and transverse waves in bulk, elas-

tic waves localized at the surface are of interest, as well. These types of waves were

studied by Lord Rayleigh in 1885 and are known as surface acoustic waves (SAWs) or

Rayleigh waves [57]. Rayleigh waves are characterized by an elliptic rolling-like particle

movement, which consists of both longitudinal and transverse strain components; see

figure 2.8(c). The amplitude of Rayleigh waves exponentially decreases with increasing

distance from the surface (wave vector q is complex). In chapter 5, spatial strain distri-

butions of Rayleigh-like waves will be discussed in more detail in order to characterize

certain localized modes inside a nanograting.

The experimental investigation of lattice dynamics in solids is realized by a change

of the optical reflection coefficient and an accompanying change in the reflected in-

tensity [59]. In case of a one-dimensional problem, which is sketched in figure 2.9,

4For an isotopic medium the non-zero elasticity tensor elements follow the relation, 2c44 = c11− c12

[32].
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u || q

q

Transverse wave

Longitudinal wave

u⊥ q

q

(a)

q

(b)

Rayleigh wave(c)

mixed u

Figure 2.8: This figure illustrates different polarizations of elastic waves. (a) In case of a
displacement, which is parallel to the direction of propagation, i.e. u || q, the wave is called
longitudinal. (b) If the displacement is perpendicular to the direction of propagation, i.e.
u ⊥ q, the wave is called transverse. (c) In case of surface acoustic waves, so-called Rayleigh
waves can be observed, which are characterized by an elliptical polarization with respect to the
propagation direction. The green area indicates the surface. Adapted from [58].

MetalAir

𝑅pr

𝐸p,pu

𝜖 = 𝑛 + 𝑖𝜅 2𝜖 = 1

𝑓(𝑧)

2 𝑘prn

𝑧
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−

𝑧
𝜁pu

Figure 2.9: Detection of strain induced changes of an absorbed and reflected optical probe
pulse in a metal. The spatial overlap of the strain and the sensitivity function (black graph)
results in a change of the optical reflection coefficient δRpr(t) with angular frequency ωBr.
Characteristic features of the sensitivity function in equation 2.35 are indicated, as well.
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the non-perturbed optical reflection coefficient of an optical laser beam (probe beam)

between Air and a certain medium reads [60]

Rpr =

∣∣∣∣n− 1

n+ 1

∣∣∣∣2 =

∣∣∣∣√ε− 1√
ε+ 1

∣∣∣∣2 , (2.30)

where the permittivity

ε = (n+ iκ)2 = n2. (2.31)

depends on the complex refractive index n. n consists of the real refractive index n

and the extinction coefficient κ = 1
2kprζpr

=
λpr

4πζpr
, where kpr = 2π

λpr
is the probe light’s

wave number, λpr is the probe light’s wavelength and ζpr is the probe light’s optical

absorption depth. In three dimensions, the scalar permittivity introduced in equation

2.31 is a tensor with elements εij .

For any given strain components ηij a perturbation of the equilibrium permittivity

elements can be defined as [60]

δεij =
∂εij
∂ηkl

ηkl = pijklηkl, (2.32)

where pijkl are complex photo-elastic tensor elements. For a cubic crystal there are

only three non-zero elements: piiii = p11, piijj = p12 and pijij = p44, where i 6= j.

Considering a one-dimensional scenario in z-direction, a non-zero ηzz perturbs the per-

mittivity in equation 2.31 according to [59]

δεzz =
∂ε

∂ηzz
ηzz = 2(n+ iκ)

(
∂n

∂ηzz
+ i

∂κ

∂ηzz

)
ηzz, (2.33)

where ∂n
∂ηzz

and ∂κ
∂ηzz

are photo-elastic coefficients. The perturbation of the permittivity

results in a change of the probe pulse’s optical reflection coefficient [59]

δRpr(t) =

∫ ∞
0

f(z)ηzz(z,t)dz, (2.34)

where the sensitivity function

f(z) = f0

(
∂n

∂ηzz
sin

(
4πnz

λpr
− φ

)
+

∂κ

∂ηzz
cos

(
4πnz

λpr
− φ

))
e
− z
ζpr . (2.35)

f0 and φ are the amplitude and the phase shift of the sensitivity function, which are

defined in [59]. Equation 2.34 describes an overlap integral of the strain ηzz and the sen-

sitivity function f(z), where the sensitivity function describes properties of the probe

19



Chapter 2. Theory of Transient Processes in Optically Excited Ferromagnetic Metal Layers

pulse; see figure 2.9.

Besides the excitation of coherent acoustic waves, the absorption of the fs pump pulse

in equation 2.24 introduces a longitudinal bipolar strain pulse according to [60]

ηzz(z,t) = η0e
− z
ζpu − η0

2

[
e
− z+vlt

ζpu + e
− |z−vlt|

ζpu sgn(z − vlt)

]
, (2.36)

where η0 is the maximum strain amplitude, which is further defined in [60]. The ideal

shape of the introduced strain pulse in equation 2.36 is rounded due to electron and

thermal diffusion and the finite optical absorption depth of the probe pulse. A sketch

of such strain pulse is found in figure 2.9. The excited strain pulse propagates along the

z-direction through the sensitivity function of the probe pulse. The resulting transient

change of the probe pulse’s optical reflection coefficient can be written as [59]

δRpr(t) ∝ cos
(
ωBrt− φ′

)
e
− z
ζpr , (2.37)

where the angular frequency

ωBr =
4πnvl

λpr
(2.38)

= 2kprnvl. (2.39)

describes so-called Brillouin oscillations and ϕ′ a phase shift. A sketch of the propa-

gating strain pulse through the sensitivity function is given in figure 2.9.
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2.3. Magneto-Elastic Coupling

2.3 Magneto-Elastic Coupling

2.3.1 Static Magnetostriction

𝐵 ≠ 0

Δ𝐿𝐿

Figure 2.10: Illustration of the magne-
tostrictive effect. A magnetostrictive sam-
ple feels a strain η = ∆L

L by means of an ap-
plied magnetic field. The introduced strain
is described by a linear magnetostrictive
constant λms = ∆L

L .

The first identification of magnetostriction

was experimentally done by James Joule in

Iron samples in year 1847 [17]. The effect of

magnetostriction is characterized by a volu-

metric change of a sample by means of an ex-

ternally applied magnetic field [61]; see figure

2.10. For isotropic samples, a magnetostric-

tively induced strain η = ∆L
L is described by

a linear magnetostrictive constant

λms =
∆L

L
= η. (2.40)

For anisotropic samples in three dimensions,

the magnetostrictive constant is a tensor with

tensor elements λms
ij , which depend on the crystallographic direction. For saturated bcc

Iron samples, the magnetostrictive constants along the [100]- and [111]-crystallographic

directions are [62]

λ100 = 20.3 · 10−6, (2.41)

λ111 = −21.1 · 10−6, (2.42)

respectively. In terms of the free energy density approach, the magnetostrictive effect

can be described by a magneto-elastic term according to [32]

Fm-el = b1 (ηxxmx
2 + ηyymy

2 + ηzzmz
2)︸ ︷︷ ︸

axial components

+ 2b2 (ηxymxmy + ηyzmymz + ηxzmxmz)︸ ︷︷ ︸
shear components

,
(2.43)

where b1 and b2 are magneto-elastic constants for axial and shear strain, respectively.

They are related to the magnetostrictive constants according to [63]

b1 ∝ λ100(c11 − c12), (2.44)

b2 ∝ λ111c44, (2.45)
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where cαβ are the elasticity tensor elements, which have already been introduced in

equation 2.21. Therefore, the influence of the magnetization on the lattice can be

described by magneto-elastic stress tensor elements

σm-el
ij =

∂Fm-el

∂ηij
. (2.46)

2.3.2 Magneto-Elastic Waves in Bulk

By considering the Landau-Lifshitz-Gilbert (LLG) equation in 2.14 and the elastic

equation of motion in 2.28, the introduced magneto-elastic stress in equation 2.46 results

in a magneto-elastic coupling of both equations of motion. The simplest way to describe

the formation of magneto-elastic waves is given by a bulk material, where only Fexchange

(equation 2.16), FZeemann (equation 2.11) and Fm-el (equation 2.43) are considered.

In the case of an externally applied magnetic field along the [100]-crystallographic

direction, the dispersion relations for the coupled system can be written as [32]

ω2
l − v2

l k
2 = 0, (2.47)(

ω2
t − v2

t k
2
)

(ωt ± ωm)± γ′eMsb
2
2k

2

ρµ0
= 0, (2.48)

where ωl,t are angular frequencies of respective elastic waves and ωm = γ′eB+ γ′eDk
2 is

the angular frequency of a spin wave. Equation 2.47 describes the dispersion relation

of an uncoupled longitudinal (vl) elastic wave propagating along the magnetic field

direction parallel to the [100]-crystallographic direction, i.e. ωl = vlk. Equation 2.48

describes dispersion relations of coupled transverse (vt) elastic waves propagating along

the same direction. These magneto-elastic waves are circularly polarized possessing op-

posite signs ±. With respect to the direction of propagation, the signs correspond to

clockwise and counter-clockwise polarized waves.

Figure 2.11 shows a sketch of the dispersion relations in equation 2.48 for an uncou-

pled5 (b2 = 0) and coupled (b2 6= 0) system. While the black and red dispersion curves

illustrate uncoupled elastic and spin waves, the purple curves illustrate the dispersion

relations of magneto-elastic waves. The cross section happens if both the modes’ fre-

quencies and wave vectors coincide. The coupling is indicated by an avoided crossing

for the cross section of the uncoupled dispersion curves. The strength of the coupling

and, therefore, the avoided crossing are determined by the magneto-elastic coefficient

b2 in equation 2.48.

In the case of intermediate directions of the externally applied magnetic field, the pre-

viously uncoupled longitudinal elastic wave couples to the spin wave via the magneto-

5The dispersion relation in equation 2.48 becomes ωt = vtk.
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2.3. Magneto-Elastic Coupling

elastic constant b1. Hence, dispersion relations arise, which contain both b1 and b2.

The resulting set of equations and corresponding dispersion relations can become arbi-

trarily complicated, especially when the material’s shape is being modified. Therefore,

a new approach is being utilized for the investigation of magnon-phonon coupling in

ferromagnetic nanostructures.
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Figure 2.11: Illustrative sketches of the dispersion relations for the cases of (a) uncoupled and
(b) coupled elastic (black line) and spin waves (red line). For the case of a non-zero coupling
coupled dispersion relations arise resulting in the formation of magneto-elastic waves (purple
lines). An avoided crossing near the crossing point of both uncoupled dispersion relations is
observed. Adapted from [32].
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2.4 Model of Coupled Oscillators

A new approach for studying the magneto-elastic coupling was derived by Verba et al in

2018 [29]. They show mathematically that the magneto-elastic coupling is determined

by the spatial overlap of the dynamical magnetization and the dynamical strain. They

show that calculated spatial overlap integrals break down to a single number, which

can be used as a coupling constant in the model of coupled harmonic oscillators. Hence,

instead of the theoretical treatment of the coupled equations of motion, one only needs

to know respective spatial profiles and has to calculate their overlap integrals. In order

to have a direct relation between the frequency splitting of the avoided crossing and

the coupling strength, the harmonic oscillator is described by a first-order differential

equation. The following derivation is based on the explanation in [64].

2.4.1 The Harmonic Oscillator

A simple harmonic oscillator is given by a LC circuit, which is shown in figure 2.12(a).

The first-order equations for the voltage V and current I are in Newton’s notation [64]

V = Lİ, (2.49)

I = −CV̇ , (2.50)

where C describes the capacitor and L the inductor. These two coupled equations can

be combined to a second-order differential equation of a harmonic oscillator [64]

V̈ + ω2
0V = 0, (2.51)

Ï + ω2
0I = 0, (2.52)

where ω2
0 = 1

LC = (2πf0)2 describes the eigen angular frequency of the oscillating

voltage and current. The transient voltage and current are described by oscillating

functions, where both possess a π
2 -phase shift to each other; see figure 2.12(b). By using

this orthogonal relationship between the voltage and current, new complex amplitudes

[64]

a± =

√
C

2
V̂ e±iω0t (2.53)

can be defined in the complex plane, where V̂ is the peak amplitude of the voltage.

a± describe positive- and negative-frequency components of the amplitude, where the

energy in the circuit is given by W = |a±|2 = C
2 |V̂ |

2. The introduced components of

the amplitude result in two uncoupled first-order differential equations: [64]

ȧ± = ±iω0a±. (2.54)
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(a)
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Figure 2.12: (a) Illustration of an LC circuit with capacitor C connected to an inductor
L. The alternating voltage V (t) and current I(t) are indicated in red and blue, respectively.
Adapted from [64]. (b) Visualization of the complex plane including the orthogonal functions
for the voltage and current. The corresponding peak amplitudes are V̂ and Î. The newly
defined amplitudes a± and the corresponding frequencies ±ω0 are shown, as well.

For the further discussion of a system of coupled oscillators it is sufficient to consider

only the positive-frequency component of the mode and the more intuitive frequency

f0 = ω0
2π , i.e.

1

2π
ȧ− if0a = 0. (2.55)

2.4.2 Coupled Harmonic Oscillators

The coupling of two LC circuits, which are shown in figure 2.13(a), can be described

by

1

2π
ȧ1 − if1a1 + iK12a2 = 0, (2.56)

1

2π
ȧ2 − if2a2 + iK21a1 = 0, (2.57)

where fj = 1

2π
√
LjCj

defines respective eigen frequencies of the oscillators. The coupling

constants Kjl = flCK

2
√
CjCj

� fj describe weak perturbations of the two oscillators, which

are given by the third capacitor CK in figure 2.13(a)6.

6An example of a coupled mechanical system is given by two pendula, which are connected by a
(weak) spring [65].
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(b)
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𝑓2 − 𝑓1

𝑓
frequency

splitting 𝛤 = 2𝐾

Figure 2.13: (a) Illustration of two symmetrically coupled LC circuits by means of a third
capacitor CK. The coupling constant, which is introduced by the third capacitor, is small
compared to the eigen frequencies of the oscillators, i.e. K12 = K21 = K � f1,2. (b) Sketched
dispersion relations of uncoupled (black and red curves) and coupled (purple curves) oscillators.
In this graph the frequency f1 is held constant, while the frequency f2 is linearly changed, where
the crossing point is given by f2 − f1 = 0. According to the dispersion relation in equation
2.61, the coupled system results in an avoided crossing near the crossing point of the uncoupled
oscillators.

In order to derive the dispersion relation of the coupled system, a Fourier transfor-

mation of equations 2.56 and 2.57 yield

if ã1 − if1ã1 + iK12ã2 = 0, (2.58)

if ã2 − if2ã2 + iK21ã1 = 0, (2.59)

where ãj(f) = 1√
2π

∫∞
−∞ dt ei2πftaj(t). This can be written in matrix notation as

(
i(f − f1) iK12

iK21 i(f − f2)

)
·

(
ã1

ã2

)
=

(
0

0

)
. (2.60)

The dispersion relation for equation 2.60 is given by the zero-crossings of the charac-

teristic polynom and reads

(f − f1)(f − f2) = K12K21. (2.61)

In resonance (f1 = f2 = f0) and for a symmeric coupling (K12 = K21 = K), equation

2.61 reads

(f − f0)2 = K2, (2.62)
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which, finally, yields the renormalized frequencies in resonance

f± = f0 ±K. (2.63)

As it can be seen in equation 2.63 and figure 2.13(b), the frequency splitting between

both branches reads Γ = f+ − f− = 2K. This frequency splitting in resonance is also

known as avoided crossing, where the purple curves in figure 2.13(b) show the avoided

crossing for the coupled system. The same effect of avoided crossing can also be seen

in figure 2.11(b) on page 23 for the case of magneto-elastic waves.

By considering an external excitation with amplitude Aj(t) of the j-th oscillator, equa-

tion 2.60 can be written as(
i(f − f1) iK12

iK21 i(f − f2)

)
·

(
ã1

ã2

)
=

(
Ã1

Ã2

)
, (2.64)

where Ãj(f) = 1√
2π

∫∞
−∞ dt ei2πftAj(t). By using Cramers rule the spectral amplitudes

of the coupled system can be calculated to

ã1(f) =

det

[(
Ã1 iK12

Ã2 i(f − f2)

)]

det

[(
i(f − f1) iK12

iK21 i(f − f2)

)] =
iÃ2K12 − iÃ1(f − f2)

(f − f1)(f − f2)−K12K21
, (2.65)

ã2(f) =

det

[(
i(f − f1) Ã1

iK21 Ã2

)]

det

[(
i(f − f1) iK12

iK21 i(f − f2)

)] =
iÃ1K21 − iÃ2(f − f1)

(f − f1)(f − f2)−K12K21
. (2.66)

The discussed case of two coupled oscillators can be generalized to the case of j coupled

oscillators. By considering coupling tensor elements Kjl, equations 2.56 and 2.57 can

be generalized to

1

2π
ȧj − ifjaj + i

∑
l

Kjlal = Aj . (2.67)

In the case of exponentially damped oscillators (by means of some resistance in the

circuits), time constants τj can be defined, which describe the time when the respective

amplitude is decreased to a factor of e−1 of the initial amplitude. The damping in time
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corresponds to damping coefficients γj = 1
τj

. Hence, equation 2.67 can be extended to

[64]

1

2π
ȧj − ifjaj +

γj
2π
aj + i

∑
l

Kjlal = Aj . (2.68)

By using the full width at half maximum (FWHM) ∆fj =
γj
π of the spectral lines

instead of the damping coefficients γj (see section A.3), equation 2.68 can be finally

rewritten as

1

2π
ȧj − ifjaj +

∆fj
2
aj + i

∑
l

Kjlal = Aj . (2.69)

Due to the introduced spectral linewidth given by certain damping mechanisms, the

observation of the frequency splitting may not be observable in the spectrum. Figure

2.14 illustrates two manifestations of coupled modes. In figure 2.14(a) the freqeuncy

splitting Γ = f+ − f− is larger than the respective linewidth ∆f of the coupled modes

resulting in an overall observed splitting in resonance. The resulting spectrum of the

coupled modes is exaggeratedly sketched using a purple dotted line and clearly shows

two separated peaks. In figure 2.14(b), however, the frequency splitting is less than

the linewidth, which yields a combined spectrum possessing only one peak. Therefore,

strongly coupled and weakly damped oscillating systems are needed for the observation

of an avoided crossing.

𝛤

Δ𝑓

𝑓 𝑓

(a) (b)
Γ > Δ𝑓 Γ ≤ Δ𝑓

𝑓+ 𝑓−

Δ𝑓

𝑎 2 𝑎 2

Figure 2.14: Illustrative sketches of different regimes of coupled oscillators. (a) Clearly re-
solved avoided crossing due to a frequency splitting Γ, which is larger than the linewidth ∆f
of both splitted modes with frequencies f±, i.e. Γ > ∆f . The exaggerated envelope (purple
dotted line) sketches the overall spectrum containing both modes. (b) Hidden avoided crossing
due to a small frequency splitting (or large linewidths) of both modes, i.e. Γ ≤ ∆f .
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Quantitatively, the hybridization is described by the cooperativity

C =
Γ2

∆f1 ·∆f2
, (2.70)

where ∆f1 and ∆f1 are respective individual linewidths (FWHMs) of both interacting

modes. The case of high cooperativity, i.e. C � 1, denotes the case of strong coupling,

while a cooperativity C ≈ 1 corresponds to a moderate coupling regime. The different

manifestations of a high or moderate cooperativity are also sketched in figure 2.14(a)

and (b), respectively. An experimental evaluation of the coupling regime between

specific magnon and phonon modes is given in chapter 5.
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Chapter 3

Experimental Setup and

Preliminary Work

This chapter will discuss the experimental part of this work. In section 3.1 the promising

highly magnetostrictive material called Galfenol (Fe,Ga) will be introduced. The reader

will get information about advantages of Galfenol compared to other magnetostrictive

materials, e.g. Terfenol-D. The experimental setup is introduced in section 3.2 and

contains information about transient pump and probe experiments for the detection

of spin and lattice dynamics. Such transient tracing of the magnetization response is

in contrast to the well-known ferromagnetic resonance (FMR) technique. The utilized

state-of-the-art laser system is based on the asynchronous optical sampling (ASOPS)

technique and enables the ability to detect oscillating signals in the complete GHz

frequency range. In this manner, advantages of the ASOPS system are pointed out with

respect to a conventional mechanical delay line. Finally, preliminary measurements are

presented containing the evaluation of the optical absorption depth in Galfenol and the

characterization of transient signals for two different excitation geometries.
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3.1 Highly Magnetostrictive Galfenol (FeGa)

The strength of the magneto-elastic coupling in a certain material is determined by its

magnetostrictive constants λms; see section 2.3.1. While the theoretical discussion in

chapter 2 is mainly done for bulk Iron samples, the main experiments are performed on

a highly magnetostrictive alloy of Iron (Fe) and Gallium (Ga) better known as Galfenol

[28]. Galfenol possesses a large saturation magnetization µ0Ms ≈ 1.7 T [67] and large

Curie temperature TC ≈ 1000 K [68]. The operation at room temperature is a huge

advantage and enables the commercial usage of Galfenol-based devices. Galfenol was

initially discovered by the Naval Surface Warfare Center (NSWC) Carderock in 1999

[68] and, nowadays, Galfenol-based devices can be found in a variety of applications,

such as sensors and actuators [28].

As it is seen in figure 3.1, the amount of Gallium x in saturated Galfenol (Fe1−xGax)

samples alters both magnetostrictive constants λFeGa
100 and λFeGa

111 . Most of the shown

measurements have been performed on furnace cooled and rapidly quenched Galfenol

samples [66]. In this thesis Fe0.81Ga0.19 samples are used, i.e. x ≈ 19 %. The corre-

sponding magnetostrictive constants are [66]

λFeGa
100 ∼ 200 · 10−6, (3.1)

λFeGa
111 ∼ 20 · 10−6. (3.2)

(a) (b)

Figure 3.1: Magnetostrictive constants for different gallium concentrations. The measure-
ments have been perform on furnace cooled and rapidly quenched Galfenol samples. Taken
from [66].
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In contrast to Terfenol-D (TbDyFe), which currently possesses the largest magnetostric-

tive constant

λTbDyFe
111 > 1000 · 10−6, (3.3)

Iron-based Galfenol has no drawbacks, like brittleness, high prices or the usage of rare-

earth materials [69], [66],[70]. Another advantage of Galfenol compared to Terfenol-D

is its small saturation field of several hundreds of mT [28].

In terms of the crystal structure, the increase of the amount of Gallium has impact

on the cubic structure of Iron [71]. Therefore, not only the magnetostrictive constants

change with the Gallium concentration, but also elastic and optical parameters. Such

impact is further discussed in chapter 5.

3.2 Pump and Probe Setup using a Synchronized Laser

System

3.2.1 Pump and Probe Techniques

The tracing of ultrafast dynamics of magnetic and elastic systems is performed by

means of a pump and probe experiment. A conventional pump and probe setup con-

sists of a pulsed laser beam, which is separated into two laser beams with the same

repetition rate fR. One laser beam is further referred to as pump beam and serves

to excite the system out of equilibrium. The other laser beam is further referred to as

probe beam and traces the dynamical response of the perturbed structure; see section

2.1 and 2.2. The time tracing is realized by means of a varying time delay ∆tR between

the pulses of the pump and probe beam. Figure 3.2 illustrates such time delay, which

is introduced by a variation of the optical path length of the probe beam by means of a

mechanical delay line. The pump pulse is indicated in dark red and the varying probe

pulses in red. A series of measurements at certain time delays results in a curve de-

scribing the dynamical response of a certain physical property (lower part of figure 3.2).

In contrast to the usage of a mechanical delay line, there is the asynchronous opti-

cal sampling (ASOPS) technique [72], [73]. The ASOPS technique is characterized by

a synchronization of two pulsed laser beams with slightly different repetition rates fi.

One laser beam is denoted as master (usually the pump beam) and the other as slave

(usually the probe beam). A synchronization unit, which detects both lasers, is used

to realize a synchronization in time of a pump and probe pulse; see figure 3.3. The

synchronization is realized electrically and is also used as a trigger source. The time
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Δ𝑡R
Time

Amplitude

Figure 3.2: Illustration of a conventional pump and probe setup. A pulsed laser beam is
separated into a pump beam (dark red) and probe beam (red). By varying the position of the
mechanical delay line (vanishing box) the optical pulses in the probe beam are time delayed
with respect to the pump pulse. The lower part of this figure illustrates that the detection of
delayed probe pulses results in a graph, which traces the dynamics of a certain quantity, e.g.
reflectivity.

Time
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Figure 3.3: This figure shows an illustration of the ASOPS technique in a pump and probe
setup. The time delay ∆t is realized by an offset frequency fo between the repetition frequencies
of the pump and probe lasers. Hence, all probe pulses have fixed time delays to a the pump
pulses. The time between two overlapping pulses is given by the circle time τc = 1

fo
.
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delay ∆t is introduced by means of slightly different repetition rates fpu, fpr for the

pump and probe beam, respectively and reads

∆t =
fo

fpu
2 (3.4)

and is determined by the offset frequency fo = fpu − fpr. Therefore, each probe pulse

is delayed by a factor of ∆t to the next pump pulse. The maximum delay time until

the next transient overlap with a pump pulse is determined by the laser repetition

rate/frequency. The number of time delays/pulses until the next overlap reads

N =
fpu

fo
. (3.5)

The corresponding time for a so-called full circle is denoted as τc = N · τpu = 1
fo

.

Therefore, it takes a time of τc to measure the transient signal within the time window

τpu. This results in a scaling factor between the lab time and the real time. The scaling

factor is the relation between the circle time and the repetition rates, i.e. τc
τpu

= ffu
fo

= N .

Hence, N in equation 3.5 denotes the scaling factor between the lab and real time. The

accumulation of many circles results in an increase of the signal-to-noise ratio.

3.2.2 The Laser System

The basic component for all experiments is given by a unique femtosecond fiber laser

system produced by Toptica [73]. This laser system consists of two fiber lasers and a

synchronisation unit (Laser Quantum) for the ASOPS technique. Both fiber lasers are

Ti:Sa lasers with fixed wavelength at 780 nm (pulse width = 150 fs, maximal average

power = 0.5 W) and 1045 nm (pulse width < 120 fs, maximal average power = 5 W),

respectively. The repetition frequencies of the pump and probe lasers fpu,pr ≈ 80 MHz

(τpu,pr ≈ 12.5 ns) and are remotely adjustable by changing the fibers’ temperatures

and, therefore, their lengths. The adjustable temperature range between both lasers is

roughly 20 ◦C resulting in a maximum offset frequency of roughly 10 kHz (τc ≈ 0.1 ms) .

Technically, the synchronization is realized by having the probe laser as master (fpr)

and the pump laser as slave (fpu = fpr − fo), which means that the pump pulses are

delayed with respect to the probe pulses. A variation of the pump pulse is preferred,

because a varying probe pulse could lead to an additional contribution to the measured

signal. The maximum time window for transient measurements is given by the repe-

tition rate τpr = 1
80 MHz = 12.5 ns. In this work an offset frequency of fo = 800 Hz is

used, which corresponds to a relative time delay ∆t ≈ 800 Hz
(80 MHz)2 = 0.125 ps (equation

3.4). Therefore, one complete circle consists of N ≈ 80 MHz
800 Hz = 105 data points (equation

3.5) and has a duration τc = 1
800 Hz = 1.25 ms. Hence, there is a scaling factor of 105

between the real time (12.5 ns) and the lab time (1.25 ms = 105 · 12.5 ns).
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It should be emphasized that almost immediate measurement of the whole transient

signal within several milliseconds is the main advantage of the ASOPS technique. It

gives the ability to adjust the signal on the fly, because for experiments done in this

work an accumulation of several 100 ms (80 circles) is enough to get a clean signal with

a reasonable signal to noise ratio. This opens possibilities to observe the behaviour of

a signal with changing different parameters, e.g. the magnetic field, sample position,

position of the pump spot or the laser intensity. After optimizing all parameters in live

mode, an averaging is needed to significantly reduce the noise level of the signal. Due to

the very low relative noise level of the laser power, it is possible to achieve publishable

signals within 5 min of averaging. Therefore, this type of pump and probe technique is

much faster and less noisy than using a mechanical delay line.

However, one disadvantage may be the fixed repetition rate of 12.5 ns. In this case, it

is only possible to investigate transient phenomena happening within this time range.

Fortunately, there are laser systems available, which have adjustable repetition rates,

so that pump and probe experiments with different time windows are possible, as well

[74]. Besides adjustable repetition rates, it is also possible to reduce the repetition rate

of the laser system by means of a pulse picker.

3.2.3 Experimental Realization using Two Different Excitation Ge-

ometries

A schematic of the experimental setup is shown in figure 3.4. The sample is fixed

to a three-dimensional translation stage and lies between two poles of a water-cooled

dipole electromagnet (GMW, 3480) with the sample surface being parallel to the applied

magnetic field; see figure 3.4(bottom left). The electromagnet is controlled by a unipolar

power supply (Ametek, XG 60-28), which is remotely controllable by a computer1.

Using a Hall sensor, the actual magnetic field B within the 20 mm-wide gap has been

measured for several currents. Taking a linear regression for magnetic fields < 600 mT,

the magnetic field

B(I)[mT] = 41.14 mT A−1 · I[A] (3.6)

is set by applying a current I to the electromagnet. For higher magnetic fields, the

mentioned relation becomes sub-linear, where the highest magnetic field is given by the

maximum current of 28 A corresponding to a magnetic field of ≈ 1 T.

The laser system is shown in figure 3.4(top right). In this experiment the 1045 nm

1An additional switch has been fabricated, which is able to change the polarity at full current (max.
35 A); both remotely and locally by a mechanical switch.
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laser is used as pump laser for the excitation of the sample and is indicated in a dark

red color. In the very beginning the diameter of the pump laser beam is increased four

times by means of a Newton telescope, which consists of two lenses with focal lengths

of 200 mm and 50 mm, respectively. The same Newton telescope is used to initially

increase the beam diameter of the 780 nm laser beam, which serves as probe laser. The

probe laser beam is indicated in red in figure 3.4. The increase of both beam diameters

is necessary to have as small laser spots as possible, when they are being focused onto

the sample.

The probe beam is aligned in a confocal scheme (see figure 3.4(bottom)), whose main

part is given by a non-polarizing beam splitter cube (NPBSC). Before the probe beam

reaches the NPBSC, it passes an intensity attenuator and a combination of a half-wave

plate and a Glan-Taylor prism in order to fix the probe beam’s polarization to a vertical

direction. Then, the NPBSC reflects half of the probe beam’s intensity to the sample,

while the other half passes the NPBSC. The reflected part of the probe beam is directed

through a microscope objective (Mitutoyo, M Plan Apo NIR 20x) and, finally, focused

to a spot with a radius of ≈ 1 µm normal to the sample’s surface (Voigt geometry). A

half-wave plate between the NPBSC and the microscope objective is used to set the

final probe polarization. The microscope objective itself has been mounted to a three-

dimensional piezoelectric translation stage (Piezosystem jena, NV40 3CLE , Tritor 101
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Figure 3.4: Schematic of the pump and probe setup: sample (S), microscope objective (MO),
piezoelectric translator (PI), half-wave plate (λ2 ), nonpolarizing beam splitter cube (NPBSC),
Glan-Taylor prism (GTP), lens (L), shortpass filter (SPF), longpass filter (LPF), beam splitter
(BS), intensity attenuator (IA), balanced photo receiver (BPR). BPR schematic adapted from
[75].

37



Chapter 3. Experimental Setup and Preliminary Work

SG) in order to have a high spatial resolution of the probe beam position and a pos-

sibility to automatically scan in space. The reflected (and modulated) probe beam is

collimated again by the microscope objective and (half of the intensity) is transmitted

through the NPBSC to the detection part, which is mainly given by a balanced photo

receiver (BPR) (Newport - Model 2107); see figure 3.4(bottom right).

The BPR consists of two silicon-based photodiodes followed by a three-stage tran-

simpedance amplifier (current to voltage converter) [75]. In the first stage the differen-

tial signal is amplified by factors varying from 1 to 104. The amplified signal is filtered

by a band pass with a bandwidth determined by frequencies fL and fH. Both frequen-

cies are adjustable from DC up to the MHz range. The last stage is given by another

amplifier with amplification factors of 1 and 3.

The whole detection part is separated into two schemes: On the one hand, there is

the detection of the PMOKE (see section 2.1.2) and on the other hand, there is the de-

tection of changes in the reflection coefficient of the probe beam (see section 2.2.2). For

PMOKE measurements the reflected and modulated probe beam finds its way through

a half-wave plate and a Wollaston prism, where the probe beam is separated into two

beams with perpendicular polarizations, but same intensities. These two beams are

detected by the BPR measuring the rotation of the reflected probe pulse’s polarization

plane. Hence, due to the half-wave plate changes in the probe beam’s polarization

results in different intensities of the separated beams and, thus, a non-zero signal of the

BPR. A short pass filter (< 850 nm) between the half-wave plate and the Wollaston

prism is used to avoid influences of the 1045 nm pump laser beam. As discussed in sec-

tion 2.1.2, the mentioned technique is able to detect changes of the normal component

of the dynamical magnetization (δmz).

In order to measure the change in the intensity of the reflected probe beam, no polar-

ization optics are required in front of the BPR. In order to have a fast switch between

both detection schemes, the polarization optics are not removed, but, the half-wave

plate is turned in a way that behind the Wollaston prism all intensity of the probe

beam is focused onto one photodiode of the BPR. The signal for the other photodiode

is given by the transmitted probe beam through the NPBSC, which is indicated as a

cut line in figure 3.4(bottom). The intensity of this unmodulated beam is adjusted

by an intensity attenuator in order to have a perfect balance between both intensities.

Hence, the differential signal for reflection measurements is given by the modulated and

unmodulated probe beams’ intensities.

The excitation is realized in two different schemes, which are shown in figure 3.4(left):

On the one hand, there is the excitation from the frontside of the sample (solid dark
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pump

radius

Figure 3.5: (left) Image of the sample’s surface containing a 25×25 µm2 big nanostructure and
both focused pump and probe spots. The pump and probe spots possess radii of approximately
5 µm and 1µm, respectively. For the sake of clarity, the pump beam is moved away from the
probe beam. The scattered shape of the pump spot is due to its angle of incidence. In this
case no direct light, but only scattered light reaches the detection beam line. (right) Image
of several nanostructures with different depth. The depth can be roughly estimated by the
contrast, where a relatively dark appearance relates to a deep structure. The small black dots
indicate dust or defects in the surface of the sample.

red line), where both pump and probe beams find their incidence onto the same side

of the sample. While the probe beam has normal incidence onto the sample, the pump

pulse has an angle of incidence of 45 ◦ and is focused to a spot radius (half width half

maximum) of ≈ 5 µm via a lens with focal length of 50 mm. Figure 3.5(left) shows an

image of the sample containing a nanostructure and the small probe spot in the center

of the image and the large pump spot, which is shifted to the right side next to the

probe spot. On the other hand, there is the excitation from the backside meaning that

the pump pulse has normal incidence onto the opposite side as the probe pulse (cut

dark red line in figure 3.4). In this case, the pump pulse is focused to a spot radius of

roughly 5 µm via a lens with focal length of 40 mm. The actual pump radii for both

excitation geometries are evaluated in section A.1.

For visualization of the sample surface, a visualization scheme has been realized, which

is shown in the center of figure 3.4. The corresponding beam line is indicated as a cut

yellow line. The basic visualization scheme consists of a gooseneck lamp and a monoc-

ular (Edmund Optics, 0.75x to 3x with 20x eyepiece), which is connected to a webcam

(Thorlabs, DCC1545M). The cold white light of the lamp passes two filters (long pass

filter at 600 nm and short pass filter at 1500 nm) in order to cut anti-reflected compo-

nents of the NPBSC. By using a beam splitter the light of the lamp is introduced into

the probe beam line. In order to use the confocal scheme as a microscope a movable

mirror has to be introduced into the detection beam line. The lens in front of the slit
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is used to convert the (reflected) image of the sample into an image on the webcam.

In this case, both the lens and the monocular find their focal points in the same spot,

which is given by the slit.

Two exemplary images for the frontside excitation geometry are shown in figure 3.5.

The well focused spot of the probe beam lies in the center of both images in figure

3.5. The bright and scattered big spot of the pump beam is shifted away from the

probe spot. The gray square in the center indicates a 25 × 25 µm2 big nanograting.

Figure 3.5(right) shows an image with several nanostructures, where the magnification

of the monocular has been decreased accordingly. After an alignment of all important

parts, the movable mirror is removed and the detection is open again for reflection and

PMOKE measurements.

For all experiments in this work, the first stage amplification of the BPR varies be-

tween 102 and 104. The bandwidth is set to fL = 100 Hz and fH = 10 MHz throughout

the whole experiment in order to avoid low-frequency contributions to the output sig-

nal. It has been checked that the measured signals given by the modulated probe beams

are not effected by the used bandwidth2. The amplification of the stage-three amplifier

is always set to 1. The approximate output voltage [75]

Vout = (P+
pr − P−pr) ·RBPR ·GBPR (3.7)

is determined by the input optical powers P±pr in Watts on the right and left photo-

diodes, respectively. RBPR denotes the photodetector’s response factor in V/mW and

GBPR the amplifier’s gain. The response factor for the 780 nm probe beam is approx-

imately 0.33 V/mW [75]. The differential saturation power ∆Ppr = P+
pr − P−pr for the

lowest gain setting is 20 mW. Equation 3.7 is used to calculate the relative amplitude of

a measured signal,
∆Ppr

P r
pr

, which is given by the differential power ∆Ppr and the power of

the reflected probe beam P r
pr. The performance of the BPR’s bandwidth for a (maximal

used) gain of 1 · 104 is approximately 250 kHz (in lab time) [75]. The corresponding

bandwidth performance in real time is 105 · 250 kHz = 250 GHz, which yields a real

time resolution of 1
250 GHz ≈ 4 ps. Other used gains of 102 and 103 correspond to real

time resolutions of 1
105·8 MHz

≈ 0.1 ps and 1
105·700 kHz

≈ 1.4 ps, respectively.

The accumulation of the data provided by the BPR (via SMA connector) is realized

by an oscilloscope (Tektronix, DPO 5104), which is connected to a computer via USB.

The trigger signal is provided by the synchronization unit of the ASOPS system. The

horizontal time scale of the oscilloscope is set to 100 µs per div, which gives a total (lab)

2Expected transient modulations of the probe beam are in the order of 10 GHz (real time). In this
case corresponding frequencies in the lab time are 10 GHz

105 = 100 kHz, where 105 is the scaling factor in
equation 3.5. Therefore, the transient signals are not affected by the used bandwith of the BPR.
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time window of 10 · 100 µs = 1 ms. By considering the difference between lab and real

time, the lab time window of 1 ms corresponds to a real time window of 1 ms
105 = 10 ns.

The maximum real time window is given by the repetition rate of the laser, i.e. 12.5 ns.

The vertical scale of the oscilloscope lies in the range of 2 to 20 mV, which depends

on the signal to noise ratio for a single (non-accumulated) signal. The bandwidth and

sample rate are set to 1 GHz and 20 MS
s , respectively. The recording length is 2 · 104

samples, which results in a real time resolution of 0.5 ps. The termination is 50Ω. The

horizontal delay mode is enabled so that the measured signal can be shifted horizontally

in time in order to have a reasonable position of the signal’s starting point. A typical

measurement takes approximately one to five minutes depending on the intended signal

to noise ratio. The final data accumulation and analysis is performed on the computer

using MATLABR© (see section A.2).

3.3 Preliminary Work

3.3.1 Sample Characterization

For all preliminary measurements a sample consisting of a 105 nm Galfenol (Fe0.81Ga0.19)

layer grown by magnetron sputtering on a (001) semi-insulating GaAs substrate is used

and schematically shown in figure 3.6. In order to avoid oxidation of the Iron-based

alloy, a 3 nm-thin Chromium (Cr) cap is evaporated onto the Galfenol layer.

3.3.2 Optical Absorption Depth in Galfenol

In general, the optical absorption depth ζ for light with wavelength λ in a certain

material with extinction coefficient κ can be calulated by [60] (see section 2.2.2 for

further information)

ζ =
λ

4πκ
. (3.8)

For pure Iron the extinction coefficients for the (1045 nm) pump and (780 nm) probe

light are κFe = 3.95 and 3.32, respectively [76]. According to equation 3.8 correspond-

ing optical absorption depth are 19 nm and 21 nm, respectively.

The experimental value for the optical absorption depth in Galfenol is obtained by

measuring the transmission of a normal-incident pump beam through a 105 nm-thick

Galfenol layer. The experiment and all necessary refractive indices for the 1045 nm

pump beam are shown in figure 3.63. Due to the vanishing extinction coefficient for the

1045 nm pump light in GaAs [77], there is no absorption inside the GaAs substrate. As-

3It is assumed that Galfenol and Iron have similar (complex) refractive indices.
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nAir = 1 + 0i nGaAs = 3.48 + 0i nFeGa = 2.95 + 3.95i nAir = 1 + 0i

Pin ≈ 540 mW

h

Pout ≈ 0.6 mW

P

z

∝ 𝑒
−

ℎ

𝜁FeGa
1045 nm

0

Figure 3.6: Schematic of the performed experiment to estimate the optical absorption depth
for the 1045 nm pump light in Galfenol. The references of the presented complex refractive
indices can be found in the text. The influence given by the 3 nm Cr cover is ignored. The
slightly transparent arrows pointing to the left indicate occurring reflections of the incident
beam at respective interfaces.

suming an exponential absorption behaviour in the Galfenol layer, the relation between

the laser power before the sample, Pin, and after, Pout, reads

Pout

Pin
=

(
1−

∣∣∣∣nAir − nGaAs

nAir + nGaAs

∣∣∣∣2
)(

1−
∣∣∣∣nGaAs − nFeGa

nGaAs + nFeGa

∣∣∣∣2
)(

1−
∣∣∣∣nFeGa − nAir

nFeGa + nAir

∣∣∣∣2
)
e
− h
ζ1045 nm
FeGa ,

(3.9)

where ni are respective (real) refractive indices and h is the layer thickness. Hence, the

optical absorption depth for the 1045 nm pump light in a 105 nm Galfenol layer can be

evaluated to

ζ1045 nm
FeGa ≈ (20.7± 0.4) nm (3.10)

and is in good accordance with the calculated values for pure Iron. Therefore, both

pump and probe pulses possess an optical absorption depth of roughly 20 nm. The

uncertainty in equation 3.10 was calculated using the (Gaussian) propagation of uncer-

tainty.

3.3.3 Comparison of Transient Reflection Measurements for Two Dif-

ferent Excitation Geometries

As mentioned in section 3.2 and illustrated in figure 3.4 on page 37, the experimental

setup provides two different excitation geometries: (1) The pump and probe pulses are

focused onto the same side of the Galfenol layer (frontside excitation) or (2) the pump

pulse is focused onto the other side of the sample as the probe pulse (backside excita-

tion). The main difference between these two excitation geometries is in the thermal

background of the transient reflection measurements, where exemplary measurements
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Figure 3.7: (a) Transient reflection signal for the case of an excitation from the frontside of the
sample, where the pump pulse has an angle of incidence of 45 ◦. A sharp increase is followed by
an exponential decay of the reflection signal, which indicates the heat diffusion away from the
probe spot. The inset shows a zoom of the sharp increase around t = 0, which corresponds to
the temporal overlap of the pump and probe pulses. (b) This plot shows a transient reflection
signal for an excitation from the backside of the Galfenol layer. After the excitation by the
pump pulse (t = 0) a longitudinal strain pulse is introduced and detected (inset). Afterwards,
both an increase and decrease are observed, which indicate the heat transport to and away from
the probe spot.

performed on the 105 nm-thick Galfenol layer are shown in figure 3.7.

In figure 3.7(a), a transient reflection signal corresponding to an excitation from the

frontside is shown. The pump and probe powers in front of the sample are 300 mW

and 5 mW, respectively. According to equation A.3 the corresponding energy densities

per pulse are 3.3 mJ/cm2 and 1.4 mJ/cm2, respectively4. The BPR amplifier is set to

102. The reflected probe power P r
pr ≈ 0.8 mW. In this measurement only one photo

diode of the BPR is used instead of the differential scheme. As it is shown in equation

2.34, the change in the reflected intensity ∆I
I =

∆Ppr

Ppr
is proportional to the change in

reflection ∆R
R and, therefore, to the strain in the sample. As seen in figure 3.7 and

according to equation 3.7 the relative strain amplitude lies in the range of 10−5. The

main characteristic feature in figure 3.7(a) is given by a sharp increase corresponding to

the transient overlap of the pump and probe pulses. As theoretically discussed within

the two-temperature model in section 2.2.1, the very first sharp in- and decrease of

the transient signal corresponds to the excited electron system (see inset). After sev-

eral ps the electron system has transferred the energy to the lattice, so that the main

contribution to the signal is given by lattice temperature induced changes, where the

exponential decay indicates thermal diffusion away from the probe spot.

4The pump spot radius is 5 µm (section A.1) and the probe spot radius is approx. 1 µm.
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The reflection signal in figure 3.7(b) corresponds to the geometry of backside exci-

tation. The pump power in front of the sample is 500 mW, while the probe power

remains the same. According to equation A.3 the corresponding energy densities per

pulse are 5.5 mJ/cm2 and 1.4 mJ/cm2, respectively. In contrast to the previous mea-

surement, this measurement utilizes the differential scheme for detection. Hence ,the

BPR gain is increased to 103 and the reflected probe power is now given by 2 · 0.8 mW,

because both photodiodes are illuminated. As expected, the evaluated relative reflected

intensity ∆I
I lies in the same range as for frontside excitation, but with a better signal

to noise ratio compared to the usage of a single photodiode.

The transient signal for backside excitation (figure 3.7(b)) starts with a longitudinal

bipolar strain pulse, which is introduced by the absorbed fs pump pulse accordingly

to the discussion in section 2.2.2. The strain pulse is marked by a red square in the

main signal and more precisely shown in the inset using black dots. The ideal shape

of the introduced strain pulse in equation 2.36 is rounded due to electron and thermal

diffusion and the finite optical absorption depth of the probe pulse [60].

The strain pulse is followed by a slow increase of the reflection signal up to 1 ns and,

then, a slow decrease back to zero. This curve indicates the thermal diffusion from the

heated backside to the probed frontside of the 105 nm-thick Galfenol layer. A rough

estimation of the characteristic heat diffusion time is given by the one dimensional heat

equation [78] and can be written as

τHD ≈
h2

D
, (3.11)

where h is the layer thickness, D = kl
Cl

is the thermal diffusivity, kl is the thermal

conductivity and Cl is the heat capacity [79]. Without considering any influences given

by the pump and probe pulses, at room temperature CFe
l ≈ 3.6× 106 J/m3/K [80]

and kFe
l = 79.5 W m−1 K−1 [81], which yield a characteristic diffusion time of 0.5 ns.

Thus, the expected heat diffusion time for a 105 nm Iron nanolayer is in the order of

ns. Therefore, the observed shape indicates the heat diffusion from the backside to the

frontside of the sample. The discrepancy between the observed and calculated diffusion

time lies mainly in the simplified model used in equation 3.11. However, a different

layer thickness or thermal diffusivity for Galfenol may also contribute to the discrep-

ancy.

Figure 3.8(a) presents the pump power dependence of transient reflection signals for the

case of backside excitation. The corresponding inset shows a zoomed fragment focusing

on the detected longitudinal strain pulse. In the transient signals a clear increase of the

amplitude is observed for increasing pump powers. Figure 3.8(b) presents the power
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dependence of evaluated reflection amplitudes. On the one hand, the maximum of the

whole reflection signal is taken and on the other hand, the positive amplitude of the

strain pulse is used to estimate their power dependence. As expected a linear increase

of the thermally induced strain is observed for large excitation densities. Thus, all

experiments are performed in the linear regime of optically induced strain.
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Figure 3.8: (a) Pump power dependence of transient reflection signals. (b) Pump power
dependence of evaluated reflection amplitudes: The maximum of the whole reflection signal
is indicated as black dots, while the positive amplitude of the strain pulse is indicated as red
squares. The cut line is to guide the eye.
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Chapter 4

Optical Excitation of Multi- and

Singlemode Magnetization

Precession in Galfenol

Nanolayers

An active field in magnonics is the generation of coherent high-frequency and high-

amplitude microwave signals at the nanoscale1. A promising solution is given by the

magnetization precession of ferromagnetic nanolayers. In this case, the magnetization

precession is used as a source for the generation of an oscillating magnetic field. A

broadband excitation of the magnetization precession can be realized by means of pi-

cosecond magnetic field pulses [10], ultrashort laser pulses [12] and strain pulses [13].

The resulting response of the magnetization precession usually possesses a small am-

plitude and a broad spectrum with a corresponding small lifetime [38],[21]. Therefore,

there is a great interest in the development of coherent high-frequency magnetic re-

sponses with long lifetimes in ferromagnetic materials.

This chapter demonstrates a variety of optically excited precessional responses in Gal-

fenol nanolayers and the possibility of isolating a single precession mode using ultrathin

nanolayers. The nanolayers with varying layer thicknesses are characterized in section

4.1. The following section 4.2 introduces the basic concept of localized magnon modes

in ferromagnetic nanolayers using the free energy density (FED) approach. The main

experimental interest is in the dependence of magnetic responses on an in-plane applied

magnetic field, which are discussed and modelled within the FED approach (sections

4.3 to 4.5).

1An exemplary implementation can be found in the magnetic storage technology, especially in
microwave-assisted magnetic recording (MAMR) [2].
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4.1 Sample Characterization

3 nm Cr

3 nm Cr
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𝜑𝐵
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3 nm Al

3 nm Cr

3 nm Al

Figure 4.1: (a) Investigated Galfenol nanolayers with thicknesses of 4, 5, 20, 60 and 105 nm
on semi-insulating GaAs substrates. For layer thicknesses ≤ 20 nm an additional 150 nm SiO2

layer is used to increase the PMOKE. Different cap layers made of Al and Cr are used to avoid
any oxidation of the underlying Galfenol layers. (b) In-plane crystallographic directions of the
studied nanolayers, where respective easy and hard magnetization axes are indicated, as well.
The magnetic field orientation is denoted by an angle ϕB .

The samples studied in this work are five Galfenol (Fe0.81Ga0.19) nanolayers with thick-

nesses h = 4, 5, 20, 60 and 105 nm; see figure 4.1(a). The nanolayers have been grown

by magnetron sputtering on (001) semi-insulating GaAs substrates and, hence, the

Galfenol nanolayers are characterized by a growth axis along the [001]-crystallographic

direction. All layers are covered by either a 3 nm-cap layer of Al (4 and 60 nm Galfenol

layer) or Cr (other nanolayers) to prevent oxidation. A 150 nm SiO2 cap is deposited on

the Galfenol layers with thicknesses ≤ 20 nm for an amplification of the magnetooptical

Kerr effect [82]. It has been checked experimentally that the SiO2 cap does not affect

the anisotropy parameters of the layers.

In the case of Galfenol nanolayers and in-plane applied magnetic fields, it is suffi-

cient to consider only the plane perpendicular to the growth axis, i.e. xy-plane. Figure

4.1(b) illustrates the plane of interest with corresponding crystallographic directions

indicated as easy (e.a.) and hard magnetization axes (h.a.), respectively; however, the

shown symmetry of the cubic anisotropy is slightly altered by the contribution of the

uniaxial anisotropy along the [110]-crystallographic direction (see equation 2.10). The

uniaxial anisotropy is typical of thin Galfenol layers [37]. The relation between the

crystallographic directions and the in-plane applied magnetic field is denoted by an

angle ϕB. A magnetic field orientation along the [100]-crystallographic direction corre-

sponds to ϕB = 0. Positive angles indicate a counter-clockwise rotation of the applied

magnetic field.
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4.2 Formation of Magnon Modes in Galfenol Nanolayers

1n = 0 2 3 4

z, [001]

5

h
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𝛿mz

Figure 4.2: Formation of localized magnon modes due to spatial confinement in a ferromag-
netic nanolayer for fixed boundary conditions. The lowest mode indicated by n = 0 possesses a
quasi uniform spatial distribution of the magnetization precession, but is slightly disturbed at
the interfaces due to fixed boundary conditions.

Since, the theoretical work done by Kittel in 1958, it is known that the spatial con-

finement of ferromagnetic layers results in the formation of discrete magnon modes [8].

The formation of the magnon modes is determined by the boundary conditions at the

layer surfaces and, especially, the layer thickness. For the studied Galfenol nanolay-

ers of 5, 20 and 105 nm thickness, fixed boundary conditions are assumed, because

the nanolayers are sandwiched between an antiferromagnetic Cr layer [83] and a GaAs

substrate [84] (section 4.1). In addition, in this thesis also fixed magnetic boundary

conditions are assumed for the other nanolayers with an Al cap. According to Kittel,

for an intermediate layer thickness h with fixed boundary conditions, the allowed wave

vectors are given by cos(knh) = ±1, where n = 1, 2, ... are magnon mode numbers.

The corresponding wave vectors can be explicitly written as

kn =
πn

h
. (4.1)

An illustration of several modes is presented in figure 4.2. Figure 4.2 indicates that the

spatial profiles of localized magnon modes are mainly determined by the spatial dimen-

sions of the nanolayers. The lowest mode (n = 0) is characterized by a quasi uniform

distribution, which may be disturbed close to the surface2 [85]. The arising high-order

2The disturbance of the magnetization is described by a so-called surface anisotropy Fsurf [8]. Fixed
and free boundary conditions are described by the relation between the exchange energy and the surface
energy, i.e. Fexchange � Fsurf (fixed) and Fexchange � Fsurf (free), respectively [85]. If the exchange
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magnon modes can be considered as standing spin waves, which are localized along the

z-direction of the nanolayer.

Besides the wave vector, a spin wave is characterized by a corresponding precession

frequency. The precession frequencies fn of the localized modes are defined by the free

energy density of the Galfenol nanolayers F layer containing certain anisotropy contribu-

tions, such as the magneto-crystalline anisotropy (MCA). By considering the exchange

interaction with spin stiffness constant D, an approximation for the precession frequen-

cies is given by [86]

fn = γe

√
F layer
ϕϕ · F layer

θθ + (F layer
ϕϕ + F layer

θθ ) ·Dk2
n, (4.2)

where F layer
ϕϕ = ∂2F layer

∂ϕ2 and F layer
θθ = ∂2F layer

∂θ2 describe second-order derivatives of the

free energy density at the equilibrium orientation of the magnetization. γe = γ′e
2π ≈

28 GHz T−1 is the gyromagnetic ratio of a free electron [39]. In case of a strong external

magnetic field, equation 4.2 can be written as

fn = γe

√
F layer
ϕϕ F layer

θθ

√√√√√1 +
F layer
ϕϕ + F layer

θθ√
F layer
ϕϕ F layer

θθ

Dk2
n (4.3)

≈ f0 + γeβDk
2
n. (4.4)

Hence, the initial equation 4.2 can be separated into two parts: A part which is inde-

pendent of the wave vector and a part which depends on the wave vector kn. The wave

vector-independent part describes the precession frequency of the uniform mode and

reads

f0 = γe

√
F layer
ϕϕ · F layer

θθ . (4.5)

This mode is always present for any layer thickness and is also known as Kittel mode.

The second part of equation 4.4 denotes the contribution given by the spatial con-

finement. By considering the allowed wave vectors (see equation 4.1), the frequency

splitting between a certain magnon mode with the uniform mode reads

fn − f0 ≈ γeβD
(πn
h

)2
. (4.6)

Hence, for large layer thicknesses h the frequency splitting becomes very small. If the

the frequency splitting becomes smaller than the linewidths of the considered modes,

the magnon modes can be considered as degenerated; as it is expected for the non-

energy is larger than the surface energy, previously fixed boundary conditions can be altered to free
boundary conditions [85].
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confined case. β =
F layer
ϕϕ +F layer

θθ

2
√
F layer
ϕϕ F layer

θθ

is a field-dependent coefficient and approaches unity

for large magnetic fields.

Besides the influence of the magneto-crystalline anisotropy on the precession frequency,

the Gilbert damping parameter α in the LLG equation in 2.14 is also affected by

the magneto-crystalline anisotropy. This leads to an experimentally observed effective

Gilbert damping parameter [87]

αeff =
1

2πfτeff
=
αγe

2f

(
F layer
θθ + F layer

ϕϕ

)
, (4.7)

where τeff is the effective lifetime of the magnetization precession. The expression in

equation 4.7 is important to compensate the experimentally observed values for the

influence by the MCA.

To conclude, ferromagnetic nanolayers are characterized by quantized spin waves, i.e.

magnons. For ultrathin layers the degeneracy of the precession frequencies is lifted and

discrete magnon modes appear (figure 4.2). The resulting precession frequencies fn are

determined by equation 4.2 and respective wave vectors kn. The wave vectors in the

studied Galfenol nanolayers are determined by fixed boundary conditions and the layer

thickness h.

4.3 Observation of Multi-Mode Magnetization Precession

in an Intermediate Galfenol Nanolayer

The main sample in this section is given by an 105 nm Galfenol layer sandwiched be-

tween a Cr layer and a GaAs substrate. The optical excitation is realized from the

frontside of the sample, where the energy density of the fs pump pulse is 0.3 mJ/cm2

so that no demagnetization occurs [88](SupplementalMaterial). The detection scheme

is given by a balanced photo receiver, which is used to trace the polar optical Kerr

effect (PMOKE). The energy density of the fs probe pulse is 0.5 mJ/cm2 and the probe

pulse’s linear polarization is vertical (parallel to [010]-crystallographic direction)3.

Figure 4.3(a) demonstrates a characteristic transient PMOKE signal of the 105 nm

Galfenol nanolayer at B = 200 mT and ϕB = −22◦. While the PMOKE signal is

measured within a time window of 10 ns, the figure only shows a fraction of roughly

2.5 ns. The presented signal is characterized by an immediate response to the ultra-

fast excitation and an expected damped oscillating behaviour; which is related to the

3It was checked for smaller probe energy densities that the utilized large energy density does not
affect the overall results.
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Figure 4.3: (a) Transient PMOKE signal at B = 200 mT and ϕB = −22◦. (b) Power spectrum
of the signal in (a), where the full time window of 10 ns is taken. (c) Magnetic field dependence
of the observed magnon mode frequencies (coloured dots) and calculated precession frequencies
using equation 4.2 and the free energy density in equation 4.8.

magnetization precession. The immediate response itself is induced by a modification

of the magneto-crystalline anisotropy (MCA) [38]. The rapid decay of the initial am-

plitude of roughly 0.5 ns gives hint at a broad magnon spectrum and is consistent with

previously reported results for Galfenol nanolayers [38],[21]. However, a closer look at

the signal’s amplitude shows beating, which indicates the presence of more than one

frequency. A corresponding power spectrum (Fast Fourier transform)4 of the full 10 ns

time range is shown in figure 4.3(b). The power spectrum of the transient PMOKE

signal indicates the presence of several overlapping modes, which can be identified as lo-

calized (high-order) magnon modes (see coloured numbers). The identification is done

via the FED approach and is carefully discussed in the next paragraph. The power

spectrum in figure 4.3(b) is characterized by at least six magnon modes, where for high

precession frequencies the spectral amplitudes become smaller and the spectral lines

become broader. Smaller spectral amplitudes for higher modes indicate a decrease in

the respective excitation efficiency. A corresponding broadening of the spectral lines

indicates smaller lifetimes. The behaviour of different lifetimes is related to magnon

decay mechanisms, which are discussed in section 2.1.2. Possible damping mecha-

nisms for a broadening for higher precession frequencies are the spin-orbit coupling or

the two-magnon scattering [44], [89]. The two-magnon scattering as possible damping

4The relation between the transient signal and its power spectrum is discussed in detail in the
appendix in section A.3.
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mechanism is further investigated for an ultrathin nanolayer later in section 4.5.

The identification of the observed magnon modes is realized using the free energy

density approach, especially equation 4.2. Figure 4.3(c) presents the magnetic field de-

pendence of the evaluated magnon frequencies as coloured dots. Every colour indicates

a certain mode inside the magnon spectrum; see figure 4.3(b). All modes possess a sim-

ilar magnetic field dependence with a frequency offset, which is given by the frequency

splitting due to the spatial confinement (see equation 4.6). The shown coloured lines

are calculated precession frequencies using the free energy density approach, especially

equation 4.2. The corresponding free energy density reads [38]

F layer =−mB

+K1(m2
xm

2
y +m2

xm
2
z +m2

ym
2
z)

−Ku(mx +my)
2

+Bdm
2
z.

(4.8)

The used parameters are h = 105 nm, K1 = 18 mT, Ku = 1.8 mT, D = 23 mT/nm2,

which are in good accordance with previously reported values [38],[67]. The non-zeroK1

and Ku indicate an influence by both the cubic and uniaxial anisotropy, respectively. In

order to determine the anisotropy parameters Ki, the angular dependence of the quasi

uniform mode’s frequency is being investigated. Figure 4.4(a) shows an experimentally

obtained angular dependence at B = 200 mT (black dots). A quantitative analysis is

presented by the calculated black line using equation 4.2 with the same parameters

as for the previous analyses, i.e. K1 = 18 mT and Ku = 1.8 mT. The butterfly-like
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Figure 4.4: Angular dependencies of the precession (a) frequency and (b) amplitude of the
lowest mode of a 105 nm-thick Galfenol layer at a magnetic field strength of 200 mT. The
theoretical curves (black lines) are calculated using the free energy density approach.
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shape of the calculated curve nicely indicates the disturbed fourfold symmetry of the

cubic anisotropy by the uniaxial anisotropy along the [110]-crystallographic direction.

The influence of the uniaxial anisotropy is also seen in the precession amplitude of

the quasi uniform mode. A corresponding angular dependence is presented in figure

4.4(b). Due to the uniaxial anisotropy, different experimentally obtained amplitudes

for ϕB = −22◦ and +22◦ are observed. The amplitude of the magnetization precession

can be phenomenologically estimated to5

A(ϕB,B) ≈
∆K1

2 sin 4ϕB −∆Ku cos 2ϕB√
B(B + µ0Ms)

, (4.9)

where ∆K1 = ∂K1
∂T and ∆Ku = ∂Ku

∂T are temperature induced changes of respective

anisotropy coefficients K1 and Ku. The black line in figure 4.4(a) presents the abso-

lute value of equation 4.9. The maximum experimentally obtained amplitude of the

PMOKE signal is being observed for ϕB = −22◦, which indicates a larger tempera-

ture induced change of K1 than Ku. Therefore, we estimate the anisotropy changes to

∆K1 = −3.7 mT and ∆Ku = −1.2 mT (in comparison to the estimations in [38]). The

measured PMOKE amplitudes are being normalized to the calculated curve in order

to show the qualitative accordance of the angular anisotropy; especially the influence

by the uniaxial anisotropy.

Another important characteristic of transient PMOKE signals in the 105 nm Galfenol

layer is presented in figure 4.5(a). The presented PMOKE signal is similar to the al-

ready discussed one in figure 4.3(a), whereas the focus lies on the long living tail, which

is marked by red lines in figure 4.5(a). The inset shows the tail of the signal starting

from 0.75 ns, where the contributions by the other modes have been clearly vanished.

The corresponding power spectrum is given in figure 4.5(b). While the whole PMOKE

signal contains several magnon modes, the spectrum of the tail only possesses one nar-

row line with a single frequency. In order to quantify the lifetime of the tail, a regression

using a damped sine function can be used:

∆mz(t) = Ae−γefft sin (2πft+ Ψ) , (4.10)

where A is the maximum Kerr rotation amplitude, γeff is the effective damping pa-

rameter, f is the frequency and Ψ a phase. The effective parameters arise due to

the influence given by the MCA (see equation 4.7). The effective damping parameter

γeff = 1
τeff

= π∆feff defines the effective signal’s lifetime τeff and the effective full width

at half maximum (FWHM) of the spectral line in the power spectrum, ∆feff
6. The ef-

5Equation 4.9 is an estimation for small ∆Ki and no demagnetization. Both requirements are
satisfied for the used pump energy density [88](SupplementalMaterial).

6A detailed derivation is given in the appendix in section A.3.
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Figure 4.5: (a) TR-PMOKE measurement of a 105 nm Galfenol layer at ϕB = −22◦ and
B = 200 mT (black line). (b) Normalized power spectra of the signals shown in (a).

fective FWHM is further referred to as effective linewidth. The regression of the tail is

presented in the inset in figure 4.5(a), while a corresponding power spectrum is shown in

red in figure 4.5(b). The evaluated frequency is f ≈ 18.3 GHz. The effective linewidth

reads ∆feff ≈ 0.34 GHz and corresponds to a lifetime of roughly 1
π·0.34 GHz ≈ 1 ns. The

corresponding effective Gilbert damping parameter reads αeff = 1
2πfτeff

= ∆feff
2f ≈ 0.01.

This is in accordance with earlier experiments on optically excited ferromagnets, where

αeff > 0.01 [12],[90],[91]. In addition, figure 4.5(b) shows a frequency shift of the red

spectrum compared to the lowest mode of the black spectrum. This frequency shift is

due to a transient temperature change in the Galfenol nanolayer. As it is seen in figure

3.7 on page 43, the temperature changes drastically within the first ns and, therefore,

also the magento-crystalline anisotropy components, which determine the precession

frequencies of the nanolayer [38].

To conclude, the 105 nm Galfenol nanolayer is characterized by localized discrete, but

overlapping, magnon modes. In this experiment up to six magnon modes are being ob-

served, where the lowest mode possesses the longest lifetime of roughly 1 with a corre-

sponding effective linewidth of 0.34 GHz. The magnetic field dependence of all observed

magnon modes is well described by the free energy density approach, where the an-

gular dependence clearly shows the contribution of the magneto-crystalline anisotropy.

In general, even higher magnon modes are expected, however, possessing very small

precession amplitudes and broad linewidths.
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4.4 Transition from Multi-Mode to Single-Mode Magne-

tization Precession in Galfenol Nanolayers

This section focuses on the transition to ultrathin Galfenol layers with thicknesses of

only several nm. These ultrathin samples have a 150 nm SiO2 cap in order to amplify

the magneto-optical Kerr effect [82]. The experimental configuration is the same as in

the previous section. The magnetic field is set to B = 100 mT and ϕB = −22◦7.

Figure 4.6(a) shows a comparison of several normalized PMOKE signals, which were

being measured on a 4 (black), 5 (red), 20 (green), 60 (blue) and 105 nm (light blue)

Galfenol nanolayer. The corresponding power spectra are shown in 4.6(b). The PMOKE
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Figure 4.6: Comparison of (a) normalized PMOKE signals and (b) their power spectra for
different Galfenol layers at B = 100 mT and ϕB = −22◦ except for the 60 nm layer, where
ϕB ≈ 0◦. For layer thicknesses ≤ 20 nm only one mode is present, while for the other layers at
least one additional mode is present in the TR-PMOKE signal.

signal for the 105 nm nanolayer is similar to the previously discussed ones and possesses

up to six magnon modes, which are indicated by black arrows. The lowest almost fully

overlapping modes with n = 0 and 1 appear as a single broad line in the power spec-

trum in figure 4.6(b) (light blue colour). By decreasing the layer thickness by roughly

one half to 60 nm, the corresponding nanolayer possesses only two modes (blue colour).

For this layer thickness, the degeneracy between the lowest magnon modes is lifted

significantly, i.e. n = 0 and 1. This is in accordance with equation 4.6, where a larger

frequency splitting is expected for smaller layer thicknesses. For even thinner nanolay-

7Except for the 60 nm-thick nanolayer, where ϕB ≈ 0◦
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ers, i.e. h ≤ 20 nm, finally, only a single mode contributes to the PMOKE signals.

The single mode precession for a layer thickness of roughly 20 nm is in accordance with

earlier reports [21],[89]. Hence, the single mode PMOKE signals are characterized by

narrow ferromagnetic resonances with long lifetimes. Table 4.1 summarizes calculated

values for the effective Gilbert damping parameters of the lowest mode of all discussed

Galfenol layers. To do so, transient regressions following eq. 4.10 are used to fit the

transient PMOKE signals. Due to the rich spectrum of nanolayers with h ≥ 60 nm,

only the respective tails are being analyzed similar to the analysis in figure 4.58. The

evaluated effective Gilbert damping parameters are similar to earlier reported damping

parameters in optically excited ferromagnetic layers [12],[90],[91]; where αeff > 0.01.

However, table 4.1 clearly also shows αeff < 0.01. The evaluated values, which are

Thickness (nm) f (GHz) ∆feff (GHz) αeff = ∆feff
2f

4 17.1125 ± 0.0003 0.3081 ± 0.0006 0.008
5 18.2573 ± 0.0006 0.384 ± 0.001 0.011
20 18.751 ± 0.001 0.677 ± 0.002 0.018

60 20.129 ± 0.006 0.15 ± 0.01 0.001
105 18.332 ± 0.003 0.344 ± 0.005 0.009

Table 4.1: Evaluated frequencies, linewidths and effective Gilbert damping parameters for
different nanolayers corresponding to figure 4.6(a). In case of the presence of several magnon
modes only the tail of the corresponding signal is taken. The difference in frequency and the
linewidth of the 60 nm-thick layer are explained by a use of ϕB ≈ 0, instead of ϕB = −22◦ and
need to be confirmed in additional measurements.

below 0.01, are close to the smallest damping parameters observed in ultrathin Iron

layers gown on (001) GaAs substrates [92] or recently on ultrathin Galfenol layers on

MgO substrates [89] by means of the FMR technique. However, αeff < 0.01 have not

been reported so far in experiments using ultrafast optical excitation in ferromagnetic

materials. The small αeff ≈ 0.001 for the 60 nm is an interesting small value, however,

it has to be verified in additional measurements. Besides the tails of the intermediate

nanolayers, the ultrathin layers (h ≤ 20 nm) are characterized by a broadening of the

effective linewidth with increasing layer thicknesses. The broadening of the effective

linewidth is due to an increased dephasing of the magnetization precession by means of

a non-uniformity of the magnetization distribution along the quantization axis [47], e.g.

due to impurities. An additional feature is the increase of the single-mode’s precession

frequency for larger nanolayer thicknesses. Such frequency change is determined by

the layer thickness and its corresponding value of the saturation magnetization (see

Kittel formula in equation 2.15): an increase of the layer thickness is accompanied by

an increase of the saturation magnetization [67].

8For the case of the 60 nm layer, the time windows starts at 0.5 ns, while for the 105 nm layer the
single mode regime starts at approx. 0.75 ns.
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In the following, a comparison of the magnetic field dependencies of all observed magnon

modes’ precession frequencies is presented (see figure 4.7). While the coloured dots in-

dicate experimental dependencies, the coloured lines indicate calculated dependencies

using the free energy density approach (equation 4.2) and the parameters in table 4.2.

Starting from the left side of this figure, the known magnetic field dependence for the
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Figure 4.7: Comparison of magnetic field dependencies of certain magnon modes for all
investigated Galfenol layers (symbols). Moreover, calculated curves using the free energy density
approach are presented (lines). The used parameters for the calculation can be found in table
4.2. (a) Evaluated and calculated high-order magnon modes in the 105 nm layer. (b) For
the 60 nm layer only two precession frequencies are observed. Calculated, but non-detectable
high-order magnon modes are presented, as well. (c) Evaluated single magnon modes for layer
thicknesses ≤ 20 nm (black symbols). All modes follow the magnetic field dependence of the
calculated uniform mode (n = 0) of the 4 nm nanolayer. Calculated high-order magnon modes
of the 4 nm nanolayer are far above the shown frequency range.

105 nm-thick layer is shown again for the sake of completeness. As before, it contains

observed and calculated magnon modes. The middle figure corresponds to the 60 nm

layer and contains the magnetic field dependence of only two observable modes. It is

important to mention that in this case, ϕB ≈ 0 and the PMOKE signal possesses only

small precession amplitudes (see equation 4.9). Therefore, the observation of higher

magnon modes is expected for ϕB ≈ −22◦ and also indicated by calculated coloured

lines. The roughly twice-smaller 60 nm layer clearly shows an increased frequency split-

ting of the two lowest modes compared to the 105 nm layer due to the increased spatial

confinement. The right part of figure 4.7 shows the magnetic field dependence of single

precession modes for layer thicknesses ≤ 20 nm. All layers possess similar precession

frequencies for the investigated magnetic field range. The black line corresponds to the

calculated precession mode for the 4 nm-thick nanolayer, where expected high-order

magnon modes possess much larger frequencies and are far above the shown frequency
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Layer (nm) K1 (mT) Ku (mT) µ0Ms (T) D (mT/nm2)

4 15 3 1.72 15
60 18 5 1.8 23
105 18 5 1.8 23

Table 4.2: Parameters for all considered layers, which are used for the calculated curves in
figures 4.3(c), 4.4, 4.7, 4.9 and 4.10. The fitting parameters for the 4 nm-thick nanolayer are
listed for the sake of completeness; however, they are carefully being discussed in the next
section.

range of interest. The dashed black line corresponds to the simple Kittel formula (see

equation 2.15), which describes the ferromagnetic resonance (FMR) of a ferromagnetic

layer. As expected, the Kittel formula describes very well the observed single-mode

precession frequencies of the ultrathin Galfenol nanolayer.

4.4.1 Selective Excitation and Detection in Galfenol Nanolayers

The excitation of single- and multi-mode magnetization precession is qualitatively ex-

plained by the introduced thermal distribution of an absorbed fs optical pulse. The

single-mode excitation is realized by means of layer thicknesses h, which are smaller

than the optical penetration depth of the pump pulse ζpu, i.e. h < ζpu. In this case,

the thermal distribution can be considered as homogeneous along the z-direction in

the nanolayer; see solid red temperature distribution in figure 4.8(right). In addition,

the 4, 5 and 20 nm nanolayers made of Iron yield heat diffusion times of approx. 1, 2

and 20 ps indicating an instantaneous thermal diffusion (see equation 3.11). Hence, a

homogeneous thermal distribution allows no sign-changing profiles of the excited modes

and results in a single-mode precession for ultrathin nanolayers ≤ 20 nm [12].

The excitation of multi-mode magnetization precession is realized by means of a non-

homogeneous thermal distribution in the nanolayer. Such non-homogeneous distribu-

tion is introduced in nanolayers with a larger layer thickness than the optical absorption

depth of the pump pulse, i.e. h > ζpu. This results in a strong excitation near the sur-

face of the nanolayer, which efficiently excites high-order magnon modes (see figure

4.8). The excitation of high-order magnon modes is due to the effective wave vector

of the excitation, which is indicated as cut line in figure 4.8. The relation between the

layer thickness h and the optical absorption depth ζpu is a rough estimation for the

excitation of the highest magnon mode number nmax = h
ζpu

. For the nanolayers with

4, 5, 20, 60 and 105 nm thickness, the relation yields nmax = h
ζpu
≈ 0, 0, 1, 3 and 5, re-

spectively, where a zero indicates only a single mode precession. This rough estimation

describes surprisingly well the observed magnon mode numbers in figures 4.6 and 4.7.

However, a more precise quantitative analysis deals with the spatial overlap between

the optically induced temperature distribution and the dynamical magnetization. A
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Figure 4.8: Visualization of the selective excitation of high-order magnon modes in metallic
nanolayers. The optical absorption depth of the pump pulse ζpu can be considered as an effective
wave vector, which selectively excites localized magnon modes with specific wave vectors.

theoretical consideration of the spatial overlap between optically induced strain and

the dynamical magnetization is given in [93]. An analogue consideration can be used

to discuss the detection of single and high-order magnon modes by the probe pulse. In

this case, the relation between the optical absorption depth of the probe pulse and the

layer thickness has to be considered.

Besides the investigation of different layer thicknesses, different pump or probe wave-

lengths λ may be used to achieve different optical absorption depths ζ ∝ λ (see equation

3.8). In this case, second harmonic generation (SHG) can be utilized in order to sig-

nificantly decrease respective wavelengths, which leads to smaller optical absorption

depths and corresponding different responses of the magnetization precession in metal-

lic nanolayers.

One advantage of the utilized optical excitation compared to the widely used ferro-

magnetic resonance (FMR) technique is the excitation of both even and odd magnon

modes in the nanolayer. In the case of the FMR technique only odd modes are excited

due the usage of the homogeneous distribution of the applied oscillating magnetic field

[87]. The homogeneous distribution of the magnetic field possesses vanishing spatial

overlap integrals with sign-changing profiles of even magnon modes. Hence, only odd

magnon modes are excited by means of the FMR technique.
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To conclude, ultrathin nanolayers with thicknesses ≤ 20 nm are characterized by a

single magnetization precession. The transition from a multi-mode excitation to a

single-mode excitation is clearly seen for different layer thicknesses in figures 4.6 and

4.7. The single-mode excitation occurs for layer thicknesses smaller than the optical ab-

sorption depth of the pump pulse and is characterized by a homogeneous temperature

distribution in the nanolayer. The multi-mode excitation, however, appears due to a

non-homogeneous temperature distribution and allows the excitation of sign-changing

profiles, i.e. high-order magnon modes. The frequency splitting between the high-order

magnon modes is determined by the layer thickness (see equation 4.6).

4.5 Characterization of Single-Mode Magnetization Pre-

cession in a 4 nm-thick Galfenol Nanolayer

This section focuses on the magnetic field and angular dependence of the single-mode

magnetization precession in a 4 nm Galfenol nanolayer. The comprehensive study of

these dependencies allows to obtain corresponding anisotropy parameters, as it was

done for the 105 nm layer in section 4.3. The experimental configuration has not

changed with respect to the previous measurements; i.e. pump energy density is

0.3 mJ/cm2.

An analysis of the magnetic field dependence of the precession frequency is presented

in figure 4.9(a). The dots indicate evaluated precession frequencies using the ASOPS

technique, while the obtained value at B = 3 T is being measured using an optical
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Figure 4.9: (a) Magnetic field dependence of the precession frequency. A calculation using the
free energy density approach ϕB = −22◦ is shown, as well (black line). (b) Angular dependence
of the precession amplitude of a 4 nm Galfenol layer at a magnetic field strength of B = 200 mT.
The theoretical curve is calculated using the free energy density approach. The parameters used
in this calculation are presented in table 4.2.
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cryostat with a superconducting solenoid. In the latter case, the sample temperature

is set to 150 K and a regenerative amplifier RegA (wavelength 800 nm, repetition rate

100 kHz) is used as a source for the pump and probe pulses. In order to monitor the

temporal evolution of the magnetization, a standard mechanical scanning delay line is

used. The precession frequency of roughly 100 GHz is currently the highest observed

frequency in time-resolved experiments in metallic ferromagnets9. The black line is

calculated using the free energy density approach in equation 4.2 and the following pa-

rameters: K1 = 15 mT, Ku = 3 mT, µ0Ms = 1.72 mT and D = 15 mT/nm2, which are

in good agreement with previously reported values [38],[67]10. As it was done for the

analysis of the 105 nm Galfenol nanolayer, the used anisotropy paramters are evaluated

using the in-plane angular dependence of the precession frequency at B = 200 mT (fig-

ure 4.9(b)). The presented angular dependence corroborates the four-fold symmetry

of the cubic anisotropy, which is affected by the uniaxial anisotropy along the [110]-

crystallographic direction. Such butterfly-like shape is similar to the one observed for

the 105 nm Galfenol nanolayer in figure 4.4(a) on page 53.

Besides the changes of the precession frequency, the precession amplitude is significantly

affected by the magnetic field strength and orientation, as well. Figure 4.10(a) presents

the magnetic field dependence of the evaluated precession amplitude at ϕB ≈ −22◦.

The precession amplitude significantly decreases with an increasing magnetic field

strength. As already discussed for the 105 nm layer in section 4.3, a theoretical model
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Figure 4.10: (a) Magnetic field dependence of the precession frequency at ϕB ≈ −22◦. The
black curve is calculated using equation 4.9, where ∆K1 = −3.7 mT. (b) Angular dependence
of the precession amplitude of a 4 nm Galfenol layer at a magnetic field strength of B = 200 mT.
The theoretical curves are calculated using the free energy density approach. The parameters
used in this calculation are presented in table 4.2.

9Simulations in [94] show that in general precession frequencies in the THz freqeuncy range are
possible at 1 T.

10These parameters are also listed in table 4.2 on page 59 together with the fitting paramters for
other investigated nanolayers.
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describing the precession amplitude A(ϕB,B) is given in equation 4.9. For a qualita-

tive analysis the evaluated precession amplitude is normalized to the calculated black

curve11 (equation 4.9), where the ∆K1 is estimated to −3.7 mT [38]. A good accordance

between the experimental data and the theoretical curve is clearly observed. Therefore,

we claim the observation of even larger precession frequencies in Galfenol nanolayer,

finally reaching the THz frequency range.

The angular dependence of the precession amplitudes at B = 200 mT is shown in figure

4.10(b). The angular dependence again reflects the four-fold symmetry of the cubic

anisotropy, which is affected by the uniaxial anisotropy along the [110]-crystallographic

direction. A decrease of the precession amplitude along the corresponding axes is

clearly observed for the experimentally evaluated amplitudes, which reflects similar

∆Ki as for the 105 nm Galfenol nanolayer. The theoretical line is being calculated us-

ing the free energy density approach, where the used parameters are: µ0Ms = 1.72 T,

∆K1 = −3.7 mT and ∆Ku = −0.8 mT. The experimentally evaluated values are nor-

malized to the theoretical curve accordingly.

A comprehensive analysis of the evaluated effective linewidth is given in the follow-

ing part. Figure 4.11(a) shows evaluated ∆feff of the single precession mode in a 4 nm

Galfenol nanolayer. A linearly increasing effective linewidth is clearly seen for large

magnetic fields. This behaviour is well-known in Iron multilayers [95] and related to

Gilbert-like damping terms, such as purely intrinsic damping due to spin-orbit cou-

pling [42] and eddy currents [43]. The latter one can be neglected due to a ultrathin

iron-based nanolayer of only 4 nm thickness, which is much smaller than the skin depth

of about 20 nm [46], [41]. An important extrinsic damping mechanism in this work is

the two-magnon scattering [44], [96]. The inset of figure 4.11(a) shows the frequency

dependence of the FMR peak-to-peak linewidth µ0∆H ∝ ∆feff of a 16 nm Galfenol

layer on a MgO(100) substrate [89]. According to the main figure a linearly increasing

linewidth is being observed, as well, which indicates similar damping mechanisms in

both nanolayers.

An unexpected additional feature in figure 4.11(a) is observed for magnetic fields

≤ 200 mT, where a decrease in the effective linewidth is observed. This effect is prob-

ably related to a thermally-induced non-linearity in the magnetization precession [97].

As already discussed for the 105 nm Galfenol nanolayer in figure 4.5, the transient

change in the lattice temperature has a non-negligible influence on the anisotropy pa-

rameters and, therefore, on the precession frequency. As a result, the uniform mode

of the 105 nm Galfenol nanolayer possesses different frequencies in the beginning and

11A similar normalization is done for the angular dependence of the precession amplitude in figure
4.10(b).
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Figure 4.11: (a) Magnetic field dependence of the effective linewidth ∆feff at ϕB = −22◦. The
inset shows the frequency dependence of the FMR linewidth µ0∆H ∝ ∆feff in a 16 nm Galfenol
layer by means of FMR spectroscopy; adapted from [89] (b) Angular dependence of ∆feff and
∆f . (c) Magnetic field dependence of the effective Gilbert damping parameter αeff. The inset
shows the frequency dependence of evaluated Gilbert damping parameters for different ultrathin
ferromagnetic mulitlayers [47]. (d) Angular dependencies of αeff and α of a 4 nm Galfenol layer.

in the tail of the respective PMOKE signal. A similar temperature induced change of

the magnetization precession occurs in the 4 nm nanolayer. A phenomenological expla-

nation for the change in the lifetime is given by temperature induced changes of the

anisotropy parameters Ki. For small magnetic fields, where B < Ki, the precession

frequency f ∝ Ki is mainly determined by the anisotropy parameters Ki and, therefore,

strongly affected by thermally induced changes of Ki (see equation 4.2). Such tran-

sient change of the magnetization precession results in a broadening of the linewidth

of the respective mode. For large magnetic fields, i.e. B > Ki, however, the precession

frequency f ∝ B is mainly determined by the external magnetic field B and, there-

fore, not much affected by the temperature of the solid. A possible explanation for a

temperature dependent change in the linewidth is given by the two-magnon scattering

with thermal magnons.

The in-plane angular dependence of ∆feff is shown in figure 4.11(b) and possesses a
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4.5. Characterization of Single-Mode Magnetization Precession in a 4 nm-thick Galfenol Nanolayer

four-fold symmetry. In order to compensate for the influence by the MCA, equation 4.7

is used to calculate the compensated linewidth ∆f12. It is clearly seen that the MCA

only affects the absolute values of linewidth by a factor of ≈ 2, but not its four-fold

symmetry. The observed anisotropy is known for Iron nanolayers on GaAs substrates

and indicates extrinsic damping mechanisms, because a purely intrinsic Gilbert damp-

ing is isotropic and possesses no angular dependence [98]. A possible explanation for

the angular dependence is given by the two-magnon scattering [95]. Recently, a similar

angular dependence has been observed in a 16 nm Galfenol layer on a MgO substrate

[89], where a direct link is given to the mechanism of two-magnon scattering.

Figure 4.11(c) presents the magnetic field dependence of the effective Gilbert damping

parameter αeff = ∆feff
2f . A clear decrease of αeff is observed for an increasing magnetic

field strength; however, a saturation appears at αeff ≈ 0.005. The saturation effect is

due to both a linearly increasing linewidth ∆feff and a linearly increasing precession fre-

quency f (see figure 4.11(a) and 4.9(a)). Therefore, we suppose that for high magnetic

fields the damping becomes purely intrinsic for ultrathin Galfenol nanolayers on GaAs

substrates, however a contribution by the two-magnon scattering cannot be excluded

completely [99]. A similar observation in Galfenol nanolayers on MgO substrates and

in ferromagentic multilayers have been recently reported in [89] and [47], respectively.

For the sake of completeness, figure 4.11(b) presents the in-plane angular dependence

of the experimentally observed effective Gilbert damping parameter αeff and respective

calculated α, which are strongly related to the angular dependence of ∆feff, ∆f in

figure 4.11(b).

To conclude, the observed magnetization precession of the 4 nm Galfenol nanolayer is

well-described within the free energy density approach using two anisotropy contribu-

tions to the MCA, i.e. cubic anisotropy and uniaxial anisotropy. The fitted anisotropy

parameters are similar to earlier mentioned parameters for Galfenol nanolayers. The

experimentally observed effective Gilbert damping of αeff ≈ 0.005 is close to the smallest

effective Gilbert dampings observed in metallic ferromagnets. The observed precession

frequency of about 100 GHz at B = 3 T is currently the largest precession frequency

observed in metallic ferromagnets. It is likely that for very large magnetic fields the

observed Gilbert damping is purely intrinsic and that it should be possible to observe

THz precession frequencies. The anisotropic angular dependence of the effective Gilbert

damping parameter at B = 200 mT indicates a contribution by two-magnon scattering.

12Equation 4.7 can be adapted using α = ∆f
2f

.
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4.5.1 Observation of Brillouin oscillations in an Ultrathin Nanolayer

In the case of ultrathin nanolayers, where the penetration depth of the probe pulse

is larger than the thickness of the ferromagnetic layer, an additional detection of the

substrate is expected. Figure 4.12 shows a PMOKE signal at B = 3 T and ϕB = −22◦

with its corresponding power spectrum. Both the transient signal and the power spec-

trum indicate the contribution of more than one frequency. A regression using a sum of
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Figure 4.12: (a) Transient TR-PMOKE measurement and (b) its power spectrum performed
on a 4 nm Galfenol layer for a magnetic field strength of B = 3 T and direction of ϕB = −22◦.
The line in (a) corresponds to a regression using two damped sin-functions (equation 4.10).
The resonance in (b) at approx. 44 GHz corresponds to the so-called Brillouin oscillations and
the resonance at approx. 108 GHz corresponds to the magnetization precession.

two damped sin-functions accordingly to equation 4.10 yield the frequencies of roughly

44 GHz and 108 GHz, respectively. A first estimation using the Kittel formula (equation

2.15) supposes a precession frequency of fKittel(3 T) ≈ 105 GHz and, therefore, indicates

the second mode as the corresponding precession frequency of the ferromagnetic layer.

The contribution of the lower mode at roughly 44 GHz in figure 4.12(b) corresponds to

so-called Brillouin oscillations, which are due to the detection of the propagating strain

pulse in the GaAs substrate (see section 2.2.2). The corresponding observed frequency

can be derived by

fBrillouin =
2nGaAsvL

λpr
(4.11)

≈ 45 GHz,

where nGaAs = 3.679 [100], λpr = 780 nm and vl = 4.731 nm ps−1 [53]. Due to the

acoustic origin of the Brillouin oscillations, the same oscillations have to be observed in

a reflection measurement. Figure 4.13(a) presents a reduced reflection signal without

the thermal background. The full signal including the thermal background is shown in

the corresponding inset. The reduced reflection signal clearly indicates an oscillating

behavior, where the corresponding power spectrum in figure 4.13(b) yields a similar
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Figure 4.13: Analysis of a transient reflection signal measured on a 4 nm-thin Galfenol layer
at B = 0 T. (a) While the inset shows the measured transient signal in the time window
of 10 ns, the main plot presents detected Brillouin oscillations of the signal with a substracted
background within the first half of a ns after the excitation at t = 0. (b) This plot demonstrates
the power spectrum of the subtracted signal shown in (a). It can be clearly seen that only one
frequency contributes to the signal.

frequency of roughly 45 GHz as for the calculated frequency of the Brillouin oscilla-

tions. The rising time of the transient reflection signal up to roughly 80 ps is due to the

propagating strain pulse through the non-homogeneous probe profile inside the GaAs

substrate [101]. The probe profile inside the GaAs substrate is described by a so-called

sensitivity function, where its maximum lies usually not directly at the surface of the

substrate but several hundreds of nm inside the substrate (see illustration in figure

4.13(a)) [59]. Therefore, the reduced transient reflection signal finds its maximum at

the time, where the propagating strain pulse travels through the probe pulse’s max-

imum sensitivity (for further information see figure 2.9 on page 18). It is important

to mention that the observed Brillouin oscillations are contributing to all measured

PMOKE signals, where the optical absorption depth of the probe pulse ζpr is larger

than the layer thickness h, i.e. ζpr > h. But in the case of small magnetic fields, i.e.

< 1 T, the contribution given by the Brillouin oscillations is negligible with respect to

the contribution by the magnetization precession.
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Chapter 5

Strong Magnon-Phonon Coupling

in a Ferromagnetic Nanograting

In spintronics, the usage of radio-frequency acoustic waves is a promising tool for the

spin control in nanostructured magnetic devices [102],[103],[15]. The manipulation of

the spin system is realized by the magneto-elastic coupling between excited spin waves

(magnons) and elastic waves (phonons). In the case of strong coupling and respective

long lifetimes, the interacting magnons and phonons can result in a formation of a hy-

bridized state, which is known as magnon polaron [25],[26]. The transient observation

of a magnon polaron in ferromagnetic metals is being extremely challenging due to

short lifetimes and a weak magneto-elastic coupling1. The main part of this chapter

presents the overcoming of these limitations by means of a selective interaction of cor-

responding magnon and phonon modes in a shallow Galfenol nanograting (NG).

The investigated sample is characterized in section 5.1. Then, high-Q phonon modes,

which are localized in the NG are theoretically discussed and experimentally evaluated

in sections 5.2 and 5.3.1, respectively. The experimental observation of magnon po-

larons is given in section 5.3.2, where two magnon-phonon resonances are characterized

separately and, finally, analyzed within the model of coupled harmonic oscillators. Af-

terwards in section 5.4, the magnetic field dependence of localized magnon modes is

discussed for three azimuthal angles of ϕB = 0◦, 45◦ and 90◦.

1The first observation of strong magnon-phonon coupling in Nickel nanomagnets was reported last
year [27].
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5.1 Sample Characterization
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Figure 5.1: (a) Side view of the used sample containing a NG with an average depth of roughly
7 nm. (b) Experimentally measured height profile of the NG using an atomic force microscope by
Bruker with a NCHV-A probe. (c) A two-dimensional height profile shows the surface structure
and a corner of the NG. The red line indicates the slice used for the one-dimensional height
profile in (b). The AFM measurement has been produced jointly with Dmytro D. Yaremkevich.

The sample is given by a physical nanograting (NG), which was formed by milling par-

allel grooves in the Galfenol sample surface along the [100]-crystallographic direction by

means of a focused beam of Ga ions2. As in the previous chapter the 105 nm Galfenol

(Fe0.81Ga0.19) nanolayer was epitaxially grown on a (001) semi-insulating GaAs sub-

strate and, finally, caped with a 3 nm Cr layer. Figure 5.1(a) shows a schematic of the

nanolayer with the introduced NG. The NG of 25× 25 µm2 size possesses a symmetric

patterning with a width of w = 100 nm and a period of p = 200 nm. The average

NG depth of roughly h = 7 nm is being estimated using an atomic force microscope by

Bruker with a NCHV-A probe; see figure 5.1(b). A two dimensional AFM height profile

of a corner of the NG is presented in figure 5.1(c), where the red line corresponds to

the one dimensional height profile in figure 5.1(b). The milled grooves along the [100]-

crystallographic direction are clearly seen as parallel black lines. The profile outside of

the NG shows the surface, where the surface roughness is estimated to be of several nm.

The small white spots around the sample surface may indicate the grain structures of

Galfenol [104] and Chromium [105]. The geometry of the applied magnetic field is the

same as it is in chapter 4, where the magnetic field is applied in-plane with an angle

2The NG was produced by Raith using a VELION FIB-SEM fabrication tool.
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ϕB to the [100]-crystallographic direction.

5.2 Localized Phonon Modes

In chapter 4, the magnetization precession of different Galfenol nanolayers was dis-

cussed in detail. Corresponding magnetization precession frequencies lie in the range

of several GHz (B < 300 mT). In order to manipulate such magnetization responses,

radio-frequency (rf) acoustic waves are of primarily interest in the work. A physical

NG, as it is introduced in the previous section, is utilized as an acoustic resonator,

which modulates the shape of the nanolayer. Due to the periodic pattern of the NG,

only certain acoustic modes with specific frequencies are localized within the NG [15].

Such localized acoustic waves can be considered as standing waves3. Due to the local-

ization at the surface of the layer, the mentioned acoustic waves are better known as

Rayleigh waves or surface acoustic waves (SAW) [106] (see section 2.2.2). The corre-

sponding frequencies in the NG are mainly determined by the lateral sizes of the NG,

i.e. the width w = 100 nm and period p = 200 nm. In a simplified manner, the NG

period determines the SAW wavelengths, which correspond to frequencies of roughly
p
vl/2
≈ 13 GHz4.

A more detailed analysis of localized SAWs in NGs is provided by COMSOL Multi-

physicsr (COMSOL) [107]. COMSOL is a finite element analysis software, which

combines a variety of different physical modules, e.g. acoustics, wave optics and heat

transfer. The geometry of the sample is modeled using a finite mesh. As a result, the

atom displacements and strain distributions of all localized SAWs can be calculated

and visualized. In addition, the wave optics and heat transfer modules can be used to

calculate only optically excitable SAWs by a fs pump pulse5. Figure 5.2 shows the atom

displacements of two calculated excitable SAWs in an NG of 7 nm depth. The mode

illustrated in figure 5.2(a) is a Rayleigh-like standing wave with a dominant displace-

ment along the z-direction, which is perpendicular to the surface (red arrows indicate

the direction of displacement). As the wave vector is determined perpendicular to the

grating grooves, i.e. along the y-axis, the mentioned acoustic mode is further referred to

as quasi-transverse acoustic (QTA) mode. The other mode illustrated in figure 5.2(b)

possesses a dominant in-plane displacement along the y-direction (blue arrows indicate

the direction of displacement) and is known as surface skimmed longitudinal mode

[24]. Because of its dominant in-plane polarization, this mode is further referred to

as quasi-longitudinal acoustic (QLA) mode [108]. Both modes possess a symmetry of

3The used pump spot with a diameter of roughly 10µm is much larger than the optical absorption
depth of 20 nm (see sections A.1 and 3.3.2).

4The sound velocities for SAWs is half of the respective sound velocities in bulk.
5The optical excitation is calulated using the two-temperature model (see section 2.2.1).
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Figure 5.2: Calculated deformed meshes illustrating the atom displacement of two symmetric
localized acoustic modes in a 7 nm deep NG. The layer thickness is 105 nm. (a) This mode
corresponds to a quasi-transversal acoustic (QTA) mode and is characterized by a larger dis-
placement perpendicular to the surface. (b) This mode is called quasi-longitudinal acoustic
(QLA) mode due to its larger in-plane displacement. The coloured arrows indicate the di-
rections of the atom displacement. Both modes are Rayleigh-like standing waves. All spatial
profiles presented in this chapter were calculated by Serhii M. Kukhtaruk.

displacement with respect to the center of the grooves and are further called symmetric

modes. The calculated frequencies for the QTA and QLA modes in a 7 nm deep NG are

13.1 GHz and 15.3 GHz, respectively. Moreover, calculations show that both modes are

excited simultaneously with similar amplitudes and lifetimes, where the main damping

mechanisms are given by an escape to the substrate and non-idealities of the grating

parameters.

The above discussed excitable acoustic modes are characterized by a symmetric distri-

bution of displacement with respect to the centre of the grooves; see figure 5.2. The

relation between the excitability and symmetry of displacement is understood consid-

ering the overlap integral of the introduced temperature gradient by the fs pump pulse

and the atom displacement. Due to the normal incidence of the fs pump pulse, only the

z-direction has to be considered. This results in a symmetric normalized temperature

gradient ∂T̃l
∂z

6. Hence, only displacements with a symmetric distribution of the normal-

ized displacement ũz lead to non-zero overlap integrals, i.e.
∫
ũz

∂T̃l
∂z dz 6= 07. Besides the

discussed excitable symmetric modes, so-called antisymmetric counterparts are local-

ized within the NG. In the following, the case of symmetric and antisymmetric modes

is exemplarily discussed for the QTA mode. Visualizations of atom displacements of

the cosine-like symmetric QTA mode and the sine-like anti-symmetric QTA* mode are

presented in figure 5.3. The QTA and QTA* modes slightly lift their degeneracy in

frequency due to Bragg reflections and interferences in the NG [109], however their

calculated frequency splitting does not exceed 0.1 GHz. In addition, calculations show

that both modes possess similar lifetimes. Due to the antisymmetric distribution of

6
∫ (

∂T̃l
∂z

)2

dV = 1, where dV is a dimensionless unit volume element.
7
∫
ũ2
zdV = 1, where dV is a dimensionless unit volume element.
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Figure 5.3: Calculated deformed meshes illustrating the atom displacement ũz of the (a)
symmetric QTA and (b) antisymmetric QTA∗ mode in a 7 nm deep NG.

the atom displacement uz of the QTA* mode, the QTA* mode can neither be optically

excited nor detected by normal incident pump and probe pulses, i.e.
∫
ũz

∂T̃l
∂z dz = 0.

Due to the NG symmetry only the yz-plane has to be considered. Therefore, there

are only two non-zero components of the atom displacement, i.e. uy and uz. This

means that the introduced acoustic modes have only three non-zero dynamical strain

components, i.e. ηzz, ηyy and ηyz. The consideration of dynamical strain components is
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Figure 5.4: Spatial distributions of all normalized non-zero dynamical strain components, i.e.
η̃zz, η̃yy and η̃yz. The grey box indicates optically excitable phonon modes with symmetric η̃zz
components. Due to the symmetric temperature distribution introduced by the optical pump
pulse, only such symmetric phonon modes are excitable. The red cross, however, indicates non-
excitable phonon modes with antisymmetric η̃zz components. The dotted gray line indicates
the plane of symmetry.

73



Chapter 5. Strong Magnon-Phonon Coupling in a Ferromagnetic Nanograting

important in the next section, when the magnon-phonon coupling is discussed in detail.

Figure 5.4 illustrates normalized non-zero dynamical strain components for the QTA,

QTA*, QLA and QLA* mode8. The grey marked modes indicate the excitable QTA

and QLA mode due to their symmetric η̃zz distributions. The QTA* and QLA* mode,

however, possess antisymmetric η̃zz distributions, which indicate prohibited excitations

by the fs pump pulse (red cross). The main idea of figure 5.4 is to show that each

phonon mode possesses both symmetric and antisymmetric strain distributions. A

close look shows that if the axial strain components ηzz,yy are symmetric, then, the

shear strain component ηyz is antisymmetric and vice versa. Moreover, the similar

axial strain components ηzz,yy have their only difference in a π-phase shift to each

other. The variety of strain distributions in figure 5.4 is discussed in detail later in this

chapter, when the selective coupling of certain phonon and magnon modes is considered.

To conclude, two excitable phonon modes are localized in the NG, i.e. a quasi-

transverse acoustic (QTA) and a quasi-longitudinal acoustic (QLA) mode with respec-

tive calculated frequencies of 13.1 and 15.3 GHz. Both modes possess non-excitable

anti-symmetric counterparts with similar frequencies and lifetimes.

8The components are normalized according to =
∫
η̃2
yy,yzdV = 1 (dV is a unit volume element).
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5.3 Characterization of Magnon-Phonon Resonances
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Figure 5.5: Principle of magnon-phonon resonance experiments. The schematic shows electron
spins (purple), which are coupled through the lattice (grey springs) and the exchange interaction
(yellow areas). The motion of precession is indicated as well as the lattice displacement (coloured
arrows).

The basic principle of magnon-phonon resonance experiments is illustrated in figure 5.5.

In this case, the magnetization precession is tuned into resonance with excited phonon

modes by means of a uniform external magnetic field B. The occurring crossing points

characterize magnon-phonon resonances, which result in the hybridization of respective

magnon and phonon modes. Quantitatively, the hybridization is described by the

cooperativity

C =
4K2

∆fph ·∆fmag
, (5.1)

where K is the coupling strength and ∆fph and ∆fmag are respective individual line-

widths (FWHMs) of the phonon and magnon mode. The main object of study is the

interaction of the so-called fundamental magnon (FM) mode of the patterned Galfenol

nanolayer with two localized phonon modes, i.e. QTA and QLA; see figure 5.5. The

magnetization precession in an unpatterned 105 nm Galfenol nanolayer was carefully

discussed in the previous chapter. Due to the absence of localized phonon modes in the

unpatterned nanolayer, the unperturbed linewidth of the FM mode can be estimated

to ∆fFM = 0.34 GHz (see table 4.1 on page 57). The experimental evaluation of

unperturbed phonon lifetimes is given in the following section.

75



Chapter 5. Strong Magnon-Phonon Coupling in a Ferromagnetic Nanograting

5.3.1 Experimental Evaluation of Unperturbed Phonon Lifetimes

In Galfenol NGs, the magnetic field orientation ϕB determines the interaction be-

tween the dynamical strain and the dynamical magnetization [15]. In particular, the

z-component of the torque density acting on the magnetization precession reads [15]

Qz = −b1Msηyy sin(2ϕB), (5.2)

where ηyy is the in-plane dynamical strain component. Therefore, a magnetic field

orientation parallel to the grooves along the [100]-crystallographic direction (ϕB = 0◦)

results in a vanishing influence of the dynamical strain on the magnetization preces-

sion. Due to a systematic error in the alignment of the magnetic field orientation, a

magnetic field of B = 250 mT is used in order to additionally shift the excited mag-

netization precession to high frequencies far above the phonon frequencies. Hence, the

excited phonon modes can be considered as unperturbed by the magnetization preces-

sion for the discussed experimental configuration.

Figure 5.6(a) presents an experimentally measured transient reflection signal using

frontside excitation and the experimental conditions of ϕB = 0◦ and B = 250 mT.

Pump and probe energy densities per pulse are 5.5 mJ/cm2 and 1.4 mJ/cm2, respec-

tively. The probe polarization is adjusted perpendicular to the grooves in order to have

a maximum strain contribution to the reflection signal (see section A.6). The inset

of figure 5.6(a) shows a fraction of the transient signal with subtracted thermal back-

ground. In addition, a regression using a damped-sine function (see equation 4.10) is

shown in red. The evaluated phonon frequency and linewidth read fQTA = 12.94 GHz

and ∆fQTA = (0.059± 0.001) GHz, respectively. With respect to the calculated QTA

mode with a frequency of 13.1 GHz, the observed phonon mode is identified as the QTA
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Figure 5.6: Evaluation of a transient reflection signal of a 7 nm deep NG using frontside
excitation, where ϕB = 0 and B = 250 mT. The evaluated phonon frequency fQTA = 12.94 GHz
and the evaluated linewidth ∆fQTA = (0.059± 0.001) GHz.
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mode9. By considering the frequency spectrum in figure 5.6(b) the narrow line of the

QTA mode is clearly seen at 13 GHz. The absence of the QLA mode in the reflection

signal is due to its specific polarization and material specific photo-elastic constants;

see section 2.2.2, especially equation 2.32. However, its contribution is clearly detected

in transient PMOKE signals, where the frequency is estimated to fQLA = 14.6 GHz.

5.3.2 Selective Coupling of Optically Excited Magnon and Phonon

Modes

The previous section focused on the reduction of the magneto-elastic interaction in

order to evaluate the unperturbed lifetime of the QTA mode. For the investigation

of strong magneto-elastic coupling, however, a maximal magneto-elastic interaction is

intended. Therefore, all following measurements are performed for a magnetic field

orientation of ϕB = 45◦ (see equation 5.2) using backside excitation. Pump and probe

energy densities are similar to the ones used in the previous section.

In the following, the magnetic field dependence of transient PMOKE signals is of pri-

marily interest. In this case, the probe polarization is adjusted parallel to the grooves in

order to have a minimum strain contribution to the reflection signal (see section A.6).

In order to discuss the magnetic field dependence of measured PMOKE signals in the

frequency domain, FFTs are performed for each transient PMOKE signal, where the

magnetic field range varies from 0 to 250 mT with a step size of 5 mT. Figure 5.7 sum-

marizes the main experimental observations. Figure 5.7(a) shows a so-called colour plot

presenting the magnetic field dependence of evaluated PMOKE spectra. The colour is

a measure for the spectral amplitude in the frequency domain. The colour plot contains

two horizontal lines with frequencies at 13.0 and 14.6 GHz, respectively. Both modes

correspond to the already mentioned QTA and QLA mode, i.e. fQTA = 13.0 GHz and

fQLA = 14.6 GHz. The magnetic field dependent mode, which finds two resonance con-

ditions with both localized phonon modes, corresponds to the FM mode of the 105 nm

Galfenol nanolayer. Considering magnetic fields > 60 mT, the FM mode possesses a

linear frequency dependence on B according to10

fFM = (7.12± 1.23) GHz + (0.05± 0.01) GHz mT−1 ·B. (5.3)

Therefore, the detuning of the FM mode’s precession frequency relatively to the phonon

modes is realized by changing the external magnetic field strength. The main focus

is on the magnon-phonon resonance conditions at roughly BQTA = 110 mT, where

9The visible mode cannot be the QTA’s antisymmetric counterpart, QTA*, because the mode is
visible and therefore excited.

10The frequency offset of roughly 7 GHz is determined by anisotropy contributions to the free energy
density and mainly influenced by the orientation of the external magnetic field (see figure 4.3 on page
52).
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Figure 5.7: (a) Colour plot of PMOKE spectra for backside excitation. Moreover, exemplary
PMOKE spectra at (b) 30, (c) 110 and (d) 140 mT. The latter two correspond to the FM-QTA
and FM-QLA resonance, respectively. A careful discussion of the transient analysis is given in
section A.4.

fFM = fQTA, and BQLA = 140 mT, where fFM = fQLA, respectively. Both resonances

are further referred to as FM-QTA and FM-QLA resonance. Exemplarily evaluated

PMOKE spectra at magnetic fields of B = 30, 110 and 140 mT are additionally shown

in figure 5.7(b), (c) and (d)11. For small magnetic fields at B = 30 mT the indicated FM

mode is clearly out of resonance with both phonon modes, however, non-zero spectral

amplitudes are observed for the QTA and QLA mode. A possible explanation is given

by the interaction with high-order magnon modes in the 105 nm Galfenol nanolayer [88]

(see last chapter) or NG specific magnon modes [110] (see section 5.4).

Figures 5.7(c) and (d) show respective evaluated power spectra for the FM-QTA and

the FM-QLA resonance. The lower FM-QTA resonance is characterized by a frequency

splitting around f = fFM = fQTA, which indicates the avoided crossing effect. The

observed avoided crossing is a direct evidence for the hybridization of optically excited

magnon and phonon modes, i.e. the formation of a magnon polaron. It is the first

observation of the formation of a magnon polaron in ferromagnetic metals in transient

experiments. The higher FM-QLA resonance is characterized by a strong amplifica-

tion of the PMOKE’s spectral amplitude, which is clearly seen as a red spot in figure

11The detailed fitting procedure is presented in section A.4.
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5.7(a). The large PMOKE amplitude in resonance is the result of resonant phonon

driving, which is similar to the results in earlier reports [111],[14],[15]. However, de-

spite the phonon driving no avoided crossing is observed for the FM-QLA resonance as

it is observed for the FM-QTA resonance. The understanding of these two qualitative

differences in the resonant behaviour is the aim of this section.

In order to determine the observed frequency splitting of the avoided crossing, figure

5.8(a) presents an evaluation of spectral amplitudes around the FM-QTA resonance.

The evaluated frequency splitting reads Γ ≈ 0.4 GHz, which leads to a cooperativity at

the FM-QTA resonance of

CQTA =
Γ2

∆fQTA∆fFM
≈ 7.8� 1, (5.4)

where Γ ≈ 2KQTA. The high cooperativity is a clear evidence for the strong magnon-

phonon coupling regime and ensures the periodic conversion of energy between the

magnonic and phononic system at high fidelity. Due to the coupled state of the excited

magnon and phonon mode, a similar avoided crossing is expected in the reflection sig-

nal, which serves to detect the dynamical strain in the NG, i.e. phonons. Figure 5.8(b)

presents a normalized colour plot of experimentally measured reflection spectra around

the FM-QTA resonance similar to figure 5.8(a). An absence of the avoided crossing is
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Figure 5.8: (a) Normalized fragment around the FM-QTA resonance of the colour plot pre-
sented in figure 5.7(a). The observed frequency splitting Γ ≈ 0.4 GHz. (b) Normalized fragment
around the FM-QTA resonance of a colour plot consisting of reflection spectra. The black dots
mark respective evaluated lines.
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clearly seen. Hence, the observed phonon mode at 13.0 GHz cannot be responsible for

the avoided crossing in the colour plot in figure 5.8(a). Another candidate is the QTA

mode’s antisymmetric counterpart QTA*, which possesses almost the same frequency

as the QTA mode, but is neither excitable nor detectable due to its antisymmetric ηzz

distribution (see section 5.2). By taking a close look to the phonon frequencies out of

resonance, slightly different frequencies are obtained for each phonon mode. The small

frequency shift of roughly 0.1 GHz is a first hint at the contribution of different phonon

modes for each colour plot.

In the following, the coupling strength between magnon and phonon modes is con-

sidered in detail. Sine Verba et al, the magnon-phonon coupling strength is determined

by the spatial overlap of the dynamical magnetization δm of the magnon mode and

dynamical strain components ηij of the phonon mode [29]. In this respect, the inter-

acting magnon and phonon modes can be considered as coupled oscillators [29]. Due to

the in-plane applied magnetic field, the z-component of the steady state magnetization

can be considered as zero (see equation 2.9). Hence, the magnon-phonon coupling can

be modelled by considering only two dynamical strain components: ηyy and ηyz [15]. In

this case, the magnon-phonon coupling strength in resonance is defined by two overlap

integrals

K = β1

∫
η̃yyδm̃ydV + β2

∫
η̃yzδm̃zdV, (5.5)

where δm̃y,z and η̃yy,yz are normalized projections of the dynamical magnetization and

strain components, respectively12. The coefficients β1 and β2 are material specific

and possess the dimension of frequency. The coefficients are defined by the saturation

magnetization, the mass density, the external magnetic field orientation, the resonant

frequency, as well as a combination of magneto-elastic constants bi. The latter mixed

contribution is due to a mixed polarization of Rayleigh-like phonon modes and can be

estimated by numerical calculations using COMSOL. In the case of pure longitudinal

and transverse waves, however, β1 and β2 are completely determined by respective

magneto-elastic coefficients, b1 and b2, and can be calculated analytically [32].

In order to evaluate the overlap integrals in equation 5.5, spatial distributions of re-

spective phonon and magnon modes have to be calculated. A variety of calculated

spatial strain distributions of the QTA and QTA* mode were already introduced in

section 5.2. Figure 5.9(a) only presents such strain components, which correspond to

the overlap integrals in equation 5.5, i.e. η̃yy and η̃yz. Regarding the spatial distribu-

tion of the dynamical magnetization, the previous chapter on localized magnon modes

12The projections are normalized according to
∫
δm̃2

y,zdV =
∫
η̃2
yy,yzdV = 1 (dV is a unit volume

element).
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Figure 5.9: Spatial profiles of the (a) QTA, QTA* and (b) FM mode

showed that fixed boundary conditions for the FeGa/Cr and the FeGa/GaAs interfaces

well describe the experimental observation (see section 4.3). In the considered case of

a physical NG, however, the Cr layer is being partly removed by the focused ion beam

milling (FIB). Hence, an open surface is introduced. Therefore, mixed magnetic bound-

ary conditions are assumed: fixed boundary conditions for the FeGa/GaAs interface

and open boundary conditions for the patterned surface of the NG. Thus, the non-zero

dynamical magnetization components for the FM mode can be written as

δmy = δmz = δm0 cos

(
2π

p
y

)
sin
( π

2h
z
)

(5.6)

with amplitude δm0, grating period p and layer thickness h. A visualization of the re-

sulting normalized spatial distribution of δm of the FM mode in equation 5.6 is shown

in figure 5.9(b). Without any further calculations it is evident that the symmetric FM

mode has a vanishing overlap with antisymmetic strain components, i.e. η̃yz of the

QTA mode and η̃yy of the QTA* mode. Calculations of the remaining overlap inte-

grals with the FM mode show a value below 10−3 for the symmetric η̃yy component of

the QTA mode, but a non-zero value for the symmetric η̃yz component of the QTA*

mode. Hence, the coupling strength in equation 5.5 is solely given by the symmet-

ric η̃yz component of the QTA* mode and reads KQTA* ≈ 0.77β2. With respect to

the experimentally observed avoided crossing, the evaluated coupling constant reads

KQTA* ≈ Γ/2 = 0.2 GHz. We conclude, that the avoided crossing in the experimen-

tally observed colour plot in figure 5.7(a) is obtained due to the hybridization of the

FM mode and the antisymmetric counterpart of the optically excited QTA mode, i.e.

the non-excitable QTA* mode. The non-excitability of the interacting QTA* mode

also explains the absence of phonon driving, which is observed for the higher FM-QLA

resonance.
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Figure 5.10: (a) Normalized fragment around the FM-QLA resonance of the colour plot
presented in figure 5.7(a). (b) Normalized fragment around the FM-QLA resonance of a colour
plot consisting of reflection spectra. The insets show respective transient signals at the FM-QLA
resonance.

Figure 5.10(a) presents a fragment of the colour plot in figure 5.7(a), which shows

a strong increase of the spectral amplitude for the FM-QLA resonance at B = 140 mT,

i.e. phonon driving. In order to check the influence of the phonon driving in the

reflection signal, figure 5.10(b) shows a colour plot fragment consisting of reflection

spectra. In contrast to the reflection spectra shown for the FM-QTA resonance, the

FM-QLA resonance clearly contributes to the reflection signal. Such contribution to

the reflection signal at resonance is still under debate, however, a detailed discussion is

beyond the scope of this work. Nevertheless, two possible explanations are discussed

shortly: On the one hand, the increase can be attributed to the FM-QLA interac-

tion, which affects the polarization of the phonon mode similarly to the case of bulk

[112] and surface acoustic waves [113]. As already discussed in section 5.3.1, the QLA

mode is not visible in reflection due to its specific polarization and material specific

photo-elastic constants. However, by altering the in-plane shear component ηyx the

QLA mode contributes to the reflection signal. Hence, an increase of the QLA mode’s

spectral amplitude in the reflection signal is observed at resonance with the FM mode.

On the other hand, the PMOKE signal can contribute to the reflection signal due to

the quadratic MOKE (QMOKE) [50] (see section 2.1.2). In this case, the introduction

of a physical NG alters the boundary conditions of the sample surface resulting in a

contribution of the magnetization precession to the reflection signal. Insets of figure
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5.10 show transient PMOKE and reflection signals at the FM-QLA resonance13. Both

transient signals show a very similar behaviour, which is characterized by an increase

up to 1 ns followed by a slow decrease. Hence, a contribution of the magnetization

precession to the photo-elastic effect cannot be excluded.

In order to determine the coupling strength of the FM mode and the optically excited

QLA mode, equation 5.5 is evaluated for respective spatial magnetization and strain

distributions. Figure 5.11(a) presents normalized strain distributions of the QLA and

QLA* mode, respectively. 5.11(b) again presents the assumed dynamical magnetiza-

tion distribution of the FM mode. Due to the symmetric FM mode all spatial overlap
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Figure 5.11: Spatial profiles of the (a) QLA, QLA* and (b) FM mode.

integrals with antisymmetric strain distributions are vanishing. A numerical calcula-

tion of all overlap integrals yield only one non-zero overlap integral of the FM mode,

i.e. the η̃yy component of the QLA mode. The corresponding coupling strength reads

KQLA ≈ β1. Hence, the non-zero spatial overlap is given by the optically excited QLA

mode, which efficiently drives the magnetization precession. This is in accordance with

the experimental observation of a strong increase of the PMOKE amplitude in the

FM-QLA resonance. The absence of the avoided crossing for the FM-QLA resonance

can be related to a small value of KQLA and a corresponding moderate magneto-elastic

coupling. The coupling strength14

KQLA =
1

2

√
(∆fR −∆fQLA)(∆fFM −∆fR) ≈ 0.07 GHz (5.7)

13The reflection signal in the inset in figure 5.10(b) is filtered using a high pass filter > 13.5 GHz in
order to avoid a contribution by the 13 GHz QTA mode. The filtering affects the very first hundreds
of ps and slightly modulates the amplitude, but does not change the overall behaviour of the reflection
signal.

14The derivation of the used formula can be found in section A.5.
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relates to the linewidth of the interacting modes in and out of resonance [114]. The

linewidths out of resonance are known and read ∆fQLA = 0.06 GHz and ∆fFM =

0.34 GHz, respectively. The linewidth in resonance can be evaluated using figure 5.7(d)

on page 78, which yields ∆fR = 0.2 GHz. The evaluated coupling strength yields a

cooperativity CQLA ≈ 1, which confirms the case of moderate coupling. Therefore, the

magnon polaron formation is still happening [18], but the avoided crossing is masked

by the energy transfer from the strongly excited phonon mode to the magnon mode.

A more detailed and quantitative explanation concerning the masking effect is given a

bit later.

In the above discussion, specific magnon and phonon modes were pointed out, which

are responsible for different manifestations of the magnon-phonon coupling. As already

mentioned, the magnon-phonon coupling between certain magnon and phonon modes

can be described by a system of coupled oscillators according to (see equation 2.69)

1

2π

daj
dt
− ifjaj +

∆fj
2
aj + i

∑
l

Kjlal = Aj , (5.8)

where aj are complex amplitudes, ∆fj are spectral linewidths, Aj are excitation am-

plitudes and j = QTA*, QLA, FM. The specific magnon-phonon coupling of the con-

sidered magnon and phonon modes is described by a symmetric coupling tensor

K̂ =

 0 0 KQTA*

0 0 KQLA

KQTA* KQLA 0

 . (5.9)

For the sake of completeness, figure 5.12(a) shows once again the experimentally ob-

served PMOKE colour plot with two characteristic magnon-phonon resonances. The

presented colour plot is solely given by the spectral amplitude of the magnetization pre-

cession of the FM mode |ãFM|. Therefore, the calculated colour plot in figure 5.12(b)

only presents FFTs of aFM, i.e. |ãFM|, where all used parameters for equation 2.68 are

listed in table 5.1. The excitation amplitudes Aj are chosen in a way that the non-

excitable QTA* mode has a vanishing excitation amplitude, i.e. AQTA* = 0, and that

the strongly excited QLA mode has a much larger excitation amplitude than the FM

mode, i.e. AQLA = 10 � AFM = 1. The calculated colour plot is in good accordance

Mode f (GHz) ∆f (GHz) K (GHz) A

FM 7.12 + 0.05 /mT ·B [mT] 0.34 - 1
QTA* 13.0 0.06 0.2 0
QLA 14.6 0.06 0.07 10

Table 5.1: This table shows the used parameters for the calculated colour plot in figure 5.12(b).
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Figure 5.12: (a) Experimentally evaluated colour plot of PMOKE spectra for backside exci-
tation (similar to figure 5.7(a)). (b) Calculated colour plot for the discussed system of coupled
oscillators. The used equation and parameters can be found in 5.8 and 5.1, respectively. The
inset demonstrates the masking effect of a given avoided crossing due to a large difference in
the excitation amplitudes Ai.

with the experimentally observed avoided crossing for the FM-QTA* resonance and the

phonon driving for the FM-QLA resonance. Hence, the model of coupled oscillators,

where the magnon-phonon coupling strength is determined by respective spatial over-

lap integrals, sufficiently describes the selective magnon-phonon coupling observed in

ferromagnetic NGs.

The origin of the masking effect in PMOKE (and reflection) is shown in the inset of

the calculated colour plot in figure 5.12(b), where normalized FFTs of aFM for different

relations of AQLA and AFM, i.e. AQLA/AFM, are presented. This colour plot indicates

the presence of two regimes: For AQLA/AFM < 1 the frequency splitting is clearly vis-

ible, while for AQLA/AFM ≥ 1 only one line contributes to |ãFM|. The latter regime

characterizes the FM-QLA resonance. It is important to emphasize that the shown

spectra are normalized, because spectral amplitudes for the case of AQLA/AFM ≥ 1 are

much larger than for the case of AQLA/AFM < 1.

In order to show the impact of the excitation amplitudes on the manifestations of

occurring magnon-phonon resonances, figure 5.13 shows a variety of calculated colour

plots for different sets of excitation amplitudes Ai. While the excitation amplitudes are

changing, all other parameters remain the same. Figure 5.13(a) shows the case, where

only the FM mode is excited (AFM = 1), but not the phonon modes (AQTA*,QLA = 0).
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In this case, no phonon driving occurs, but both magnon-phonon resonances show

avoided crossings with different frequency splittings. In figure 5.13(b) both phonon

modes are much larger excited (AQTA*,QLA = 10) than the FM mode (AFM = 1). Here,

both resonances show phonon driving. While the FM-QLA resonance is masked by

the moderate coupling, the FM-QTA* resonance still shows an avoided crossing due to

the strong coupling regime. Figures 5.13(c) presents the case, where the lower mode

is strongly excited (AQTA* = 10), but not the upper one (AQLA = 0). In this scenario

both resonances show some driving behaviour, where the upper resonance possesses

an asymmetric shape indicating a so-called Fano resonance [115]. The last colour plot

in figure 5.13(d) shows the opposite case of the previous figure 5.13(c), i.e. strongly

excited QLA mode (AQLA = 10), but no excitation of the QTA*mode (AQTA* = 0). As

already discussed, this set of excitation amplitudes well describes the experimentally

observed colour plot in figure 5.12(a).

0 50 100 150 200 250

12

13

14

15

16

F
re

q
u
en

cy
 (

G
H

z)

Magnetic field (mT) 

12

13

14

15

16

F
re

q
u
en

cy
 (

G
H

z)

(b)

1

10

10

1

0

10

(d)

0 50 100 150 200 250

12

13

14

15

16

F
re

q
u

en
cy

 (
G

H
z)

Magnetic field (mT) 

12

13

14

15

16

F
re

q
u
en

cy
 (

G
H

z)

1

(a)

0

0

1

10

0

(c)
0 50 100 150 200 250

12

13

14

15

16

Magnetic Field (mT)

Fr
eq

ue
nc

y 
(G

H
z)

0.000

0.02167

0.04333

0.06500

0.08667

0.1083

0.1300

0

1

Figure 5.13: Summary of calculated colour plots having different sets of excitation amplitudes
(as indicated in each plot). All other parameters are constant and listed in table 5.1. (a)
AFM = 1, AQTA* = 0, AQLA = 0. (b) AFM = 1, AQTA* = 10, AQLA = 10. (c) AFM = 1,
AQTA* = 10, AQLA = 0. (d) AFM = 1, AQTA* = 0, AQLA = 10.
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To conclude, the performed analysis of both magnon-phonon resonances shows that

optically excited magnon polarons are formed via the selective interaction of specific

localized magnon and phonon modes. As a tool, the model of coupled harmonic oscilla-

tors is sufficient to describe the different manifestations of magnon-phonon resonances.

In this case, the magnon-phonon coupling strength is determined by a spatial overlap

integral of calculated magnon and phonon modes. This approach avoids the ab ini-

tio consideration of respective equations of motion; as it is done in [32]. Moreover,

COMSOL calculations provide the ability to identify optically excitable modes, which

is important for pump-and-probe experiments on ferromagnetic metals.

5.4 Angular Dependence of Localized Magnon Modes

The focus in the previous section was on the FM-QTA and FM-QLA resonances. In

this respect, only the FM mode was discussed in detail, however, additional high-order

magnon modes are present in the 105 nm Galfenol nanolayer. Such multi-mode magne-

tization precession in an unpatterned 105 nm Galfenol nanolayer was carefully discussed

in section 4.3. Therefore, additional magnon-phonon resonances are also expected in

a patterned Galfenol nanolayer. Due to mixed magnetic boundary conditions of the

patterned nanolayer15, allowed wave vectors in z-direction read

kzn =
nπ

2d
. (5.10)

While mode numbers with n = 0 and n = 1 correspond to the uniform and FM mode,

respectively, high-order magnon modes are characterized by n > 1. Figure 5.14(a)

presents schematic spatial profiles of the certain localized magnon modes.

Besides a change of respective wave vectors, the introduced NG also affects the free

energy density of the ferromagnet. Therefore, a phenomenological anisotropy can be

defined, which describes the influence of the NG on the magnetization direction and

precession frequency. Due to the introduction of parallel grooves into the ferromagnet,

the equilibrium direction of the static magnetization near the surface is forced to be

parallel to the grooves. The parallel alignment of the static equilibrium magnetization

is a result of a minimization of the demagnetization field, which is introduced by the NG

(see equation 2.5). Hence, the [100]-crystallographic direction parallel to the grooves

determines the easy magentization axis of the NG, i.e. x-direction. By slightly rotating

the static magnetization away from the [100]-crystallographic direction, a non-zero de-

magnetizing field is being introduced. The maximum demagnetizing field is reached for

a magnetization perpendicular to the grooves, i.e. along the y-direction. Therefore, the

15Fixed boundary conditions for the FeGa/GaAs interface and open boundary conditions for the
patterned surface of the NG.
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Figure 5.14: (a) Localized magnon modes in a patterned Galfenol nanolayer. Corresponding
calculated precession frequencies are presented in figures (b) - (d) using equation 5.13. (b)
PMOKE colour plot for ϕB = 0◦. The magnetic field step size is 10 mT, but not from 200 to
250 mT, where a step size of 50 mT is used. (c) PMOKE colour plot for ϕB = 45◦ with a step
size of 5 mT. (d) PMOKE colour plot for ϕB = 90◦ with a step size of 5 mT.

y-direction denotes the hard magnetization axis of the NG. Finally, the contribution of

the NG to the free energy density can be phenomenologically written as

FNG = −KNGm
2
x, (5.11)

where KNG is an anisotropy coefficient describing the demagnetizing field introduced

by the NG. Hence, the free energy density of an unpatterned nanolayer in equation 4.8

can be extended to

F layer,NG =−mB +K1

(
m2
xm

2
y +m2

xm
2
z +m2

ym
2
z

)
−Ku (mx +my)

2 −KNGm
2
x +Bdm

2
z.

(5.12)
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Resulting precession frequencies of the patterned Galfenol nanolayer are given by equa-

tion 4.2 and read

fn = γe

√
F layer,NG
ϕϕ · F layer,NG

θθ +
(
F layer,NG
ϕϕ + F layer,NG

θθ

)
·Dkzn2. (5.13)

Figure 5.14 presents three normalized colour plots containing evaluated PMOKE spec-

tra for three different azimuthal angles of ϕB = 0◦, 45◦ and 90◦. In this case, the

excitation geometry is frontside excitation and the power densities of the pump and

probe pulses are similar to the previous section. All colour plots provide the same

magnetic field range between 0 and 250 mT. The colour plot for ϕB = 0◦ in figure

5.14(b) is characterized by two horizontal lines, which are identified as the QTA and

QLA modes. The broad magnetic field dependent line corresponds to the magnetiza-

Layer (nm) K1 (mT) Ku (mT) µ0Ms (T) D (mT/nm2) KNG (mT)

105 18 5 1.8 23 10

Table 5.2: Used parameters for the calculated curves in figure 5.14.

tion precession and is identified as the FM mode of the Galfenol nanolayer. Besides

the FM-QTA and FM-QLA resonances, additional resonances appear for frequencies

higher than the FM mode. By using the FED approach in equation 5.13 and the pa-

rameters in table 5.2, the FM mode and additional localized magnon modes can be

calculated (coloured lines). It is clearly seen that the broad visible magnon mode is

identified as the FM mode within the FED approach16. In addition, high-order magnon

modes are presented, which can be responsible for other magnon-phonon resonances.

These magnon-phonon resonances can be treated similarly to the approach discussed

in the previous section, but the careful analysis of all magnon-phonon resonances is

far beyond the scope of this work. The aim of this section is to show the influence

of the azimuthal angle on the localized magnon modes and a way to control the se-

lective interaction of magnon and phonon modes. For the used azimuthal angle of

ϕB = 0◦, the magnetic field orientation is parallel to the grooves and, thus, the NG

has no influence (KNG = 0). This changes for the intermediate orientation of ϕB = 45◦.

Figure 5.14(c) presents a colour plot for an intermediate orientation, i.e. ϕB = 45◦.

As expected, the magnetic field independent phonon modes remain unchanged with

respect to the previous orientation. The magnetic field dependence of the localized

magnon modes is changed due to the influence of the anisotropy contributions to the

free energy density, i.e. cubic anisotropy, uniaxial anisotropy and the NG anisotropy.

The anisotropy coefficient of the NG anisotropy is estimated to be KNG = 10 mT,

which indicates a small contribution to the free energy density. As before, the bright

16The FM mode is degenerated with the uniform mode, whereas no clear separation is possible.
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magnon-phonon resonances are due to the interaction with localized magnons in the

nanolayer. However, other resonances occur additionally to the already identified ones;

especially, below the FM mode at magnetic fields of roughly B = 160 and 200 mT.

Hence, additional magnon modes are assumed to be present in the studied NG.

Figure 5.14(c) presents a colour plot for a perpendicular orientation, i.e. ϕB = 90◦.

In this case, a lot of additional magnon modes appear in the PMOKE spectra. It

is clearly seen that for this orientation the used FED approach is unable to charac-

terize the observed rich PMOKE spectra. The reason lies in the formation specific

magnon modes, which are determined by the NG shape and, therefore, additionally

quantized in the y-direction [9], [110]. Hence, the assumed homogeneous magnon dis-

tributions shown in figure 5.14 are not valid anymore due to the introduced shape of

the nanolayer. Therefore, micromagnetic simulations are needed in order to calculate

shape specific dispersion relations of localized magnon modes. COMSOL calculations

show that the spatial profile of localized magnon modes is drastically changed for dif-

ferent azimuthal angles ϕB [110], which enables the way to address localized phonon

modes by specific magnon modes by altering their spatial distributions for different ϕB.

Another important characteristic in figures 5.14 (b), (c) and (d) is the value of the

evaluated PMOKE amplitude. While the colour plot for ϕB = 45◦ possesses a nice

smooth blue background indicating large PMOKE amplitudes, which are far above the

noise level, the other plots for ϕB = 0◦ and 90◦ are characterized by small PMOKE

amplitudes near the noise level. This observation of small PMOKE amplitudes for

ϕB = 0◦ and 90◦ is in accordance with numerical calculations using COMSOL [110].

To conclude, the patterned Galfenol nanolayer contains a rich spectrum of localized

magnon modes, which is determined by the NG shape and the azimuthal angle ϕB.

Experimentally observed PMOKE spectra show that the FED approach sufficiently

describes the observed magnon spectrum for ϕB ≤ 45◦. For such magnetic field ori-

entations the influence of the NG shape on the magnetization can be considered as

small. In contrast to that, ϕB close to 90◦ strongly alter the magnon spectrum, where

micromagnetic simulations are needed.
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Chapter 6

Conclusion and Outlook

The work at hand presents the experimental observation of magnon polarons in a shal-

low ferromagnetic nanograting (NG) via the selective interaction of specific localized

magnon and phonon modes (see chapter 5). To the best of our knowledge, the transient

observation of a magnon polaron in a ferromagnetic metal has not been reported yet.

In contrast to the common FMR technique, this work utilizes the polar magneto-optical

Kerr effect (PMOKE), which serves to detect the coherent magnetization dynamics in

the ferromagnetic metal. In this respect, a unique two-colour pump and probe setup

is being built, where the asynchronous optical sampling (ASOPS) technique is used to

trace the transient evolution of the PMOKE (see chapter 3). The whole experimental

setup is remotely controllable using special software developed in MATLAB (see section

A.2). The utilized pump and probe setup is all-optical and provides two different exci-

tation geometries: on the one hand, the pump and probe pulses incident on the same

side of the sample (frontside excitation) and on the other hand, the pump and probe

pulses incident on opposite sides of the sample (backside excitation). Both excitation

geometries provide characteristic transient reflection signals (see section 3.3.3). For

frontside excitation the absorbed pump pulse introduces a huge temperature gradient,

which is traced by the probe pulse. In this case, the detected area is strongly influ-

enced by the introduced heat of the pump pulse. The geometry of backside excitation,

however, avoids a contribution of the direct impact of the pump pulse on the detec-

tion. Depending on the interest, the geometry of backside excitation may be preferred;

however, the overall results are similar for both excitation geometries.

Before the consideration of magnon-phonon resonances in a ferromagnetic NG, un-

patterned Galfenol nanolayers with different layer thicknesses are investigated in detail

in chapter 4. Due to the spatial confinement of intermediate nanolayers, a number

of discrete localized magnon modes are optically excited and detected. The observed

magnon modes are analysed within the free energy density (FED) approach, where each
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mode is identified with a specific mode number. Moreover, the amplitude and lifetime

of each magnon mode decrease with an increasing mode number. These observations

are explained by either a selective excitation efficiency of each mode and a damping

mechanism, which linearly depends on the precession frequency, i.e. spin-orbit coupling,

eddy currents or two-magnon scattering. Due to the frequency dependent damping, the

lowest magnon mode provides the longest lifetime of roughly 1 ns.

In order to isolate the lowest mode from other localized modes, the layer thickness

is reduced to several nm. In this case, the introduced thermal distribution by the

pump pulse can be considered as homogeneous, which prohibits the excitation of modes

with sign-changing profiles. Hence, ultrathin Galfenol nanolayers are characterized by

a single-mode magnetization precession (see section 4.4). The observed single-mode

magnetization precession is analysed within the FED approach, which clearly indicates

the cubic and uniaxial anisotropy of a Galfenol nanolayer. In addition, the azimuthal

dependence of the mode’s linewidth gives a hint at the contribution of two-magnon

scattering, which was recently observed in a Galfenol nanolayer on a MgO substrate

[89]. The well-observed magnetization precession of roughly 100 GHz at a magnetic

field strength of B = 3 T reveals Galfenol as a promising candidate for the study of

long-living and high frequency magnetization precession. Especially, the evaluation of

the magnetic field dependent linewidth indicates a purely intrinsic damping mechanism

by the spin-orbit coupling. It is expected that the detection of precession frequencies

reaching the THz range (300 GHz) is possible in Galfenol nanolayers.

The characterization of two magnon-phonon resonances in a shallow ferromagnetic

nanograting (NG) is presented in chapter 5. In this case, the so-called fundamental

magnon (FM) mode of the patterned 105 nm Galfenol nanolayer is of primary interest.

By changing the magnetic field strength, the changing FM mode’s precession frequency

finds two resonance conditions with two Rayleigh-like surface acoustic waves, i.e. a

quasi-transversal acoustic (QTA) mode at 13 GHz and a quasi-longitudinal acoustic

(QLA) mode at 14.6 GHz. In addition, both phonon modes possess non-excitable anti-

symmetric counterparts with similar frequencies and lifetimes, i.e. QTA* and QLA*.

The occurring magnon-phonon resonances have different manifestations: While the

lower FM-QTA resonance provides an avoided crossing, the higher FM-QLA resonance

shows efficient phonon driving. The experimental observation of an avoided crossing

and a corresponding high cooperativity of C ≈ 8 is a clear evidence for the formation of

a magnon polaron in a ferromagnetic nanograting. In order to understand the different

manifestations of magneto-elastic coupling, spatial overlap integrals of the dynamical

magnetization of the FM mode and several strain distributions of the phonon modes are

calculated. Since Verba et al [29], such spatial overlap integrals determine the coupling
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strength between respective modes. In this case, the absence of the phonon driving for

the lower FM-QTA resonance is explained by a non-zero spatial overlap integral with

the QTA’s antisymmetric counterpart, i.e. QTA*. Due to vanishing spatial overlap in-

tegrals of the FM mode with all strain components of the QTA mode, the QTA cannot

be responsible for the avoided crossing. The only non-zero spatial overlap integral and,

therefore, a non-zero coupling strength is calculated for the antisymmetric counterpart

QTA*. Due to the antisymmetric spatial profile, the QTA* mode cannot be optically

excited nor detected. The non-excitability of the QTA* mode also explains the absence

of phonon driving, which is observed for the higher FM-QLA resonance. In case of the

FM-QLA resonance, the only non-zero coupling strength is calculated for the optically

excited QLA mode, which yields to efficient phonon driving. Due to the moderate cou-

pling regime with a cooperativity of C ≈ 1, the avoided crossing is masked by the energy

transfer from phonons to magnons. Finally, the model of coupled oscillators, where the

coupling strength is determined by respective overlap integrals, qualitatively explains

the different manifestations of both observed magnon-phonon resonances. Hence, the

approach by Verba et al. can be used to calculate the coupling strength of certain

magnon and phonon modes with specific spatial profiles. Thus, this approach is very

helpful in the investigation of selectively coupled magnon and phonon modes. This ap-

proach avoids the ab initio consideration of respective equations of motion. In addition,

COMSOL calculations provide the ability to identify optically excitable modes, which

is important for pump-and-probe experiments on ferromagnetic metals.

One possibility to alter the spatial profile of localized magnon modes is determined

by the magnetic field orientation with respect to the NG grooves [110] (see section

5.4). The magnetic field orientation has a significant impact on the spatial profile of

the magnon modes and, therefore, on the magnon-phonon coupling strength. Hence,

for further experiments the magnetic field orientation can be utilized to control the

selective interaction of localized magnon modes with phonon modes.

Besides localized spin waves within a certain structure, nano-sized structures can be

used to excite propagating short-wavelength spin waves in ferromagnetic layer of YIG

[116] and Galfenol [117]. The phenomenon of sending, manipulating and receiving of

propagating spin and acoustic waves is well studied, both theoretically and experi-

mentally. For example, there are lenses [118], [119], filters [120] and amplifiers [121]

for propagating spin-waves. By using selectively coupled magnon polarons it could be

possible to enhance or arbitrarily manipulate such propagating waves.
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Appendix A

Appendix

A.1 Pump Pulse Characteristics

The laser pulse’s intensity perpendicular to the propagation direction is distributed as

Gaussian function according to

I(x,y) = I0 exp

(
− ln(2)

x2 + y2

r2
1/2

)
, (A.1)

where I0 = I(0,0) is the intensity at the center of the pump pulse and r1/2 is the half

width at half maximum (HWHM) of the laser intensity, i.e. the laser spot’s radius.

The corresponding power to equation A.1 reads

P =

∫ ∞
−∞

∫ ∞
−∞

I0 exp

(
− ln(2)

x2 + y2

r2
1/2

)
dxdy = I0

πr2
1/2

ln(2)
. (A.2)

For a pulsed laser system with a repetition rate f , the energy density per pump pulse

reads

Ep = I0f =
ln(2)Pf

πr2
1/2

. (A.3)

Hence, the absorbed power of a laser pulse with optical absorption depth ζpu reads

P (z) =
(1−Rpu)Ep

ζpu
exp

(
− z

ζpu

)
, (A.4)

where Rpu is the pulse’s reflection coefficient. By additionally considering the transient

pulse duration τfs (full width half maximum (FWHM)) of a femtosecond-optical pulse,

equation A.4 can be extended to [122](Supplementary Information)

P (z,t) = P (z) ·
√

2

π

1

τfs
e
−2 t

2

τ2
fs . (A.5)
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In order to quantify the sizes of the pump spots for both excitation geometries, transient

reflection signals for different positions of the pump pulse relatively to the probe pulse

are measured. In the case of frontside excitation, the amplitude of the sharp increase

is used to quantify the spatial overlap of the pump and probe pulses. Such a sharp

(a) (b)
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Figure A.1: Estimated size of pump spots for different excitation geometries. The regression
have been performed according to equation A.1. (a) Excitation from the frontside of the sample,
whereas the pump pulse has an angle of incidence of 45 ◦ with respect to the surface normal. (b)
Excitation from the backside of the sample, whereas the pump pulse has an angle of incidence
of 90 ◦ with respect to the surface normal.

increase is presented in figure 3.7(a), especially in its inset. For the case of backside

excitation, the positive amplitude of the bipolar strain pulse is considered (upper inset

in figure 3.7(b)). Figure A.1 summarizes the results of horizontal (x-direction) and ver-

tical (y-direction) scans for each excitation geometry. These measurements have been

performed by means of an automatized MATLAB program, which controls a piezoelec-

tric translation stage with nm precision. Regressions according to equation A.1 are

performed and presented in figure A.1 for the x- and y-direction. The evaluated spot

radii (HWHM) for frontside excitation read

HWHMhorizontal
FS = (4.3± 0.1) µm, (A.6)

HWHMvertical
FS = (5.6± 0.1) µm (A.7)
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For backside excitation the spot radii read

HWHMhorizontal
BS = (4.6± 0.1) µm, (A.8)

HWHMvertical
BS = (5.4± 0.3) µm, (A.9)

which results in an average radius of roughly 5 µm for both excitation geometries.

A.2 MATLABR© Software for Remote Control and Data

Analysis

The software used for remote control of the setup and for fast data analysis is realized in

MATLABR© (MATLAB) [123]. Depending on the purpose of the measurement, different

kind of programs with convenient graphical user interfaces (GUIs) have been developed.

In the following the most powerful and important programs are shortly discussed.

A.2.1 Software for Remote Control

Figure A.2: GUI, which is used for data acquisition. The program is able to communicate with
the oscilloscope and the power supply of the magnet. After each measurement a rough analysis
of the oscillating signal is given. Besides single measurements, also automatized magnetic field
dependent measurements are possible.

The program displayed in figure A.2 is mainly used for the experiments in this work. It

is able to connect to an oscilloscope and to pre-set all import parameters, which have

been introduced in the previous section. Using editable text boxes the accumulation
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of each measurement is adjustable. Hereby, a first accumulation is done on the inter-

nal memory of the oscilloscope (Sent after), which is sent to the computer afterwards.

On the computer another accumulation of each signal send by the oscilloscope is done

(Max. averages). This is necessary, because the maximum accumulation of the internal

memory is given by 104 samples, while reasonable signal to noise ratios usually need an

amount of samples between 104 and 106. In order to adjust the magnetic field strength,

the program is able to operate a power supply via a USB connection. Once connected

to the power supply an arbitrary positive magnetic field in mT is set by filling the text

box and pressing the Set Mag. Field button. The linear relation between the applied

current and the resulting magnetic field is shown in equation 3.6. In addition to single

measurements, it is possible to scan through a magnetic field range with a certain step

size. This scanning is realized by filling the corresponding text boxes and by press-

ing the Auto measure button. It is important to mention that the sample starts to

be displaced for magnetic fields > 100 mT. The total displacement for high magnetic

fields can reach several microns. Therefore, scans within a broad magnetic field range

may have additional features given by the displacement. Nevertheless, such fast and

automatized scans are used to get a first impression on a magnetic field dependence

of changes in the reflection or PMOKE. A possible solution to compensate the drift of

the sample is given by an autofocus module provided by MATLAB, which controls the

piezo-electrical stage and ensures an optimized focus of the sample’s surface and the

probe spot.

The measured data is displayed by several plots: the first plot at the top right displays

the accumulated time-resolved raw data. The second and third plot show the corre-

sponding transient signals with its corresponding Fast Fourier Transformation (FFT),

respectively, where the background is removed by, either a sum of three exponential

functions, or a 20th-order polynomial function. In general, a rectangular window as

FFT window is used, however every other window can be easily set in the MATLAB

code. Using these three plots, a fast data analysis of every transient signal is done

immediately after every measurement. For further analysis, another more powerful

software can be used, which is discussed in section A.2.2.

For spatially resolved PMOKE or reflection measurements another program control-

ling the piezoelectric translation stage is used. As mentioned in section 3.2.3, this

translation stage is used to adjust the position of the microscope objective in three di-

mensions. For communication the MATLAB interface to the MicrosoftR© .NET Frame-

work is used. A GUI leads to a convenient operation by the user. With the help of this

program spatially scans with a certain angle in one and two dimensions are possible.

An experimental example using this software is given in section A.1, where the pump

spot sizes for different excitation geometries are investigated.

114



A.2. MATLABR© Software for Remote Control and Data Analysis

A.2.2 Software for Data Analysis

Figure A.3: (top) This figure demonstrates the GUI used for a careful and fast data analysis.
It is possible to import data from directory and selectively plot certain files. By selecting several
files, a full set can be analyzed at once. Depending on the parameter of interest, a quantitative
analysis can be done, as well. (bottom) Using the Fit selected data button Lorentzian regressions
are used to fit one line in the power spectrum in order to directly see the dependence on the
selected parameter. In This particular case the power dependence of an acoustic mode in a
nanograting is shown.

In order to have a fast data analysis, a powerful GUI developed in MATLAB is

used; see figure A.3(top). The program is able to load a folder of data into a list box
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and to analyze the select data files of interest. During a series of measurements it

is possible to insert new data files by a reload button, so that they can be checked

and analyzed immediately. In order to check a signal and its spectrum in a particular

time window, two sliders can be used to trim the transient signal. This can be also

done by setting the interesting data points of the interval with two editable text boxes.

For the sake of clarity in the top right graph the chosen interval with the calculated

regression function of the raw data is displayed in red. The regression function can

either be selected as a sum of three exponential functions or a 20th-order polynomial

function. Having the so-called residual signal (bottom left plot in figure A.3(top)), a

FFT yields the corresponding frequency spectrum (bottom right plot). Depending on

the interest different FFT windows can be useful. By selecting several data files, the

previously mentioned steps are performed for all selected signals. With the Parameter

text boxes, a letter and its following amount of significant digits can be set. Now, several

measurements can be plotted dependent on a certain parameter such as the external

magnetic field strength indicated by the value a. In addition, there are buttons to

save the residuals of the selected signals and their FFT spectra, as well. In order to

quantitatively analyze peaks at a certain frequency of the selected FFT spectra, the

Fit selected data button performs Lorentzian or Gaussian regressions of the selected

signals depending on the chosen parameter. After doing so, new figures are generated

showing the parameter dependence of the peak frequencies, widths and amplitudes; see

figure A.3(bottom). Moreover, the calculated regression functions and the peaks of the

FFT spectra are shown to assess the performed regressions on its validity.
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A.3 Comparison of an Analysis in Time and Frequency

Domain

In general, there are two possible ways to determine characteristic values of oscillating

signals: an analysis in time domain or in frequency domain. Figure A.4(a) shows

three experimentally measured damped oscillating signals with different amplitudes

and lifetimes (coloured open circles). For a quantitative analysis in time domain, an

exponentially damped sin-function with amplitude

A(t) = A0 e
−γt sin (2πft+ Ψ) (A.10)

can be used. Here, A0 is the initial precession amplitude, γ = 1
τ is the damping

coefficient, τ is the lifetime, f0 is the signal’s frequency and Ψ is a phase. For an

analysis in the frequency domain, however, a fast fourier transform (FFT) is being

utilized (see figure A.4(b)). A quantitative analysis of the resulting power spectrum

(coloured open circles) is described by a Lorentzian function

L(f) =
L0

2π

∆f

(f − f0)2 + ∆f2

4

, (A.11)
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Figure A.4: Three experimentally measured damped oscillating signals with different ampli-
tudes and lifetimes (open circles). Respective regressions using equation A.10 are presented,
as well (line). (b) Corresponding power spectra of the signals in (a) (open circles). The shown
resonances are fitted using equation A.11 (lines).
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where L0 describes the maximum spectral power at f0 and ∆f describes the resonance’s

full width at half maximum (FWHM) (coloured lines). The latter is also known as the

spectral linewidth of the resonance. The relation between the damping coefficient γ in

equation A.10 and ∆f in equation A.11 is given by [124]

γ = π∆f. (A.12)

The latter equation can be used to calculate the signal’s lifetime τ = 1
γ = 1

π∆f
1.

An explicit quantitative analysis of the evaluated damping coefficients and linewidths

of figure A.4 are listed in table A.1. The evaluated linewidths using equation A.11

Signal γ
π (GHz) ∆f (GHz)

black 0.315± 0.001 0.3630± 0.0001
red 0.300± 0.010 0.3460± 0.0001
blue 0.335± 0.010 0.3770± 0.0001

Table A.1: Evaluated parameters of the regressions shown in figure A.4.

are always larger than the damping coefficients γ using equation A.10. The slight

overestimation of the regressions in the frequency domain is due to the used fixed time

window of the experimentally measured signals. The time window of 10 ns corresponds

to a minimal linewidth of 0.2 GHz, which lies in the range of the evaluated signals’

linewidths. Therefore, this work focuses on regressions in the time domain than in the

frequency domain.

A.4 Analysis of Transient PMOKE Signals at 30, 110 and

140mT

Figure A.5 presents transient PMOKE signals and their corresponding power spectra for

three different magnetic fields, i.e. B = 30, 110 and 140 mT. These signals correspond

to the signals shown in figure 5.7 on page 78. In addition to the measured signals,

regressions using a sum of damped sine functions are displayed, as well. The sum of

damped sine functions is defined according to

δmz =

n∑
i=0

m0
i e
−γit sin (2πfit) , (A.13)

where m0
i , γi = π∆fi and fi is the respective amplitude, damping parameter and

frequency, respectively. ∆fi is the full width at half maximum (FWHM) of the cor-

responding power spectrum (see section A.3). The TR-PMOKE signal measured at

1This relation is very helpful to discuss damped oscillating singles both in time and frequency
domain.
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30 mT, contains three modes, which can be attributed to the FM, QTA and QLA

mode (see figures A.5(a),(b)). A regression according to equation A.13 (n = 3) nicely

describes both the transient signal and its corresponding frequency spectrum. All

evaluated freuencies (fi) and FWHMs (∆fi) are listed in table A.2. The non-zero am-

plitudes of the QTA and QLA modes can be explained by the resonance with high-order

magnon modes (see chapter 4). Figures A.5(c),(d) discuss measured and fitted signals

at B = 110 mT. Similar to the previous regression at B = 30 mT, a regression using

eq. A.13 (n = 3) has been performed, as well (see table A.2). The evaluated frequency

splitting around the 13.1 GHz line reads Γeval = f2−f1 ≈ 0.35 GHz ≈ 0.4 GHz. Figures

A.5(e),(f) discuss measured and fitted signals at B = 140 mT, where the QLA mode

possesses a huge amplitude. Due to the single contributions to the transient signal for

times > 0.7 ns, only a regression using one frequency (n = 1) has been used (see table

A.2). The discrepancy between the regression and the measured signal in figure A.5(e)

finds its origin in the beating between the contributions given by the QTA and QLA

lines. A small contribution to the frequency spectrum at the QTA line can be also seen

in figure A.5(f) at 13.1 GHz.
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Figure A.5: Transient PMOKE measurements and their corresponding frequency spectra for
magnetic field strengths of (a),(b) 30, (c),(d) 110 and (e),(f) 140 mT (circles). The regressions
are performed using equation A.13 with n = 3 (lines). The PMOKE measurement at 140 mT
only contains one spectral line for times after 0.7 ns, whereas a regression using a single damped
sine (n = 1) is used.
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B (mT) 30 110 140

f1 (GHz) 9.17± 0.02 12.91± 0.02 -
∆f1 (GHz) 1.88± 0.02 0.27± 0.02 -

f2 (GHz) 13.06± 0.02 13.25± 0.02 -
∆f2 (GHz) 0.13± 0.02 0.27± 0.02 -

f3 (GHz) 14.64± 0.02 14.61± 0.02 14.64± 0.02
∆f3 (GHz) 0.23± 0.02 0.16± 0.02 0.16± 0.02

Table A.2: Evaluated parameters which correspond to figure A.5.

A.5 Different Regimes of Coupling

The magneto-elastic coupling between certain magnon and phonon modes can be de-

scribed by a system of coupled oscillators according to (see equation 2.69)

1

2π

daj
dt
− ifjaj +

∆fj
2
aj + i

∑
l

Kjlal = Aj , (A.14)

where aj are complex amplitudes, ∆fj are spectral linewidths (FWHM), Aj are exci-

tation amplitudes and j = QTA*, QLA, FM. The specific magneto-elastic interaction

of the considered magnon and phonon modes is described by a coupling tensor

K̂ =

 0 0 KQTA*

0 0 KQLA

KQTA* KQLA 0

 . (A.15)

At the resonance of the magnon mode with the certain phonon mode the solutions for

the resonance frequency read:

fR,l = fl − i
∆fFM + ∆fl

4
±

√
K2
l −

(
∆fFM −∆fl

4

)2

(A.16)

where l stands for QTA* or QLA, fl is the frequency of the uncoupled QTA* or QLA

modes. The real and imaginary part of fR,l gives the frequency and damping of the

corresponding hybridized magnon-phonon mode. In the case of strong coupling, when

Kl > |∆fFM−∆fl
4 |, the hybridized state possesess the normal mode splitting and the

linewidth for the split peaks is given by the ariphmetic average ∆fR = ∆fFM+∆fl
2 . In

the case of weak (or moderate) coupling, where Kl < |∆fFM−∆fl
4 |, the coupling affects

the linewidth for the coupled state, which reads

∆fR =
∆fFM + ∆fl

2
±

√(
∆fFM −∆fl

2

)2

− 4K2
l . (A.17)
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With assumption of the weak FM-QLA coupling, A.17 finally gives

KQLA =
1

2

√
(∆fR −∆fQLA)(∆fFM −∆fR), (A.18)

where ∆fR is the spectral width of the line at the resonance f = fFM = fQLA.

A.6 Polarization Dependence of the Reflection Signal

Figure A.6 presents polarization dependent reflection measurements. The figure shows

spectral amplitudes measured for different polarization angles of the linearly polarized

probe beam and the grooves of the nanograting. A zero polarization angle corresponds

to a polarization parallel to the grooves. The black dots correspond to measured spec-

tral amplitudes of the acoustic mode at 13.1 GHz (QTA mode) at a magnetic field of

0 mT. It is clearly see that a parallel alignment (zero angle) results in a small con-

tribution to the reflection signal, while a perpendicular alignment results in a strong

contribution2. Hence, a parallel alignment of the probe beam’s polarization is pre-

ferred for PMOKE measurements, where a small contribution by the reflection signal is

wanted. The perpendicular alignment is preferred for reflection measurements in order

to get a maximum contribution by the acoustic modes. In order to show the symmetry

of the polarization effect a regression using a sine-function is performed. The red dots

correspond to the acoustic mode at 14.6 GHz (QLA mode). In order to investigate its

probe polarization dependence a magnetic field of 140 mT is applied (see figure 5.10 on

page 82). This polarization dependence shows a fourfold-symmetry instead of a two-

fold symmetry, as it is observed for the QTA mode. The difference in their dependences

may be due to their specific polarizations.
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Figure A.6: Probe polarization dependence of reflection spectra in a shallow 7 nm-deep NG.
The regressions are performed using sine functions.

2The same behaviour is also observed for non-zero magnetic fields.
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