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I. Introduction 

 

Abstract 

Nucleic acids are crucial for live. The central dogma of molecular biology, stated by Francis Crick, is that 

genetic information is stored in one nucleic acid (DNA), is transferred to another one (RNA), and is then 

translated into the amino acid sequence of proteins. The reverse, however, the transfer from the protein 

sequence back to the nucleic acid, is impossible.[1] In this work, the stability of nucleic acids and therefore 

the information needed for life is studied with respect to the tautomeric stability of their components, nu-

cleobases and nucleotides. The assumed origin of life is the deep sea, where oceanic black and white 

smokers offer conditions that make them likely to be the place where the first building blocks of life were 

formed.[2] At these deep sea vents, high temperatures and pressures occur, making it important to understand 

the influence of these extreme environmental conditions on tautomer stability of nucleic acid building 

blocks, which is related to the mutation rate in nucleic acids, since the tautomeric state of a nucleobase 

determines the protonation pattern presented to a potential hydrogen bonding partner in order to form a base 

pair. A switch in the tautomeric state leads to a different protonation pattern and therefore different possible 

hydrogen bonds formed with partners, which can directly be related to the incorporation of a wrong base in 

the opposing strand; a mutation occurs. Elucidation of this is not possible by simply calculating the quantum 

chemical (QC) energetics of the respective species, but also requires consideration of the mutual polarization 

of both solvent and solute at given environmental conditions. This can be achieved using the embedded 

cluster reference interaction site model (EC-RISM) and suitable correction terms for extreme conditions.  

Once the first living systems have developed, it is crucial that they were able to undergo Darwinian evolution 

to develop into more complex life forms. This gives rise to the question how robust and universal our genetic 

code is in the universe. Is our genetic code the only one suitable for this task, or are other, alternative genetic 

codes, like the Hachimoji code[3] which is an 8-letter extension to the natural genetic code, also capable of 

undergoing Darwinian evolution, maybe even better at extreme environmental conditions? To answer these 

questions, the theoretical calculations done in this work are supported by complementary experiments using 
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the nuclear magnetic resonance (NMR) spectroscopy. For comparison with computed spectra, the calcula-

tion of suitable reference substances, especially for extreme conditions, is needed in order to obtain a reliable 

workflow for NMR predictions. In this work, the reference substance dimethyl-silapentane-sulfonate (DSS) 

is used, which, like nucleotides, has a lot of conformational degrees of freedom, needing a computational 

workflow resulting in a sufficiently sampled conformational ensemble. The reliability of computational tau-

tomer predictions is verified not only by NMR experiments, but also benchmarking with known databases 

is done. Finally, tautomers and ionization states are investigated for the small neurotransmitter histamine, 

which has a lot of conformations. Also, an approach to optimize some of the force field (FF) parameters in 

the general amber force field (GAFF) used for EC-RISM calculations is developed.  

With the workflows and results obtained during this work, it is possible to calculate NMR chemical shifts 

over a broad range of temperatures and pressures using the EC-RISM solvation model. These chemical 

shifts as well as (temperature dependent) energetics can be used to predict tautomer ratios with high accu-

racy. Using the model system histamine, it is shown that EC-RISM can be used to improve FF parameters 

for the prediction of pKa-values in aqueous solution. The benchmarking, the improvements developed dur-

ing this work, and NMR spectroscopic experiments are successfully applied for the investigation of nucleic 

acid building blocks. The natural nucleobases, nucleosides and nucleotides are tautomer stable over a broad 

range of pressures and temperatures, while the extended Hachimoji code needs some further improvement. 
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Zusammenfassung 

Nucleinsäuren sind elementare Bausteine des Lebens. Das zentrale Dogma der Molekularbiologie, welches 

von Francis Crick formuliert wurde, besagt, dass die Erbinformationen in einer Nucleinsäure (DNS) gespei-

chert sind, von dort in eine andere überführt werden (RNS) und anschließend in die Aminosäuresequenz der 

Proteine übersetzt werden. Hingegen ist der umgekehrte Prozess, der Transfer der Proteinsequenz in eine 

Nucleinsäure, unmöglich. [1] In dieser Arbeit wird die Stabilität von Nucleinsäuren, und damit der lebens-

wichtigen Erbinformationen, im Hinblick auf die Tautomer Stabilität ihrer Komponenten, der Nucleobasen 

und Nucleotide, studiert. Als Ursprung des Lebens wird die Tiefsee vermutet, dort bieten schwarze und 

weiße Raucher Umgebungsbedingungen die es wahrscheinlich machen, dass dort die ersten Bausteine des 

Lebens geformt wurden.[2] An diesen Tiefseequellen herrschen hohe Temperaturen und Drücke, daher ist es 

wichtig, den Einfluss dieser extremen Umweltbedingungen auf die Stabilität der Nucleinsäurebausteine zu 

überprüfen. Die vorliegenden Tautomere dieser Bausteine bestimmen das Protonierungsmuster, welches 

potentiellen Wasserstoffbrücken-Bindungspartnern präsentiert wird um ein Basenpaar zu bilden, daher kann 

die Tautomer Stabilität direkt mit der Mutationsrate in Nucleinsäuren korreliert werden. Ein Wechsel des 

Tautomers kann zu einem Wechsel im Protonierungsmuster und damit zu anderen Möglichkeiten Wasser-

stoffbrücken auszubilden führen, was wiederum zu einem anderen Bindungspartner führt, der anschließend 

in den Gegenstrang eingebaut wird; dies ist eine Punktmutation. Um diese Stabilität zu überprüfen, reichen 

einfache quantenchemische (QC) Energieberechnungen nicht aus, da die gegenseitige Polarisation von ge-

löstem Teilchen und Lösungsmittel bei den gegebenen Umgebungsbedingungen berücksichtig werden 

muss. Dies kann jedoch mit dem „embedded cluster reference interaction site model“ (EC-RISM) und für 

die Extrembedingungen geeigneten Korrekturtermen erreicht werden.  

Nachdem sich die ersten lebenden Systeme entwickelt hatten, war es wichtig, dass sie in der biologischen 

Evolution unterliegen, um sich zu komplexeren Lebensformen zu entwickeln. Daraus ergibt sich die Frage 

nach der Stabilität und der Allgemeinheit unseres genetischen Codes im Universum. Ist unser genetischer 

Code der einzige, der in der Lage ist, der Evolution unterliegende Systeme zu entwickeln oder sind andere 

Codes, wie der Hachimoji-Code,[3] der eine Erweiterung unseres genetischen Codes auf acht Buchstaben 

ist, ebenfalls dazu in der Lage? Eventuell sogar besser bei extremen Umgebungsbedingungen? Um diese 

Fragen zu beantworten, sind in dieser Arbeit nicht nur theoretische Berechnungen durchgeführt worden, 

sondern auch komplementäre Kernspinresonanzspektroskopie (NMR) Experimente durchgeführt worden. 
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Um experimentelle und berechnete Spektren vergleichen zu können, ist es nötig geeignete Referenzsubstan-

zen zu betrachten und deren Eigenschaften zu berechnen, besonders unter extremen Umgebungs-

bedingungen. In dieser Arbeit wird der Fokus auf die Referenzsubstanz 2,2-Dimethyl-2-silapentan-5-sul-

fonsäure (DSS), eine Substanz die ähnlich wie Nucleotide viele konformationelle Freiheitsgrade hat, gelegt. 

Um diese Freiheitsgrade in Rechnungen zu berücksichtigen, wird ein Arbeitsablauf benötigt der ein mög-

lichst realistisches konformationelles Ensemble erzeugt. Um die Zuverlässigkeit von berechneten 

Tautomerenverhältnissen zu überprüfen wurden nicht nur NMR Experimente durchgeführt, sondern auch 

„Benchmark“ Rechnungen an Datenbanken mit experimentellen Ergebnissen durchgeführt. Außerdem wur-

den die Tautomerenverhältnisse und Ionisierungsstufen des Neutrotransmitters Histamine, eines kleinen 

Moleküls mit vielen konformationellen Freiheitsgraden, untersucht. Dabei wurde ein Arbeitsablauf um 

Kraftfeldparameter (FF Parameter) des „general amber force field“ (GAFF) welches für EC-RISM Rech-

nungen benötigt wird, entwickelt.  

Mit den in dieser Arbeit entwickelten Arbeitsabläufen und den damit erhaltenen Ergebnissen ist es möglich 

chemische Verschiebungen mithilfe von EC-RISM für eine weite Spanne von Temperaturen und Drücken 

zu berechnen. Diese chemischen Verschiebungen und die temperaturabhängigen Energien von Molekülen 

können genutzt werden um Tautomerenverhältnisse mit hoher Genauigkeit zu berechnen. Am Beispiel des 

Histamins wird gezeigt, dass mithilfe von EC-RISM FF Parameter optimiert werden können um die Be-

rechnung von pKa-Werten in Lösung zu verbessern. Das „Benchmarking“ und die Weiterentwicklungen die 

in dieser Arbeit vorgestellt werden, werden, zusammen mit den NMR Experimenten, erfolgreich für die 

Untersuchung der Nucleinsäurebausteine eingesetzt. Als Ergebnis wird erhalten, dass die natürlichen Bau-

steine über eine weiten Temperatur- und Druckbereich tautomerenstabil sind, während der Hachimoji-Code 

dafür weitere Verbesserungen benötigt.  
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1.1 What is tautomerism? 

The tautomeric effect is one major focus of this work; the term tautomerism describes the migration of 

functional groups or, more often, atoms within the same organic molecule. The term was introduced in 1885 

by Conrad Laar for the endpoints of an intramolecular vibration[11,12] although today's definition of tautom-

erism is more in line with the historical alternative concept of protomerism.[13] This term prevailed and is 

now used for a wide range of readily interconvertible isomers where the migrating group becomes a nucleo- 

or electrofuge during the isomerization reaction.[14] Most of the time, the migrating atom is a hydrogen atom 

or a proton, especially in aqueous conditions where the solvent molecules assist the tautomerization process; 

this is called prototropic tautomerism and is investigated in the context of this work. 

Although tautomerism is an isomeric effect,[14] it is different from typical isomeric forms such as enantio-

mers or cis-/trans isomers. In these forms the transformations are usually difficult, which allows isolation 

of the respective states. In contrast to these, the tautomeric transitions are usually much faster, making it 

hard to detect them separately; tautomers form a dynamic equilibrium. 

 

1.2 Importance of tautomerism in biological systems 

The small energetic differences and fast transitions lead to experimental difficulties in the analysis of tauto-

mers, yet simultaneously allow useful applications. Tautomers can have a completely different structure, 

with different hydrogen bonding patterns, and thus different chemical and biological properties. In biologi-

cal systems, the processes taking place have to be controlled by fine switching, which is possible due to 

tautomerism. Enzymes called tautomerases are catalyzing tautomerization reactions in cells and play im-

portant roles in biochemical pathways, like the dopachrome tautomerase (DCT) in the synthesis of the 

melanin pigment.[15,16] Another famous case in biology is the tautomerism of nucleobases, which is discussed 

in detail in chapter 1.6. An example system that is currently studied in the Kast group is the tautomerism in 

the Rizin-A/Pteroic acid-complex for which the pH-dependent tautomer populations drastically change 

upon ligand binding,[17,18] but there are also a multitude of artificial switchable systems involving tauto-

mers.[19,20] Tautomerism is also an important aspect to consider during drug development, because the 

molecules have to maintain functionality under physiological conditions.[21] In biological systems like living 

cells, tautomers are influenced by a lot of environmental properties, like the solvent polarity (usually polar 
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solvents like water favor the more polar tautomer, in contrast to for example apolar membranes), the pH 

value of the medium (due to the possibility to switch tautomerism on/off by changing the protonation state 

and a wide range of pH values in the body),[21] pressure, macromolecular crowding and, most importantly, 

temperature. High temperature stabilizes the least stable tautomer due to the relationship between the equi-

librium constant and the standard free enthalpy described by the well-known formula r ln   G RT K , 

therefore the temperature dependence of tautomerism is an important aspect of this work.[21]  

 

1.3 Experimental insights into tautomerism 

Experimentally, there are a lot of strategies to get insight into tautomerization phenomena. A method allow-

ing the direct observation of a tautomerizing molecule on a surface at low temperature is the scanning 

tunneling microscopy (STM) with which the tautomerisation of tetraphenyl-porphyrin could already be clar-

ified;[22] the method is described in detail in Ref. 23. Another approach on a slower timescale and requiring 

difficult sample preparations is crystallography,[24] but to get insight in dynamic tautomerism, especially in 

solution, faster timescales are needed. A suitable method in the gas-phase is the vacuum ultraviolet spec-

troscopy (VUV).[25] In solution, flash photolysis[26] can be used, but here ionization of the molecule is 

needed. A selection of experimental methods like stationary and time resolved fluorescence spectroscopy, 

femtosecond pump-pump spectroscopy, linear solvation energy relationships (LSER), and the basicity 

method are discussed in detail in Ref. 27. Two of the most used experimental techniques for tautomer elu-

cidation, the ultraviolet/visible (UV/VIS)[28] and nuclear magnetic resonance (NMR) spectroscopy will be 

discussed here in detail.[29]  

The main advantage of UV/VIS spectroscopy is the timescale. Electron excitation is faster than the proton 

transfers in tautomers, allowing for their measurement as individual species even if they are physically 

inseparable. The method is inexpensive, flexible, and the use of different solvent and environmental condi-

tions is possible which is advantageous as well. The problem is the overlap of the spectra of the respective 

tautomers, therefore the determination of the tautomer populations is difficult as long as the spectra of the 

individual species are unknown. This problem can be solved in different ways, for instance through the use 

of fixed model compounds, where one of the tautomerizing protons is exchanged with a methyl group, or 
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by computation of the individual spectra using quantum chemical methods or advanced chemometric ap-

proaches, allowing for quantitative results.[28,30]  

NMR spectroscopy in general is one of the most important methods for structure elucidation due to the 

broad range of applications. Experiments can be performed in the gas phase, the liquid and solid state, it 

allows the investigation of small molecules as well as larger systems such as polymers or proteins over a 

wide range of temperatures (-180 to +200 °C) and pressures (regularly up to approximately 3 kbar, with up 

to 9 kbar in extreme cases).[31,32,33,34] Various NMR parameters are experimentally accessible, such as chem-

ical shift, the nuclear Overhauser effect (NOE), and spin-spin coupling constants, which are all suited for 

structure elucidation. These parameters contain several pieces of information about the molecules under 

investigation. The NOE allows very precise determination of atomic distances,[35] 3J couplings of dihedral 

angles[36,37] and 1J couplings of atom-distances.[38] Multiple methods are based on the angle dependence of 

coupling constants and allow the determination of relative[39] and absolute[40,41] configurations.[42] These 

methods are not suited for tautomer elucidation, due to the fast proton transfer, especially in protic solvents; 

here, the measurement of the exchanging protons is often impossible even at low temperatures, and ensem-

ble averages are usually obtained due to the slow time scale of NMR.[29,43] Like in UV/VIS spectroscopy, 

the problem of unknown properties of the individual tautomers occurs. Therefore, similar approaches are 

used to overcome this; one is the use of blocked derivatives of all tautomers (and calculation of the fractions 

of these tautomers from the spectrum of the unblocked species, which is done by methylation for the neu-

rotransmitter histamine[44]). Alternatively, model compounds which are known to exist in only one 

tautomeric form can be used, as well as solid state properties for one of the tautomers (due to the fact that 

there more often only one tautomer exists in the solid state).[29] Other approaches are the deconvolution of 

the spectra[45] and the use of theoretically calculated properties (for instance from GIAO[46] or IGLO[47] 

calculations; this kind of calculations will play an important role in this work). Although there are several 

further problems, like determining the correct ionization states and the correct underlying conformational 

ensemble,[48] there are several examples for successful tautomer elucidations by NMR (mostly combined 

with QC calculations). For instance, studies about NH-benzimidazoles, investigated at liquid and solid 

state.[49] The main tautomers of 2-heteroaryl-substituted quinoxalines,[50] pyrazoline derivatives,[51] ben-

zopyrano[3,4-d]imidazol-4(3H)-ones,[52] and 1-methyl-2-phenacylbenzimidazoles[53] could be determined 

this way. Besides, multiple structures with a possible O-H⋯O enol-enol tautomerism,[54] all monosubstituted 
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methylimidazoles,[55] and numerous Schiff bases (e.g. Ref. 56) are investigated in the literature. Even if, as 

illustrated, NMR spectroscopy can be used to solve many problems and clarify tautomer relationships, there 

are limitations: For instance, if a ligand is bound to a protein, it is still possible to get insight into this binding 

process,[57] but the determination of chemical shifts can be very difficult due to the signal overlap, making 

it impossible to unambiguously identify the amino acids involved in the binding-process.[58]   

 

1.4 Computational insights into tautomerism 

Spectroscopic methods like UV/Vis- and NMR spectroscopy are powerful techniques, helping to solve dif-

ferent problems like tautomer elucidation. These methods can be and are nowadays supported by 

computational methods. For example, combined approaches were used in the publications presented in the 

previous section. Calculations can not only support the experimental approaches, they can even give further 

insight due to the possibility to calculate energetics as well as spectroscopic parameters for each confor-

mation, tautomer and ionization state while the experiment mostly delivers ensemble information. Thus, 

there is mutual support of both methods. For the description of tautomerism, the proton transfer is important. 

Although the solvation free energetics of each tautomer can be calculated with molecular mechanics (MM) 

as well as with QC calculations, in classical MM approaches the minimum of the potential energy is arbi-

traty, which means that relative tautomer energies cannot be calculated. Also, proton transfers and therefore 

tautomer transitions are not obtainable. Newer techniques like proton transfer MM (additional potentials, 

which are assigning the proton to a respective donor or acceptor group based on geometry constraints, 

QM/MM approaches or reactive FFs are important techniques)[59,60] try to solve this problem and are re-

viewed in Ref. 61, but QC is still the method of choice for tautomer calculations. Quantum chemical 

approaches are very diverse with a plethora of methods: wave function methods like Hartree-Fock[62] (HF), 

the Møller-Plesset perturbation theory[63] (MP2), coupled-cluster theory[64,65,66] (in this work used with sin-

gles and doubles excitations with perturbed triples CCSD(T)), the quantum chemical density functional 

theory[67,68] (DFT) with a large variety of functionals from pure functionals such as PBE,[69,70] hybrid func-

tionals like B3LYP[71,72,73] (the one used in this work) up to double-hybrid functionals like B2PLYP,[74] semi-

empirical methods, for instance AM1[75] and PM6[76], and even ab initio simulations.[77,78] All these tech-

niques have their individual strengths and weaknesses: for example, DFT, while being fast, needs empirical 

dispersion corrections for some calculations.[79,80,81] In this work, they are used to calculate the energetics 
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and spectroscopic parameters of tautomers; thus multiple important aspects have to be considered: the un-

derlying conformational ensembles (which can be calculated for example with MM simulations, as done for 

the epidermal growth factor receptor (EGFR) inhibitor WZ4002[82]), and the solvent model, which is crucial 

for the calculation of energetics and NMR parameters.[83]  

The molecule geometry as well as the conformational ensemble often differ strongly between gas- and so-

lution phase. Because of that, geometry optimizations have to be done with a model representing the 

respective state, such as the polarizable continuum model (PCM).[84] Consideration of these aspects has a 

strong influence on the computed NMR parameters.[85,86] They also depend on intermolecular interactions 

such as hydrogen bonds to other solute/solvent molecules which are often neglected in the gas phase or 

using continuum solvation.[87] For this work, the solvation model of choice for the calculation of Gibbs free 

energies and NMR parameters is the embedded-cluster reference interaction site model (EC-RISM).[88,89] In 

tautomerism, the energetic differences that have to be dealt with are often very small. It is possible to cal-

culate these small differences correctly, but the “correct” computational method has to be chosen because 

computational results strongly differ depending on the chosen level of theory, basis set and solvation model. 

Thus, adequate benchmarking is needed, which has to be done with respect to experimental results. Besides, 

the computation of spectroscopic parameters can be helpful for validating the computational approach. A 

dataset containing experimental energetics of tautomers is available from the “statistical assessment of the 

modeling of proteins and ligands” challenge part two (SAMPL2), which took place in 2010. The Kast group 

participated with the EC-RISM solvation model resulting in the lowest overall root mean square error 

(RMSE) between computational prediction and experiment.[90,91] This challenge was designed in a way that 

the organizers provided the dataset to the participants divided into three subsets: a so-called “obscure” da-

taset in which only the tautomer pairs are known and the experimental data are withheld by the organizers, 

resulting in a blind prediction challenge; the “explanatory” dataset with unexpected experimental data which 

are also provided to the participants, looking for an explanation for these unexpected results; and the “in-

vestigatory” dataset for which no experimental data was available, to test the consensus of the 

participants.[90] This dataset is well suited for benchmarking computational approaches and will play an 

important role in this work.  
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1.5 Tautomerism of 2-pyridone / 2-hydroxypyridine 

If there is one experimentally and theoretically well studied compound with respect to tautomerism, it is 2-

pyridone respectively 2-hydroxypyridine. This system undergoes a lactim-lactam tautomerism, which is 

shown in Figure 1. Suitable ways to study this tautomerism are infrared and microwave spectroscopy, which 

can be done in the gas-phase, solid state and liquid state. In the gas-phase, the way to distinguish between 

tautomers are the OH bands of hydroxypyridine (or the C=O bands of the 2-pyridone, respectively), and a 

proper assignment using ab initio calculations. The tautomer ratio in the gas-phase is 3:1 in favor of the 

hydroxy-form, with at least a fraction of 95% of the Z-isomer.[92,93] 

 
Figure 1: Tautomerism of 2-pyridone and 2-hydroxy-pyridine, a well-known tautomeric system, which is extensively described in 

the literature. 

In the solid state, X-ray crystallographic studies are also possible, from which the relative position of the 

hydrogen with respect to the oxygen and nitrogen can be determined. The main form in the solid state is the 

2-hydroxpyridone, where the molecules are linked to puckered chains via NH to O hydrogen bonds. The 

formation of dimers, which occurs in solution and is shown in Figure 2, cannot be observed.[94,95] The situ-

ation in solution is more complicated, but complementary to the experimental methods described above, 

also NMR measurements are well suited to investigate the system in solution. The energetic differences 

seem to be quite small and dependent on solvent polarity. Generally, polar media favor tautomers with larger 

dipole moments, therefore the 2-pyridone form is favored in media like water while 2-hydroxypyridine is 

favored in apolar media like cyclohexane.[96,97] Additionally, there is a dimerization observed for the system 

in solution. In polar and protic solvents like water, there are a lot of solute-solvent interactions and hydrogen 

bonds, so that the monomer is the dominant species, whereas in apolar media the dimer is preferred due to 

the hydrophobic effect.[98,99]  
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Figure 2: Two possible dimers of 2-pyridone and 2-hydroxypyridine in solution. Apolar solvents seem to prefer dimerization. 

This system is part of the SAMPL2 dataset for which the experimental value for the tautomerization energy 

in solution is given with -4.8 kcal/mol for 2-pyridone with respect to 2-hydroxypyridine. The result of the 

original SAMPL2 submission of the Kast group was -7.73 kcal/mol,[91] a result that could be improved 

to -4.52 kcal/mol[10] with the developments during this work. This final result is in a similar order of mag-

nitude as other QC based submissions from the SAMPL2 challenge (-4.01 kcal/mol).[100] 

 

1.6 Tautomerism in nucleic acids and their building blocks 

The central nucleic acid, storing the genetic information of higher life forms, is the DNA. The double helical 

structure of DNA was examined by James Watson and Francis Crick in the 1950’s. There is an anecdote 

stating that the theoretical chemist Jerry Donahue, sharing the office with them, gave them the hint that the 

most probable tautomers of the nucleobases may be wrong in a lot of textbooks during this time. After using 

the correct tautomers, they supposedly quickly finished their work, resulting in the DNA model still valid 

today.[24] This shows the importance of tautomerism in biology, since only the “correct” tautomer is able to 

form the “correct” base pairs, a pair of cytosine and guanine, stabilized by three hydrogen bonds, and a pair 

of adenine and thymine (uracil in RNA), stabilized by two hydrogen bonds. These well-known Watson-

Crick pairs are shown in Figure 3. Deviations from this scheme can also be observed. Especially if the strict 

arrangement in the double helix is abandoned, it is possible that rare tautomers occur. The A-T pair seems 

to adopt rare tautomers at the end of G-C rich sequences. The hints that this sequence stabilizes the rare 

tautomer can help to explain the sequence dependence of mutations during the DNA replication.[101] In DNA 

polymerases, T-G and C-A mismatches have been reported in the context of ionization events.[102]  
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Figure 3: Natural Watson-Crick base pairs. The cytosine-guanine pair with three hydrogen bonds (A) and the thymine-adenine pair 

with two hydrogen bonds (B). Hydrogen bond donors are marked in blue, acceptors in red. The R denotes the ribose (RNA) or 

desoxyribose (DNA) bound to the base. In RNA, thymine is replaced by uracil. 

Both the presence of rare tautomers during replication (exemplary mispairings are shown in Figure 4) and 

the formation of so-called wobble pairs, caused by unfavorable stereochemistry of the base pair, can lead to 

substitution mutagenesis.[103] Especially in RNA biochemistry, where a lot of catalytic processes under par-

ticipation of nucleic acids occur, like self-cleaving during splicing events or riboswitches, tautomerism plays 

an important role. A detailed review of these topics is given in Ref. 104. Experimentally, nucleobases are 

well characterized in the gas-phase. For guanine in the gas phase, the dominance of the 7N-keto tautomer is 

shown in experiment and theory, while in solution the 9N-keto tautomer, known from Watson-Crick base 

pairing, is the most abundant.[25,105,106] For adenine, too, the 9N-tautomer is the main form, with minor frac-

tions of the N7- and N3-tautomers, dependent on the environment. In the gas-phase, imino-tautomers are 

observed as well.[106,107] Cytosine has three different tautomers, the Watson-Crick tautomer, the 3N-tauto-

mer, and the enol tautomer. While in the gas-phase, in argon and nitrogen matrices, multiple tautomers 

occur, in solution only keto-tautomers are present, with the Watson-Crick tautomer being the most abun-

dant.[105,106] Thymine and uracil exist mainly in the keto-form, but some experiments, using derivatives, 
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indicate the presence of a small amount of enol-tautomers even in solution.[106] For all nucleobases, it is 

important to also consider the ionization state, since the removal or addition of a proton drastically increases 

the number of accessible protonation patterns. A lot of experimental and theoretical studies also cover the 

base hypoxanthine and the respective nucleoside inosine. These substances are not investigated in this work; 

the tautomers investigated here are described in more detail in Table 20 in chapter 4.5.1. 

 
Figure 4: Mispairings of DNA nucleobases involving rare tautomers. Two thymine-guanine base pairs are possible (A and B) 

involving keto-enol tautomers of the thymine (A) or guanine (B). Two cytosine-adenine pairs are also possible (C and D) involving 

amino-imino tautomers of the cytosine (C) or adenine (D). Hydrogen bond donors are marked in blue, acceptors in red. 

 

1.7 Non-natural nucleic acids – the Hachimoji code 

Natural DNA satisfies the central dogma of molecular biology. An example for an artificial nucleic acid 

system is the Hachimoji code (from the japanese words for eight “hachi” and letter “moji”). Hachimoji DNA 

and RNA exhibit catalytic activity, and transcription from DNA to RNA can be performed. By introducing 

additional letters, the information density is increased compared to the natural nucleic acids.[108] The code 
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consists of the additional purine like bases P (5-aza-7-deazaguanine) and B (isoguanine or 2-hydroxyad-

enine) as well as the pyrimidine like bases Z (6-amino-5-nitropyridin-2-one) and S, for which two variants 

exist, one for Hachimoji DNA, the dS (1-methylcytosine), and one for Hachimoji RNA, the rS (isocytosine), 

similar to the thymine and uracil split between natural DNA and RNA. In contrast to the natural nucleic 

acids, the Hachimoji base pairs all are held together by three hydrogen bonds; these base pairs are shown in 

Figure 5. 

 
Figure 5: Hachimoji base pairs. The isocytosine-isoguanine pair used for Hachimoji RNA (A) and the Hachimoji DNA pairs 

1-methylcytosine-isoguanine (B) and 6-amino-5-nitropyridin-2-one-5-aza-7-deazaguanine (C). Hydrogen bond donors are marked 

in blue, acceptors in red. 

An interesting aspect of the Hachimoji code is the fact that the bases are purine and pyrimidine-like. While 
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B and S are “real” purine and pyrimidine bases, P and Z are derivatives by leaving a nitrogen atom out of 

the pyrimidine in case of Z and changing the position of a nitrogen atom from 7 to 5 in P. By using these 

nucleobase scaffolds and building pairs of a large and a small base, the overall geometry of natural nucleic 

acids is mimicked, resulting in similar geometries of the double helix and an overall structure close to natural 

DNA. Even native T7 RNA polymerase is able to transcribe the P-Z base pair in both directions and the dS 

to B pair and only fails to incorporate the rS opposite of B. Using a mutant, the FAL T7 RNA polymerase, 

the transcription of the whole Hachimoji code is possible. The Hachimoji code is able to undergo Darwinian 

evolution.[3] The required mutation events may occur from tautomerization events; in Figure 6, mispairings 

of Hachimoji P and B tautomers with the natural thymine are shown. The investigation of the tautomer 

stability of Hachimoji bases is a major part of this work.[9] All of the tautomers investigated in this work are 

presented in chapter 4.5 Table 20. 

 
Figure 6: Mispairings of tautomers of the Hachimoji purines P (A) and B (B) with the natural pyrimidine base thymine; similar 

mispairings are possible with uracil. 
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1.8 Thesis outline 

In the next section of this work, the theory and the methods used are outlined. This includes quantum chem-

ical as well as molecular mechanics-based methods with a focus on solvation modelling, conformational 

sampling and the calculation and measurement of NMR chemical shifts. Afterwards, the computational and 

experimental protocols used for the data acquisition are outlined. In the following results section, at first an 

extension for temperature variation for the EC-RISM solvation model is introduced, this is followed by 

benchmarking of the predictivity of EC-RISM for tautomer ratios using the SAMPL2 dataset. Subsequently 

histamine, a model system with multiple ionization states, tautomers and conformations is investigated in 

detail. Thereby, all new developed methods are applied to benchmark them on a well-known test system. In 

the context of this benchmarking, a new approach for the optimization of force-field (FF) parameters is 

introduced and, most importantly, the performance of a combined computational and NMR spectroscopic 

approach for the prediction of tautomer ratios is explored. This approach is based on the calculation of NMR 

chemical shifts for the tautomers and a fitting of them onto experimental chemical shifts of the respective 

ionization states. An important aspect of this chapter is the determination of the nuclei most sensitive for 

tautomerism; the 15N nucleus is the most important one for the determination of nitrogen heterocycle tau-

tomerism. For computational NMR spectroscopy, shielding constants of reference substances are needed 

for each nucleus of interest. Such reference shielding constants are introduced for the use in pressure and 

temperature dependent EC-RISM calculations. All these developments are afterwards used for the investi-

gation of the tautomer stability of nucleic acid building blocks. Thereby, the systems increase in complexity, 

from nucleobases, natural and non-natural species are considered with a focus on the Hachimoji code, to 

investigations on the conformational preferences of the AMP nucleotide at high pressures in a two state 

system, and finally, the examination of the temperature dependent tautomerism of all natural nucleosides 

and nucleotides by consideration of the conformational ensemble and applying the combined computational 

and NMR spectroscopic approach. Therefore, the chemical shifts of all nuclei of the base of the nucleotides 

are measured and calculated temperature dependent.  
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II. Theory 

 

2.1 Basics of the nuclear magnetic resonance spectroscopy 

In chapter 1.3 the importance of NMR spectroscopy for the tautomer elucidation is described. This chapter 

will explain the basics of this spectroscopic method. The basis of NMR is the nuclear angular momentum P 

which is defined as[32]  

 1P I I  ℏ ,  (1) 

where I is the nuclear angular momentum quantum number, often called nuclear spin, and ℏ  the reduced 

Planck constant. This number equals zero for atomic nuclei with an even number of protons and neutrons 

(these nuclei cannot be observed by NMR), an non-zero integer if the nucleus has an odd number of protons 

and neutrons, and half-numbered if the number of protons or neutrons is odd.[109] The angular momentum 

and the magnetic moment  of the nucleus are connected via the gyromagnetic ratio , which is different for 

each isotope 

μ p .  (2) 

During an NMR experiment, the nuclear angular momentum is influenced by an external magnetic field B; 

the strength in the flux direction z of this field is 

zp m ℏ ,  (3) 

where m is the magnetic quantum number, resulting in a splitting into 2I+1 energy states, one for each 

possible orientation[110]  

0E m B  ℏ ,  (4) 

with the flux density B0 of the magnetic field, which is called Zeeman effect. The nuclear spins undergo the 

so-called Larmor precession with the frequency L, leading to an energetic difference E between the Zee-

man levels[32]  

02L B





 , 
 (5) 

0E B  ℏ .  (6) 

These levels are occupied according to Boltzmann statistics, some of the most observed NMR nuclei like 
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1H, 13C, 15N, 19F and 31P have a magnetic quantum number of 1 2Im   , yielding a ratio of 

 
1( )2

1( )2

exp
m

m

N
E

N






   , 
 (7) 

their spins can be excited using radiation of the energy h E   .  is the inverse temperature: (kBT)-1 with 

the Boltzmann constant kB, respectively the gas constant R for molar quantities. The needed frequency de-

pends on the local magnetic field Beff at the nucleus which is given by 

eff 0 0B B σB  ,  (8) 

with the shielding constant . Using this local magnetic field, the resonance frequency is 

 0 0 1
2

B


 


  . 
 (9) 

The local magnetic field depends on the surroundings of the nucleus and, thus, allows for conclusions about 

the chemical environment. The resonance frequency depends on the strength of the external magnetic field 

which varies for different spectrometers, needing for a standardization of the spectra. Because of that, a 

reference substance is needed, this substance is in most cases (according to IUPAC) tetramethylsilane 

(TMS) for 1H and 13C nuclei and liquid ammonia for 15N; in water, the more soluble sodium 2,2-dimethyl-

2-silapentane-5-sulfonate (DSS) is used.[111] The resulting standardized values are called chemical shifts and 

are used for example for structure elucidation.[110]  

A nucleus can also interact with a neighboring nucleus; this is called nuclear coupling. Coupling is possible 

via space or indirectly via the bond electrons. The mechanism of the so-called scalar coupling (J-coupling) 

is based on the different spins of the bond electrons, which are influenced to different degrees by the spin 

of the respective nuclei, resulting in a splitting of the NMR signal. The number of bonds involved in the 

scalar couplings is typically denoted, i.e. 2J denotes the scalar coupling constant via two bonds. The nuclear 

Overhauser (NOE) effect exploits the so-called dipolar, or direct, coupling through space, which normally 

cancels in solution, by saturating the resonance of a nucleus. The relaxation rate of the dipolar coupling 

depends on the distance of the nuclei, which is measured via the signal intensity and allows the calculation 

of nuclear distances. Both effects will be mentioned in this work, but play a minor role compared to the 

chemical shifts. For a detailed description of J-couplings and NOEs the usual literature, like Ref. 32, is 

recommended. 
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2.2 Basics of quantum chemical calculations 

In quantum chemistry, each system can be assigned to a wave function that describes it completely. With 

the help of suitable operators, the desired observables can be extracted from this wave function. In this work, 

only the time-independent, non-relativistic case is considered, in which the Schrödinger equation, that de-

scribes the relationship between the wave function  and the energy E via the molecular Hamilton operator 

Ĥ  (which can be divided into the kinetic T̂  and potential V̂  energy operators), reads as follows:[112]  

Ĥ E   . (10) 

Analytically, the Schrödinger equation can only be solved for simple systems like the hydrogen atom, more 

complex systems need the introduction of numerical solution techniques and approximations. In this work, 

the Born-Oppenheimer approximation,[113] in which electrons and nuclei are treated differently due to the 

large difference in mass, is used. This approximation allows the description of the nuclei using classical 

mechanics potentials since the motion of the nuclei is only slightly influenced by the electrons and negligi-

ble; an instantaneous relaxation of the electrons, having a much higher speed and lower mass, is assumed, 

allowing for a separation of the wave function into and an electronic and a nuclear part:[112]  

({ };{ }) ({ };{ }) ({ })i A i A A  r R r R R . (11) 

Now, there is only a parametric dependence of the electronic wave function ({ };{ })i A r R  on a given set 

of nuclear coordinates { }AR , and that allows a numerical solution with less computational effort, and to-

gether with the nuclear wave function ({ })A R , the total wave function ({ };{ })i A r R  can be calculated; 

{ }ir  are the electronic coordinates. The following chapters 2.2.1-2.2.6 describe different numerical tech-

niques used for quantum chemical calculations in this work. 

 

2.2.1 The Hartree-Fock method 

For all wave function methods, like Hartree-Fock, the namesake function is needed, also in most cases, the 

Born-Oppenheimer approximation is used. This approximation is in detail explained in chapter 2.2 and 

2.2.4. Although the wave function is unknown at the beginning of the calculation, it can be approximated 

using the linear combination of atomic orbitals (LCAO) technique. Here, the wave function is constructed 

as a linear combination of known wave functions, so called basis functions m, with coefficients cm, which 

can be the analytically accessible wave functions of the hydrogen atom or approximations of them (in more 
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detail discussed in chapter 2.2.6) 

m m
m

c  . (12) 

Using the variational principle (Rayleigh-Ritz method), the coefficients can be optimized; the optimal wave 

function is the one with the lowest ground state energy eigenvalue E0:[112]  

0Ĥ E   . (13) 

With real basis functions and by applying the Lagrangian formalism, this problem can be rewritten as a 

matrix equation, with the Hamilton matrix H, overlap matrix S, and coefficient vector c; the resulting equa-

tion and the matrix elements are given as[62,114]  

EHc Sc ,  (14) 

ˆ
ij i jH H  ,  (15) 

ij i jS   .  (16) 

This is the general matrix equation, called characteristic equation, for wave function approaches. For multi-

electron problems, the Pauli exclusion principle and the spin, α or β, of the electrons have to be considered; 

two electrons can occupy the same position in space when having different spin functions, so there are two 

spin orbitals χ for every space orbital[115]  

( ) ( )
( )

( ) ( )

  


  


 


r
x

r
, 

(17) 

where the position coordinates r and spin coordinates ω are independent. These spin orbitals can be com-

bined to a determinant, which is a universal multi-electron wave function, called Slater determinant, 

following the Pauli principle[115]  

1 1 1

2 2 2
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⋮ ⋮ ⋮
. 

(18) 

For a given number of electrons, all possible Slater determinants can be constructed. In practice, not all of 

them have to be calculated due to symmetry reasons. One important approximation in the Hartree-Fock 
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method is the use of only a single determinant, the Hartree-Fock ground state (all excited states are ne-

glected), the other the reduction of a many-body problem to an effective single-body problem. This is done 

using a one-electron operator, the Fock operator F̂ , for electron i while the effect of all other electrons j is 

approximated by an average effect (here for a restricted calculation and in atomic units) 

/2
2

j j
1 j 1

1ˆ ˆ ˆ( ) 2 ( ) ( )
2

M N
A

i
A iA

Z
F i J i K i

r 

         . 
(19) 

Here the first two terms are the single-electron Hamilton operator,  the Nabla operator, ZA the proton 

number of nucleus A, riA the distance between A and electron i, N is the number of electrons (in a closed-

shell system the number of occupied orbitals is half the number of electrons), Ĵ  the Coulomb operator and 

K̂  the exchange operator.[115] Because of this approximations, HF is often called mean-field approximation. 

The Schrödinger equation, using the Fock- instead of the Hamilton operator, can now be solved iteratively, 

mostly using fixed-point iterations, until convergence; this is called a self-consistent field method (SCF).[62]  

 

2.2.2 Møller-Plesset perturbation theory 

The many-body wave function that can be constructed from the Slater determinants (Eqn. 18) using a linear 

combination of all possible determinants is called full configuration interaction (FCI) wave function. The 

difference between the FCI and HF energies is called correlation energy. FCI calculations are computation-

ally demanding and time consuming and often impossible; therefore, it is important to approximate the 

correlation energy. An important method to do this is the Møller-Plesset perturbation theory (MPn, where 

n is the order of perturbation, being 2 in this work),[63] which is based on the Rayleigh-Schrödinger pertur-

bation theory. Here, the unperturbed Hamilton operator is extended by a perturbation term V
⌢

  resulting in 

a power series expression of the wave function and energy[114]  
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
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(21) 

Applying the perturbed Hamilton operator to the unperturbed wave function from a HF calculation results 

in the following expression for the energy (the order of perturbation equals the order of the power series) 
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Here, the first order perturbation energy is the HF energy by definition, while the second-order perturbation 

(MP2) energy is given by[114]  

2

(2)
0

a b a b r s
r s

ab rs
E

   



   , 

(23) 

with the eigenvalues a, b, r and s for states a , b , r  and s ; ab  is the ground state, and rs  the 

second excited state. MPn theory can easily be applied to restricted HF calculations; open-shell systems 

may cause some problems but are not investigated in this work. 

 

2.2.3 Coupled Cluster Theory 

The coupled-cluster (CC) theory is an alternative way to approximate the correlation energy, which is based 

on the many-body perturbation theory.[65] Like for MPn, a HF calculation has to be done prior to the CC 

calculation (in theory both would work also with other reference wave functions like from CI calculations, 

but HF is the standard) to get access to the ground state wave function 0, which is expanded to the CC 

wave function  with the wave operator 
te
ˆ [66,115]  

ˆ

0
te   . (24) 

The wave operator is given by a Taylor-series expansion 

ˆ 2 3

k 0

ˆ ˆ ˆ ˆ1 2! 3! ... !t ke t t t t k




      , 
(25) 

where the cluster operator t̂  is given by a series of connected operators 

1 2
ˆ ˆ ˆ ˆ... Nt t t t    . (26) 

The components of the cluster operator consist of creation ˆac  and annihilation ˆ
ic  operators, 

1 2 1 1

1 2 2 1

1 2 1 2
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N i i i i i i

i i i a a a

t N t c c c c c c   ⋯

⋯

⋯ ⋯

⋯ ⋯  (27) 

where i and a are the occupied and unoccupied orbitals, respectively. a
it  denote numerical coefficients, 

determination of them is needed for construction of the CC wave function, which has to be normalized at 
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the end of the calculation.[115] The creation and annihilation operators will create all excited states needed 

up to the excitation order determined by the cluster operator. Like MPn, CC is non-variational, but size 

consistent. In this work, the coupled-cluster calculations are done using single and double excitations while 

neglecting higher orders in Eqn. 26. Besides, a correction for triple excitations using perturbation theory as 

described in chapter 2.2.2 is applied; this is called CCSD(T). A problem of CC calculations is the high 

computational cost that scales with a power of seven with respect to the number of basis functions, and a 

comparatively large basis set is required. There are several approximations which improve the scaling be-

havior of correlated methods like MPn or CC. In this work, the RI/F12 approximations are used. The 

resolution of the identity (RI, often also called density fitting in the context of DFT) aims to accelerate the 

expensive calculation of the Coulomb interactions, especially the electron-electron repulsion integrals (ERI) 

and is available in a wide range of implementations and algorithms, from the early developments (Ref. 116 

and 117) to modern algorithms even for periodic systems (Ref. 118, 119 and 120). The original Coulomb 

matrix from an LCAO ansatz is given by 

       1 1 2 2
, , , 1 2

, , 1 2

J P P d d   
     

   

   
  

  
r r r r

r r
r r

, 
(28) 

with the one-particle density matrix P and the ERI as the double integral, having four indices and two centers 

which makes the evaluation computational demanding and costly. RI introduces auxiliary fitting basis func-

tions η which can be used to approximate the electron density via a linear combination (density fitting) or 

the Coulomb matrix[119,120]  

, r
r

J d r   , (29) 

where the dr are fit coefficients obtained by 

Vd g . (30) 

Here, V is a positive definite matrix of the ERIs over the auxiliary basis functions, and g the contraction 

vector of the density matrix composed of the three index ERIs 
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(32) 
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The dimensionality of the integrals is now reduced and Eqn. 30 can be solved efficiently using the Choleksy 

decomposition and optimized computational algorithms.[119,121] For the RI approximation, the auxiliary basis 

sets, corresponding to the respective basis set used for the calculation, have to be used; the generation of 

these basis sets is in detail discussed in Ref 122,123 and 124.  

The F12 correction is based on its precursor, the R12 approximation[125]. In these methods, explicit correla-

tion effects are only calculated for doubly occupied orbitals, therefore the wave function is expanded using 

geminals, which are pair functions of the following form 

   12 12
ˆ 1 2i jQ r   , (33) 

   12
12

ˆ 1 2r
i jQ e   . (34) 

The first term is used in R12 theory,[125] the second in F12 theory;[126] the projector operator Q̂  is given by 

   12 1 2 1 2
ˆ ˆ ˆ ˆ ˆ1 1 1Q O O V V    , (35) 

   1
ˆ 1 1i i

i

O   , (36) 

   1̂ 1 1a a
a

V   , (37) 

where the indices i and j indicate occupied and a, b virtual orbitals.[127] Using this operator, the wave function 

can be rewritten with pair functions u as matrix elements with the basis functions α,β (here for R12, the 

complementary equation for F12 can be built from Eqn. 34) 

12 12
ˆ

kl k lu Q r
     . (38) 

To avoid the calculation of higher order integrals, the R12/F12 theories are most often used with the RI 

approximation, and therefore auxiliary basis functions are needed to approximate these matrix elements. To 

calculate the R12/F12 approximations, nowadays so-called complementary auxiliary basis sets (CABS) are 

used. More details of the generation and implementation of these basis can be found in Ref 128 and 129. In 

this work, CCSD(T) calculations using the RI and F12 approximations are performed using the Orca pro-

gram package.[130]  
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2.2.4 Density functional theory in quantum chemistry 

The quantum chemical density functional theory (DFT) is based on the Hohenberg-Kohn theorem.[67] It is 

proven that the ground-state electron density uniquely determines ground-state properties such as the 

ground-state wave function, energy and thus all other electronic properties of the molecule. The electronic 

Hamilton operator using the Born-Oppenheimer approximation is[115]  

2

1 1

1 1ˆ
2

N M N N
A

i
i A j i jiA ij

Z
H

r r  

       , 
(39) 

where the coordinates of the nuclei are fixed, so that the second term, describing the electron-nuclei inter-

actions, can be rewritten as a summation over all electrons, influenced by the external potential of the nuclei, 

now depending only on the electron coordinates 
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According to the Hohenberg-Kohn theorem, this external potential as well as the number of electrons are 

determined by the ground-state electron probability density ρ0, so that (knowing the number of electrons 

and the external potential, the dependence of the ground state energy E0 from the external potential is stated 

with the formalism Ev[ρ0]) the ground-state wave function 0  can be expressed as a functional of this den-

sity[115] 

  2

0 0 0 0,
1

( ) ( )
N

v i
i

E E E r 


 
   

 
r . 

(42) 

The electronic Hamiltonian, as the sum of three terms, electronic kinetic energies and electron-nuclei 

(Ne)/electron-electron (ee) potential energies, can be written as sum of the average values determined by 

the ground-state wave function and consequently ρ0, as a functional 

           0 0 0 0 0 0 0 0( ) ( )v Ne ee eeE E T V V v d T V             r r r . (43) 

The problem here is that the functionals  0T   and  0eeV   are unknown, leading to the Hohenberg-Kohn 

variational theorem[115] 

     0 tr tr tr( ) ( )v eeE v d T V      r r r , (44) 
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where ρtr is a trial density. The step to overcome the problem of unknown functionals is the Kohn-Sham 

method, here the unknown functionals are rewritten using functionals for a reference system of non-inter-

acting particles, denoted with the subscript s[68]  

     0 0 0sT T T     , (45) 

    1 2
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12

( ) ( )1

2ee eeV V d d
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 
     

r r
r r . (46) 

The latter term describes the electrostatic repulsion energy for electrons within a continuous electron charge 

distribution within the density ρ. Inserting both of these equations in Eqn. 44 yields 

     1 2
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( ) ( )1
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 
         

r r
r r r r r  

(47) 

with the exchange-correlation energy functional Exc[ρ0], which is the last unknown functional and has to be 

approximated 

     0 0 0xc eeE T V      . (48) 

In this work, a functional from the group of Becke’s three-parameter hybrid functionals is used, Becke-3-

Lee-Yang-Paar (B3LYP),[131,132] where the exchange-correlation functional is given by:[133]  

B3LYP LDA HF LDA GGA LDA LDA GGA LDA
0 ( ) ( ) ( )XC x x x x x x c c c cE E a E E a E E E a E E        . (49) 

Hybrid functionals are using the exchange energy from HF calculations, which is denoted as HF
xE ; a0, ax 

and ac are empirical parameters, LDA
xE  and LDA

cE  are the exchange and correlation energies from the Vosko-

Wilk-Nusair functional[134] using the local-density-approximation (LDA), GGA
xE  the exchange energy from 

the Becke-88 exchange functional[131] and GGA
cE  the correlation energy from the Lee-Yang-Parr correlation 

functional,[132] the latter using the generalized-gradient-approximation (GGA). 

 

2.2.5 Calculation of nuclear magnetic resonance parameters 

In chapter 1.3 and 1.4, the importance of NMR parameters from experiment and computation is pointed out. 

In this work, the focus lies on the shielding constants. The theory of NMR parameter calculation is mainly 

developed by Ramsey in a series of papers.[135,136] The parameters can be calculated using the second order 

Rayleigh-Schrödinger perturbation theory (for an electronic system modified by a perturbation x) for sta-

tionary, non-degenerated systems[137]  



28 

 

 

 2 2 0 0

0 0
0 0

ˆ ˆ/ /ˆ
2

i n n j

ni j i j n

H x H xE H

x x x x E E

        
   

    
x

 

 (50) 

This equation describes the mixed second order derivatives of the energy and can be used for all observables 

which depend on the energy with the second order (for example electron paramagnetic resonance (EPR) 

parameters). It consists of the average of the ground-state derivative and the sum over the excited states of 

n with a normalization based on the energy En of the respective state. The chemical shift of a system is, as 

described in chapter 2.1, dependent on the shielding of a reference substance. Using the tensor formalism, 

it is given by[138]  

refσ δ 1 σ .  (51) 

Here 1 is the identity matrix and  the chemical shift tensor, for a shielding tensor  using a reference 

shielding ref,; the trace of the shielding tensor is the shielding of the system[138]  

 1
Tr

3
  σ . 

 (52) 

In this work, only the isotropic chemical shift is investigated, the anisotropy is neglected (due to the fast 

movement and rotation of a molecule in solution, these contributions average out; a detailed discussion 

about this phenomenon is given in the later chapters).[139] It is given by[135,137]  
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 (53) 

The shielding is the mixed second derivative of the magnetic momentum of the nucleus A and the external 

magnetic induction B. For the calculation, three operators are needed, the diamagnetic shielding (DS) oper-

ator DS
Ĥ , the paramagnetic spin orbit (PSO) operator PSO

Ĥ , and the orbital Zeeman operator GL̂  [140]  
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 (56) 

where the superscript T denotes triplet states. There are similar expressions for the other NMR parameters; 
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for example the spin-spin coupling constants can be calculated as the mixed second derivative of the energy 

with respect to the magnetic moments of both interacting nuclei.[141,142] These operators consist of the fine-

structure constant , the angular momentum operator l̂  and the electron coordinates with respect to the 

nucleus A, riA and, more difficult, the origin of the gauge G, riG. This gauge origin is influencing the para-

magnetic contributions via GL̂  and the diamagnetic contributions due to DSĤ .[140] This dependence cancels 

for the complete basis set and decreases with larger basis sets,[143] but for real calculations another solution 

of the problem is needed due to the high computational cost of large basis sets (especially using MP2, 

because the frozen core approximation cannot be used for NMR calculations). There are multiple methods 

to overcome this issue, like individual gauge for localized orbitals (IGLO),[47] localized orbitals local origin 

(LORG),[144,145] individual gauges for atoms in molecules (IGAIM),[146] and continuous gauge transfor-

mation (CSGT),[147,148] but the most used one, also used for this work, is the method of gauge invariant 

atomic orbitals (GIAO, also called gauge-including or gauge-dependent atomic orbital or London or-

bital)[149,150,151,152]  

 exp( / )i i ii c   A r .  (57) 

The GIAO i  is composed of the basis function i  (with the corresponding coefficient c) and a vector 

potential Ai (the first i in the exponential is the imaginary unit, not the electron index), making the wave 

function dependent on the gauge origin but the magnetic property independent of it, allowing for the calcu-

lation of NMR parameters gauge invariant and using incomplete basis sets,[149] for example using coupled 

perturbed Hartree-Fock theory.[143] A general vector potential has a rotation and a divergence, both are lo-

cation-dependent. A potential describing a magnetic field is given by[112]  

B A .  (58) 

This potential is differentiated within the calculation; thus it is possible to add a constant which vanishes 

during differentiation. This constant is the gauge of the potential and can be chosen in a way that the diver-

gence becomes zero; the resulting gauge is called gauge of Coulomb[139]  

0 A .  (59) 

Using the nonrelativistic Born-Oppenheimer approximation, the vector potential describing the external and 

nuclear magnetic field for an electron is given by[138]  

    31
/

2i i A Ai Air   A r B r μ r . 
 (60) 
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The full electronic Hamiltonian is given by a Taylor-series expansion[153]  
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(61) 

Only terms up to the second order have to be considered for the calculation of NMR parameters, since these 

parameters are second order derivatives of the energy. The calculation of NMR parameters is possible using 

a variety of quantum chemical programs[151,154,155] and theoretical methods like DFT,[156,157] CC[151,153] or 

MP2;[153,158] in this work, MP2 is used with the Gaussian program package.[154]  

 

2.2.6 Basis sets 

Only the wave function of the hydrogen atom is analytically known, all other wave functions have to be 

constructed from basis functions using the variational theorem, (Eqn. 12). A set of system-independent, 

parametrized one-electron basis functions is called basis set. In a recent review article, Nagy and Jensen 

defined six requirements for a such a basis set:[159] 

I. The basis functions should be designed in a way that the orbitals can be represented by a small number 

of functions 

II. The complete basis and therefore a basis set limit should be producible from the basis functions 

III. The basis sets should be available at different qualities, allowing for a systematic approach to the basis 

set limit 

IV. Using the basis sets, the calculation of a broad range of molecular properties should be possible 

V. The calculation of one- and two-electron integrals should be computationally efficient 

VI. The basis set should be available for a large number of atoms 

The basis set limit is the limit a computational method can achieve using an infinite (or complete) basis set 

(CBS). This value is most often extrapolated from a series of calculations using different qualities within 

the same basis set according to III. Functions that describe the orbitals of the hydrogen atom are the Slater 

functions, the resulting orbitals are called Slater type orbitals (STO)[160]  

 1
, , , ,( , , ) ,n r
n l m l mr Nr Y e 

      ,  (62) 

with the spherical coordinates r, � and �, a normalization constant , Y describes the angular momentum of 

the STO via a spherical function, ζ is the orbital exponent and n the principal quantum number. While 

representing the hydrogen orbitals with high accuracy, the STOs have the drawback of high computational 
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effort and therefore cost. This problem can be solved using Gaussian type orbitals (GTO) which can be 

written in spherical and Cartesian coordinates[114,161]  

 
22 2

, , , ,( , , ) ,n l r
n l m l mr Nr Y e 

       ,  (63) 

2

, , , ( , , ) i j k r
i j k x y z Nx y z e 


 .  (64) 

In the Cartesian expression, x, y and z are the coordinates, their powers sum up to the angular momentum 

of the orbital. Most quantum chemical codes use the Cartesian expression, because integral evaluation is 

more efficient here.[159] The problem of GTOs is the, compared to STOs and the analytical solution, worse 

description of the hydrogen orbitals. Using a linear combination of multiple GTOs can overcome this issue 

at low computational cost because a multiplication of two GTOs can be done by simply summing up the 

exponents. This results in the STO-xG basis sets, where x GTOs are combined to approximate an STO. In 

most basis sets, the functions for the core orbitals are fixed linear combinations because they only differ 

slightly between isolated atoms and a molecular environment. There are three types of variables for such a 

basis set, the number of functions of each type of orbital (s-, p-. d-, f-, etc.), the exponents of the functions, 

and the pre-factors of fixed linear combinations built from them, resulting in a broad variety of available 

basis sets. The GTOs used for a fixed linear combination are called primitives and the combined functions 

used in the calculation contractions, respectively. The number of contractions used for the calculation of a 

valence orbital is called zeta (referring to the exponent of the slater function) and is used for the description 

of the quality of the basis set.[114,161] Using a basis set with a higher zeta cannot always improve the results 

of a calculation because most basis sets are optimized for energy calculations. Therefore, basis sets can be 

augmented to improve the performance in all kinds of calculations. The part of the wave function which is 

far from the nucleus contributes only slightly to the energy and is often not optimally represented due to the 

shape of a GTO but is important for example for excited states, anions or the description of hydrogen bonds. 

Here, augmenting the basis set with so-called diffuse functions is helpful.[159] Adding polarization functions 

with a higher angular momentum quantum number are helpful for the description of chemical bonds and 

tight functions can improve the description of properties dependent on the core orbitals, like core electron 

correlation or magnetic properties such as NMR parameters. The drawback of these augmentations is a 

higher computational cost.[159,162] Some of the most popular basis sets are the Pople basis sets,[163] made for 

wave function approaches like HF and with relatively low computational cost, the correlation-consistent or 

Dunning basis sets,[164,165] including polarization functions for correlated methods, the core-valence basis 



32 

 

 

sets,[166] with a better description of the core electrons, the polarization consistent or Jensen basis 

sets,[167,168,169] and the Ahlrichs basis sets,[170,171] both of the latter optimized for DFT calculations. It is im-

portant to consider that all these basis sets are parametrized without the use of a solvation model. In this 

work, the Pople basis set 6-311+G(d,p), a triple zeta basis set including polarization functions, is used for 

B3LYP and MP2 calculations (the frozen core approximation cannot be used for MP2/NMR calculations), 

and the cc-pVTZ basis set, together with the corresponding auxiliary and complementary auxiliary (CABS) 

basis sets, is used for CCSD(T)-RI/F12 calculations. 

 

2.3 Classical mechanics 

Using the quantum mechanical methods described in chapter 2.2, the atoms are described by their compo-

nents: electrons and nuclei. These methods yield energetics and NMR parameters with a high level of 

accuracy. The drawback of these methods is the high computational cost, financially and temporally. Also, 

these methods are not suited for many applications because the systems are too large for today’s computers. 

The investigation of large protein systems, especially membrane proteins, is not possible using high-level 

quantum chemistry. Time-resolved trajectories using ab initio molecular dynamics simulations are also not 

available with such systems. To investigate large systems or to sample the conformational degrees of free-

dom of flexible molecules, methods based on classical mechanics are helpful. These methods will be 

discussed in the following chapters. 

 

2.3.1 Molecular mechanics 

In molecular mechanics, the atoms are not described as electrons and nuclei, they are treated as spherosym-

metric particles. These particles are connected by bonds and cannot undergo chemical reactions (there are 

approaches like polarizable FFs[172] or reactive FFs,[173] but they are not used or discussed in this work). 

Their interactions with other particles are described by potential functions, composed of terms for bonded 

atoms as well as long- and short-range interactions for non-bonded atoms. The bonded interactions are har-

monic potentials for bonds, bond angles and trigonometric functions for dihedrals, the short range 

interactions are characterized via Lennard-Jones potentials, the long range interactions using the Coulomb 

potential.[174,175] There are several of these potential functions, called, together with the respective parameter 
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sets, FFs, with different strengths and weaknesses. Examples are the universal force field (UFF),[176] chem-

istry at Harvard molecular mechanics (CHARMM),[177,178] ff14SB,[179,180] GROMOS,[181] OPLS,[182] 

MMFF94s[183] and the general AMBER force field (GAFF)[184] (the latter two used in this work) which is 

given by 

 2 2
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(65) 

with the force constants kr, k, vn, for bonds with the length r, bond angles with angle  and dihedrals with 

multiplicity n, angle  and phase angle , respectively; the subscript eq denotes the equilibrium values; the 

qi,j are the partial charges of atoms i and j at distance Rij, and A and B their Lennard-Jones parameters (they 

can easily be converted to the more familiar σ and ε).[184] The molecular structure, dependent on coordinates 

r, can be minimized using this potential via the steepest descent or gradient descent method 

 1( ) ( )n n nU    r r r , (66) 

with the step size . The step size can change for each iteration step n, it can be calculated for example 

as[185] 
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(67) 

this method is used in this work to minimize initial structures of molecules, using the MMFF94s force field 

and the Avogadro program package.[183,186]  

 

2.3.2 Molecular dynamics simulations 

Molecular dynamics (MD) simulations are used to sample the ensemble configuration over time. The FF is 

used to generate time dependent trajectories, therefore the equations of motions according to Newtonian 

mechanics have to be solved[174]  

 ( )i i i iU m  F r a , (68) 

with the force Fi, acting on atom i; m is the mass, and a the acceleration, which is the first temporal derivative 

of the velocity and the second of the atomic coordinates. Therefore, the Newtonian equation of motion is a 
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second order differential equation, which can be approximated using integrators like the Verlet algorithm 

which is given by a first order Taylor series[174,187]  

 2( ) ( ) 2 ( ) ( )i i i it t t t t t t        r r r a , (69) 

where t is the current time and t the time step, which has to be chosen appropriately; 2 fs is often used. 

These equations must be solved for every atom in the system, resulting in a large computational effort, 

especially due to the calculation of all pairwise interactions. This effort can be reduced using a cutoff for 

the calculation of the short-ranged Lennard-Jones interactions, and using numerical techniques like the 

Ewald summation for the long-ranged Coulomb interactions. Using Ewald summation, the Coulomb inter-

actions are split into the sum of a short-range term which can be calculated efficiently in real space and a 

long range term, which is treated in Fourier space (particle mesh Ewald, PME).[188,189] The number of pair-

wise interactions can also be reduced drastically using implicit solvation models. Another problem is the 

finite system size in simulations, which would result in strong boundary effects. Using periodic boundary 

conditions or vacuum boundary conditions helps to overcome this issue. Such MD simulations result in the 

microcanonical ensemble (NVE); using thermostats results in the canonical ensemble (NVT), and thermo-

stats and barostats in the isothermal-isobaric ensemble (NpT).[174,175] In this work, MD simulations are 

performed using the program sander from the AMBER 18 software package[190] and the ALPB solvation 

model (see chapter 2.4.2). 

 

2.4 Solvation models 

In chapter 2.2, the complexity of quantum chemical calculations and the high computational cost associated 

with it are pointed out; CC calculations for example scale in effort with the seventh power to the number of 

basis functions. If solvent molecules have to be included to calculate the behavior of the molecule in solu-

tion, not only many solvent molecules are needed to avoid boundary artifacts, also enough solvent 

configurations have to be considered to get a sufficient statistical average, like it is done in explicit solvation 

MD simulations, further increasing the number of basis functions and calculations needed. This is not fea-

sible using contemporary computational resources. Consequently, solvation models have to be used, which 

are capable of approximating the effect of a bulk solvation on the solute. 
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2.4.1 Implicit solvation models / Thermodynamic integration 

Using implicit solvation models is a way to incorporate the solvation effects on a system without having to 

incorporate a single solvent molecule. Without solvent molecules, the interactions of the bulk solvent en-

semble have to be described implicitly, therefore statistical mechanics approaches are required.[191] In this 

chapter general concepts of implicit solvation models are introduced, in the following chapters specific 

solvation models for the use in QC and MM calculations are described. The probability of a specific con-

figuration in a fluctuating solute-solvent system at a given temperature is[192]  
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(70) 

with the probability function P, the potential U, the inverse temperature β=(kBT)-1 and the solvent and solute 

coordinates Rv and Ru. This potential can be decomposed into the intramolecular solute potential Uu, the 

solvent-solvent potential Uvv, and the solute-solvent potential Uuv
[192]  

       v u vv v u u uv v u, ,U U U U  R R R R R R , (71) 

so that the expectation value of a quantity Q dependent only on the solute configuration is given by the 

weighted average over the probability function[193]  

   u v u v u, d dQ Q P  R R R R R , (72) 

resulting in a reduced probability distribution which now only depends on the solute coordinates 

   u v u v, dP P R R R R . (73) 

Besides, the expectation value of Q can now be expressed only in solute coordinates 

   u u udQ Q P  R R R . (74) 

This process of integrating out the solvent coordinates is related to an averaging over the solvent states[192,193]  
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(75) 

resulting in the so-called potential of mean force W, a concept introduced by Kirkwood in the 1930’s[191]  



36 

 

 

       
   

vv v u u uv u v v1
u

vv v v

exp , d
( ) ln

exp d

U U U
W

U







   
  
  




R R R R R
R

R R
. 

(76) 

This potential of mean force (PMF) describes the average solvent structure and is linked to a broad range of 

properties but, because of the normalization in Eqn. 76, the absolute value of the PMF is meaningless and 

does not affect the average value in Eqn. 74. Therefore, it is convenient to refer to a system without any 

solute-solvent interactions, so that the free energy may be expressed as follows[192]  
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(77) 

where the solvent-solvent terms cancel and the PMF can be rewritten as 

 u u u u( ) ( )W U W  R R R . (78) 

In this expression, the PMF is divided into the solute potential and a term influenced by the solvent. Intro-

ducing a thermodynamic coupling parameter λ for the solute-solvent potential, where λ=0 is the non-

interacting reference system and λ =1 the fully interacting system, the solute-solvent interaction part for a 

given solute geometry can be expressed as 
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(79) 

This is called coupling parameter integration or (mostly used in the context of MD simulations) thermody-

namic integration (TI), where …Ru, is the average over the solvent coordinates. The PMF is an effective 

free energy potential and therefore dependent on the temperature T and the pressure p of the system. A 

thermodynamic decomposition of the PMF yields 

u u u( ) ( ) ( )W E T S    R R R , (80) 

with the solvation entropy 

u u( ) ( )S W T   R R . (81) 

Due to the normalization in Eqn. 76, all these values are excess values with respect to the non-interacting 

reference system, therefore the excess chemical potential μex can be obtained by[192]  
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(82) 
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The excess chemical potential is the solvation free energy for electronically and structurally frozen solutes, 

the relaxation of the solute during the solvation process is neglected. To calculate the excess chemical po-

tential using FFs and molecular dynamics simulations, the solute-solvent potential can be split into long 

(electrostatic) and short range (non-polar) potentials, resulting in a process called free energy decomposi-

tion[192]  

     (np) (elec)
uv v u uv v u uv v u, , ,U U U R R R R R R , (83) 

with the total PMF 

  (np) (elec)
u u u u u( ) ( ) ( )W U W W    R R R R . (84) 

Calculation of the potential from only the non-polar PMF is often called cavity formation free energy, cal-

culating it from only the electrostatic PMF charging free energy. They are both related to the last term in 

Eqn. 65, the non-polar interactions to the Lennard-Jones potential between solute and solvent atoms, the 

electrostatic interactions to the respective Coulomb potential. If not a single coupling parameter for the 

solute-solvent potential is introduced, as for the calculation in Eqn. 79, but independent ones for the different 

parts of this potential, the total potential is given by[192]  

         (np) (elec)
v u 1 2 u u vv v uv v u 1 uv v u 2, : , , : , :U U U U U      R R R R R R R R . (85) 

From this, the excess chemical potential can be calculated as the reversible work from both contributions 

using molecular dynamics simulations. The calculation is not path independent, because it depends on the 

order in which the coupling parameter integrations are performed, usually the cavity formation is the first 

step in such a calculation 
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followed by the calculation of the charging free energy 
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This theory is, as mentioned above, valid for frozen structures. To obtain the solvation free energy, a further 

averaging over the solute coordinates is needed and can be done by using molecular dynamics simulations. 

In this work, TI simulations are done using the NAMD 2.11 software.[194] These calculations cause a high 
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computational effort. There are different approaches for TI simulations. The use of frozen solutes results in 

the excess chemical potential; this approach is comparable to QC solvation models without solute relaxation. 

Simulations with flexible solutes give access to the solvation free energy, though at the prize of neglected 

electronic polarization effects with typical fixed-charge force fields. 

 

2.4.2 Dielectric continuum models 

In dielectric continuum methods, the solvent is described by a continuum with a specific dielectric constant; 

the solute is usually embedded in a cavity in this continuum. There are continuum models for QC applica-

tions as well as for classical mechanics approaches. The cavity formation free energy can be calculated 

using a variety of different approaches; often, the cavity is approximated as a sum of spheres with the size 

of the van der Waals volume of the atoms within the molecule. Detailed discussions about techniques for 

the cavity formation, like scaled-particle theory, the solvent exposed area and the multipole expansion, can 

be found in Ref. 192 and 195. The basic ansatz of the solvent exposed area method uses the total surface A 

of the solute and a constant γ acting as a surface tension between solvent and cavity[193] 

(np)
u v tot u( ) ( )W A R R . (88) 

The main part in dielectric continuum models is the calculation of the electrostatic contributions to the 

solvation free energy. With explicit solvent atoms, the electrostatic contribution is given by[192]  
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where ru,i and rv,j are the position of the solute atom i and solvent atom j. For a continuum solvent, this 

equation changes to a surface integral 
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with the cavity surface s and the surface charge density σ over the surface coordinates r´.[192] Often, a Gauss-

ian smearing is used for the surface charge density to overcome discontinuities.[196] Methods using this 

concept of surface charges are called apparent surface charge (ASC) methods. The surface charges can be 

calculated using polarization vectors P[197]  
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 ij j i ij    P P n , (91) 

where n is the unit vector at the surface, pointing from medium i to j, and the polarization vectors are given 

using the gradient of the electrostatic potential V and the dielectric constant of the medium ε 
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  P r V r . 
(92) 

The electrostatic potential is given by the Poisson equation, where ρ is the charge density 

     4      r V r r . (93) 

If mobile ions are part of the solvent, for example counter ions for charged solutes, the Poisson equation can 

be expanded to the Poisson-Boltzmann equation by inclusion of the number density of the ions i and the 

PMF between the ions and the solute w 

        u u4 4 exp ;i i i
i

q w            r V r r r R . (94) 

The coupling of a continuum solvation model with quantum chemical methods needs the expansion of the 

Hamilton operator which is given by[197]  

0 int
eff M

ˆ ˆ ˆH H V  , (95) 

where 0
MĤ  is the original Hamiltonian of the focused model and intV̂  the solute-solvent interaction operator, 

which depends on the electrostatic model used. The electrostatic potential is divided into a part inside, Vu, 

and outside, Vv, of the cavity 

  u v V r V V , (96) 

   2
u   V r r , (97) 

 2 0v V r , (98) 

each with different operators for the respective ASC formulations. There are several ASC methods like the 

original formulation of the polarizable continuum model (PCM) nowadays called DPCM,[198] CPCM,[199] 

IEFPCM[200] or COSMO,[201] the details of the respective formulations are shown in the given literature. In 

this work, the IEFPCM formalism is used as implemented in the Gaussian program package.[154] ASC meth-

ods are widespread and can be used in combination with different quantum chemical methods like DFT, HF 

or MPn and can also be used for NMR parameter calculations using GIAOs.[202] Other classes of continuum 
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electrostatic models like multipole expansion (MPE), finite element (FE), and finite difference (FD) meth-

ods, need only minor changes in the formalism.[195,197]  

The Born models, which were originally developed for spherical ions, like generalized Born (GB) or another 

method used in this work, the analytical linearized Poisson-Boltzmann (ALPB) method, differ more from 

ASC approaches and are usually used for molecular mechanics approaches. ALPB is using the Poisson-

Boltzmann equation to calculate the so-called electrostatic size of a molecule in an extended version of the 

Born model; it is in detail discussed in Ref. 203 and 204. While being fast and efficient, dielectric continuum 

models model only the effect of the solvent onto the solute, the solvent structure is unknown due to the 

continuum.  

 

2.4.3 Statistical solvation models / Density functional theory 

The calculation of the reversible work in Eqn. 79 is associated with averages over the solvent configurations, 

these configurations can be calculated for example by MD simulations. Assuming that the solute-solvent 

interaction is composed of the additive contributions of the individual solvent molecules m in the configu-

ration rv, these averages are given by[192]  
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(99) 

where δ is the Dirac delta function and (r)Ru, the average solvent density for finding a solvent molecule 

in configuration rv around the solute configuration Ru. Calculation of the average solvent density and there-

fore calculation of the PMF and the excess chemical potential is of great importance for statistical solvation 

models. The basis for statistical solvation models is the classical density functional theory, which should 

not be confused with the quantum chemical DFT discussed in chapter 2.2.4, but has many analogies to it. 

While in QC DFT the ground state energy is expressed as a functional of the electron density, in classical 

DFT the thermodynamic properties of the liquid in a specific thermodynamic ensemble are expressed as the 

functional of the particle density in a simple liquid (liquid of spherical particles, to be extended to molecular 
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liquids below). In the grand canonical ensemble, where the temperature T, volume V and chemical potential 

μ, the differential of the energy with respect to the particle number, of the system are given, the grand 

potential is defined as[205]  

( )A N A d        r r , (100) 

with the Helmholtz free energy A, particle number N and the density ρ. Influenced by an external potential 

ϕ(r), for example the presence of a solute molecule in the solution, the grand potential changes to 

 1 ( ) ( )F N      r r , (101) 

with the single particle density ρ(1) (in the following part of this chapter, the single particle density, which 

is equivalent to the average solvent density in Eqn. 99, is written ρ, while higher order densities are denoted 

explicitly). The particle densities can be calculated by 
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with the activity   3expz Λ  ( 22Λ m ℏ is the thermal wavelength with the mass m) and grand 

partition function 
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(103) 

The Helmholtz free energy in presence of the external field, F, is given by 

 1 ( ) ( )F A     r r , (104) 

and can, analogous to the Hohenberg-Kohn theorem, be written as functional of the single particle density  

     id exF F F    , (105) 

with the ideal part 

          1 1id 1 3ln 1F Λ d         r r r . (106) 

The density minimizing the grand potential is the equilibrium density. The functional for the excess part can 

be expressed in terms of the equilibrium density ρ0, via a Taylor series[206]  
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with Δρ=ρ-ρ0 or, using direct correlation functions c(n)(rn) and the equilibrium density[205]  
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(108) 

For a uniform fluid, no higher orders than the second order direct correlation function are needed.[206] These 

direct correlation functions are defined as 
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respectively, 
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with higher order functions c(n+1)(rn+1) being the functional derivatives of c(n)(rn). These direct correlation 

functions can be interpreted as the part of the particle correlations which is not mediated by other particles. 

Defining a so-called intrinsic chemical potential ψ, which is the functional derivative of the free energy, as 

the part of the chemical potential not depending on the external potential 

( ) ( )
( )

F
  


  r r

r
, 

(111) 

as well as calculating the functional derivative of the ideal part of the free energy 

 
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F
Λ


 
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(112) 

yields, together with the first order direct correlation function 

       13ln
( )

F
Λ c


  


    r r r

r
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(113) 

This formula shows some interesting aspects: Inserting the definitions of the activity and the intrinsic chem-

ical potential, it can be seen that -β-1c(1) is the excess part of the intrinsic chemical potential and therefore 

the excess chemical potential of the system in absence of the external field. The intrinsic chemical potential 

is also linked to the density-density correlation function H(n), which is the linear combination of all particle 

densities including ρ(n) via[205]  
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with the pair correlation function h(2)(r1,r2)=g(2)(r1,r2)-1, given by 
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(115) 

The total correlation function is closely related to the PMF and the excess chemical potential. The functional 

derivative of the intrinsic chemical potential in Eqn. 113 is the inverse function of this density-density cor-

relation function and contains the second order direct correlation function instead of the total correlation 

function 

   
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(116) 

Using the functional definition of the delta function with the density-density correlation and its inverse 

           
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, 
(117) 

inserting the functions and performing the integration over r´´ yields the Ornstein-Zernike equation 

                 2 2 2 2, ´ , ´ , ´́ ´́ ´́ , ´ d ´́h c c h  r r r r r r r r r r ;  (118) 

respectively, for a uniform and isotropic fluid 

               2 2 2 2' ' d 'h r c r h r c   r r r .  (119) 

The Ornstein-Zernike relation connects the total and the direct correlation function. It can be solved recur-

sively, resulting in an infinite series, which can be expressed diagrammatically, showing that the total 

correlation between the particles at position r and r´ is given by the direct correlation between them and the 

indirect correlations via all other, intermediate, particles in the system.  

If the overall potential VN in the grand partition function (Eqn. 103) can be written as the sum of pair poten-

tials u, the excess Helmholtz free energy difference to a reference system with energy ex
0F  can be expressed 

in terms of the pair density and can be calculated, similar to Eqn. 99, via coupling parameter integration. 

Therefore, the full potential u(r,r´)=u0(r,r´)+w(r,r´) has to be split into the part of the reference system u0 

and the difference to the full potential w which has to be scaled during the calculation[205]  
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Using a uniform fluid of density ρ0 and chemical potential μ0 as reference system, this becomes 
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where the approximation in the latter part is correct up to the second order. Inserting this approximation and 

the ideal part given in Eqn. 106 in the grand potential influenced by an external potential (Eqn. 101), the 

density minimizing this potential is given by 

          2
0 0exp ´ ´c      r r r r r . (122) 

This density can be, using the so-called Percus trick, seen as the expression for the pair distribution function 

of the uniform fluid with density ρ0 where ϕ(r) is the pair potential u 

               exp ´ ´ ´ expg u c h d u h c         r r r r r r r r r . (123) 

The idea of Percus here is to assume that one specific solvent particle can be seen as the solute. This ap-

proximation, correct up to the second order, is called hypernetted-chain (HNC) approximation.[207] Higher 

order correlations are incorporated by the bridge function. The HNC is a so-called closure approximation, 

since it can be used to solve the Ornstein-Zernike equation in a closed form. There are several closures and 

approximations which can be used to solve the Ornstein-Zernike equation, these methods can be reviewed 

in Ref. 205 and the literature given in the respective chapters. The approximation used in this work is based 

on site-site interactions and is discussed in the next chapter. By calculating the distribution functions, the 

information about the solvent structure is preserved using statistical solvation models. 

 

2.4.4 The reference interaction site model 

The Ornstein-Zernike equation in the given form (Eqn. 118) is valid for simple liquids; nonspherical and 

anisotropic liquids require incorporation of the angular dependence of the correlation functions. The 

Ornstein-Zernike equation for such liquids is given by[208]  
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 (124) 

with Ω showing the rotational dependence of the relative orientation of the molecules incorporated in the 

correlation functions via the Euler angles. This is still a simplified notation; the derivation of Eqn. 124, 

called molecular Ornstein-Zernike equation (MOZ), including all definitions of the translational and rota-

tional invariants, is given in Ref. 208. To circumvent the calculation of the MOZ with all the angular 

dependencies and therefore to reduce the high dimensionality, the reference interaction site model (RISM) 

can be used.  

In RISM theory,[209,210,211] the molecules are composed of spherical interaction sites and are described by a 

set of site-site correlation functions, reducing the 6D MOZ to a set of 1D integral equations. It is important 

to note that the site-site HNC theory introduces a systematic error as higher order correlations are neglected, 

which has to be accounted for. The general form of the closure relation needed to solve the system of integral 

equations is given (for the 3D case, the 1D expression is similar) in Eqn. 138. The 1D integral equations are 

the intramolecular correlation function ω, describing the structure of the (rigid) molecule with interaction 

sites α and γ in distance l[212]  
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 (125) 

and the direct and total correlation functions as the sum of the pairwise site-site interactions[213]  

 c c r r   
 

  .  (126) 

The resulting RISM equation is given in matrix form, with the site-site contributions as matrix elements and 

with the matrix convolution denoted by *, as 

     h ω c ω ρω c h .  (127) 

The RISM approach was first introduced for pure solvents, but the formalism can be used for the description 

of solute-solvent mixtures, whereby the solute is supposed to be in infinite dilution. The RISM equations 

for such a solute-solvent mixture are more complex. The diagonal density matrix is 
´ ´M M MM M       

with the Kronecker delta δ; the index αM denotes the site α of species M in the mixture, and the correlation 

matrices consist of the elements 
´M M

c  , 
´M M

h   and 
´M M  . The RISM equation is 
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     ρhρ ω c ω ω c ρhρ .  (128) 

Reorganization of the matrices into block matrices including only the solvent-solvent, solute-solvent or 

solute-solute correlation functions leads to a system of three integral equations. Further, the solute density 

can be set to zero in the limit of infinite dilution, and inserting / / /u v u v u vw ω ρ  yields the three equations 

(for the solvent-solvent equation, a single solvent molecule is considered to be the solute)[213]  

vv v vv v v vv v vv v     h w c w w c ρ h ρ ,  (129) 

uv u uv v v uv v vv v     h w c w w c ρ h ρ ,  (130) 

uu u uu u u uv v uv     h w c w w c ρ h .  (131) 

These equations are hierarchical, i.e. the total solvent-solvent correlation function can be used for solving 

the solute-solvent equation, the total solute-solvent correlation function for solving the solute-solute equa-

tion. Therefore, it is convenient to define a solvent-susceptibility function χ, often called density response 

function 

v v v vv v χ ρ ω ρ h ρ ,  (132) 

which can be computed from a solvent-solvent calculation and can be used as an input for a solute solvent 

calculation.  

Using the solvent susceptibility, the expression can be simplified to 

  1
* *uv u uv v 

h ω c ρ χ .  (133) 

With these equations, all observables regarding equilibrium properties in solution can be calculated. Here, 

the excess chemical potential is of special interest, and is given, dependent on the pair potential, by[214]  

 
1

ex
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( )
) 1

u r,λ
dr d h (r,λ 




  



 

  . 
 (134) 

The coupling parameter integration in Eqn. 134 is costly because the numerical integration needs a solution 

of the RISM equations for each λ step. An advantage in the RISM HNC theory is that the expressions for 

the excess chemical potential and the excess Helmholtz free energy are given in a closed form, since inde-

pendence of the path prescribed by  is enforced due to the possibility to write Eqn. 134 as an exact 

differential. Performing this path independent integration analytically yields the closure dependent expres-

sions for the excess chemical potential. For the HNC closure, this expression is 
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 (135) 

Using the HNC closure is often related with numerical instabilities, due to an uncontrolled growth in the 

exponent.[212] The linearized version of the HNC closure, called Kovalenko-Hirata closure (KH),[215] in-

creases the numerical stability by linearization of the exponent when the argument is larger than a certain 

threshold. Another class of closures for which path independence is enforced are the n-th order partial series 

expansion (PSE-n) closures[216]  
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(136) 

They interpolate between both, the KH and HNC closures with increasing order. An detailed derivation of 

a way to enforce the path independence and the PSE-n closures is given in Ref. 214 and 216. The analytical 

expression for the excess chemical potential for this kind of closure relations is given by (Θ is the Heaviside 

step function) 
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 (137) 

While being computationally fast, even for large systems, the RISM theory and has some known thermody-

namic inconsistencies. Besides, the description of the dielectric constant (εRISM=1+4πβρμ2/3 with the solvent 

dipole moment μ)[212] differs from experimental results using RISM or the extended XRISM[211,217] formal-

ism. For the calculation of salt solutions, the dielectric constant RISM theory (DRISM) was 

developed,[218,219] achieving consistency for the dielectric constant by adding an additional term, similar to 

the bridge function, to the closure. 

The RISM equations given here are all valid for the one-dimensional theory (1D RISM) but the theory is 

also usable for three-dimensional problems. Therefore, all spatial distribution functions have to be replaced 

by the radial distribution functions, resulting in anisotropic solvent distributions around the infinite diluted 

solute. In analogy to 1D RISM, a precomputed solvent susceptibility, which can be taken from 1D calcula-

tions, is used to solve the solute-solvent equation.[220,221] The three-dimensional closure relation, including 

the bridge function, is given by 
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        exp 1h u h c B         r r r r .  (138) 

The solvent susceptibilities used in this work are all calculated using the HNC approximation; therefore, the 

several approximations of the bridge function are not discussed here. The pair distribution function g can 

be calculated from the pair correlation function via g=h+1. The pair potential u between the sites α and γ 

is given by 

 12 6
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(139) 

The parameters σ and ε are the mixed Lennard-Jones parameters (in this work Lorentz-Berthelot mixing 

rules[222,223] are applied), and qα and qγ the partial charges of the respective solute and solvent site. The 3D 

RISM equations are usually solved on a large three dimensional grid, using numerical techniques to accel-

erate the convergence, like the modified direct inversion of iterative subspace (MDIIS) algorithm[224,225] as 

well as the Ewald summation[226] to speed up the calculation of the electrostatic potential, via a split into the 

short range (SR) and long range (LR) contribution using the Gauss error function (erf) and their complement 

(erfc) and a smearing factor κ 

 elec elec,SR elec,LRu u u    , (140) 
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. (142) 

Thereby, the short range contribution can be calculated efficiently in real space and the long range electro-

statics in reciprocal space after a Fourier transform; more details about 3D RISM calculations avoiding the 

calculation of real space electrostatics in total can be found in Ref. 227. 

 

2.5 The Embedded-Cluster Reference Interaction Site Model 

2.5.1 Basics 

The embedded-cluster reference interaction site model (EC-RISM) is a combination of the 3D RISM solv-

ation model with quantum chemical calculations.[88] There are several alternative approaches, most famous 
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RISM-SCF,[228,229,230] which are not part of this work. For the calculation of the total free energy in solution, 

not only the excess chemical potential, obtained from 3D RISM calculations, but also the intramolecular 

energy of this molecule polarized by the solvent is needed. This polarized intramolecular energy can be 

incorporated within calculations by using polarizable FFs[231] or quantum chemistry, it is not possible using 

classical, fixed charge, FFs. In the EC-RISM workflow, this is achieved in a self-consistent manner by an 

iterative cycle: 

I. Calculation of the vacuum wave function of the fixed solute, obtaining the electrostatic potential 

II. Calculation of the polarized solvent distribution around the solute using this electrostatic potential 

III. Embedding the solute in a cluster of point charges representing the solvent and calculation of the wave 

function and electrostatic potential 

IV. Repetition of steps II and III until convergence 

The Gibbs free energy in solution, Gsol, in the EC-RISM picture is given by the sum of the polarized intra-

molecular energy Esol of the fixed solute with coordinates {r} and the excess chemical potential using the 

polarized solvent: 

   ex
u sol sol({ }) { } { }G E  r r r .  (143) 

By calculating the wave function of the solute embedded in a point charge cluster, the Hamiltonian is ex-

panded by three additional terms, the charge-nuclei, charge-electron and charge-charge interactions. The 

energy contribution of these three terms has to be subtracted from the total energy using the whole Hamil-

tonian to obtain the energy of the polarized solute. In practice, the calculation of the charge-charge 

interaction energy can be suppressed in quantum chemical codes. The energy contribution of the charge-

nuclei and charge-electron interactions, the direct interaction energy of the solute with the charges Eq, is 

given by 

( ) ( )dq qE    r r r ,  (144) 

with the electrostatic potential  at grid point r. The calculation of this energy contribution can be avoided 

if the quantum chemical code features the direct energetic evaluation of the energy of a given wave function. 

The charge density ρq at solvent site γ can be calculated from the radial distribution function obtained by the 

3D RISM calculation 

   q q g  


 r r ,  (145) 
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and is used for the construction of the embedding point charge cluster representing the solvent. The radial 

distribution, and therefore the charge density, are continuous functions; they are discretized to the three 

dimensional grid with grid spacing x, y and z and grid cell volume V=xyz, resulting in the point 

charges 

   i q iq V r r .  (146) 

In Eqn. 139, the 3D RISM potential using the partial charges of the solute sites α is shown. Within the EC-

RISM workflow, different approaches to calculate the electrostatic potential (ESP) are possible. One is the 

use of the partial charges as described above, the other one is the use of the full ESP accessible from the QC 

calculation. This potential can be used for the calculation of the partial charges or directly for the 3D RISM 

iterations.[231] Therefore, the electrostatic interaction potential at grid point γ, ,elecu , based on this QC ESP 

, has to be approximated 

  ,elecu q
  r , (147) 

and the full electrostatic potential at this point is built using the difference between full ESP and the point 

charge based one ,elecu  

 elec q,elec,SR ,elec q,elec,LRu u u u
       . (148) 

This approach can sometimes lead to divergence of the calculations if the difference between full and point 

charge based ESP not vanish at the box edges. A way to overcome this was developed by Patrick Kibies 

with a switching function s defined as 
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(149) 

and results in a switching zone between rmax, which is chosen as the distance from the molecule to the side 

of the box, so that the switching zone is the inscribed sphere of the cubic box, and rmin=rmax-2Å. The param-

eters of the switching function are 

   32 3
0 min max max min max3s r r r r r   , (150) 

  31 min max min max6s r r r r   , (151) 

   32 min max min max3s r r r r   , (152) 
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  33 min max2s r r   . (153) 

This potential switching results in an error of the excess chemical potential, which is given by 

        ,elec ,elec ,elec
min max1 ; ,ex q

s sV V
g u g s r r r u u 

            r r . (154) 

The EC-RISM method is versatile and can be used for example for the calculation of tautomer fractions,[91] 

pKa values,[232,4,5] even for non-aqueous solvents,[233] partition coefficients,[232,8] and NMR parameters[89,234,7] 

at ambient and even extreme conditions like high hydrostatic pressure.[234,7] A great advantage of EC-RISM 

is the consideration of the granularity of the solvent. 

 

2.5.2 Empirical correction terms for EC-RISM – the partial molar volume correction 

From 3D RISM, especially coupled with quantum chemistry, free energy differences could be computed 

with high accuracy during the SAMPL2 challenge, but the molecules in the dataset all have a relatively 

similar size.[91] There is a well-known artifact in 3D RISM theory resulting in too high absolute values for 

the hydration free energy.[232,235] To overcome this issue, empirical corrections to the excess chemical po-

tential have been introduced.[232,236,237] A way to parameterize such corrections is to use the infinite dilution 

partial molar volume, Vm or PMV, which can be calculated from Kirkwood-Buff theory within the 3D RISM 

framework[238,239] and has an almost linear correlation to the error from 3D RISM with respect to experi-

mental solvation free energies. The infinite dilution partial molar volume of the solute can be calculated 

from the total or direct correlation function (Vm,c or Vm,h) 

 
1 2

, 1 ( )4 dm c v v αγ
αγ

V β κ ρ c πr  
  

 
 r r , 

(155) 

or 

 1 2
, ( )4 dm h v αγV β κ h πr   r r , (156) 

using the isothermal compressibility κ of the solute, which can also be calculated from 1D RISM (in the 

following written as κRISM to distinguish between the 1D RISM and experimental solvent compressibility) 

 1

1 1v v v c


   



  

       
 . 

(157) 

Both ways are equivalent for neutral molecules using the RISM compressibility. The correction term used 
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in this work is developed by Daniel Tomazic and Nicolas Tielker and given in the following form[4]  

 ,

m

ex corr ex
V m qc V c q    , (158) 

with q being the solute charge. The inequality in PMVs calculated via the h- and c-route for charged sys-

tems[240,241] is effectively considered by the cq parameter. The correction parameters have to be parametrized 

for each solvent model and level of theory. In this work, SPC/E water at 1 bar and 298.15 K is used in EC-

RISM at the MP2/6-311+G(d,p) level of theory, and the resulting correction parameters are 
mVc =-0.10251 

±0.0005/kcal mol-1 Å3 and cq=-15.728±0.181/kcal mol-1 e-1 (for PMVs calculated via the total correlation 

function using the 3D RISM compressibility). The charge parameter is also necessary for ions since it is 

needed to correct for the differences between the physical, experimental solvation process and the artificial 

one, modeled by 3D-RISM. In the experiment, the solute has to cross the interface between the vacuum- 

and water phase, while this surface potential is neglected in RISM theory since the solvent is infinite and, 

thus, has no surface.[242] This surface polarization, whose physical background is in detail described in Ref. 

243, 244, 245 and 246, needs to be accounted for via the additional parameter, which has no effect for 

neutral species and cancels within a specific ionization state. Since the parametrization takes the experi-

mental solvation free energies into account, EC-RISM results using this PMV correction should include 

terms like ideal contributions implicitly. The parametrization is done using only mono charged ions, but 

yielded good results also for higher charged species during the SAMPL6 challenge.[4] Using this correction, 

the absolute hydration free energy can be calculated (using Ben-Naim reference states) 

 0 sol ex,corr vac
solv EC-RISMG E E    . (159) 

The correction parameters were obtained by adjusting to experimental solvation free energies from the Min-

nesota solvation database (MNSOL)[247] using the following objective function[232,4] 

 
   20 0

solv exp, solv calc,, arg min
mV q i i

i

c c G G
 

    
 
 . 

(160) 

 

2.5.3 The partial molar volume correction for extreme conditions 

The incorporation of extreme environmental conditions, like high temperatures, pressures or salt concentra-

tions into solvation models is of great importance for the understanding of the behavior of molecules in 



53 

 

 

biological systems. There are multiple ways to achieve that, explicit solvation in MD or, at a quantum chem-

ical level, ab-initio MD simulations are usable as well as approaches in implicit solvation models, like PCM-

XP.[248,249] The 3D RISM theory, and therefore the EC-RISM solvation model, is also able to incorporate 

the effect of temperature and pressure changes because the solvent density is considered in the 3D RISM 

equations and the solvent susceptibility, which also includes the pressure dependence of the dielectric con-

stant, when, as in this work, computed with DRISM. While the polarizing effect of the high-pressure solvent 

is considered using the quantum chemistry-derived partial charges or ESP, the FF used in the 3D RISM 

calculations remains the same as for ambient condition calculations. Besides, the PMV-correction, which 

compensates for an error in the cavity formation energy and, thus, should be pressure dependent, is only 

parametrized for ambient conditions. Therefore, a systematic shift of EC-RISM solvation free energies com-

pared to pressure dependent reference data can be observed. So, to calculate accurate absolute hydration 

free energies at high pressure, another empirical correction term is needed, this correction was developed 

and parametrized by N. Tielker.[7] Due to the lack of experimental reference data, suitable values have to be 

computed: 

        0 0 0 0
solv ref solv TI solv EC RISM solv TI1bar 1barG p G p G G       . (161) 

The reference data for high pressure are the 1 bar corrected EC-RISM values  0
solv EC RISM 1barG   adding 

the pressure dependence from TI calculations. With these reference data, a pressure dependent correction in 

the form 

        ex,corr,HP ex,corr
HP 1bar mp p c p V p    , (162) 

can be parametrized. Therefore, the pressure dependent solvation free energy is needed 

      0 sol ex,corr,HP vac
solv EC-RISMG p E p p E    , (163) 

the pressure dependent electronic solute energy is directly obtained from a pressure dependent EC-RISM 

calculation. The µex,corr(p) is the excess chemical potential from an pressure dependent EC-RISM calculation 

by applying the PMV correction for ambient conditions. These reference data are computed for a subset of 

the MNSOL, which is described in Ref. 7. The objective function for the parametrization is 

 
      20 0

HP solv ref , solv EC-RISM,
,

arg min i j i j
i j

c G p G p
 

    
 
 , 

(164) 

resulting in a high pressure correction parameter of cHP=-1.0108 10-5 kcal mol-1 Å-3 bar-1 for 
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MP2/6-311+G(d,p)/EC-RISM with the solvent model described in Ref. 7. An alternative approach is the 

calculation of the explicit route within the pressure dependent thermodynamic cycle, this route is given by[7]  

 
l 1 2 sol 2 sol 1 sol 2 sol 1

ex ex id id
sol 2 sol 1 sol 2 sol 1

( ) ( , ) ( , ) ( ( , ) ( , ))

( , ) ( , ) ( , ) ( , )

G p p E p T E p T T S p T S p T

p T p T p T p T   

     

   
, 

(165) 

with the ideal part being, as derived by S. Kast 

 2 2

1 1

u,id u,id u,id
sol 2 sol 1 m v( , ) ( , ) ( , ) ( , )

p p

p p
p T p T V p T dp RT p T dp      , (166) 

which makes the calculation of pressure dependent free energies possible via an integration of the pressure 

dependent PMV. This approach is not used in this work, instead the pressure dependent PMV correction is 

used. For the temperature correction, for consistency reasons, a similar ansatz is chosen. The reference data 

for the parametrization also have to be computed using frozen body TI calculations and are given by  

0 0 0 0
solv ref solv TI solv EC-RISM solv TI( ) ( ) ( (298.15K) (298.15K))G T G T G G      . (167) 

The corresponding correction term is 

       ex,corr,T ex,corr 298.15KT mT T c T V T    , (168) 

the temperature dependent solvation free energy  

      0 sol ex,corr,T vac
solv EC-RISMG T E T T E    , (169) 

and the objective function for the parametrization is 

 
      2
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arg minT i j i j
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c G T G T
 
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 
 . 

(170) 

The parametrization of the temperature dependent correction as well as the performance on the trainings set 

and an independent test set is described in chapters 3.2.1 and 4.1. A detailed derivation of temperature 

derivatives of observables, like the PMV, within the 3D-RISM framework and an alternative correction 

scheme are described in Ref. 250. 

There are already alternative, even 3D RISM based,[251] approaches to incorporate temperature dependence 

in computational solvation models using temperature dependent experimental data.[252,253] The experimental 

dataset from Ref. 252 and 253, here called Chamberlin dataset, incorporates a large variety of molecules 

and temperatures. The molecules for the test set (a subset of the Chamberlin dataset, given in chapter 3.2.1) 
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are not very complex, they are small organic compounds, include halogen atoms, and have a small number 

of rotatable bonds. The last point is needed since no conformational sampling or search for different tauto-

mers is done for the test set. For all of the test set compounds, experimental solvation free energies are given 

over a broad range of temperatures, but unfortunately these energies are not given for ambient conditions 

since the data are provided only in form of the minimum and maximum temperature available with the 

respective experimental values. Temperature dependent experimental reference data are not available in the 

MNSOL database used for the parametrization of all PMV corrections for EC-RISM. For consistency, the 

temperature dependent correction is parametrized in a similar fashion as the pressure dependent correction, 

using the same dataset of molecules and TI reference calculations. This way it is possible to use the existing 

PMV correction for ambient calculations and train only a single, temperature dependent term to expand this 

correction to temperature variations. This approach gives computational consistency, retains the original 

PMV correction for ambient conditions and allows the use of the temperature dependent experimental data 

of the Chamberlin dataset as a benchmark dataset; the resulting parameter is cT=-1.65571 10-4 kcal mol-1 

Å-3 K-1. 

 

2.6 Calculation of conformational, tautomer and ionization state fractions and dissociation constants 

To understand the behavior of a molecule in solution, a large variety of conformational, tautomeric and 

ionization states has to be considered. Information about the pH-dependent ionization state fractions and the 

underlying conformational and tautomeric ensembles is needed to calculate NMR spectra for comparison 

with experimental ones. To calculate the dissociation constant of an acid base reaction, at first the reaction 

has to be defined. Here, we define it as a deprotonation reaction of a substance with n titratable sites among 

which i are deprotonated, 1AH AH Hn i n i


    . The equilibrium constant is[4] 

1 1 0 0 0 01
, 1 1ln ln Δi

a i r i i

i

a a
β K β G μ μ μ

a
   

         , 
 (171) 

with the activity of the proton a+ and the standard chemical potentials in solution, referenced to an infinite 

dilution standard state of 1 bar and c0=1 M at a specified temperature. In this work, the notation for the 

standard states is neglected for clarity.[254] These chemical potentials can for instance be computed by quan-

tum chemistry and are approximated by[5]  
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id sol ex RRHO id( ) ( ) ( ) ( ) ( ) ( ) ( )j j j j j j jμ i μ i E i μ i G i μ i G i      ,  (172) 

where the subscript j denotes a fixed conformational and tautomeric state of molecule i, and RRHO
jG  is the 

rigid rotor, harmonic oscillator (RRHO) model, describing the rotational and vibrational contributions to 

the Gibbs energy. The reference to the standard state is included in the ideal parts, the interaction part Gj 

can be calculated using EC-RISM theory, where the infinite dilution condition is directly included in the 

Hamiltonian (therefore, the superscript is left out in the following). Assuming that the activities in Eqn. 171 

can be replaced by the molar fractions x, the fractions of the states A- and AH for a molecule with only a 

single titratable site are given by 
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and for a system with two titratable sites AH2 
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 (177) 

Further, replacing the activity of the proton by 10-pH, the equation can be generalized to calculate the pH-

dependent fractions of each ionization state in a system of n titratable sites[4] 
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 (178) 

The system may contain multiple underlying tautomers, each with underlying conformational degrees of 

freedom, using the discrete partition function formalism. The conditional population of a conformation c 

within a tautomer state t of a given ionization state i is given by 

| | |exp( ) /itc it itc it it ix βG Z  ,  (179) 

with the partition function 
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| |exp( )it i itc it
c

Z βG  ,  (180) 

which is related to the energy of the specific tautomer. The latter is given using the predominant states 

approximation[255] as (neglecting explicitly considering RRHO contributions since they are implicitly in-

cluded in the PMV-correction parameters) 

1 1
| | | | |

|

ln( exp( ( ))) ln( exp( ))it i itc it itc it itc it itc it
itc it

G d G G          R R .  (181) 

Similarly, the populations of a tautomer within a respective ionization state, the partition function, and the 

energy of this ionization state are 

| |exp( ) /it i it i ix βG Z  ,  (182) 

|exp( )i it i
t

Z βG  ,  (183) 

1
|

|

ln( exp( ))i it i
it i

G G    .  (184) 

The pH-dependent tautomeric and conformational fractions can then be calculated by multiplication of the 

respective fractions | |itc itc it it i ix x x x . By combining this approach to treat such multistate species with Eqn. 

171 and 172, and neglecting the pressure-volume contributions, as described in Ref. 5, the reaction free 

energy is given using a summation over acid, N, and base states, M 
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 (185) 

The fifth term of this equation can be calculated using standard solvation models, the first three are ideal 

contributions and the fourth is the Gibbs free energy of hydration of the proton, +
aqH .[256,257] Assuming the 

first four terms to be an additive constant and switching to the decadic pK scale results in[5]  
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 (186) 

with the constant b which does not need to be computed because it can be adjusted by fitting to experimental 

reference data 
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 (187) 

In this approach, there is another parameter, m, which would ideally be 1 but also can be adjusted like b 

because it introduces more computational flexibility and because a lot of reference data is available.[232,4,233] 

The parametrization used in this work was done by Nicolas Tielker[4] using the dataset of Klicić et al.[258] 

resulting in regression parameters m=0.74±0.02 and b=-150.72±4.11 at the MP2/6-311+G(d,p)/EC-

RISM(PSE-2) level of theory. This pKa model and level of theory was successfully used during the SAMPL6 

and SAMPL7 challenges, but it was not available during the time of the SAMPL5 challenge. This made 

recalculations of the SAMPL5 dataset using this level of theory necessary to judge the improvements made 

during the SAMPL6 and 7 challenges. The results of the new theoretical developments applied on older 

SAMPL datasets are reviewed in Ref. 10. 
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III. Methods 

 

3.1 General computational details 

If not stated otherwise, the calculations in this work were performed similar to the approach developed for 

the SAMPL6 pKa prediction challenge.[4] This approach is described in the following sections. Deviations 

from this approach for each specific chapter are given in the last section of this passage. 

 

3.1.1 Geometry optimizations and single point calculations 

The geometry optimizations were performed at the B3LYP/6-311+G(d,p)/PCM[131,132,197] level of theory us-

ing default settings and tight convergence criteria in Gaussian 09 rev E0.1[154] or Gaussian 16 rev B0.1[259] 

(the actual version used is given for the respective chapters), yielding the solution (PCM) structures which 

are used for EC-RISM and MP2/6-311+G(d,p)/PCM single point calculations as well as TI calculations. 

The solution structures were reoptimized at the B3LYP/6-311+G(d,p) level using the same Gaussian version 

used for the solution structure including a frequency calculation allowing the calculation of thermal correc-

tions. These structures were used for the vacuum calculations, MP2/6-311+G(d,p), again using the same 

Gaussian version and CCSD(T)/cc-pVTZ calculations with Orca 4.0.1[130] using the RI/F12 approxima-

tions.[119,129]  

 

3.1.2 EC-RISM calculations 

The EC-RISM calculations were conducted at the 6-311+G(d,p)/PSE-2 level of theory in Gaussian 09 rev 

E0.1[154] using the exact Hartree-Fock electrostatic potentials during iterations and MP2 energy calculations 

for the final iteration. The 3D RISM calculations within EC-RISM were performed on a cubic grid (1403 

grid points with a 0.3 Å spacing), using the solvent susceptibilities from Ref. 91 if only ambient conditions 

are considered, and Ref. 7 for high pressure calculations. The generation of the solvent susceptibilities for 

temperature variations are described in chapter 3.1.3. These susceptibilities were generated with the dielec-

trically consistent DRISM/HNC [218,219] model and a modified version of the SPC/E water model[260,261] using 

a temperature of 298.15 K, a bulk density of 0.03334 Å-3 and a dielectric constant of 78 for ambient condi-

tions and the values from Floriano et al.[262] for the high pressure calculations, respectively; these values are 
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given in Table 1. The MDIIS algorithm[224] was used to improve the convergence of the RISM equations. 

The convergence criterion for solvent susceptibility generation was 10-8 for the maximum residual of the 

direct correlation function. The calculations were performed on a logarithmically spaced grid ranging from 

0.0059 Å to 164.02 Å. 

The solute Lennard-Jones parameters were taken from GAFF version 1.7.[184] Within EC-RISM, 10-6 is used 

as convergence criterion for the maximum residual norm of direct correlation functions for the 3D RISM 

calculations and 0.01 kcal mol-1 for the energy difference between two consecutive EC-RISM iterations. 

The CHelpG[263] scheme with default radii was used to calculate atom centered point-charges as well as a 

dipole constraint enforcing the reproduction of the quantum mechanically obtained dipole moment and a 

point charge compressor.[18] NMR parameter (EC-RISM/GIAO)[7,89,234] calculations were done at the 

MP2/6-311+G(d,p) level of theory using Gaussian 09 rev E0.1. 

For all EC-RISM calculations the RISM was used and the partial molar volumes calculated via the c-route 

was used together with the parameters described in chapter 2.5.2 when applying the PMV-correction. 

 

Table 1: Densities ρ, dielectric constants ε and isothermal compressibilities κ of water, used for the calculation of the high-pressure 

solvent susceptibilities, all at a temperature of 298.15 K. The values were calculated using the equations of state from Floriano et 

al.[262] Besides, 1D RISM compressibilities are given, data and solvent susceptibilities are taken from Ref. 7. 

p/bar ε ρ/Å-3 κ/109 Pa-1 κRISM/109 Pa-1 

1 78.45 0.03333 0.4502 0.7141 
100 78.85 0.03348 0.4391 0.7070 
500 80.37 0.03404 0.3990 0.6334 
1000 82.07 0.03460 0.3576 0.5695 
2000 84.95 0.03583 0.2950 0.4750 
3000 87.34 0.03682 0.2502 0.4086 
4000 89.38 0.03769 0.2165 0.3595 
5000 91.17 0.03846 0.1905 0.3217 
7500 94.84 0.04009 0.1455 0.2566 
10000 97.75 0.04142 0.1170 0.2152 

 

3.1.3 Generation of solvent susceptibilities for various temperatures 

The solvent susceptibilities for different temperatures were generated in a similar fashion as the high pres-

sure susceptibilities. The dielectrically consistent DRISM/HNC[218,219] theory and a modified version of the 

SPC/E water model[260,261] were used, and the temperature, water density and dielectric constants are ad-

justed with the values taken from equations of state from the official releases of the international association 
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for the properties of water and steam (IAPWS, http://www.iapws.org)[264,265] using the implementation of 

the NIST Chemistry WebBook (http://www.webbook.nist.gov accessed 12.02.2019). The values used are 

given in Table 2. The convergence of the RISM equations, which are solved on a logarithmically spaced 

grid ranging from 0.0059 Å to 164.02 Å, was improved by using the MDIIS algorithm,[224] and the conver-

gence criterion was set to 10-8 for the maximum residual of the direct correlation function.  

 

Table 2: Densities ρ, dielectric constants ε and isothermal RISM compressibilities κRISM of water, used for the calculation of the 

temperature dependent solvent susceptibilities. The values were calculated using the equations of state from the IAPWS.[264,265]  

T/K ε ρ/Å-3 κRISM/109 Pa-1 

278.15 85.9155 0.0334616 0.763150 
283.15 83.9745 0.0334528 0.747943 
288.15 82.0775 0.0334327 0.734873 
293.15 80.2226 0.0334028 0.723616 
298.15 78.4084 0.0333640 0.713923 
303.15 76.6340 0.0333172 0.705596 
308.15 74.8983 0.0332631 0.698478 
313.15 73.2005 0.0332023 0.692441 
318.15 71.5401 0.0331353 0.687376 
323.15 69.9160 0.0330624 0.683209 
328.15 69.3277 0.0329840 0.679857 
333.15 66.7745 0.0329004 0.677264 
338.15 65.2550 0.0328119 0.675380 
343.15 63.7703 0.0327187 0.674163 
348.15 62.3180 0.0326209 0.673577 
363.15 58.1519 0.0323019 0.675340 
368.15 56.8245 0.0321874 0.677035 
372.756 55.6279 0.0320785 0.679067 

 

While these solvent susceptibilities were generated for the isobaric case, with only temperature variations, 

it is easily possible to generate solvent susceptibilities for varying temperatures and pressures with the ad-

justments made in the 1D RISM Mathematica notebook[266] implementation for the generation of these 

solvent susceptibilities. 

It is important to notice that there are three different solvent susceptibilities for ambient conditions, the one 

generated for ambient conditions (Ref. 91), one in the high pressure (Ref. 7) and one in the various temper-

ature series (described above). The ambient condition solvent susceptibility was generated using the 

experimental water density, while for the other ones, for consistency reasons within the series of solvent 

susceptibilities, densities from equations of state are used. In this work, the original, ambient condition 
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solvent susceptibility was only used for the investigation of systems for which only ambient conditions were 

considered (chapter 4.2 and 4.3); for the pressure- and temperature dependent calculations, the ambient 

condition solvent susceptibility from the respective series was used. 

 

3.1.4 TI calculations 

The simulation boxes were set up by placing 4167 SPC/E water molecules in a cubic box with an edge 

length of 50 Å around a single solute molecule using the packmol 1.1.2.023 software.[267] The used structures 

are the equivalent PCM optimized structures, used also for the EC-RISM calculations. AM1-BCC[75,268] 

charges and GAFF parameters[184] (version 1.7) were used for the simulations which were performed using 

NAMD 2.11.[194] Within the simulations, the 1-4 interactions (which are irrelevant for frozen structure cal-

culations, frozen structures are enforced with the fixedAtoms and fixedAtomsForces options in NAMD) 

were scaled by 0.833333 and the water bonds were kept rigid using the SETTLE algorithm,[269] while the 

Lennard-Jones interactions were gradually switched off between 10 and 12 Å. The electrostatic interactions 

are calculated efficiently using Particle Mesh Ewald (PME) algorithm in the fourth order with a 1.0 Å grid 

spacing.[270] The temperatures and pressures are kept constant at the respective values using Langevin dy-

namics and the Nosé-Hoover-Langevin piston.[271,272] Each system was first minimized for 5000 steps using 

the conjugate gradient and line search algorithms as implemented in NAMD, followed by an equilibration 

for 0.4 ns with a 2 fs time step and switched off solute-solvent interactions. The TI coupling parameter  

was increased linearly for the Lennard-Jones interactions between 0 and 1 in steps of 0.1 during the simu-

lation, followed by a similar switching on of the electrostatic interactions and the calculation of the 

hysteresis in the reverse order. For each -step, the system was equilibrated for 60 ps and afterwards simu-

lated for 0.4 ns.  
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3.2 Computational details of the specific chapters 

3.2.1 EC-RISM for temperature variations: Parametrization and benchmarking 

The molecular structures used for the parametrization are divided into two datasets, a training and a test set. 

The training set for the parametrization was taken from Ref. 7. The TI-MD simulations were done consid-

ering only the single rigid minimum conformation of each of the 47 molecules without further optimization 

since they were prepared using the SAMPL6 workflow. The same set of structures was also used for the 

EC-RISM calculations. All calculations were done using the solvent susceptibilities described in 3.1.3 and 

the computational workflow outlined in 3.1; the calculations are done at 278.15, 283.15, 288.15, 293.15, 

298.15, 303.15, 308.15, 313.15, 318.15, 323.15, 328.15, 333.15, 338.15, 343.15, 348.15 and 363.15 K. Re-

sulting in 846 TI-MD simulations. 

The structures of test-set are generated using Avogadro[186] without any conformational or tautomer sam-

pling and optimized analogous to the training-set molecules. The test set contains 27 molecules 

(1-ethoxybutane, 2-methylpentane, 2-propanol, 3-nitrophenol, benzene, benzonitrile, chloromethane, cyclo-

propane, dimethylsulfide, ethene, ethylbenzene, ethylbenzoate, fluoromethane, hexane, hydrogensulfide, 

methane, methylamine, morpholine, octanoic-acid, phenol, piperidine, propanethiol, quinoline, tetrafluoro-

ethylene, tetrahydrofuran, trichloroethylene, urea) which were taken from Ref. 252 and 253; these molecules 

were chosen because there is experimental reference data for a large available temperature interval in the 

literature, and they have little conformational freedom. The latter is especially important since confor-

mations and tautomers were neglected during the structure generation of the test set. Calculations were 

performed as described in chapter 3.1 using Gaussian 16 rev B01. The structures of the test and trainings 

set molecules are given in the structures subfolder of the SI part 01. 

 

3.2.2 Calibrating tautomer predictions: the SAMPL2 datasets 

The conformations of all molecules were taken from Ref. 91 and re-optimized at B3LYP/6-

311+G(d,p)/PCM level of theory using the computational approach described in chapter 3.1 using Gaussian 

09. The TI, EC-RISM, CCSD(T) and frequency calculations also followed this workflow; NMR parameters 

were not computed. The raw data for each molecule, the structures, data for all pairs, from the original 

SAMPL2 submission as well as Ref. 100 are given in the SI part 02. 
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3.2.3 Probing the sensitivity of chemical shifts for tautomer predictions - histamine  

Computational details  

An exhaustive conformational sampling was done for all of the histamine tautomers via a relaxed dihedral 

scan of all three rotatable bonds in steps of 90°, yielding 64 conformations per tautomer. These structures 

were afterwards submitted to an unconstrained geometry optimization as described in chapter 3.1 using 

Gaussian 09, and all conformations within a Cartesian RMSD of 0.1 Å were condensed into the minimum 

conformation. These conformations were used for EC-RISM/NMR calculations. The structures for the 

reparametrization of the GAFF n3 atomtype Lennard-Jones parameters, which was necessary to improve 

the accuracy of the histamine pKa-calculations, were taken from Ref. 4 and can be found in the 

GAFF_Reparm/Structures subfolder of SI part 03. EC-RISM calculations were performed, again, following 

the workflow given in chapter 3.1. To calculate the free energy derivatives, -steps of 0.0, 0.1, 0.2, 0.3, 0.4, 

0.5, 0.6, 0.7, 0.8, 0.9 and 1.0 were chosen, but only the endpoints are needed to calculate the derivatives.  

Experimental details 

To get access to representative spectroscopic data for the histamine free base and the monocation, measure-

ments were conducted at different pH values. The pKa values of histamine are 9.75 and 6.04[273], so pH 12.5 

was chosen as representative for the free base with a free base fraction of 0.998, and pH 7.9 for the mono-

cation with a fraction of 0.973. The histamine was purchased from Sigma Aldrich and used without further 

purification; for each sample approx. 25 μg histamine were dispensed in 600 μL demineralized water, using 

a Milli-Q site, at 22 °C. The pH values were adjusted using NaOH and HCl. 

The NMR spectroscopy was done by Wolf Hiller using TMS in methylene chloride as external reference on 

a Bruker Avance III HD NMR-spectrometer with 600 MHz and a BBFO Cryo sample holder chilled with 

helium. The nitrogen shifts were referenced using the spectrometer calibration to nitromethane in heavy 

water. Direct 1H, 13C and 15N experiments were done together with 1H/1H COSY, 1H/13C HSQC and HMBC 

as well as 1H/15N HSQC and HMBC measurements.  
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3.2.3.1 Optimization of force field parameters 

When a usual molecular mechanics FF is used, the Lennard-Jones parameters have to be assigned to the 

respective atoms of the molecule. The simplest way to do this is the assignment according to the elements 

but this simple assignment is not sufficient for the description of real molecules. The same element can have 

strongly differing properties within the same molecule depending on the chemical environment, like neigh-

boring atoms or the bonding situation. Therefore, the Lennard-Jones parameters are usually not element 

dependent and instead assigned according to so-called atom types. This way it is for example easily possible 

to distinguish between aromatic and aliphatic carbons, carbonyl and hydroxyl oxygen atoms or charged and 

uncharged nitrogen atoms. Also, it is easy to parametrize specific atomic groups, and even a reparametriza-

tion of specific atom types is possible without changing the entire system. In Chapter 4.3 of this work, the 

neurotransmitter histamine is discussed. During the analysis of the results, it was found that for those mol-

ecules in the MNSOL database that contain nitrogen atoms with the atomtype n3, experimental Gibbs free 

energies of hydration are only reproduced with a large RMSE. The n3 type is simply the atomtype for sp3 

nitrogen atoms with three bonds. Therefore, reparametrization of this atomtype was done based on the phys-

ical insight given by 3D RISM calculations. The reparametrization method developed during this work is a 

refined version of a simpler one used in J. Auch’s Bachelor’s thesis.[274] It is based on an in-house code 

developed by Yannic Alber which allows to calculate so-called free energy derivatives. These free energy 

derivatives were also used in a 3D RISM based approach for the reparametrization of FF parameters in a C. 

Chodun’s Master’s thesis[275] and are derivatives of the excess chemical potential with respect to the poten-

tial. They are given, for the PSE-closure, by[216,276]  
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and further, by transforming the variation to a derivative with respect to a Lennard-Jones parameter or the 

charge (here called θ) 
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The following approach is possible using these free energy derivatives:  

1) Calculation of the Gibbs free energies of hydration for all neutral molecules of the MNSOL database 

containing the n3 parameter using EC-RISM and the PMV correction.  
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2) Calculation of the difference between the experimental and EC-RISM results.  

3) Calculation of the derivatives of the excess chemical potential with respect to  and .  

4) Prediction of the changes in the Lennard-Jones parameters as 
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5) Minimization of the deviation between calculation and experiment via 
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to obtain the change in Lennard-Jones parameters,  and , with the maximum and minimum of the 

predicted change in the respective LJ parameter as constraints and not allowing negative parameters. 

This Taylor-ansatz is needed since the derivatives are incomplete, the derivatives of the PMV and the 

electrostatic potential (from the QC calculation) are missing. 

6) Change of the Lennard-Jones parameters by adding  and , and recalculation of the Gibbs free ener-

gies of hydration using EC-RISM.  

7) Repetition of 2)-6) until convergence. 

Within this procedure, the dependence of the partial molar volume on the  and the influence of the new 

Lennard-Jones parameters on the solvent distribution and the partial charges are considered, but the PMV-

correction parametrized using the original GAFF is used.  

 

3.2.3.2 Calculation of tautomer populations using NMR chemical shifts 

Experimental NMR chemical shifts are mostly ensemble averages over all accessible underlying conforma-

tional, tautomer and ionization states. Besides, often 1H chemical shifts are not available for the protons 

involved in a tautomerization process because of the fast exchange between solute and solvent protons in 

aqueous media. Nevertheless, these experimental shifts can be used to extract the underlying tautomer frac-

tions when supported by calculations. Therefore, the spectra of these underlying conformational, tautomer 

or ionization state fractions have to be calculated. To calculate the NMR chemical shift of a single confor-

mation, the shielding constant of the solute and a suitable reference substance have to be calculated as 

described in 2.2.5. The choice of a suitable reference substance and different referencing methods are dis-

cussed in chapter 4.4. The chemical shift is computed by subtracting the shielding constant of the solute 

from the reference shielding: 
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refi i    .  (192) 

The reference substance according to the IUPAC is tetramethylsilane (TMS) in deuterated chloroform which 

can be used as a reference for each nucleus using the suitable Ξ-factor. In water, sodium trimethylsilylpro-

panesulfonate (DSS), a more water soluble TMS derivative, is the reference substance. To overcome 

inconsistencies from the use of different solvent models for the calculation of solute and reference substance, 

and therefore to ensure error cancelation by the use of the same level of theory, the secondary standard 

approach was used[89]  

sec,ref sec,refi i      .  (193) 

Here, the experimental chemical shift difference sec,ref between the secondary standard sec,ref and TMS in 

deuterated chloroform, respectively liquid ammonia for 15N chemical shifts, is added to the calculation of 

chemical shifts. An NMR calculation provides the shielding constants for the respective conformation. To 

calculate the NMR spectrum of a tautomer, the populations of the conformations within the particular tau-

tomer state have to be known. These populations can be calculated with the energetics, also provided by the 

calculation, as described in chapter 2.6. The shielding constants of the tautomer are[277]  

it i itc it itc it
c

x  .  (194) 

The shielding constants here are always the arithmetic means of topologically identical nuclei, which are 

not distinguishable from an NMR experiment. In the same fashion, the shielding constants of a specific 

ionization state can be calculated using the shielding constants and populations within this ionization state 

i itc i itc i
t c

x  .  (195) 

The chemical shifts resulting from these shielding constants can directly be used for comparison with ex-

periments measured at the respective ionization state. The shifts calculated from the tautomer shielding 

constants can now be used for the extraction of tautomer populations from the experimental shifts of the 

respective ionization state employing the multilinear regression model  

,exp ,exp ,calci it i it i
t

x  ,  (196) 

with two constraints: The sum of the coefficients x has to be 1 and no negative values are allowed for them. 

It is important that the system of equations is not underdetermined in order to obtain a solution, therefore at 

least the same number of chemical shifts and tautomers have to be taken into account. The chemical shifts 
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of the different types of nuclei show large variations w.r.t their absolute values, therefore a normalization is 

used to avoid the domination of the fit by a single chemical shift with a large absolute value 

norm
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where n is the number of chemical shifts of the respective type of nuclei. Another possible issue is the 

dominance of more frequently occurring types of nuclei within the fitting process. To overcome this, another 

type of normalization is introduced by also taking into account the number of shifts of the respective type 

of nuclei via 

Norm.
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A similar workflow was used in the master’s thesis of the author[277] to determine the tautomer fractions of 

the neurotransmitter histamine. This benchmark system was also employed for this work, but on a compu-

tationally more reliable basis. The level of theory and pKa-model developed during the SAMPL6 challenge 

were applied here, and especially the calculation of NMR parameters at the MP2 level of theory should 

improve the results.[278] The focus in this work was not only the determination of the tautomeric preferences 

of the histamine itself; rather, it is systematically investigated which of the nuclei are best suited for the use 

within the combined computational and experimental workflow for tautomer predictions. 

 

3.2.4 Calibrating the prediction of NMR chemical shifts 

The trimethylamine N-oxide (TMAO), ammonia and N-methyl-acetamide (NMA) conformations (NMA 

has two conformations, cis- and trans-NMA) were treated using the workflow described in chapter 3.1 with 

Gaussian 16. 

The DSS conformations were generated by first performing an exhaustive dihedral scan at the 

B3LYP/6-311+G(d,p) level of theory using Gaussian 16, followed by a PCM geometry optimization as 

described in 3.1. All structures within a Cartesian RMSD of less than 0.8 Å were condensed into one mini-

mum conformer, resulting in 7 different DSS minimum conformers, which were used for EC-RISM 

calculations. For the TMAO calculations, the Lennard-Jones parameters were taken from Ref. 279. All 

structures, FF parameters, energies and shielding constants for the systems are given in the SI part 04. 
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3.2.5 Tautomerism of nucleobases: Natural nucleobases, Hachimoji bases and derivatives 

The structures of the tautomers were generated using Avogadro 1.2,[186,280] all rotamers were generated man-

ually. The calculations were done using the computational workflow described in chapter 3.1 using Gaussian 

09.[154] NMR calculations were not performed. Besides ambient conditions, pressure (1, 100, 500, 1000, 

2000, 3000, 4000, 5000, 7500 and 10000 bar at 298.15 K) and temperature (278.15, 283.15, 288.15, 293.15, 

298.15, 303.15, 308.15, 313.15, 318.15, 323.15, 328.15, 333.15, 338.15, 343.15, 348.15 and 363.15 K at 1 

bar) dependent EC-RISM calculations were done. 

 

3.2.6 Nucleotides at high hydrostatic pressure: NMR of adenosine monophosphate 

The structures of adenosine monophosphate (AMP) were taken from the protein database (PDB, 

https://www.rcsb. org/ligand/AMP) in the anti-S-gt conformation. The torsion angles were manually rotated 

to the anti-S-gg conformation with angles O4′-C1′-N9-C4=-150° and O-C5′-C4′-O1′=-65°. The ribose con-

formation in the N-state was modified manually from the ribose in the GDP structure in the PDB 

(https://www. rcsb.org/ligand/GDP) to obtain the anti-N-gg conformer with the same torsion angles as the 

anti-S-gt conformation. The geometry optimizations (using Gaussian 16 rev B01) and high pressure EC-

RISM protocols were chosen according to chapter 3.1. The structures, energetics and NMR parameters for 

each conformation and pressure are given in the SI part 06. 

 

3.2.7 Nucleotides at various temperatures 

In contrast to nucleobases, which are very rigid due to the aromatic ring system, nucleotides have many 

degrees of freedom. The base and the phosphate chain are bound to the (desoxy-)ribose by a rotatable bond 

allowing a lot of orientations, and the phosphate chain itself is very flexible. Additionally, the ribose has 

multiple conformations of the ring and the hydroxyl groups. Therefore, a proper conformational sampling 

is necessary for the calculation of nucleotide energetics and NMR parameters. In this work, a combined 

workflow using quantum chemical calculations and molecular dynamics simulations with an implicit sol-

vent model was applied. 

At first, the molecular structure of the respective tautomer of the nucleotide was generated with the molec-

ular editor Avogadro 1.2[186,280] and optimized utilizing molecular mechanics applying the steepest descent 

algorithm and the MMFF94s[183] FF as implemented in Avogadro. This structure was submitted to a quantum 
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chemical geometry optimization at the HF/6-31+G(d) level of theory in Gaussian 16 with tight convergence 

criteria, followed by a single point calculation at the same level of theory in which the internal option for 

the detailed output of the electrostatic potential has to be activated in Gaussian 16 (by using the flag 

IOp(6/33=2) in the head line). This is needed for the calculation of atomic partial charges with the restrained 

electrostatic potential (RESP) model.[281,282,283] This model has some advantages compared to partial charges 

based on semi-empirical models like AM1-BCC[75,268] by an accurate description of the buried atoms far 

from the molecular surface, which are often badly represented by the fitting process because the electrostatic 

potential is dominated by the surface atoms, which can lead to large variations of the partial charges of the 

buried atoms. The RESP charges are well suited for the use of aqueous simulations due to the overpolariza-

tion of the molecule using the HF/6-31+G(d) level of theory which represents the situation in aqueous 

solution quite well. Therefore, the espgen and respgen utilities of the antechamber[284] program package 

implemented in Amber 18[190] were used. Afterwards, antechamber was used for the parametrization of the 

molecule with the GAFF[184] FF version 1.7 and the data was submitted to a molecular dynamics simulation 

with the sander program of Amber 18. The simulation was performed for 100 ns with a 1 fs timestep at 500 

K using Langevin dynamics and the ALPB solvation model. Every 10000th snapshot was stored for subse-

quent geometry optimization to the next-nearest local minimum with a convergence criterion of 10-4 kcal 

mol-1 Å-1 for the maximum gradient norm with Amber18. All of the minimized structures within a Cartesian 

RMSD of 0.025-times the number of solute atoms were condensed to the minimum structure of the cluster 

and used for quantum chemical geometry optimizations at the B3LYP/6-311+G(d,p)/PCM level of theory 

in Gaussian 16, equivalent to the SAMPL6 settings. These structures were again condensed like described 

above, and the 10 minimum structures were used for the EC-RISM calculations. This workflow is based on 

the one used by P. Kibies for the generation of conformations for the WZ4002[82] but a modernized and 

more flexible version. 

The structures of all nucleosides, mono- and triphosphate nucleotides were generated for each of the base 

tautomers given in chapter 4.5; thereby, the phosphate chains are deprotonated, resulting in ionization states 

of 0 for the nucleosides, -2 for the monophosphates and -4 for the triphosphates. For each of these species 

(in total 45, by having 5 nucleobases with each 3 tautomers as nucleoside, mono- and triphosphate) the 

workflow described above was performed. This resulted in a very large number of quantum chemical cal-

culations needed, making the investigation of the influence of the ionization state, by using the workflow 
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on nucleotides at different ionization states, unfeasible in this work due to limited computational resources. 

The number of resulting conformations after the PCM optimization for each tautomer is given in Table 3. 

The input structures were all chosen with the ‘standard’ stereochemistry and conformation. These confor-

mations were used for temperature dependent EC-RISM calculations at 278.15, 283.15, 288.15, 293.15, 

298.15, 303.15, 308.15, 313.15, 318.15, 323.15, 328.15, 333.15, 338.15, 343.15, 348.15, 363.15, 368.15 

and 372.756 K, making it computationally costly to use all conformations for the EC-RISM calculations. 

To account for the conformational flexibility of the molecules, while simultaneously reducing the compu-

tational effort, the 10 energetically lowest structures from the PCM optimization were used for EC-RISM 

calculations, resulting in 180 calculations per species. The calculation of NMR parameters is computation-

ally very demanding at the MP2 level of theory since no frozen core approximation can be used, and 

especially the phosphorylated species have a high number of electrons. This results in swap files of multiple 

terabytes for a single calculation on a nucleoside monophosphate conformation when using 0.5 TB memory 

in Gaussian 16, so calculations on each minimum used for EC-RISM are computationally impossible. Thus, 

the populations of the conformations of each species at each temperature were calculated, and only the 

species contributing for up to 99 % of the conformational ensemble of the respective molecule at the respec-

tive temperature were submitted to NMR calculations with a maximum of 3 conformations per molecule 

and temperature. The calculation of nucleoside triphosphate NMR parameters was not possible using the 

given computational resources. Given the size of the molecules and the fact that all of the tautomerizing 

protons are in six-membered rings, for which the calculations performed well on the SAMPL2 dataset even 

without the inclusion of additional high-level gas-phase energies in the thermodynamic cycle, coupled clus-

ter calculations were not done for the nucleosides and nucleotides. Additionally, the inclusion of coupled-

cluster energies does not affect the tautomer populations of histamine, but only the distribution in the un-

derlying conformational ensemble is affected, which makes coupled-cluster calculations unnecessary for 

the tautomer elucidation of nucleosides and nucleotides. 
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Table 3: Number of PCM minima of the investigated species, the nomenclature of the tautomeric states of the nucleobases in the 

respective nucleoside or nucleotide species is according to chapter 4.5. The conformations were generated using the workflow 

described in chapter 3.2.7 and are used for EC-RISM/NMR calculations. 

Tautomer Nucleoside 
Nucleoside 

monophosphate 
Nucleoside 
triphosphate 

A 22 53 217 
N1-A 23 55 247 
N3-A 9 21 121 

G 25 65 194 
Enol-G 23 81 117 
N3-G 32 50 353 

U 44 37 279 
2-Enol-U 92 63 100 
4-Enol-U 69 66 178 

T 22 72 57 
2-Enol-T 16 21 100 
4-Enol-T 32 110 158 

C 27 56 236 
Enol-C 43 57 102 
N3-C 23 45 200 

 

Since the populations of all tautomers and conformations were calculated via EC-RISM, the results include 

the effect of the different environmental conditions. All of the raw data, including molecular structures, EC-

RISM results and NMR parameters are given in the SI part 07. 

Experimental details 

The NMR experiments were all performed by the author during a RESOLV internship in Roland Sigel’s lab 

at the University of Zürich in Switzerland. 13C and 15N labeled nucleosides (adenosine, guanosine, thymidine 

and cytidine, all as desoxyribonucleosides) and nucleotides (ATP, GTP, UTP and CTP, all as ribonucleo-

tides) were purchased from Silantes and used without further purification. The measurements were done 

using a 700 MHz Bruker Avance III Neo spectrometer with Cryo TXI probe. Direct measurements of the 

13C, 15N, and 1H (using water suppression) nuclei resonances as well as 1H/13C-HSQC experiments of the 

sugar region (to support the assignment of the 1H resonances in the sugar region, which is difficult due to 

interference with the water signal) were performed in water/D2O (80:20) at 278.15, 298.15, 323.15 and 

348.15 K.  

The temperature calibration was done according to the manufacturer’s specifications using methanol and 

ethylene glycol yielding the spectral ratios given in Table 4. These spectral ratios are needed to account for 
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the temperature dependence of the reference frequency. An internal reference was used, which was cali-

brated at 298.15 K, the spectral ratios modify the reference frequency to yield the correct temperature 

dependent reference.  

 

Table 4: Spectral ratios (in Hz) used for the referencing of temperature dependent chemical shifts. Determined by measuring 

methanol and ethylene glycol on the same 700 MHz Bruker Avance III Neo spectrometer as used for the nucleoside and nucleo-

tide measurements. 

Temperature 1H 13C 15N 

278.15 K -209.47 -521.74 -22.65 
298.15 K -49.78 -481.58 -6.47 
323.15 K 149.84 -431.39 13.76 
348.15 K 349.46 -381.20 33.99 
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IV. Results 

 

4.1 EC-RISM for temperature variations: Parametrization and benchmarking 

 

EC-RISM with the PMV correction was successfully applied to calculations in water[4,5] and different sol-

vents like cyclohexane[232] and dry and water saturated octanol;[8] it is even possible to use it for high pressure 

calculations in water.[7] To further increase the applicability of EC-RISM and give rise to the possibility to 

study the tautomerism of nucleic acid building blocks under a broader variety of environmental and espe-

cially early life conditions, the parametrization of a PMV correction for temperature variations is crucial. In 

the final chapter of this work, the tautomerism of nucleosides and nucleotides is investigated computational 

and using temperature dependent NMR experiments. Therefore, it is necessary that such an EC-RISM par-

ametrization covers the whole range of temperatures at which the experiments are performed. The results 

of the parametrization are shown in Table 5 and Figure 7; the full data, also splitted into the separate com-

ponents, are given in the Energies subfolder of SI part 01. 

 

Table 5: Statistical metrics for Gibbs free energies of solvation calculated by EC-RISM and by TI in comparison with 

experimental values for 298.15 K and for Gibbs free energies of solvation calculated by EC-RISM with and without 

additional temperature correction in comparison with the temperature dependent reference data (root mean square 

error RMSE, mean absolute error MAE, mean signed error MSE, slope m’, intercept b’, and coefficient of determina-

tion R2 from descriptive regression) of the training set. 

Model RMSE MAE MSE m' b’ R2 
TI(298.15K) 1.56 1.24 0.65 0.87 -1.28 0.94 
EC-RISM0(298.15K) 1.98 1.32 -0.86 0.88 0.12 0.89 
EC-RISM0(278.15K) 1.34 1.23 -1.23 1.02 1.09 0.99 
EC-RISMT(278.15K) 0.77 0.70 -0.70 1.01 -0.60 1.00 
EC-RISM0(283.15K) 0.98 0.89 -0.89 1.02 -0.75 0.99 
EC-RISMT(283.15K) 0.56 0.49 -0.49 1.01 -0.38 1.00 
EC-RISM0(288.15K) 0.63 0.58 -0.57 1.01 -0.50 1.00 
EC-RISMT(288.15K) 0.36 0.31 -0.31 1.01 -0.25 1.00 
EC-RISM0(293.15K) 0.31 0.28 -0.28 1.01 -0.22 1.00 
EC-RISMT(293.15K) 0.18 0.15 -0.14 1.01 -0.10 1.00 
EC-RISM0(303.15K) 0.26 0.24 0.24 1.00 0.24 1.00 
EC-RISMT(303.15K) 0.14 0.12 0.10 1.00 0.12 1.00 
EC-RISM0(308.15K) 0.50 0.45 0.45 0.99 0.41 1.00 
EC-RISMT(308.15K) 0.24 0.20 0.18 1.00 0.16 1.00 
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Model RMSE MAE MSE m' b’ R2 
EC-RISM0(313.15K) 0.74 0.67 0.67 0.99 0.59 1.00 
EC-RISMT(313.15K) 0.33 0.27 0.27 0.99 0.22 1.00 
EC-RISM0(318.15K) 0.89 0.83 0.83 0.99 0.75 1.00 
EC-RISMT(318.15K) 0.33 0.29 0.29 0.99 0.25 1.00 
EC-RISM0(323.15K) 1.06 0.98 0.98 0.98 0.88 0.99 
EC-RISMT(323.15K) 0.35 0.31 0.30 1.00 0.25 1.00 
EC-RISM0(328.15K) 1.22 1.14 1.14 0.98 1.05 0.99 
EC-RISMT(328.15K) 0.37 0.33 0.33 0.99 0.29 1.00 
EC-RISM0(333.15K) 1.34 1.24 1.24 0.98 1.12 0.99 
EC-RISMT(333.15K) 0.35 0.29 0.29 0.99 0.23 1.00 
EC-RISM0(338.15K) 1.45 1.35 1.35 0.98 1.24 0.99 
EC-RISMT(338.15K) 0.31 0.28 0.27 0.99 0.21 1.00 
EC-RISM0(343.15K) 1.52 1.43 1.43 0.98 1.35 0.99 
EC-RISMT(343.15K) 0.25 0.21 0.21 1.00 0.19 1.00 
EC-RISM0(348.15K) 1.62 1.52 1.52 0.98 1.41 0.99 
EC-RISMT(348.15K) 0.23 0.18 0.16 0.99 0.12 1.00 
EC-RISM0(363.15K) 1.76 1.64 1.64 0.98 1.54 0.98 
EC-RISMT(363.15K) 0.22 0.17 -0.13 1.00 -0.15 1.00 

 

Compared to the experimental values from the MNSOL at 298.15 K, the TI and EC-RISM yield an RMSE 

of 1.56 and 1.98 kcal/mol, respectively. Even though the RMSE of the TI calculations is smaller, the error 

of both methods is in a comparable range, underlining the validity of the chosen approach using temperature 

dependent TI calculations as reference data for the parametrization. As expected from the fitting process, 

the EC-RISMT results are in better agreement with the reference data than the uncorrected EC-RISM calcu-

lations. They result in smaller errors (RMSE, MAE and MSE) for all temperatures (except 298.15 K where 

the results are the same by definition), show smaller intercepts and slopes, and coefficients of determination 

closer to 1. This indicates that the fitting was successful. The results of the lowest and highest temperature 

used for the parametrization (278.15 K and 363.15 K), and the errors for all temperatures are depicted in 

Figure 7.  
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Table 6: Statistical metrics for Gibbs free energies of solvation calculated by EC-RISM with and without additional 

temperature correction in comparison with the temperature dependent experimental data (root mean square error 

RMSE, mean absolute error MAE, mean signed error MSE, slope m’, intercept b’, and coefficient of determination R2 

from descriptive regression) of the test set. 

Model RMSE MAE MSE m' b’ R2 
EC-RISM0(278.15 K) 1.82 1.56 -1.55 1.11 -1.22 0.96 
EC-RISMT(278.15 K) 1.51 1.17 -1.11 1.11 -0.78 0.95 
EC-RISM0(283.15 K) 1.60 1.29 -1.25 1.10 -0.94 0.96 
EC-RISMT(283.15 K) 1.40 1.03 -0.93 1.10 -0.62 0.95 
EC-RISM0(288.15 K) 1.43 1.07 -0.99 1.10 -0.71 0.95 
EC-RISMT(288.15 K) 1.32 0.96 --0.77 1.10 -0.49 0.95 
EC-RISM0(293.15 K) 1.31 0.95 -0.76 1.10 -0.50 0.94 
EC-RISMT(293.15 K) 1.27 0.94 -0.65 1.09 -0.39 0.94 
EC-RISM0(298.15 K) 1.24 0.93 -0.55 1.09 -0.31 0.94 
EC-RISMT(298.15 K) 1.24 0.93 -0.55 1.09 -0.31 0.94 
EC-RISM0(303.15 K) 1.21 0.92 -0.36 1.08 -0.14 0.93 
EC-RISMT(303.15 K) 1.23 0.93 -0.47 1.08 -0.25 0.93 
EC-RISM0(308.15 K) 1.22 0.93 -0.20 1.08 0.00 0.93 
EC-RISMT(308.15 K) 1.22 0.92 -0.37 1.08 -0.22 0.93 
EC-RISM0(313.15 K) 1.24 0.97 -0.06 1.08 0.12 0.92 
EC-RISMT(313.15 K) 1.21 0.92 -0.39 1.08 -0.20 0.93 
EC-RISM0(318.15 K) 1.28 1.01 0.06 1.07 0.23 0.91 
EC-RISMT(318.15 K) 1.21 0.93 -0.37 1.07 -0.21 0.93 
EC-RISM0(323.15 K) 1.32 1.07 0.17 1.07 0.32 0.91 
EC-RISMT(323.15 K) 1.22 0.93 -0.38 1.07 -0.23 0.93 
EC-RISM0(328.15 K) 1.36 1.12 0.25 1.06 0.39 0.90 
EC-RISMT(328.15 K) 1.22 0.93 -0.40 1.06 -0.27 0.93 
EC-RISM0(333.15 K) 1.40 1.17 0.32 1.06 0.44 0.90 
EC-RISMT(333.15 K) 1.23 0.94 -0.45 1.06 -0.33 0.93 
EC-RISM0(338.15 K) 1.44 1.20 0.37 1.06 0.48 0.89 
EC-RISMT(338.15 K) 1.24 0.95 -0.50 1.05 -0.40 0.93 
EC-RISM0(343.15 K) 1.46 1.23 0.41 1.05 0.50 0.89 
EC-RISMT(343.15 K) 1.26 0.97 -0.58 1.05 -0.49 0.93 
EC-RISM0(348.15 K) 1.48 1.25 0.43 1.05 0.51 0.88 
EC-RISMT(348.15 K) 1.29 1.00 -0.67 1.04 -0.60 0.93 
EC-RISM0(363.15 K) 1.49 1.25 0.40 1.04 0.45 0.88 
EC-RISMT(363.15 K) 1.46 1.15 -1.03 1.03 -1.00 0.93 

 

To evaluate the predictive power of EC-RISMT, an independent test set is needed. The test set is built as a 

subset of the Chamberlin dataset. As described above, the experimental data in this dataset are not given for 

different temperatures, only the highest and lowest experimental temperature available and the correspond-

ing values are given for each molecule. To correlate the calculated data for each data point with experimental 

values, an approximation is needed, therefore a linear approximation of the Gibbs free energies of hydration 

was applied using the given points (the minimum and maximum temperatures, the respective Gibbs free 
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energies of hydration as well as the linear regression parameters are given in the appendix in Table 48). 

Such an approximation is neglecting the temperature dependence of H and S within the Gibbs free energy 

and is, in reference to Chamberlin et al.,[252] called van’t Hoff model. This way, the slope of the linear 

regression is the negative of the solvation entropy, which could be used to validate the approach, but unfor-

tunately is not given in the literature. The comparison between the reference data from this van’t Hoff model 

and the computed results using EC-RISM and EC-RISMT are given in Table 6 and Figure 7. 

RMSE and MAE of the test set are comparable between EC-RISM and EC-RISMT for temperatures near to 

298.15 K and, unexpected from the results for the training set, at the highest temperature, 363.15 K. For all 

other temperatures, EC-RISMT outperforms EC-RISM by showing a small RMSE and MSE over a broad 

range of temperatures. Despite the overall better performance of EC-RISMT, the native EC-RISM covers 

the temperature dependence quite well, especially compared to the performance at high pressures. The MSE 

of the EC-RISMT results has a parabolic form and is always negative while, in contrast, the one of the EC-

RISM results has a zero crossing at approximately 320 K and an overall steadier trend, which is likely 

caused by a monotonous trend of the temperature dependent PMVs which is not compensated by the addi-

tional temperature dependent parameter. This results in small errors for the test set at 363 K and is not in 

agreement with the results of the training set, for which the MSE of the EC-RISM results is worse than for 

the result calculated with EC-RISMT. This may be caused by the choice of molecules for the test set: they 

are very small (the largest compound contains 11 non-hydrogen atoms) because no conformational sampling 

is done for the test set, so the temperature dependent parameter may be too large for this test set since it is 

parametrized from a training set of small, medium sized and large (up to 25 heavy atoms) molecules to be 

applicable to a broad range of small molecules. A possible explanation for the training set showing slightly 

higher errors compared to the training set performance is the neglect of conformational and tautomeric free-

dom of the test set molecules as well as not considering possible ionization states which may play an 

important role at ambient conditions.  
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Figure 7: Results of the calculations of the training (A and B) and test set (C and D) used for the parametrization and validation of 

the temperature dependent PMV correction for EC-RISM. On the left side (A and C), the calculated vs. reference data (at 278.15 K 

(crosses) and 363.15 K (squares) with EC-RISMT in blue and red, and EC-RISM in cyan and orange, on the right side (B and D) 

the trends of the errors (RMSE (crosses), MAE (points) and MSE(squares) EC-RISMT in blue, red, and green, EC-RISM in cyan, 

orange and dark-green) are shown.  

Overall, the newly introduced temperature dependent PMV correction for EC-RISM slightly outperforms 

the correction for ambient conditions for the training and the test set, and it is recommended to use this 



79 

 

 

correction for temperature dependent calculations of small molecules in liquid water. Although the MSE 

implies that EC-RISM might work better at higher temperatures, the linear regression parameters indicate 

that EC-RISMT is the more stable approach. A major part of this work is the calculation of the nucleobase, 

nucleoside and nucleotide tautomerism (Chapters 4.5 and 4.7) over a range of temperatures, which is now 

possible with this correction. For these investigations, temperature dependent NMR spectra of nucleosides 

and nucleotides were recorded in a temperature range covered by the new correction, making the correlation 

between calculated and experimental results possible. 
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4.2 Calibrating tautomer predictions: the SAMPL2 dataset 

 

Before calculating the tautomer stability of nucleic acid building blocks, especially at extreme conditions, 

it is needed to benchmark the performance of EC-RISM for tautomer predictions at ambient conditions. 

Therefore, the SAMPL2 dataset is used, this dataset is introduced in chapter 1.4. The SAMPL2 challenge[90] 

was part of the “statistical assessment of the modeling of proteins and ligands” blind prediction series back 

in 2009. During the original challenge, the Kast group participated, resulting in an RMSE of 0.57 kcal/mol 

for the explanatory set, containing the 5-ring compounds, and 2.91 kcal/mol for the 6-ring compounds of 

the obscure dataset, resulting in an overall RMSE of 2.0 kcal/mol.  

 
Figure 8: Compounds of the SAMPL2 dataset. All pairs of the obscure (1-6) and explanatory (8-16) datasets for which experimental 

energy differences are available are given. It is important to notice that compounds 7 and 8, which are part of the explanatory set 

but no 5-ring compounds, are only considered in the overall statistics. 

At that time, the EC-RISM solvation model could be used to calculate energy differences with high accu-

racy; however, absolute values like solvation free energies could not be calculated reliably due to the lack 
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of a PMV correction term. Therefore, the Kast group did not participate in the challenges SAMPL3[285] and 

SAMPL4,[286] where the blind prediction of hydration free energies was the task. The workgroup participated 

again in the SAMPL challenges 5,[232,287] 6,[4,288] 6.2[8,289] and 7 because the PMV correction, developed by 

D. Tomazic et al., gave access to the calculation of absolute values. The participation in the SAMPL chal-

lenges was always in close collaboration with co-workers from Sanofi, especially S. Güssregen and is 

reviewed in Ref. 10. Using the computational workflow established during the post submission phase of the 

SAMPL6 challenge, described in chapters 2.5.2 and 3.1 as well as Ref. 4, aqueous pKa values can be calcu-

lated with an RMSE of 1.04 pKa units, employing the pKa model described in chapter 2.6 and using the 

PMV correction, an RMSE of 2.04 kcal/mol for the MNSOL database (1.56 kcal/mol for neutral molecules, 

all molecules in the SAMPL2 dataset are neutrals) could be obtained. This work is mainly concerned with 

tautomerism, and the SAMPL2 dataset is one, if not the most well-known dataset for tautomer predictions, 

so that the new computational workflow from the SAMPL6 challenge had to be tested on this dataset. For 

this task, the thermodynamic cycle for the calculation of tautomer transitions had to be considered that has 

been developed in our analysis of the tautomer stability of the Hachimoji code in Ref. 9. 

 
Figure 9: Thermodynamic cycle for the calculation of the tautomer ratio between tautomers A and B in a mixed FF / quantum-

chemical framework for determining the free energy difference between the tautomers in solution (subscript sol) and the gas phase 

(subscript vac). The desired path (1) for the calculation of the quantum chemical tautomer ratio in solution can be obtained by 

calculation of different paths, they are in detail described in the main text. Developed by Stefan M. Kast and published in Ref. 9 

(https://pubs.acs.org/doi/abs/10.1021/acs.jctc.9b01079, the article on request link is given in 290.) 

Using the thermodynamic cycle in Figure 9 and assuming the same standard states for the molecules, like 
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infinite dilution at a specified temperature and pressure, there are multiple ways to calculate ΔG(1), de-

scribed by the red arrow. The direct approach is to calculate the absolute free energies of both species A and 

B in solution using a quantum chemical method, such as EC-RISM, and calculate the difference:[9]  

     1 QC QC
sol solΔ Δ B Δ AG G G  .  (199) 

This direct approach can be used together with computational methods providing accurate absolute free 

energies in solution. If the method is able to compute accurate hydration free energies, for example by being 

parametrized with respect to experimental ones, but does not cover the absolute intramolecular energy well 

by being parametrized for low level QC theories like HF, which is often the case for continuum models like 

PCM, an indirect method can be used. This can be done by calculating the hydration free energies for both 

tautomers, ΔG(3a) and ΔG(2a), using the low-level computational method and combining it with the gas-

phase free energy difference from a high-level calculation like coupled cluster according to  

       1 3a 2a 8
low level low level high levelΔ Δ Δ ΔG G G G   .  (200) 

It is also possible to use the indirect approach together with FF-based methods, such as TI calculations from 

molecular dynamics simulations. Consequently, the thermodynamic cycle, which incorporates two different 

Hamiltonians, the quantum chemical and the FF, needs to be closed. This is achieved by assuming the 

equivalence of both Hamiltonians to reproduce the hydration free energies of both tautomers 

       2a 2b 3a 3bΔ Δ Δ Δ 0G G G G    .  (201) 

Now, the hydration free energy can be calculated using any FF-based method. In this work, TI calculations 

using molecular mechanics simulations are employed, but Monte-Carlo sampling can also be used[9]  

       1 3b 2b 8
TI TI QC,high levelΔ Δ Δ ΔG G G G    .  (202) 

This approach is the so-called dual topology approach, here the hydration free energies of both tautomers 

have to be computed with a respective TI calculation. It is also possible to calculate the hydration free energy 

difference between both tautomers within a single MD/MC calculation using alchemical transformations to 

switch from one to the other tautomer during the calculation. The free energy difference in solution is given 

by 

             1 6 5 4 6 7 8
TI TI QC,high levelΔ Δ Δ Δ Δ Δ ΔG G G G G G G      .  (203) 

The calculations for the SAMPL2 dataset were done using the direct approach and the indirect together with 
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vacuum coupled cluster calculations at the CCSD(T)/cc-pVTZ level of theory and using thermal corrections.  

 
Figure 10: Results of the calculations on the SAMPL2 dataset. The direct approach is shown in A (MP2/6-311+G(d,p)/EC-RISM), 

D (MP2/6-311+G(d,p)/PCM), and F (B3LYP/6-311+G(d,p)/PCM), the indirect in B (MP2/6-311+G(d,p)/EC-RISM+CCSD(T)), C 

(TI+CCSD(T)), and E (MP2/6-311+G(d,p)/PCM+CCSD(T)); CCSD(T) implicitly denotes the inclusion of thermal corrections at 

the level of theory of the structure optimization (B3LYP/6-311+G(d,p)). Blue triangles depict the 5-membered rings of the explan-

atory dataset, red squares the 6-membered rings (obscure dataset), the dashed lines show the corresponding linear regressions; 

the blue crosses are the explanatory pairs 7 and 8 which are included in the overall regression (violet line). Statistical parameters 

can be found in Table 7.[10] 

The results of the calculations on the SAMPL2 dataset are shown in Table 7 and Table 8, and are depicted 

in Figure 10. Multiple levels of theory were used to investigate this dataset: EC-RISM using the computa-

tional approach developed for the SAMPL6 challenge was tested with and without the inclusion of high-

level gas-phase calculations. The same was done using PCM at the MP2 and B3LYP level of theory, and 

frozen geometry dual-topology TI calculations were conducted. The overall RMSE is the lowest for EC-

RISM/CCSD(T), followed by PCM/B3LYP. The latter is an exceptional level of theory here because for all 

of the other ones, the RMSE, MAE, and MSE are lower for the 5-membered rings than for the 6-membered 
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rings, and each of these metrics decreases, both overall and for the respective 5- and 6-membered rings, 

upon inclusion of the high-level gas-phase term, while for PCM/B3LYP, this inclusion worsens the results. 

Therefore, these results are neglected in the following section. 

Especially the quality of the tautomer predictions of the 5-membered rings increases drastically by including 

electron correlation effects at a high-level: The errors, while still higher than for the 6-membered rings, are 

lower by more than 0.5 kcal/mol, and the descriptive regression parameters, which show a lack of predictive 

power for the 5-membered rings with zero or near zero slopes and coefficients of determination, improve 

significantly. Generally, the use of EC-RISM is recommended over PCM/MP2 because the errors are lower 

by around 1.5 kcal/mol, and the slopes and coefficients of determination are closer to one. Additionally, the 

use of coupled-cluster gas-phase energies and thermal corrections is advocated if computationally afforda-

ble, especially when dealing with 5-membered rings. For this purpose, however, gas-phase optimizations, 

frequency calculations and the costly coupled-cluster calculations have to be performed. 

 

Table 7: Results of the SAMPL2 calculations. Statistical metrics root mean square error (RMSE), mean absolute error (MAE) and 

mean signed error (MSE) are given in kcal/mol. Besides, the regression parameters m and b (in kcal/mol), and the coefficient of 

determination R2 from descriptive regression are shown. Compounds 7 and 8, which are part of the explanatory dataset but no 5-

membered rings, are considered in the overall statistic. Additionally, the results from the original SAMPL2 submission using only 

minimum energies (min) or the partition function approach (Z) are presented.[91] The full TI results are presented in Table 49 in 

the appendix. 

Model RMSE MAE MSE m b R2 
MP2/6-311+G(d,p)/ECRISM       
All 2.69 2.24 2.04 1.00 2.04 0.79 
5-membered rings 3.36 3.08 2.78 0.02 2.00 0.00 
6-membered rings 1.59 1.26 1.26 1.21 2.19 0.95 
MP2/6-311+G(d,p)/ECRISM//CCSD(T)       
All 2.20 1.83 1.32 1.03 1.38 0.79 
5-membered rings 2.62 2.39 2.39 0.82 2.24 0.46 
6-membered rings 1.52 1.13 0.62 1.31 2.02 0.93 
TI//CCSD(T)       
All 4.11 3.28 2.64 1.23 3.10 0.65 
5-membered rings 5.19 4.57 4.57 0.35 4.06 0.03 
6-membered rings 2.75 2.05 1.07 1.77 4.54 0.94 
MP2/6-311+G(d,p)/PCM       
All 4.45 3.86 3.81 1.07 3.95 0.72 
5-membered rings 5.25 4.83 4.83 0.02 4.05 0.00 
6-membered rings 3.65 3.14 3.02 1.53 5.41 0.91 
MP2/6-311+G(d,p)/PCM//CCSD(T)       
All 3.90 3.39 3.03 1.10 3.23 0.70 



85 

 

 

Model RMSE MAE MSE m b R2 
5-membered rings 4.62 4.39 2.32 0.87 4.29 0.35 
6-membered rings 3.24 2.57 4.39 1.63 5.16 0.92 
B3LYP/6-311+G(d,p)/PCM       
All 2.34 1.77 -0.04 1.28 0.54 0.82 
5-membered rings 2.38 1.70 0.55 1.83 1.21 0.52 
6-membered rings 2.19 1.90 -0.79 1.70 2.40 1.00 
B3LYP/6-311+G(d,p)/PCM//CCSD(T)       
All 3.21 2.79 2.37 1.16 2.68 0.78 
5-membered rings 3.91 3.70 3.70 1.22 3.87 0.58 
6-membered rings 2.38 1.88 1.37 1.56 3.91 0.95 
SAMPL2/min       
All 1.98 1.49 -1.00 1.18 -0.64 0.86 
5-membered rings 0.58 0.46 0.12 0.83 -0.02 0.78 
6-membered rings 2.90 2.67 -2.67 1.00 -2.20 0.89 
SAMPL2/Z       
All 1.93 1.47 -0.94 1.16 -0.63 0.86 
5-membered rings 0.66 0.52 0.21 0.84 0.09 0.74 
6-membered rings 2.78 2.53 -2.53 1.10 -2.10 0.89 
 

For tautomer predictions, EC-RISM performs better than the TI, for which the errors are much higher and 

near to those for PCM/MP2, but the general trends observed for EC-RISM and PCM/MP2 stay the same. 

Noteworthy is the big difference between 5- and 6-membered rings here: Using TI calculations, the high-

level gas-phase terms have to be included, the inclusion of these data leads to a reduction of this difference 

for EC-RISM and PCM/MP2. In contrast, this difference is even larger than for the plain EC-RISM and 

PCM/MP2 approaches with approximately 2.5 kcal/mol for the TI calculations. Despite being by far the 

most expensive of the approaches, TI calculations are not recommended for tautomer predictions based on 

the SAMPL2 results. The error of the solvation free energies from the TI calculations is in the range of 0.2 

kcal/mol for each of the molecules in the dataset, so no systematic shift of the results can be related to this 

(Table 49). 
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Table 8: Experimental tautomerization Gibbs energies (kcal/mol) including estimated errors,[90] calculated values from original 

SAMPL6 setup (EC-RISM), using solvation free energies from TI calculations as well as PCM results at the B3LYP/6-311+G(d,p) 

and MP2/6-311+G(d,p) levels of theory. The indirect route, using Eqn. 200, is denoted with “CCSD(T)”. Additionally, the results 

from the original SAMPL2 submission using only minimum energies (min) or the partition function approach (Z) are presented.[10,91]  

Reaction Exp. Error EC-RISM EC-RISM 
CCSD(T) 

TI 
CCSD(T) 

PCM 
(MP2) 

PCM
(MP2)

CCSD(T)

PCM
(B3LYP)

PCM
(B3LYP)
CCSD(T)

SAMPL2
min

SAMPL2
Z

1A→1B -4.8 0.3 -3.38 -4.52 -2.83 -0.93 -2.17 -5.57 -3.16 -7.73 -7.57
2A→2B -6.1 0.3 -5.40 -6.74 -6.04 -3.79 -5.16 -8.06 -5.99 -9.66 -9.29
3A→3B -7.2 0.3 -7.04 -8.12 -7.73 -5.90 -6.86 -9.69 -7.58 -11.17 -11.12
4A→4B -2.3 0.4 0.96 -0.52 2.31 4.59 2.94 -1.14 1.78 -4.57 -4.43
5A→5B -4.8 0.5 -3.28 -4.19 -5.70 -2.08 -3.13 -5.97 -3.97 -6.16 -5.83
5B→5C 0.5 0.2 1.50 1.26 5.81 3.77 2.95 2.87 2.19 -0.51 -0.51
6A→6B -9.2 0.4 -9.05 -9.59 -11.63 -9.67 -9.63 -13.46 -10.08 -11.15 -11.12
6A→6Z -2.4 0.3 -0.43 1.17 -1.82 1.99 3.91 -1.49 2.09 -6.72 -6.69
7A→7B 7.0 1.5 6.50 3.94 4.49 7.12 6.41 5.39 6.73 5.11 4.71
8A→8B -3.0 3.0 0.38 -2.34 -1.97 0.61 -1.18 -1.33 -0.28 -1.01 -1.38

10B→10C -2.9 0.4 0.91 -0.20 2.83 2.69 1.93 -4.13 0.60 -2.84 -2.83
10D→10C -1.2 0.2 3.54 2.70 6.29 5.45 5.81 -0.89 4.50 -0.55 -0.45
11D→11C -0.5 0.2 3.65 2.96 6.89 6.13 6.37 -0.34 5.01 -0.39 -0.23
12D→12C -1.8 0.7 2.73 1.56 4.45 4.98 5.16 -1.13 4.02 -0.79 -0.60
13D→13C 0.1 0.1 4.31 3.20 7.81 6.59 5.16 0.02 4.06 0.81 1.09
14D→14C 0.3 0.3 1.64 0.84 2.32 2.84 2.31 -1.98 2.10 0.16 0.32
15A→15B 0.9 0.3 -0.62 2.65 2.23 1.02 4.63 6.55 5.22 0.02 0.01
15A→15C -1.2 0.3 0.53 1.18 2.24 3.64 4.91 2.20 4.74 -1.87 -1.87
15B→15C -2.2 0.3 1.15 -1.47 0.01 2.62 0.28 -4.34 -0.47 -1.88 -1.88
16A→16C 0.5 0.1 1.90 2.46 2.67 4.36 5.36 1.57 5.40 0.56 0.56
 

Questions also arise when having a look at the PCM/B3LYP calculations. Including electron correlation 

effects at a high-level should increase the predictive power of a model because the underlying physics are 

represented with high accuracy. This is the reason why a lot of researchers put work into the inclusion of 

electron correlation in DFT calculations.[79,80] However, the opposite is the case here, the results have wors-

ened. Particular to this model is also the RMSE of the 5-membered rings, which is in the same range as the 

one of the 6-membered rings, and the MSE. The MSE here is the only one of all investigated models which 

is negative, the overall predicted values are smaller than for the other models, and there is a difference 

between 5- and 6-membered rings: 5-membered rings show a positive (0.55), 6-membered rings a negative 

MSE (-0.79). Besides, slopes are much higher and approach the critical value of one when the electron 

correlation is included. This leads to the assumption that by being the only model which yields the same 

accuracy for 5- and 6-membered rings and shows an overall good performance by only focusing at the 

errors, PCM/B3LYP without high-level electron correlation performs not well for physical reasons and thus 
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is not recommended for tautomer predictions. 

Comparison between the original computational approach during the SAMPL2 challenge from 2010 and 

the new one, developed during the SAMPL6 challenge, is worth discussing. This is also done in a recent 

publication by us.[10] The new approach includes a lot of physical improvements: Not only the inclusion of 

coupled cluster gas-phase energies and thermal corrections, but also the full QC electrostatic potential dur-

ing 3D RISM calculations and the partial molar volume correction are applied. Assuming that a physically 

more accurate description of the molecule and the solvent improves the results, the new computational ap-

proach should lead to better results than the ones achieved in 2010. While being in the same range, the 

overall RMSE with the new workflow is worse with 2.2 compared to 2.0 kcal/mol, but more interesting is 

the look at the different ring sizes. In the original submission, there was an RMSE of only 0.57 kcal/mol for 

the 5-membered rings, which is more than 2 kcal/mol lower compared to the SAMPL6 approach (2.62 

kcal/mol). The opposite is observed for the 6-membered rings: Here, the new approach is superior with an 

RMSE of 1.52 compared to 2.91 kcal/mol. Although the SAMPL2 approach results in a lower overall 

RMSE, the SAMPL6/CCSD(T) approach seems to be more reliable by having a fundamentally improved 

physical basis and a much smaller difference between 5- and 6-membered rings for which no obvious phys-

ical reason exists; it is the most consistent approach. Even the Lennard-Jones FF parameters used for 3D 

RISM calculations remained unchanged between both approaches, so this effect is not a FF artifact.  

The inconsistency between the SAMPL2 and SAMPL6 setup regarding the predictive power for specific 

ring sizes gives rise to the question whether or not exists an experimental problem exists w.r.t the compounds 

10-16. The partition function approach in SAMPL2 produced slightly worse results, quite in contrast to 

compounds 1-6 compared to the use of only the minimum energies, which is implausible and a hint for an 

experimental problem. The comparison with results from technically very different, though still QM-based 

models, here COSMO-RS data from Klamt and Diedenhofen[100] (they augmented hydration free energies 

with explicit gas phase calculations (at the MP2+vib-CT-BP-TZVP level of theory), similar to the 

SAMPL6/CCSD(T) approach), can help to get additional insight. They obtained an inverse trend compared 

to the original SAMPL2 submission, worse performance for the explanatory compared to the obscure set. 

In Figure 11, the juxtaposition between the two approaches is shown, together with the comparison between 

the original SAMPL2 and the SAMPL6 approach.  
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Figure 11: Calculated and experimental standard reaction Gibbs energies for the tautomer pairs of the SAMPL2 dataset (A–C)[90,91] 

and comparison of SAMPL6/CCSD(T) data with corresponding explicit COSMO-RS (MP2+vib-CT-BP-TZVP) results[100] (D). Data 

using the SAMPL6 workflow are shown as orange squares (obscure pairs 1-6), green triangles (explanatory pairs 10-16) and green 

crosses (explanatory pairs 7 and 8). Linear regressions are depicted as dashed lines in corresponding colors, with the total regres-

sion over all pairs in light blue (A-C). The data of the original SAMPL2 submission are shown by red squares (1-6), blue triangles 

(10-16) and blue crosses (7 and 8) with regression lines again in corresponding color, and total regression in magenta for the best 

performing SAMPL2 model (MP2/aug-cc-pVDZ/PSE-3) using only minimum conformations for SAMPL2 setup (A SAMPL2/ min 

and SAMPL6) or the Boltzmann weighted free energies of the conformational ensemble (B SAMPL2/Z and SAMPL6). Results from 

the explicit thermodynamic cycle combining SAMPL6-style Gibbs free energies of hydration and CCSD(T)/cc-pVTZ gas-phase free 

energies including B3LYP/6-311+G(d,p) thermal corrections are shown by analogously color-coded symbols in (C). Material from: 

Nicolas Tielker, Lukas Eberlein, Gerhard Hessler, K. Friedemann Schmidt, Stefan Güssregen, Stefan M. Kast, “Quantum–mechan-

ical property prediction of solvated drug molecules: what have we learned from a decade of SAMPL blind prediction challenges?”, 

Journal of Computer-Aided Molecular Design, published 2020, Springer. 

The similarity, particularly for the strongly negative values, is obvious, while the data for the 5-membered 

rings is scattered more widely (RMSEs with respect to experiment of 2.62/3.82 for 10-16 and 1.52/1.50 kcal 

mol-1 for 1-6, when comparing SAMPL6/CCSD(T) and MP2+vib-CT-BP-TZVP, respectively).[10] This is a 
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strong evidence that experimental reference data for the 6-membered rings are more reliable than for the 5-

membered rings, even though the estimated experimental uncertainties are small. Averaging over both meth-

ods yields a hypothetical consensus prediction, the RMSEs of this consensus prediction relative to both 

individual predictions are smaller than the of each individual prediction to the experiment (1.07 (1-6), 1.25 

(10-16), and 1.12 (1-16) kcal -mol-1). This shows computational consistency, especially for the 5-membered 

rings which, together with the individual divergence from experiment, suggests that the experimental values 

for the 5-membered rings should be reconsidered. The pairs 7 and 8, which are neither 5- nor 6-membered 

rings are neglected in this discussion, since the experimental uncertainties are very high. 

Focusing on the probably most well-known molecule pair within the dataset, the 2-pyridone/2-hydroxypyr-

idine system (pair 1A/1B, see chapter 1.5), the computational predictions are in good agreement with the 

experimental value of -4.8 with -3.38 kcal/mol for the plain EC-RISM and -5.07 kcal/mol using the high-

level gas-phase term. These results are more accurate than for all of the other methods benchmarked here 

(-2.83 (TI), -0.93 (PCM/MP2), -2.17 (PCM/MP2+CCSD(T)), -5.57 (PCM/B3LYP) -3.16 (PCM/B3LYP 

+CCSD(T)) and -7.73 (SAMPL2/min) kcal/mol) So, this system underlines the predictive quality of the 

newly developed EC-RISM approach for tautomeric phenomena. 

Further, the improvements made for the SAMPL6 computational approach should allow the calculation of 

energy independent observables, like NMR chemical shifts, with a higher accuracy by using the MP2 level 

of theory and full QC electrostatic potential.[89] This is investigated in the following chapters.  
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4.3 Probing the sensitivity of chemical shifts for tautomer predictions - histamine 

 

In the previous chapters, the EC-RISM solvation model was extended for the calculation of various temper-

ature conditions, and the predictivity of EC-RISM for tautomer ratios is benchmarked. Together with the 

PMV correction for high-pressures, it is possible to calculate the tautomer ratios of nucleobases pressure- 

and temperature-dependent. But larger systems than the rigid nucleobases with little conformational free-

dom, only a few rotable bonds on an aromatic scaffold, like nucleotides, are far more complicated. For these 

systems, an exhaustive conformer generation followed by EC-RISM calculations is not possible, it would 

need a too large computational effort, especially when NMR calculations have to be performed. Therefore, 

benchmarking on a well-known test-system with more conformational and tautomeric freedom in multiple 

ionization states is needed. This is done in this chapter on the test system histamine. Additionally, experi-

mental NMR chemical shifts are known for the histamine (measured by Wolf Hiller), which allows for 

developing and benchmarking of a combined computational and NMR spectroscopic approach for tautomer 

predictions.  The benchmark system histamine is well known and was also investigated in the authors mas-

ter’s thesis,[277] but is presented here in more detail and on a new computational basis; some of the workflows 

used there are similar to those used here, but no results have been transferred.  

Histamine is a small neurotransmitter involved in the regulation of multiple physiological functions like 

sleep-wake regulation, gastric acid release and schizophrenia, but most familiar in immune responses. His-

tamine has three protonation states: the free base and the monocation, the dominant species at physiological 

pH, at which several tautomers are present, and the fully protonated dication. The protonation and tautom-

erism take place at the nitrogen atoms of histamine, especially the - and -nitrogen (Figure 12). In the 

following, the different tautomers will be named according to their protonated nitrogen atoms. The experi-

mental data is already used in the authors master’s thesis.[277] The resulting chemical shifts and coupling 

constants (the latter not used here, since no coupling constants can be calculated at the MP2 level of theory 

with the Gaussian program package), assigned to the respective atoms, are shown in the appendix in Table 

50 with the nomenclature depicted in Figure 12. 
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Figure 12: Nomenclature of histamine; the different tautomers are named by their protonated nitrogen atoms, and the nitrogen 

atom next to the  carbon is called -nitrogen. If multiple nitrogen atoms are protonated, they are separated by a “+” symbol (for 

example +-tautomer). The rotable bonds which are rotated for the exhaustive conformational sampling are the three of the side 

chain between carbon 5 and the  nitrogen. 

Previous studies that focused on the analysis of this tautomerism exhibit diverse results (Table 11). In this 

work, six histamine tautomers are examined; the - and -tautomer of the free base (a zwitterionic -tauto-

mer is chemically implausible), the +-, +- and +-tautomers of the monocation, and the dicationic 

++-tautomer. These tautomers and the number of conformations for each tautomer, from an exhaustive 

search, are shown in Figure 13. 

 

Figure 13: Investigated tautomers of histamine. The tautomers of the free base are shown on the left, the ones of the monocation in 

the middle, and the one of dication on the right side. Additionally, the number of conformations of each tautomer is given. 

The experimental pKa values are 9.75 for the transition from the free base to the monocation and 6.04 for 

the shift to the fully protonated dication. Using EC-RISM, the pKa value can be calculated with Eqn. 186, 

which was successfully parametrized and used in the SAMPL6 blind prediction challenge. This way, the 

resulting pKa values are 7.53 and 2.71 (Table 10); they show a low correlation to the experiment and the 
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predictive quality of the model is worse than suggested within the SAMPL6 challenge.[4] This is an im-

portant development since the master’s thesis in which no pKa-model was applied for the determination of 

pKa-values; instead, in this work, the solvation free energy of the proton was fitted using the experimental 

histamine pKa-values. The details of this approach can be reviewed in Ref. 18 and 277, but an important 

problem is that a single parameter, the solvation free energy of the proton, is fitted using two points (both 

experimental pKa-values). 

The protonation of histamine takes place at the nitrogen atoms, which leads to the reasonable assumption 

that the nitrogen Lennard-Jones parameters contribute to the performance issues with the SAMPL6 ap-

proach, not only for the pKa-values here, it may also play an important role for the SAMPL2 tautomer pairs. 

Since these nuclei are also the most important ones for the NMR calculations, it is important that the nitrogen 

atoms are described with high accuracy. In the GAFF force field, which is used for EC-RISM, there are 

multiple nitrogen atom types, for example for aromatic nitrogen atoms or nitrogen atoms with a specific 

number of binding partners. A further investigation showed that the calculated Gibbs free energy of hydra-

tion for the imidazole, a histamine without side chain and part the MNSOL database, is in good agreement 

with the experimental value of 2.12 kcal/mol. In contrast, the neutral primary amines, analogues to the 

histamine side chain and, like the side chain all having the n3 (sp3 nitrogen atom with three binding partners) 

Lennard-Jones parameter, in the MNSOL show a large deviation from the experiment with an RMSE of 

4.25 kcal/mol.[4,247] The n4 parameter for sp3 nitrogen atoms with four binding partners, as the protonated 

histamine side chain, has the same LJ-parameters in the original GAFF even though the n3 is expected to 

need a larger , since it should be a larger atom due to the free electron pair. Therefore, a reparametrization 

of this n3 atomtype was done, using the primary amines from the MNSOL; the molecules used and the 

results of the reparametrization are given in 4.3.1, the workflow is described in 3.2.3.1. The structures of 

histamine and the dataset used for the n3 atomtype reparametrization as well as all FF parameters and NMR 

chemical shifts are given in the SI part 03. 
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4.3.1 Reparametrization of GAFF parameters 

The MNSOL was manually searched for primary amines; the molecules together with the codes used in the 

MNSOL, the experimental and calculated results, the latter using the original GAFF and with the reopti-

mized n3 atomtype (called GAFF(n3)), are given in Table 9. The results of the reparametrization and trends 

during the fitting process are shown in Figure 14. 

 

Table 9: MNSOL codes and molecule names of the reparametrization dataset. The dataset contains the neutral primary amines 

from the MNSOL for which experimental solvation free energies in water are available. The experimental and calculated values 

are given, the latter using the original GAFF and the reparametrized n3 atomtype (GAFF/n3). 

Code Molecule Exp. Calc. (GAFF) Calc. (GAFF/n3)) 
0103eth Ethylamine -4.50 -7.09 -4.24 
0106pro Propylamine -4.39 -7.01 -4.22 
0110but Butylamine -4.29 -6.75 -3.97 
0113pen Pentylamine -4.10 -6.53 -3.73 
0147met 2-methoxy-ethanamine -6.55 -9.02 -7.34 
0228met Methylamine -4.56 -7.45 -3.98 
0229hyd Hydrazine -6.26 -13.15 -7.94 
n005 Methyl-hydrazine -5.31 -11.80 -7.38 
n006 1,1-dimethyl-hydrazine -4.48 -10.05 -6.21 
n016 1,2-ethane-diamine -9.72 -13.65 -7.94 
 

 
Figure 14: Results of the reparametrization process of the n3 parameter of the GAFF force field. Starting with the original param-

eters and RMSE, the trends of  (green, in Å),  (red) and RMSE (blue, both in kcal/mol) are shown until convergence. 



94 

 

 

The original GAFF values are 3.25 Å for the  and 0.17 kcal/mol for , yielding an RMSE of 4.25 kcal/mol 

for the MNSOL primary amines. During the fitting process, the overall trend is an increasing , coherent 

with a declining RMSE. In the first steps,  is increasing with a large step from iteration 2 to 3 (approxi-

mately 0.28 to 0.55 kcal/mol), while the RMSE is declining. In the next step, iteration 4, it rapidly declines 

to less than 0.05 kcal/mol, pushing the RMSE to a level higher than for the original GAFF parameters. This 

is followed by an increase of  to values again larger than the original parameter, and leads to an oscillation 

around this parameter. After the size of the  exceeds a specific level, and during the oscillation around the 

original parameter, it seems to have little impact on the RMSE, which shows an inverse correlation to the 

size of  and therefore the n3 nitrogen atoms. As long as no extreme values of  occur, the system seems to 

be dominated by the influence of the  parameter, which is too small for a sufficient representation of the 

n3 nitrogen atoms in the original force field. This size dependence is plausible, considering that the same 

set of LJ-parameters is used in the GAFF for the n3 and n4 atomtypes and that the n3 has a free electron 

pair, and, thus, should be larger than the n4. In the GAFF, all nitrogen atomtypes have the same parameter 

set, which is a rough approximation since the size of the nitrogen strongly depends on the existence of a free 

electron pair and the existence of strong -interactions in an aromatic system. Therefore, it is possible that 

a reparametrization of more nitrogen atomtypes is needed to account for the fine differences in chemical 

properties of the nitrogen atoms in their specific environment.  

Repeating the histamine calculations for the tautomers with an n3 atomtype, which is generally called n3 or 

EC-RISM/n3 in this chapter, yields a new set of computational pKa values of 9.29 and 3.28. While the 

transition of the free base to the monocation is in good agreement with the experiment with an error of only 

0.46 pKa-units, open questions remain regarding the transition to the dication. The deviation to the experi-

ment is reduced by 0.57 pKa-units but still large with 2.76 pKa-units. A reparametrization of the n4 

parameter, which is part of the histamine tautomers with a protonated side-chain, could help to overcome 

this large difference, but is not reasonable since the error in the computed Gibbs free energies of hydration 

for the MNSOL compounds with this parameter is much smaller than the one of the n3 compounds with an 

RMSE of 2.22 kcal/mol. A possible explanation is the underlying pKa model, which was parameterized with 

respect to transitions between neutrals, monocations and monoanions, while the histamine transition is one 

to a dication. Dications were also part of the SAMPL6 and SAMPL7 datasets and did not cause any issues 

there, but the histamine is a much smaller molecule than the SAMPL6 and SAMPL7 compounds, which 
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may be problematic. The pH-dependent ionization state fractions are shown in Figure 15, the curves of the 

free base fraction are shifted from the experimental ones even with the reparametrization, but the fractions 

of the mono- and dication fit the experimental data quite well. 

Due to the time sequence in which the calculations were carried out, it was unfortunately not possible to use 

the new n3 atomtype for the calculations on the nucleobases and nucleotides in chapter 4.5 to 4.7. The n3 

atomtype is not present in the aromatic backbone of the nucleobases and plays only a role in some tautomers 

with an amino-group. It is therefore expected to have a small influence on the calculations of the nucleobases 

and nucleotides. Test calculations on the adenine prove that; the new n3 atomtype changes the reaction free 

energies from the Watson-Crick tautomer to the minor N1- and N3-tautomers (in detail explained in the 

respective chapters) only by 0.00003 kcal/mol (N1-tautomer), respectively 0.00011 kcal/mol (N3-tautomer). 

 

Table 10: pKa values of histamine calculated via Eqn. 186 using EC-RISM and EC-RISM with the reparametrized GAFF atomtype 

n3 (Lennard-Jones parameters =3.70055 Å and =0.18627 kcal/mol (EC-RISM(n3))). (Original parameters: 3.25 Å and 

0.17 kcal/mol) 

 pKa,1 pKa,2

Experiment[273] 6.04 9.75
EC-RISM 2.71 7.53
EC-RISM(n3) 3.28 9.29

 

 
Figure 15: pH-dependent ionization state fractions of histamine based on experimental[273] and calculated pKa values. The calcu-

lations are done with EC-RISM without and with (subscript n3) reparametrization of the n3 GAFF atomtype. 
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4.3.2 Calculation of histamine tautomerism 

With the reparametrized n3 atomtype, the pKa-values of histamine, especially for the transition from the free 

base to the monocation, could be improved. With the reparametrized GAFF/n3 and the original GAFF, the 

tautomerism of histamine is investigated computationally. Previous studies did not take the +-tautomer 

of the monocation into account, which was correct as the energy calculations indicate. The monocation is 

dominated by the +-tautomer with fractions of over 90% (nearly 100% by including electron correlation 

effects at a high level using CCSD(T) calculations), the +-tautomer is the minor tautomer with a low 

fraction, and the +-tautomer is not populated; they are penalized by 1.74 and 5.92 kcal/mol, respectively. 

The differences between the use of original GAFF or the reparametrized n3 parameter is negligible, since it 

changes only the energy of the not significantly populated +-tautomer. The free base main tautomer is the 

-tautomer with a fraction of 55-63%, but the -tautomer has a strong contribution, and the energetic dif-

ferences between both tautomers are small. The reparametrization of the n3 GAFF parameters even lowers 

the energetic difference. Including CCSD(T) data, the -fraction is lower than without while the original 

GAFF is used; it does not change the tautomer fractions by using the reparametrized GAFF, this underlines 

the robustness of the method. The resulting pH-dependent tautomer and ionization state fractions of the EC-

RISM/n3 calculations are shown in Figure 16 together with the conformer distribution.  

 

Table 11: Tautomer fractions of histamine. Calculated via EC-RISM with (marked by the subscript n3) and without the repara-

metrized n3 GAFF atomtype, in combination with (subscript CCSD(T)) and without the explicit high-level gas-phase energies, as 

well as PCM results and data from the literature. The tautomer fractions within each ionization state add to 1. In addition, the 

reaction free energies (in kcal mol-1) to the respective tautomers (from the - (free base), respectively +-tautomer (monocation)) 

are given. 

 x x x+ x+ x+ rG() rG(+) rG(+)
EC-RISM 0.37 0.63 0.08 0.00 0.92 0.32 1.49 5.55
EC-RISMn3 0.45 0.55 0.05 0.00 0.95 0.12 1.75 5.92
EC-RISMCCSD(T) 0.30 0.70 0.01 0.00 0.99 0.49 2.69 6.40
EC-RISMn3,CCSD(T) 0.45 0.55 0.00 0.00 1.00 0.12 3.25 6.04
PCM 0.54 0.46 0.01 0.09 0.90 -0.09 3.01 1.36
PCMCCSD(T) 0.56 0.44 0.00 0.03 0.97 -0.13 4.98 1.99
Reynolds et al.[291]  0.20 0.80 0.20 - 0.80 0.82 0.82 -
Wasylishen et al.[292]  0.20 0.80 0.20 - 0.80 0.82 0.82 -
Nagy et al.[293]  0.17 0.83 0.34 - 0.66 0.94 0.39 -
Forti et al.[294]  0.48 0.52 - - - 0.05 - -
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Figure 16: Computed pH-dependent ionization state (solid) and tautomer (dashed) fractions calculated using EC-RISMn3 (A) and 

the corresponding energetic distribution of conformers for all tautomers and ionization states (B). The baseline is obtained by 

taking the minimum energy of the respective ionization state; the width of the bars indicates the number of conformations in this 

energetic region.  

The small energetic difference between - and -tautomers can be explained by the broad distribution of 

many conformations of both tautomers in a small energy range, while the +-conformations are all ener-

getically lower than the +-conformations, which are again lower than the +-conformations. Using 

PCM, the main tautomer of the free base and the minor tautomer of the monocation switch compared to EC-

RISM; the -tautomer is the free base main tautomer with fractions of 0.54 (PCM) and 0.56 

(PCM/CCSD(T)), and the +-tautomer is the minor monocation tautomer (fractions of 0.09 with PCM and 

0.03 with PCM/CCSD(T)), which is not in agreement with EC-RISM and former experimental and compu-

tational results. This can clearly be seen by the distribution of conformations, shown in Figure 17 for the 

remaining levels of theory: the minimum conformation of the free base is a -conformation, but still the 

distribution is in a small energy range while the +-conformations are much closer and partially overlap-

ping with the energetic range of the +-conformations; the +-conformations are penalized by 

approximately 2 kcal/mol stronger compared to EC-RISM/n3. The conformer distributions are more spread 

using CCSD(T) gas-phase energies, there are fewer conformations within the same energetic range, so it 

seems necessary to include this data to distinguish between the conformations correctly. However, the over-

all trends in tautomer populations are not affected by this since the inclusion does not change the energetic 

order of the minimum conformations. The EC-RISM results, especially with the reparametrized n3 

atomtype, are in close agreement with the results from Forti et al.[294] but deviate stronger from the other 

literature data than using the original GAFF. The experimental data from Reynolds et al.[291] and Wasylishen 
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et al.[292] are based on NMR spectroscopy, chemical shifts and coupling constants, respectively, on methyl-

ated histamine derivatives, while Nagy et al.[293] and Forti et al. present computational results. Since the 

approach of Forti et al. is done using conformational sampling and state of the art QC methods, it seems, 

together with the EC-RISM results, to give the most reliable results. The via the n3 atomtype reparametri-

zation increased agreement with the literature (Table 11) indicated, that the underlying conformational 

fraction with this method are reliable. Nevertheless, in the next chapter an additional consistency check is 

presented in the form of NMR calculations. 

 
Figure 17: Energetic distribution of conformers for all tautomers and ionization states. The baseline is obtained by taking the 

minimum energy of the respective ionization state; the width of the bars indicates the number of conformations in this energetic 

region. The results are obtained at the EC-RISM (A), EC-RISM/CCSD(T) (C) EC-RISMn3/CCSD(T) (B) and PCM (D) level of 

theory. 

 

4.3.3 Calculation of histamine NMR chemical shifts 

Since the energetics of histamine are clarified, another observable, NMR chemical shifts, is investigated. 

The NMR chemical shifts are an QC observable which is only indirect related to the energetics of a molecule 

and therefore allow an additional consistency check. Furthermore, the chemical shifts can be calculated for 
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each conformation, in contrast to the experiment, in which only an ensemble average is measured for sys-

tems with fast transitions like the histamine, this allows for the fitting of tautomer populations as an 

additional way to determine tautomer fractions. This also helps to verify the validity of the reparametrization 

approach described above. The experimental NMR chemical shifts were measured by Wolf Hiller and given 

in the appendix in Table 50. Experimental data were recorded for all nuclei in histamine, 1H, 13C and 15N 

(since the nitrogen chemical shifts are referenced to nitromethane in D2O, a value of 383.87 ppm has been 

added as secondary reference to correct to liquid ammonia as reference[295]), so calculations were also done 

for all of these kinds of nuclei. To calculate chemical shifts, the shielding constants of the reference nuclei 

are needed. Here, reference shielding constants of 278.087 (15N), 200.934 (13C), and 31.8997 ppm (1H) are 

used;[7] since the nitrogen reference shielding is calculated for nitrogen in water instead (according to the 

IUPAC) liquid ammonia, a secondary reference of -19.4 ppm[296] has to be added. A detailed discussion 

about computational referencing methods and the development of ambient condition as well as temperature 

and pressure dependent reference shielding constants is given in chapter 4.4.  

In this chapter, the correlation between experimental results for the respective ionization states and the com-

puted chemical shifts for the ionization states, tautomers and main conformation of each ionization state is 

investigated. Since the calculated conformational and tautomeric fractions are needed to calculate the chem-

ical shifts of the tautomers and ionization states respectively, this allows not only to judge the accuracy of 

the chemical shift calculations; also the quality of these underlying fractions can be investigated. The results 

of this comparison are summarized in Table 12 and depicted in Figure 18 (ionization states), Figure 19 

(tautomers), and Figure 20 (main conformations).  
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Figure 18: Calculated vs. experimental chemical shifts of the histamine ionization states. Calculations are done with (EC-RISM/n3) 

and without (EC-RISM) the reparametrized n3 atomtype. In addition, the RMSE between experiment and calculation, and the coef-

ficient of determination are given. 

The comparison of computed and experimental NMR chemical shifts of the respective ionization states 

results in similar RMSEs for EC-RISM and EC-RISM/n3 for ionization states, with a slightly lower one 

using the original GAFF force field. This shows that, even though the reparametrization of the n3 atomtype 

influenced the quality of pKa-predictions drastically, it does not significantly influence the quality of NMR 

chemical shift predictions. This shows that the FF parameters are not influencing the calculation of NMR 

chemical shifts in a way they influence the energy calculations; the error of the NMR calculations seems to 

be dominated by the QC calculation. The small differences can be caused either by the small changes in the 

conformer distribution (Figure 16 and Figure 17) or by the influence of the different solvent distribution on 

the wave function. 
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The RMSE of the -tautomer is much smaller than of the -tautomer (approximately 11 to 17 ppm). Ac-

cording to the calculated tautomer fractions, the RMSE of the +-tautomer is also lower than the one of 

the +-tautomer with an even larger difference (approximately 10 to 23.5 ppm), this is consistent to the 

EC-RISM calculations and the literature. Surprisingly, the RMSE of the +-tautomer is in the same range 

as the +-RMSE with 14.47 (GAFF) and 12.33 ppm (n3). This may be a coincidence or be caused by the 

intrinsic error of the QC calculations. It is noteworthy that the RMSE of the +-tautomer is smaller at the 

level of theory for which the calculated fraction is also smaller (0.000078 with GAFF and 0.000043 with 

n3). This is an inconsistency since a disfavorisation of this tautomer in both observables could be expected 

from the reparametrization of the n3 atomtype Lennard-Jones parameters, since the reparametrization leads 

to an increased accuracy for the pKa calculations. This hints that the RMSE of the NMR chemical shifts is 

a coincidence and shows how important the calculation of two independent observables is to verify results. 

 

Table 12: Error metrics he RMSE, MSE and MAE (in ppm) of the NMR parameters calculated for the tautomers and ionization 

states to the respective corresponding experimental data and the linear regression data slope m, intercept b in ppm and coefficient 

of determination (R2) are shown. It is important to notice, that the calculation of the tautomer and ionization state NMR chemical 

shifts is done using the calculated fractions of the underlying species. 

Tautomer   + + + 
RMSE/MAE/MSE 17.73/10.37/3.35 11.08/7.83/3.52 23.52/13.58/4.50 14.47/9.09/-1.50 10.14/7.51/4.80 
m/b/R2 0.95/0.78/0.95 0.96/-0.31/0.98 0.93/1.32/0.91 1.07/-3.51/0.97 0.96/-1.75/0.99 
RMSE/MAE/MSEn3 17.36/10.34/3.63 11.17/8.10/3.74 23.53/13.58/4.50 12.33/7.67/-1.00 10.36/7.71/4.89 
m/b/R2

n3 0.95/0.33/0.95 0.96/-0.68/0.98 0.93/1.34/0.91 1.06/-3.56/0.98 0.96/-1.64/0.99 
Main conformation   + + + 
RMSE/MAE/MSE 17.79/10.35/3.25 10.97/7.73/3.46 23.64/13.56/4.48 14.96/9.41/-1.74 9.75/7.11/4.63 
m/b/R2 0.95/0.86/0.95 0.96/-0.33/0.98 0.93/1.41/0.91 1.07/-3.21/0.97 0.97/-1.83/0.99 
RMSE/MAE/MSEn3 17.78/10.51/3.50 11.04/7.92/3.70 23.64/13.56/4.48 12.07/7.54/-0.94 9.75/7.11/4.63 
m/b/R2

n3 0.95/0.44/0.95 0.96/-0.73/0.98 0.93/1.41/0.91 1.06/-3.50/0.98 0.97/-1.83/0.99 
Ionization state Free base Monocation 
RMSE/MAE/MSE 8.43/5.62/3.46 9.83/7.36/4.78 
m/b/R2 0.97/-1.46/0.99 0.97/-2.03/0.99 
RMSE/MAE/MSEn3 8.91/6.12/3.69 10.08/7.60/4.87 
m/b/R2

n3 0.98/-1.81/0.99 0.96/-1.84/0.99 
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Figure 19: Calculated vs. experimental chemical shifts of the histamine tautomers. Calculations are done with (EC-RISM/n3) and 

without (EC-RISM) the reparametrized n3 atomtype. In addition, the RMSE between experiment and calculation, and the coefficient 

of determination are given. 
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Figure 20: Calculated vs. experimental chemical shifts of the histamine main conformations. Calculations are done with (EC-

RISM/n3) and without (EC-RISM) the reparametrized n3 atomtype. In addition, the RMSE between experiment and calculation and 

the coefficient of determination are given. 
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The differences between the deviation of the calculated chemical shifts of the tautomers and the main con-

formations from the experiment are small. There is a consistency in the correlation between the main 

conformations, tautomers and ionization states, the errors for the ionization states are smaller (free base) or 

in the same range (monocation) than for the main tautomers, and the errors of the tautomers are in the same 

range as those of the main conformations. This hints, together with the energy calculations, which are con-

sistent to newer literature data and the pKa-values, which are in good agreement with the experimental values 

(neglecting the influence of the double charged dication with only a single tautomer), that the underlying 

fractions are valid. 

 

4.3.4 Extraction of histamine tautomer fractions from NMR chemical shifts 

In the past chapters, the investigation of the quality of histamine energetics calculations and the agreement 

between calculated and experimental chemical shifts was done. A further possibility to investigate the his-

tamine tautomerism is the use of the calculated NMR chemical shifts by relying as less as possible on the 

energy calculations. The chosen way is to calculate the chemical shifts of the tautomers and fit them to the 

experimental shifts of the respective ionization states using Eqn. 196. This way, the calculated energetics of 

the conformations are still included in the fitting process since they are needed to calculate the chemical 

shifts of the tautomers, but the energetic differences between the tautomers are neglected. The calculated 

chemical shifts of the tautomers and the experimental shifts of the ionization state are used directly in the 

fitting process and normalized using Eqn. 197, a normalization using the mean value of all chemical shifts 

of the respective nuclei, hereafter called normN, and Eqn. 198 using an additional normalization to the num-

ber of the respective nuclei, called norma. The fitting is done using all three kinds of chemical shifts, with 

and without normalization, and all possible combinations of nuclei (all nuclei, only 1H, 13C and 15N respec-

tively) and combinations of 1H/13C, 1H/15N and 13C/15N chemical shifts. This way, not only the tautomer 

ratios can be calculated, but also the sensitivity of the respective nuclei for changes in the tautomeric state 

of a molecule can be investigated. This is done with NMR chemical shifts calculated via EC-RISM and EC-

RISM/n3. Additionally, the fitting for the monocation is done with and without inclusion of data of the +-

tautomer since the energetics calculations suggest it is non-existing in solution. The results of the fitting 

process are given in Table 13. The raw data, including the chemical shifts used for the fitting process, are 

given in the SI part 03. 
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Table 13: Results of the calculation of tautomer fractions from experimental NMR chemical shifts. The results are obtained by using 

all chemical shifts or only the ones of specific types of nuclei which are given as subscripts. The computational chemical shifts of 

the tautomers used in the fitting process are calculated via EC-RISM with (marked by the subscript n3) and without the repara-

metrized n3 GAFF atomtype. The first value in each column is from calculations using the chemical shifts directly, the second by 

using the normalization given in Eqn. 197 for calculated and experimental chemical shifts, and the third using the Eqn. 198 for the 

normalization. For the monocation tautomers, there are two rows of numbers, the top is calculated considering each monocation 

tautomer as possible, the bottom by neglecting the +-tautomer. The fractions of each tautomer add up to 1 within each ionization 

state. 

 x x x+ x+ x+ 

EC-RISM 0.37 0.63 0.08 0.00 0.92 

EC-RISMn3 0.45 0.55 0.05 0.00 0.95 

EC-RISMCCSD(T) 0.30 0.70 0.01 0.00 0.99 

EC-RISMn3,CCSD(T) 0.45 0.55 0.00 0.00 1.00 

Forti et al.[294]  0.48 0.52 - - - 

Method x x x+ x+ x+ 

NMR() 0.32/0.33/0.29 0.68/0.67/0.71 0.00/0.09/0.00 
0.11/0.11/0.07 

0.31/0.05/0.14
-

0.69/0.86/0.86 
0.89/0.89/0.93 

NMRn3() 0.32/0.34/0.30 0.68/0.66/0.70 0.00/0.09/0.03 
0.12/0.13/0.08 

0.40/0.11/0.13
-

0.60/0.80/0.84 
0.88/0.87/0.92 

NMR(H) 0.00/0.00/0.00 1.00/1.00/1.00 0.00/0.00/0.00 
0.00/0.00/0.00 

0.00/0.00/0.00
-

1.00/1.00/1.00 
1.00/1.00/1.00 

NMRn3(H) 0.00/0.00/0.00 1.00/1.00/1.00 0.00/0.00/0.00 
0.00/0.00/0.00 

0.00/0.00/0.00
-

1.00/1.00/1.00 
1.00/1.00/1.00 

NMR(C) 1.00/1.00/1.00 0.00/0.00/0.00 0.47/0.72/0.72 
1.00/1.00/1.00 

0.53/0.28/0.27
-

0.00/0.00/0.01 
0.00/0.00/0.00 

NMRn3(C) 1.00/1.00/1.00 0.00/0.00/0.00 0.41/0.56/0.56 
0.97/1.00/1.00 

0.59/0.44/0.44
-

0.00/0.00/0.00 
0.03/0.00/0.00 

NMR(N) 0.29/028/0.28 0.71/0.72/0.72 0.00/0.00/0.00 
0.08/0.05/0.05 

0.28/0.15/0.15
-

0.72/0.85/0.85 
0.92/0.95/0.95 

NMRn3(N) 0.29/0.28/0.28 0.71/0.72/0.72 0.00/0.00/0.00 
0.10/0.06/0.06 

0.34/0.20/0.19
-

0.66/0.80/0.81 
0.90/0.94/0.94 

NMR(HC) 1.00/0.93/0.71 0.00/0.07/0.29 0.47/0.85/0.74 
1.00/0.87/0.74 

0.53/0.10/0.01
-

0.00/0.05/0.25 
0.00/0.13/0.26 

NMRn3(HC) 1.00/1.00/0.80 0.00/0.00/0.20 0.41/0.71/0.74 
0.97/0.84/0.75 

0.59/0.29/0.19
-

0.00/0.00/0.08 
0.03/0.16/0.25 

NMR(HN) 0.29/0.25/0.27 0.71/0.75/0.73 0.00/0.00/0.00 
0.08/0.03/0.04 

0.28/0.07/0.10
-

0.72/0.93/0.90 
0.92/0.97/0.96 

NMRn3(HN) 0.29/0.26/0.27 0.71/0.74/0.72 0.00/0.05/0.04 
0.10/0.05/0.05 

0.34/0.00/0.03
-

0.66/0.95/0.93 
0.90/0.95/0.95 

NMR(CN) 0.32/0.35/0.31 0.68/0.65/0.69 0.00/0.00/0.00 
0.11/0.13/0.08 

0.31/0.29/0.20
-

0.69/0.71/0.80 
0.89/0.87/0.92 

NMRn3(CN) 0.32/0.36/0.31 0.68/0.64/0.69 0.00/0.00/0.00 
0.12/0.14/0.09 

0.40/0.45/0.29
-

0.60/0.55/0.71 
0.88/0.86/0.91 
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Some of the models give implausible results: the models using only 1H chemical shifts always yield a pop-

ulation of 100 % -, respectively +-tautomer, regardless of the EC-RISM or normalization method used, 

which is in contrast to the energetics calculations, which show a significant -tautomer fraction and a non-

neglegible +-tautomer fraction of the monocation. The 1H nucleus alone does not seem to be sensitive to 

tautomer changes. This is plausible since the shifts of the protons that are most likely to be affected by 

tautomer changes are the tautomerizing protons, and they cannot be detected due to the fact that proton 

transfer in aqueous solution is fast in relation to the NMR timescale.  

In contrast, using only 13C chemical shifts yields a 100% population of the -tautomer, which again is in 

contrast to the energetics calculations and literature. In case of the monocation, the models give a mixture 

of the +- and +-tautomers with the main tautomer being the +-tautomer, by not using a normaliza-

tion, and the +-tautomer, applying a normalization. The models which are neglecting the, according to 

the energetics and literature, not populated +-tautomer result in nearly 100% of the +-tautomer. The 

13C chemical shifts are likewise not sensitive for the tautomerization process since they are not involved in 

the process (when the tautomerization takes place at the nitrogen atoms like for histamine, or at the nitrogen 

and oxygen atoms as it is the case for nucleobases and nucleotides). This may be different if carbon atoms 

are directly involved in the prototropic tautomerism. In contrast to the 1H models, the wrong main tautomer 

is predicted, therefore these models should not be used to elucidate tautomer fractions.  

The combination of 1H and 13C chemical shifts in a model results in, like for the single models, an insuffi-

cient description of the histamine tautomerism. The -tautomer is the main tautomer of the free base, fully 

populated without normalization (and with the normN using EC-RISM/n3) with a rising population of the -

tautomer upon normalization and going from normN to norma. For the monocation, like in the 13C only 

model, a mixture of +- and +-tautomers is obtained, with a smaller +-fraction when using the GAFF 

force field and a normalization, especially norma. The models neglecting the +-tautomer are the only ones 

with a significant +-fraction; however, it is always, in contrast to the energetics and literature, a minor 

tautomer.  

All of the other models include the 15N chemical shifts. These models are using the 15N chemical shifts only, 

the combination of these shifts with either the 1H or 13C chemical shifts, or all three types of chemical shifts. 

All of these models perform similarly: for the free base, the -tautomer is identified as the main tautomer 

together with a significant -fraction of 25-36%, in which the differences between EC-RISM and EC-
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RISM/n3 are negligible. Models with the normN normalization yield slightly higher, the ones using norma 

slightly lower -fractions compared to the use of unnormalized shifts. For the monocation, the +-tautomer 

is identified as the main tautomer, but no significant +-, therefore +-fractions occur, especially when 

no normalization and EC-RISM/n3 is used within the model. Neglecting this tautomer, the +-tautomer is 

correctly identified as the minor tautomer of the monocation with fractions very close to the computed ones. 

This leads to the conclusion that the 15N nucleus is the most sensitive for changes in the NMR chemical 

shifts upon tautomerization of histamine, and that the chemical shifts of this nucleus always have to be 

included when building a model to determine the tautomer fractions by fitting to experimental chemical 

shifts. It is possible to build reliable models using only the 15N chemical shifts, but also combination of these 

with 1H and/or 13C chemical shifts is possible. The use of a combination with only the 13C chemical shifts 

is not recommended as the 1H chemical shifts seem to be helpful since only the models using all chemical 

shifts or the 1H and 15N are able to correctly identify the +-tautomer as the minor tautomer in the models, 

consisting of three tautomers of the histamine monocation. Therefore, a normalization is needed, and the 

normN normalization seems to be the most promising one as it minimizes the +-fractions in the most 

successful models.  

The energetic calculations and literature data as well as the most promising models to extract the tautomer 

fractions of histamine, the models using the 15N chemical shifts in combination with the 1H and 1H/13C 

chemical shifts and using the normN normalization, are consistent in the -tautomer being the main tautomer 

of the histamine free base together with a minor but significant -fraction and the +-tautomer being the 

main tautomer of the monocation, with a small +- and no significant +-fraction. The reparametrization 

of the n3 GAFF atomtype helps to improve the quality of pKa-calculations for histamine but the influence 

of the relative energetics of the ionization states is larger than the influence on the tautomer fractions calcu-

lated within an ionization state or the NMR chemical shifts. The inclusion of CCSD(T) gas-phase free 

energies helps to distinguish between the main conformations but has only little impact on the calculated 

tautomer fractions. It is important to consider the small energetic differences associated with large shifts in 

tautomer fractions (Table 11), which makes the investigation using multiple methods important. The corre-

lation between experimental NMR chemical shifts of the ionization states and the calculated ones for the 

main conformations underline the validity of the conformational and tautomeric fractions calculated. 
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The histamine investigation showed how tautomeric fractions can be calculated using a combined compu-

tational and experimental approach and clearly demonstrated that the 15N nucleus is the most important one 

for the determination of tautomer fractions of nitrogen heterocycles. This is important for the determination 

of the tautomerism of nucleic acid building blocks and could also help to clarify the problems which oc-

curred with the SAMPL2 dataset. To make these investigations possible, especially at non-ambient 

conditions, the calculation of NMR chemical shifts has to be possible at these conditions. Therefore, the 

shielding constants of suitable reference substances have to be calculated, and computational referencing 

methods have to be investigated in detail. This is done in the next chapter. 
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4.4 Calibrating the prediction of NMR chemical shifts 

4.4.1 High hydrostatic pressure conditions 

Calculations at the MP2/6-311+G(d,p) level of theory, introduced during the SAMPL6 challenge,[4] as well 

as the improved electrostatics model and use of the high pressure PMV correction[7] not only influence the 

calculation of the energetics of a molecule heavily, they also impact the calculation of ambient pressure and 

p-dependent NMR chemical shifts. Therefore, a recalculation of NMR reference substances is needed. It is 

not only possible to incorporate pressure and/or temperature effects in the solvent susceptibility used for 

EC-RISM calculations by using the HNC approximation, but it is also possible to calculate solvent suscep-

tibilities using bridge functions obtained from FF MD simulations. This is done in Ref. 279 and 234 but not 

used during this work, since the use of the HNC approximation seems to be more reliable. In Ref. 89, the 

problems which occur by reproducing NMR experiments are outlined. Using a flexible molecule with mul-

tiple rotatable bonds, like DSS, the conformational ensemble and its possible modulation by pressure 

variation have to be considered. Also, the experimental conditions and the referencing (an internal, pressure-

dependent, or external, pressure-independent, referencing is possible) used to study the respective nuclei 

have to be optimally reproduced by the computational workflow. The performance of the new computational 

framework is studied by investigating the small osmolyte trimethylamine N-oxide (TMAO) and the N-me-

thyl-acetamide (NMA), which is a bioorganic building block used here to mimic the peptide backbone with 

the smallest molecule possible for computational efficiency. 

Addressing the first problem, a population analysis of DSS conformations for varying pressures has been 

done. The populations and structures are depicted in Figure 21 and show, similar to Ref 89, a clearly favored 

main conformer. This main conformer has a varying fraction ranging from 0.78 at ambient conditions to 

0.69 at 10 kbar. Also four minor populated conformations with fractions of approx. 0.05 (1 bar) increasing 

to approx. 0.07 (10 kbar) and two nearly unpopulated conformations (fraction of 0.005 (1 bar) to 0.01 (10 

kbar)) are observed.[7] The fraction of the main conformer is slightly and steadily decreasing upon pressur-

ization while the other conformers show the opposite trend, their fraction increases. The DSS structures and 

all raw and processed data are given in the DSS subfolder of SI part 04. 

In Figure 21 and Table 14, the pressure dependent shielding constants for the 1H and 13C nuclei of the DSS 

anion and the 15N nucleus of ammonia are shown. It is important to notice that for the pressure and temper-

ature dependent 15N reference shielding constants, the temperature and pressure dependence of the 
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secondary standard (the -19.4 ppm offset between ammonia in water and liquid ammonia)[295] could play a 

role; since the pressure and temperature dependence on the shielding constants is very small, this possible 

influence is neglected here. These DSS shielding constants are the arithmetic mean of the population-

weighted shielding constants of the equivalent nuclei from the DSS methyl groups. For the 13C and 15N 

nuclei, the pressure-dependent shielding constants from EC-RISM calculations, scaled by the pressure de-

pendence of the DSS anion 1H shielding constant, are shown. These shielding constants are only marginally 

affected by pressure: for the hydrogen atom, an increase from 31.900 (1 bar) to 31.906 ppm (10 kbar) can 

be observed; the direct shielding of the carbon atom increases from 200.93 (1 bar) to 201.11 ppm (10 kbar), 

while the indirect, scaled carbon shielding only increases to 200.97 ppm due to the small pressure depend-

ence of the hydrogen nucleus. This small inherent pressure dependence underlines that DSS is an ideal 

standard for high-pressure NMR experiments. It is a reference substance that allows for reliably probing the 

pressure-induced changes in the local magnetic field of the solute under study, especially when the indirect 

referencing via scaling of the 13C resonance by the 1H pressure dependence is used.  
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Figure 21: Results of the DSS anion and ammonia shielding calculations. The main conformers of the DSS anion in a descending 

order of populations (A) and the corresponding pressure-dependent populations of these seven conformers (B) are shown. In addi-

tion, the averaged and population-weighted calculated pressure dependent shielding constants of the DSS methyl-group 13C nuclei 

(C), the DSS methyl-group 1H nuclei (D), and the ammonia 15N nucleus (E) are depicted. The 13C and 15N shielding constants result 

from direct calculation (subscript d) and scaling by the pressure dependence of the 1H DSS shielding (subscript i). Published by 

Elsevier in Ref 7 (https://www.sciencedirect.com/science/article/abs/pii/S0301462219303412). 

In case of ammonia (all raw data are presented in the NH3 subfolder of SI part 04), the pressure dependent 

increase ranges from 278.09 ppm to 278.76 at 10 kbar for the direct observation of the nucleus, and up to 

278.14 ppm while scaling with the 1H DSS pressure dependence. These observations are made for the 15N 

nucleus of ammonia in water, while the reference substance for 15N recommended by the IUPAC is liquid 

ammonia. Therefore, the experimental chemical shift from the 15N nucleus of ammonia in water (-19.4 ppm 

at 1bar[296]) to liquid ammonia has to be included in this data, which can afterwards directly be used for 

NMR calculations in water in order to match 15N experiments where direct referencing to liquid ammonia 

is used, assuming pressure independence of the chemical shift of liquid ammonia to ammonia in water. The 

introduction of not only an improved computational approach but also the pressure dependent 15N reference 
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shielding constants should allow for the calculation of pressure dependent 15N chemical shifts with increased 

accuracy compared to prior work.[89]  

 

Table 14: Pressure dependent shielding constants of the reference substances DSS (1H, 13C) and ammonia (15N). The reference 

shielding constants are given pressure dependent from EC-RISM calculations (subscript d) and scaled by the pressure dependence 

of the 1H shielding constant (subscript i). 

Pressure / kbar 13Cd 1Hd 15Nd 13Ci 15Ni 
0.001 200.934 31.8997 278.087 200.934 278.087 
0.1 200.937 31.8998 278.098 200.938 278.098 
0.5 200.949 31.9002 278.139 200.952 278.143 
1 200.963 31.9007 278.187 200.969 278.196 
2 200.987 31.9015 278.275 200.998 278.291 
3 201.008 31.9023 278.354 201.024 278.377 
4 201.027 31.9030 278.426 201.048 278.455 
5 201.045 31.9036 278.492 201.070 278.526 
7.5 201.082 31.9050 278.637 201.115 278.684 
10 201.115 31.9062 278.762 201.156 278.819 
 

This data allows a further methodological extension related to the indirect experimental reference method 

and how it can be optimally mapped to a computational framework. In the experimental practice, an Ξ factor 

is used to scale the resonance of a nucleus other than hydrogen by the DSS 1H resonance. Here, three dif-

ferent approaches are used for referencing pressure-dependent NMR experiments: The first one is the use 

of the 1 bar resonance by referencing to the target nucleus (13C or 15N), which implies a pressure independent 

Ξ factor and will be termed “σref(1 bar)”. Second, a scaling of the reference nucleus shielding constant at 1 

bar by σ(1H, p)/σ(1H, 1 bar) is used here, which should more closely match the experimental setup; this 

variant will be denoted as “σref,i(p)”. The third method is the direct referencing to a pressure dependent 

standard and will be called “σref,d(p)”.  

For both of the benchmark molecules TMAO and NMA, experimental reference data are available in Ref. 7 

(TMAO) and Ref. 234 (NMA). In Figure 22, the pressure dependence of the chemical shifts and of the 

shielding constants of the TMAO 1H, 13C, and 15N nuclei are shown. The structures and full chemical shift 

data are given in the TMAO subfolder of SI part 04. These chemical shifts are, in agreement with the ex-

periment, only slightly pressure dependent. The absolute shifts are in the same order of magnitude as the 

experiment, but the trends of the pressure dependence have to be investigated. Experimentally, the chemical 
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shifts increase with increasing pressure for all nuclei studied, which is only computationally reflected cor-

rectly by using direct referencing with a pressure dependent standard. This is also underlined by the 

matching sign of the linear and quadratic pressure coefficients from the polynomial fits shown in Table 15. 

Unique is the 13C nucleus; it is the only nucleus where only the direct referencing variant gives the correct 

sign of the slope, also here the shielding constant is found to increase with rising pressure in contrast to the 

other nuclei. This clearly shows the need for a pressure dependent computational referencing method to 

match the sign of the slope, even though this contradicts the experimental referencing practice. Generally, 

the direct referencing in the calculation always results in larger slopes compared to the indirect and the 

pressure independent variants and in an overall better agreement with the experiments. Thereby, only the 

1H chemical shift slopes are strongly overestimated, which is unexpected because the protons are directly 

referenced in the experiments.  
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Figure 22: Pressure dependence of experimental (yellow) and calculated (red) chemical shifts of the 1H (A), 13C (B) and 15N (C) 

nuclei of TMAO, relative to 1 bar. The DSS and ammonia shielding constants shown in Figure 21 are used for the referencing, 

which is done pressure dependent (solid), with respect to the 1 bar reference shielding constants (dashed), and using the 1 bar 

reference shieldings scaled by the 1H pressure dependence (dashed-dotted). In addition, the second order polynomial fits (see Table 

15) and the corresponding shielding constants of the TMAO 1H (D), 13C (E) and 15N (F) nuclei are shown. Published by Elsevier in 

Ref 7 (https://www.sciencedirect.com/science/article/abs/pii/S0301462219303412). 

In Figure 24, the corresponding data for NMA is shown. NMA has two different conformations, the cis- and 

the trans conformation, which is the main conformation and the smallest protein backbone mimic; both 

conformations are depicted in Figure 23.  

 
Figure 23: Conformations of N-methyl-acetamide, the molecule is the smallest unit of a protein backbone. The trans conformation 

is the dominant species. 
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For both conformations, the experimentalists were able to identify the respective signals, so no calculation 

of population-weighted shielding constants and shifts is needed here, and it is possible to judge the quality 

of NMR calculations independent of the calculated energetics. The ambient condition chemical shifts of the 

1H and 15N nucleus are higher and the one of the 13C is lower for the trans compared to the cis conformation; 

the trend for the shielding constants is opposite. This is in contrast to the experimental findings, but the 

experimental and calculated shifts are in the same order of magnitude, and to judge the different referencing 

methods, the pressure dependence has to be considered. 

 
Figure 24: Pressure dependence of experimental and calculated cis (yellow and red) and trans NMA (blue and light blue) chemical 

shifts of the 1H (A), 13C (B) and 15N (C) nuclei relative to 1 bar. The DSS and ammonia shielding constants shown in Figure 21 are 

used for the referencing, which is done pressure dependent (solid), with respect to the 1 bar reference shielding constants (dashed), 

and using the 1 bar reference shieldings scaled by the 1H pressure dependence (dashed-dotted). In addition, the second order 

polynomial fits (see Table 15) and the corresponding shielding constants of the NMA 1H (D), 13C (E) and 15N (F) nuclei are shown. 
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In contrast to TMAO, the chemical shifts of all nuclei increase upon pressurization, this is consistent be-

tween experiment and calculation. These pressure dependent trends are small and monotonous. For the 1H 

nucleus, the pressure dependence is slightly overestimated for the trans conformation and underestimated 

for the cis conformation. Therefore, by resulting in larger chemical shifts, the direct pressure dependent 

referencing reflects the experimental findings slightly better for the cis than for the trans conformation, but 

the differences are very small. In case of the 13C nucleus, the pressure dependence is computationally over-

estimated. This effect results in the smallest calculated shifts, using the pressure independent referencing, 

having the smallest deviation from the experiment. The pressure dependence of the 15N chemical shifts is 

slightly underestimated by the computation. Here again, the pressure dependent referencing shows the best 

agreement with the experiment, underlining the usefulness of the newly developed pressure dependent ni-

trogen referencing.  

 

Table 15: Linear (B1, in ppm kbar-1) and quadratic (B2, in ppm kbar-2) coefficients from fitting experimental and calculated TMAO 

and NMA amide chemical shifts to the following form: δ(p)=δ0+B1p+B2p2. In addition, the 1 bar chemical shifts (δ0 in ppm) are 

shown.  

 B1(1H) B2(1H) B1(13C) B2(13C) B1(15N) B2(15N) 
TMAO/Exp. 0.00285 -0.00021 0.07501 -0.01047 0.10682 -0.01415 
TMAO/ref,d(p) 0.00547 -0.00040 0.00389 -0.00071 0.13398 -0.00817 
TMAO/ref,i(p) 0.00547 -0.00040 -0.02050 0.00101 0.03651 -0.00161 
TMAO/ref(1 bar) 0.00447 -0.00035 -0.02680 0.00134 0.02779 -0.00214 
NMA(trans)/Exp. 0.01093 0.00005 0.06960 -0.02152 0.54669 -0.07123 
NMA(trans)/ref,d(p) 0.02597 -0.00196 0.15447 -0.01178 0.27554 -0.02180 
NMA(trans)/ref,i(p) 0.02597 -0.00196 0.12980 -0.00986 0.17870 -0.01653 
NMA(trans)/ref(1 bar) 0.02488 -0.00187 0.12294 -0.00929 0.16921 -0.01573 
NMA(cis)/Exp. 0.04099 -0.00490 0.07075 -0.02007 0.57450 -0.07545 
NMA(cis)/ref,d(p) 0.02093 -0.00151 0.16261 -0.01251 0.29368 -0.02370 
NMA(cis)/ref,i(p) 0.02093 -0.00151 0.13794 -0.01060 0.19683 -0.01842 
NMA(cis)/ref(1 bar) 0.01984 -0.00142 0.13108 -0.01002 0.18735 -0.01762 
 1H  13C 15N  
TMAO/0 (exp) 3.250  62.251 104.572  
TMAO/0 (calc) 3.226  65.730 109.106  
NMA(trans)/0 (exp) 7.097  179.999 111.949  
NMA(trans)/0 (calc) 6.466  180.566 112.581  
NMA(cis)/0 (exp) 7.843  177.298 113.763  
NMA(cis)/0 (calc) 5.927  183.512 109.524  
 

With the exception of 13C, the NMA chemical shifts are more sensitive to pressure changes than the ones of 
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TMAO and, omitting the experimental second-order 1H pressure coefficient of the trans conformation 

(which is special by having a much smaller absolute value than the cis-conformation and the computations), 

all signs and orders of magnitude of the experimental pressure-coefficients are reproduced by all three com-

putational approaches. 

Overall, it can be observed that direct referencing in the computations always results in larger slopes and a 

stronger pressure dependence of the chemical shifts compared to the indirect and especially the pressure 

independent variants. This indicates that the slight pressure dependence of the reference substance has to be 

taken into account. Summarizing, using pressure dependent standards in the calculations is apparently a 

reliable strategy if one wants to study various nuclei on the same theoretical footing, which is now also 

possible for 15N, and the absolute numbers are closer to the experiment compared to previous work.[7,89] 

Other referencing approaches, using explicit solvation, are investigated in detail in S. Maste’s master’s the-

sis.[297]  

 

4.4.2 Variation of temperature conditions 

Like for referencing the high pressure conditions, a similar approach has to be used for referencing NMR 

shielding constants at different temperatures. Here, some additional problems have to be faced: the need for 

a temperature dependent PMV correction, and the need for temperature dependent TMAO and NMA meas-

urements. The temperature dependent PMV correction is developed in this work and described in chapter 

4.1 used here for the calculation of the temperature dependent DSS and NMA populations. This order was 

chosen because the NMR calculations are done in a complementary way to the high pressure calculations. 

Due to the fact that no experimental data for the temperature dependence of NMA and TMAO chemical 

shifts is available, a comparison with this data to judge the different referencing methods is not possible, 

but the trends that have to be expected from further calculations and experiments can be investigated. 

The population analysis of DSS conformations for temperature variations and the main conformations are 

shown in Figure 25, and the results are quite similar to those for the high pressure calculations. There is a 

clearly favored main conformer, and the ranking of conformations stays the same. This main conformer has 

a fraction of 0.83 at 278.15 K to 0.67 at 372.756 K and, thus, shows a slightly stronger temperature than 

pressure dependence. The four minor populated conformations have fractions of about 0.040 (278.15 K), 

increasing to approx. 0.078 (372.756 K). The two nearly unpopulated conformations have fractions of 
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0.0034 (278.15 K) to 0.0133 (372.756 K). Again, the fraction of the main conformer is slightly and steadily 

decreasing with increasing temperature, and the other conformers behave in the opposite way. Generally, 

the temperature dependence of conformational fractions is stronger than the pressure dependence, even 

though the temperature range covers approx. 100 K in contrast to the investigated pressure range of 10 kbar. 

Now, the comparison of the tautomer populations at ambient conditions, calculated with the slightly differ-

ent solvent susceptibilities of the pressure and temperature series can be done. Using the pressure dependent 

solvent susceptibilities, the DSS main conformation has a fraction of 0.78. This is in good agreement with 

the results obtained from the temperature dependent calculations with 0.79; the energy differences resulting 

in this change of population are negligible, also the energetics and the energetic ordering of the minor tau-

tomers is nearly unaffected by the switch of solvent susceptibilities. The population-weighted shielding 

constants of the 1H and 13C nuclei of the DSS anion and the 15N nucleus of ammonia are depicted in Figure 

25. For the 13C and 15N nuclei, the direct EC-RISM shielding constants and the scaled ones, this time by the 

temperature dependence of the DSS anion 1H shielding constant, are shown. The temperature dependence 

of these shielding constants is in a similar range as the pressure dependence. The hydrogen shielding shows 

an increase from 31.899 (278.15 K) to 31.902 ppm (372.756 K), the shielding of the carbon atom decreases 

from 200.97 (278.15 K) to 200.80 ppm (372.756 K) for the directly calculated one and to 200.81 ppm for 

the scaled one. By having an inherent temperature dependence in the same range as the pressure dependence, 

the DSS is also well suited as a reference substance for temperature variations in NMR experiments.  
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Figure 25: Results of the DSS anion and ammonia shielding calculations. The main conformers of the DSS anion in a descending 

order of populations (A) and the corresponding temperature-dependent populations of this seven conformers (B) are shown. In 

addition, the averaged and population-weighted calculated temperature-dependent shielding constants of the DSS methyl-group 

13C nuclei (C), the DSS methyl-group 1H nuclei (D), and the ammonia 15N nucleus (E) are depicted. The 13C and 15N shielding 

constants result from direct calculation (subscript d) and scaled by the temperature dependence of the 1H DSS shielding (subscript 

i). 

The ammonia shielding, too, shows a very small temperature dependence but does not behave in a linear 

way; the shielding constant increases from 278.085 ppm at 278.15 K to 278.01 ppm at 308.15 K and after-

wards decreases down to 278.02 ppm for the direct calculation and down to 278.055 ppm by scaling with 

the 1H temperature dependence at 372.756 K. This non-linear behavior of temperature dependent 15N chem-

ical shifts is not found quantitatively in the literature, but the overall trend, decrease in the shielding constant 

and therefore an increase in the chemical shift with increasing temperature, is consistent with the trends 

presented in the literature (Ref. 295 and 298). A possible reason for the non-linear behavior may be the 

temperature dependence of the chemical shift difference of the 15N nucleus of ammonia in water (-19.4 ppm 

at 298 K[296]) to liquid ammonia, which is, like for the pressure dependence, assumed to be temperature 
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independent in this work.  

 

Table 16: Temperature dependent shielding constants of the reference substances DSS (1H, 13C) and ammonia (15N). The reference 

shielding constants are given temperature dependent from EC-RISM calculations (subscript d) and scaled by the temperature de-

pendence of the 1H shielding constant (subscript i). 

Temperature / K 13Cd 1Hd 15Nd 13Ci 15Ni 
278.15 200.971 31.8989 278.085 200.971 278.085 
283.15 200.963 31.8991 278.087 200.965 278.089 
288.15 200.955 31.8993 278.089 200.958 278.092 
293.15 200.947 31.8995 278.089 200.951 278.095 
298.15 200.938 31.8997 278.089 200.943 278.096 
303.15 200.929 31.8999 278.089 200.935 278.097 
308.15 200.920 31.9001 278.087 200.927 278.097 
313.15 200.911 31.9002 278.085 200.919 278.096 
318.15 200.902 31.9004 278.082 200.911 278.095 
323.15 200.892 31.9005 278.079 200.903 278.093 
328.15 200.883 31.9007 278.075 200.894 278.090 
333.15 200.873 31.9008 278.071 200.885 278.087 
338.15 200.864 31.9009 278.066 200.877 278.083 
343.15 200.854 31.9011 278.060 200.868 278.079 
348.15 200.845 31.9012 278.055 200.859 278.074 
363.15 200.816 31.9015 278.035 200.832 278.057 
368.15 200.806 31.9016 278.027 200.823 278.051 
372.75 200.797 31.9017 278.020 200.815 278.044 
 

The small inherent temperature dependence of the reference shielding constants leads to the assumption that 

the choice of the referencing method (the direct temperature dependent referencing, scaling by the temper-

ature dependence of the 1H nucleus and using the 278.15 K shielding) affects the calculated shifts only 

slightly. 

The chemical shifts of TMAO are shown in Figure 26. The 1H chemical shift is decreasing with increasing 

temperature in contrast to an increase upon pressurization, and the signal is more sensitive to the temperature 

changes than to pressure changes. The difference between both referencing methods is small with a slightly 

smaller temperature dependence using the direct referencing. The 13C shielding constant is, also in contrast 

to the pressure dependent calculations, decreasing with temperature. This should result in an increase of the 

chemical shift, which is only reflected by using the indirect temperature independent referencing. Using the 

direct or indirect temperature dependent referencing, the chemical shift is slightly decreasing. Overall, the 
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temperature dependence of the 13C shielding is in the same range as the pressure dependence, but a depend-

ence of the chemical shift slopes on the referencing method can be observed, which is not expected from 

the reference substance calculations. The findings for the 15N nucleus are in contrast to those for the other 

nuclei, since the shielding constant is less temperature than pressure dependent. Upon pressurization, the 

shielding is steadily declining while the temperature dependence is, like for ammonia, first slightly increas-

ing and afterwards decreasing. This leads to an expectation of a first decreasing and afterwards increasing 

chemical shift. This is, again, only reflected by the temperature independent referencing. The shielding is 

nearly unaffected by temperature, resulting in a dominance of the ammonia shielding during the referencing 

for the direct and the scaled approach. Experimental 15N chemical shifts usually increase with tempera-

ture;[295,298] since this is only reflected by the temperature independent referencing, this method is 

recommended for investigating 15N chemical shifts. To finally judge the referencing methods, temperature 

dependent NMR experiments of TMAO (and NMA) would be helpful.  
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Figure 26: Temperature dependence of calculated (red) chemical shifts of the 1H (A), 13C (B) and 15N (C) nuclei of TMAO, relative 

to 298.15 K. The DSS and ammonia shielding constants shown in Figure 25 are used for the referencing, which is done temperature 

dependent (solid line, points), with respect to the 278.15 K reference shielding constants (dashed line, circles), and using the 

278.15 K reference shielding constants scaled by the 1H temperature dependence (dashed-dotted line, crosses). In addition, the 

second order polynomial fits and the corresponding shielding constants of the TMAO 1H (D), 13C (E) and 15N (F) nuclei are shown 

(see Table 19). 

The results of the NMA calculations are shown in Figure 27. The differences in cis and trans shielding 

constants are similar to those shown in Figure 24 but all slightly and steadily increasing with temperature. 

The overall temperature dependence is bigger than in TMAO, and the differences in the referencing methods 

are, as expected, very small. For all nuclei, the conformation with the higher shielding shows less tempera-

ture dependence. In general, the direct referencing results in the strongest temperature dependence, and the 

278.15 K referencing in the smallest. Experiments are needed to determine which is in closer agreement to 

the experimental conditions. But due to the small inherent temperature dependence of the reference sub-

stance, the impact of the referencing method is negligible as soon as the molecule investigated exhibits a 
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temperature dependence w.r.t shielding constants. The temperature dependence of the 15N chemical shift of 

liquid ammonia is reported as 40 ppb,[299] which shows that the temperature dependence of the IUPAC 

reference substance is also very small. The results are summarized in Table 19.  

 

 
Figure 27: Temperature dependence of calculated NMA cis (yellow and red) and trans (blue and light blue) chemical shifts of the 

1H (A), 13C (B) and 15N (C) nuclei relative to 298.15 K. The DSS and ammonia shielding constants shown in Figure 25 are used for 

the referencing, which is done temperature dependent (solid line, points), with respect to the 278.15 K reference shielding constants 

(dashed line, circles) and using the 278.15 reference shielding constants scaled by the 1H temperature dependence (dashed-dotted 

line, crosses). In addition, the second order polynomial fits and the corresponding shielding constants of the NMA 1H (D), 13C (E) 

and 15N (F) nuclei are shown (see Table 19). 

Furthermore, the cis/trans-NMA populations are interesting due to their dependence on pressure and tem-

perature. This can be seen by an increase in population of the minor conformation, the cis conformation 

(Table 17, Table 18 and Figure 28). Upon pressurization, the cis-NMA fraction is increasing from 0.0217 

at 1 bar to 0.0329 at 10 kbar while it increases from 0.0163 at 278.15 K to 0.0451 at 372.756 K with rising 
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temperature. The temperature dependence of the populations is larger compared to the pressure dependence. 

The trans conformation mimics the natural peptide bond found in protein backbones, and a significant 

change in populations, leading to a large cis fraction, could be part of the pressure or temperature unfolding 

processes of proteins. From the results presented here, especially from the temperature dependent calcula-

tions, this mechanism may play an important role during the unfolding process. The different solvent 

susceptibilities used for the calculation of ambient conditions within the respective pressure and temperature 

series do not change the results; even though the absolute values differ, the energy differences between the 

conformations remain constant with 2.258 (pressure dependent) and 2.256 kcal/mol (temperature depend-

ent), respectively.  

 

 
Figure 28: Pressure (A) and temperature (B) dependent populations of cis- and trans NMA. Calculated with EC-RISM using the 

respective pressure and temperature dependent PMV corrections. The structures and raw data are presented in the NMA subfolder 

of SI part 04. 

 

Table 17: Energetics of NMA at different pressure conditions. Intramolecular energies in solution (Esolv in kcal/mol), excess chem-

ical potentials (µex and µex,corr in kcal/mol) with and without PMV correction for the respective conditions as well as the free energy 

in solution (Gsol in kcal/mol) and the conformer fractions calculated using these corrections are given. 

 Esolv µex µex,corr Gsol xconf

NMA(trans,1 bar) -155603.298 -12.159 -23.684 -155626.982 0.9783
NMA(cis,1 bar) -155601.175 -12.230 -23.550 -155624.724 0.0217
NMA(trans,100 bar) -155603.275 -11.892 -23.514 -155626.789 0.9781
NMA(cis,100 bar) -155601.153 -11.964 -23.383 -155624.536 0.0219
NMA(trans,500 bar) -155603.188 -10.817 -22.829 -155626.017 0.9773
NMA(cis,500 bar) -155601.072 -10.891 -22.707 -155623.779 0.0227
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 Esolv µex µex,corr Gsol xconf

NMA(trans,1 kbar) -155603.088 -9.488 -21.980 -155625.068 0.9763
NMA(cis,1 kbar) -155600.979 -9.565 -21.869 -155622.848 0.0237
NMA(trans,2 kbar) -155602.913 -6.885 -20.322 -155623.234 0.9747
NMA(cis,2 kbar) -155600.816 -6.966 -20.226 -155621.042 0.0253
NMA(trans,3 kbar) -155602.762 -4.359 -18.726 -155621.487 0.9733
NMA(cis,3 kbar) -155600.676 -4.444 -18.642 -155619.318 0.0267
NMA(trans,4 kbar) -155602.629 -1.908 -17.195 -155619.825 0.9721
NMA(cis,4 kbar) -155600.554 -1.996 -17.121 -155617.675 0.0279
NMA(trans,5 kbar) -155602.511 0.471 -15.730 -155618.241 0.9711
NMA(cis,5 kbar) -155600.445 0.380 -15.663 -155616.107 0.0289
NMA(trans,7.5 kbar) -155602.261 6.131 -12.330 -155614.591 0.9689
NMA(cis,7.5 kbar) -155600.215 6.035 -12.275 -155612.490 0.0311
NMA(trans,10 kbar) -155602.057 11.446 -9.245 -155611.303 0.9671
NMA(cis,10 kbar) -155600.027 11.346 -9.199 -155609.226 0.0329

 

Table 18: Energetics of NMA at different temperature conditions. Intramolecular energies in solution (Esolv in kcal/mol), excess 

chemical potentials (µex and µex,corr in kcal/mol) with and without PMV correction for the respective conditions as well as the free 

energy in solution (Gsol in kcal/mol) conformer fractions calculated using these corrections are given. 

 Esolv µex µex,corr Gsol xconf

NMA(trans,278.15 K) -155602.936 -13.889 -25.093 -155628.029 0.9837
NMA(cis,278.15 K) -155600.822 -13.942 -24.940 -155625.762 0.0163
NMA(trans,283.15 K) -155603.025 -13.406 -24.716 -155627.741 0.9824
NMA(cis,283.15 K) -155600.909 -13.463 -24.568 -155625.477 0.0176
NMA(trans,288.15 K) -155603.114 -12.947 -24.364 -155627.478 0.9811
NMA(cis,288.15 K) -155600.996 -13.009 -24.222 -155625.217 0.0189
NMA(trans,293.15 K) -155603.204 -12.511 -24.036 -155627.239 0.9797
NMA(cis,293.15 K) -155601.083 -12.578 -23.898 -155624.981 0.0203
NMA(trans,298.15 K) -155603.293 -12.096 -23.730 -155627.023 0.9783
NMA(cis,298.15 K) -155601.170 -12.168 -23.597 -155624.767 0.0217
NMA(trans,303.15 K) -155603.382 -11.701 -23.445 -155626.827 0.9769
NMA(cis,303.15 K) -155601.256 -11.777 -23.316 -155624.572 0.0231
NMA(trans,308.15 K) -155603.471 -11.325 -23.179 -155626.650 0.9754
NMA(cis,308.15 K) -155601.343 -11.405 -23.054 -155624.397 0.0246
NMA(trans,313.15 K) -155603.560 -10.967 -22.932 -155626.492 0.9739
NMA(cis,313.15 K) -155601.430 -11.051 -22.810 -155624.240 0.0261
NMA(trans,318.15 K) -155603.649 -10.625 -22.702 -155626.352 0.9724
NMA(cis,318.15 K) -155601.516 -10.714 -22.584 -155624.100 0.0276
NMA(trans,323.15 K) -155603.738 -10.300 -22.490 -155626.228 0.9709
NMA(cis,323.15 K) -155601.602 -10.392 -22.375 -155623.977 0.0291
NMA(trans,328.15 K) -155603.826 -9.990 -22.294 -155626.121 0.9693
NMA(cis,328.15 K) -155601.687 -10.086 -22.182 -155623.870 0.0307
NMA(trans,333.15 K) -155603.915 -9.694 -22.114 -155626.029 0.9677
NMA(cis,333.15 K) -155601.773 -9.795 -22.004 -155623.777 0.0323
NMA(trans,338.15 K) -155604.002 -9.413 -21.949 -155625.952 0.9661
NMA(cis,338.15 K) -155601.858 -9.518 -21.842 -155623.700 0.0339
NMA(trans,343.15 K) -155604.090 -9.145 -21.799 -155625.889 0.9645
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 Esolv µex µex,corr Gsol xconf

NMA(cis,343.15 K) -155601.943 -9.254 -21.693 -155623.636 0.0355
NMA(trans,348.15 K) -155604.178 -8.891 -21.662 -155625.840 0.9629
NMA(cis,348.15 K) -155602.027 -9.004 -21.559 -155623.586 0.0371
NMA(trans,363.15 K) -155604.438 -8.203 -21.334 -155625.773 0.9581
NMA(cis,363.15 K) -155602.279 -8.326 -21.235 -155623.515 0.0419
NMA(trans,368.15 K) -155604.525 -7.997 -21.251 -155625.775 0.9564
NMA(cis,368.15 K) -155602.363 -8.124 -21.153 -155623.516 0.0436
NMA(trans,372.756 K) -155604.604 -7.817 -21.184 -155625.789 0.9549
NMA(cis,372.756 K) -155602.440 -7.948 -21.087 -155623.527 0.0451

 

Table 19: Intercepts (B0 in ppm), linear (B1, in ppm kbar-1) and quadratic (B2, in ppm kbar-2) coefficients from fitting calculated 

TMAO and NMA amide chemical shifts to the following form: δ(p)=δ0+B0+B1T+B2T2. Also the 278.15 K chemical shifts (δ0 in 

ppm) are shown. 

 B0(1H) B1(1H) B2(1H) B0(13C) B1(13C) B2(13C) B0(15N) B1(15N) B2(15N) 

TMAO/ref,d(T) 0.03670 -0.00007 -2.3⋅10-7 0.23146 -0.00060 -8.4⋅10-7 -0.71960 0.00500 -8.6⋅10-6 
TMAO/ref,i(T) 0.03670 -0.00007 -2.3⋅10-7 0.09703 -0.00011 -1.6⋅10-6 -0.90555 0.00597 -9.8⋅10-6 
TMAO/ref(278.15K) 0.05802 -0.00018 -1.1⋅10-7 -0.11434 0.00018 8.2⋅10-7 0.21477 -0.00141 2.3⋅10-6 
NMA(trans)/ref,d(T) 0.36668 -0.00112 -6.8⋅10-7 2.30550 -0.00674 -5.5⋅10-6 4.58169 -0.01437 -7.5⋅10-6 
NMA(trans)/ref,i(T) 0.36668 -0.00112 -6.8⋅10-7 2.17017 -0.00603 -6.3⋅10-6 4.39573 -0.01340 -8.6⋅10-6 
NMA(trans)/ref(278.15K) 0.38800 -0.00124 -5.7⋅10-7 1.95971 -0.00596 -3.9⋅10-6 5.51605 -0.02078 3.4⋅10-6 
NMA(cis)/ref,d(T) 0.32171 -0.00103 -4.4⋅10-7 2.50275 -0.00750 -5.4⋅10-6 5.14482 -0.01645 -7.3⋅10-6 
NMA(cis)/ref,i(T) 0.32171 -0.00103 -4.4⋅10-7 2.36833 -0.00679 -6.2⋅10-6 4.95886 -0.01547 -8.5⋅10-6 
NMA(cis)/ref(278.15K) 0.34303 -0.00115 -3.1⋅10-7 2.15696 -0.00672 -3.7⋅10-6 6.07918 -0.02285 3.6⋅10-6 
 1H  13C 15N  
TMAO/0 (calc) 3.155  66.064 108.975  
NMA(trans)/0 (calc) 6.488  180.817 112.910  
NMA(cis)/0 (calc) 5.953  183.728 109.941  
 

In this chapter, reference shielding constants for 1H, 13C and 15N are presented, and different referencing 

methods are discussed. These shielding constants, together with the various pressure and temperature PMV 

corrections allow the use of the combined computational and NMR spectroscopic approach, presented for 

histamine in chapter 4.3, for the tautomer elucidation at various environmental conditions. This is essential 

for the clarification of the pressure/temperature dependence of the tautomeric equilibria of nucleic acid 

building blocks. In the following chapters, this is done with increasing complexity of the species of interest, 

starting with nucleobases up to nucleosides and nucleotides. 
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4.5 Tautomerism of nucleobases: Natural nucleobases, Hachimoji bases and derivatives 

4.5.1 Investigated tautomers 

In this chapter, the tautomerism of natural and non-natural nucleobases is investigated; the full set of Ha-

chimoji bases is included. The considered nucleobases and tautomers are introduced in Figure 29 to Figure 

33. To unambiguously identify each tautomer, in Table 20 a unique code is assigned to each tautomer, the 

same abbreviations are used for the tautomers of nucleobases, nucleosides and nucleotides. Natural nucleo-

bases are divided into purine and pyrimidine bases; both structures and the corresponding atom numbering 

are shown in Figure 29 A and B. Especially the purine backbone can be modified in multiple ways; three 

modifications investigated in this work are shown in Figure 29 C-E. 

 
Figure 29: Backbone structures of the nucleobases investigated in this work. The backbones of the natural nucleobases; purine (A) 

and pyrimidine (B) are shown on top; the modified purines on the bottom, named by the changes in chemical structure with respect 

to the natural purine (C-E). In addition, the atom numbering is shown. 

The natural purine bases, adenine and guanine, have three plausible tautomers each, neglecting the well-

known tautomerism between the N9 and N7 positions due to the fact that the N9 is the binding site for the 

(desoxy-) ribose in the corresponding nucleosides. These tautomers are shown in Figure 30. Each of these 

tautomers exhibits a different hydrogen bonding pattern and is therefore able to form different base pairs. 

The relative stability of these tautomers is investigated alongside with the influence of extreme environmen-

tal conditions, high hydrostatic pressures and high temperatures, and the impact of changes in the purine 

backbone on these relative stabilities. Therefore, each of the tautomers is analysed with the natural purine 

scaffold as well as with the three modified versions from Figure 29 C-E. 

In Figure 31, the analyzed tautomers of the natural pyrimidine nucleobases, uracil, thymine and cytosine, 
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are depicted. Again, each of these tautomers has a unique pattern in terms of hydrogen bond donor and 

acceptor groups and is therefore able to undergo different base pairings. For the pyrimidine bases, the influ-

ence of extreme environmental conditions is explored, but no changes in the pyrimidine backbone are 

considered. 

 
Figure 30: Tautomers of the natural purine nucleobases. Adenine (top row, A-C) and guanine (bottom row, D-E) tautomers inves-

tigated in this work. Structures in which the N7 is protonated instead of N9 are not considered (the N9 position is the (desoxy)-

ribose binding site). The same tautomers are also used for the modified purine backbones shown in Figure 29 C-E. 
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Figure 31: Tautomers of the natural pyrimidine nucleobases. Uracil (top row, A-C), thymine (middle row, D-F) and cytosine (bot-

tom row, G-I) tautomers investigated in this work. Structures in which the N1 is deprotonated are not considered (the N1 position 

is the (desoxy)-ribose binding site).  
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Figure 32: Tautomers of the Hachimoji nucleobases. 5-aza-7-deaza-Guanine (abbreviation P, A-D), isoguanine (abbreviation B, 

E-G), isocytosine (abbreviation rS, H-J), 1-methyl-cytosine (abbreviation dS, K-M) and 6-amino-5-nitro-pyridin-2-on (abbreviation 

Z, N-P) tautomers investigated in this work. Structures in which the N7 is protonated instead of N9 are not considered for P and B 

and structures with N1 deprotonation are not considered for rS (the N9 respectively N1 position is the (desoxy)-ribose binding site). 

The same tautomers of P and B are also used for the modified purine backbones shown in Figure 29 C-E. 
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The Hachimoji nucleobases are also investigated in this work, the three pyrimidines each have three possible 

tautomers with a unique hydrogen pattern, which is also true for the isoguanine, while the 5-aza-7-deazagua-

nine has four different tautomers; these tautomers are shown in Figure 32. For the isoguanine, also the 

different purine backbones are investigated. Besides, two more guanine derivatives are investigated: the 

guanine and the isoguanine, with the natural purine backbone but thiolated; their tautomers are depicted in 

Figure 33.  

 
Figure 33: Tautomers of thiolated guanine nucleobases. Thioguanine (top row, A-C) and thioisoguanine (bottom row, D-E) tauto-

mers investigated in this work. Structures in which the N7 is protonated instead of N9 are not considered (the N9 position is the 

(desoxy)-ribose binding site).  

 

Table 20: Codes for all nucleic acid building block tautomers investigated in this work. Each code is assigned to a respective panel 

in Figure 30 to Figure 33. For tautomers with a purine backbone modification, the modifications shown in Figure 29 are assigned; 

if no modification is explicitly given, the standard nucleobase backbones (panels A and B) are used. 

Code Figure Code Figure Code Figure Backbone Code Figure Backbone 
A 30 A Enol-B 32 F 7C-A 30 A 29 C 8N-G 30 D 29 E 
N1-A 30 B N3-B 32 G 7C-N1-A 30 B 29 C 8N-Enol-G 30 E 29 E 
N3-A 30 C P 32 A 7C-N3-A 30 C 29 C 8N-N3-G 30 F 29 E 
G 30 D N1-P 32 B 8N-7C-A 30 A 29 D 7C-B 32 E 29 C 
Enol-G 30 E N3-P 32 C 8N-7C-N1-A 30 B 29 D 7C-Enol-B 32 F 29 C 
N3-G 30 F Enol-P 32 D 8N-7C-N3-A 30 C 29 D 7C-N3-B 32 G 29 C 
C 31 G Z 32 N 8N-A 30 A 29 E 8N-7C-B 32 E 29 D 
Enol-C 31 I N3-Z 32 O 8N-N1-A 30 B 29 E 8N-7C-Enol-B 32 F 29 D 
N3-C 31 H Enol-Z 32 P 8N-N3-A 30 C 29 E 8N-7C-N3-B 32 G 29 D 
T 31 D rS 32 H 7C-G 30 D 29 C 8N-B 32 E 29 E 
2-Enol-T 31 E Enol-rS 32 J 7C-Enol-G 30 E 29 C 8N-Enol-B 32 F 29 E 
4-Enol-T 31 F N3-rS 32 I 7C-N3-G 30 F 29 C 8N-N3-B 32 G 29 E 
U 31 A dS 32 K 8N-7C-G 30 D 29 D Thio-B 33 D - 
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Code Figure Code Figure Code Figure Backbone Code Figure Backbone 
2-Enol-U 31 B Enol-dS 32 M 8N-7C-Enol-G 30 E 29 D Thiol-Thio-B 33 E - 
4-Enol-U 31 C N3-dS 32 L 8N-7C-N3-G 30 F 29 D N3-Thio-B 33 F - 
B 32 E Thio-G 33 A Thiol-Thio-G 33 B - N3-Thio-G 33 C - 
 

4.5.2 Ambient conditions 

For the investigation of nucleobase tautomerism at ambient conditions, not only EC-RISM is applied but 

also continuum solvation models like PCM. For both solvation models, the direct (Eqn. 199) and the indirect 

(Eqn. 200) path in the thermodynamic cycle are calculated, the latter using coupled-cluster calculations. 

Besides, the average of the EC-RISM approaches and the corresponding populations are calculated. The 

results for the natural nucleobases are given in Table 21.  

 

Table 21: Results for the natural nucleobases at ambient conditions. The investigated tautomers are given in the first column; the 

reaction free energies G (in kcal/mol), at the MP2/6-311+G(d,p)/PCM (2nd), MP2/6-311+G(d,p)/PCM hydration free energy 

differences/CCSD(T)/cc-pVTZ gas phase reaction free energy (3rd), MP2/6-311+G(d,p)/EC-RISM (4th) and MP2/6-

311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ gas phase reaction free energy (5th) levels of theory are 

shown in columns 2-5. The average reaction free energies from both EC-RISM approaches, the corresponding error as well as the 

populations (with errors) are given in columns 6-9. The data comprises Boltzmann averaging of the energies of all rotamers for a 

specific tautomer. Literature values are taken from Ref. 300 (a), 301 (b), 302 (c), 303 (d) and 304 (e). The structures and results 

for the respective conformations are given in the SI part 05. 

G / 
population 

PCM 
 

PCM
CCSD(T)

EC-RISM EC-RISM 
CCSD(T) 

Average 
G 

Error 
G 

Average
population

Error
population

Literature

A 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 1.9910-8 0.00
N1-A 11.23 11.62 8.83 9.01 8.92 0.04 2.9010-7 1.9910-8 6.3b/10.38c/12.91a

N3-A 20.83 18.15 16.71 14.03 15.37 0.60 5.4210-12 5.5010-12 4.4b/31.13a

G 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 1.2510-5 0.00
Enol-G 6.53 6.42 6.20 6.07 6.14 0.03 3.1810-5 1.4710-6 -6.47c/1.15a/4.95d/5.6e

N3-G 9.70 8.45 6.95 5.69 6.32 0.28 2.3310-5 1.1010-5 12.45c/3.32d/19.60a

C 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 9.1510-7 0.00
Enol-C 19.55 19.27 19.67 19.04 19.36 0.14 6.0010-15 2.0010-15 18.91a

N3-C 5.01 5.21 6.54 6.72 6.63 0.04 1.3810-5 9.1510-7 2.54a/3.69c

T 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 4.2310-8 0.00
2-Enol-T 14.44 13.54 12.19 11.13 11.66 0.24 2.8310-9 1.1310-9 12.45a

4-Enol-T 10.42 10.12 8.92 8.63 8.78 0.07 3.6910-7 4.1210-8 7.38c/18.45a

U 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 2.2510-7 0.00
2-Enol-U 14.85 13.97 12.55 11.58 12.07 0.22 1.4310-9 5.2410-10 19.14a

4-Enol-U 10.11 9.52 8.76 7.96 8.36 0.18 7.4810-7 2.2210-8 6.00c/11.76a
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In general, the reaction free energies with respect to the Watson-Crick tautomer are larger using PCM com-

pared to EC-RISM. Including high-level gas-phase energies reduces the energetic disadvantage of the minor 

tautomeric forms, but the Watson-Crick tautomers remain the most abundant with a fraction of nearly 1. 

Using EC-RISM, the N1 tautomer of adenine is stabilized by around 8.9 kcal/mol with respect to the Wat-

son-Crick tautomer, the N3 tautomer by approximately 15.3 kcal/mol. This clearly shows the stability of the 

Watson-Crick adenine tautomer. The results from the literature differ in reaction free energies and energetic 

order of the minor tautomers, but in all cases, the Watson-Crick tautomer is the dominant species.  

The stability of the Watson-Crick tautomer of guanine is comparable to the situation for adenine. The minor 

tautomers are penalized by more than 6 kcal/mol. Interestingly, the enol tautomer has an energetic difference 

of approximately 6.5 kcal/mol calculated using PCM and 6.1 kcal/mol with EC-RISM, nearly independent 

of the way used in the thermodynamic cycle. For the N3 tautomer, the results vary stronger between the 

different theoretical methods (5.7-9.7 kcal/mol reaction free energy). It is the second most abundant tauto-

mer only at the highest level of theory (EC-RISM(CCSD(T))), leaving open questions concerning the 

ranking of the minor tautomers in free solution but clarifying the dominance of the Watson-Crick tautomer. 

Compared to results from literature, the data calculated in this work is more stable. In literature, the reaction 

free energies are widespread, the energetic order of the minor and even the main tautomer is unclear. Since 

TI calculations performed worse than EC-RISM (especially using CCSD(T) calculations) for the SAMPL2 

dataset, they are not performed for the nucleobases presented in this chapter, but they are done (by co-

workers, single- and double-topology calculations using MD and Monte-Carlo methods) in our recent pub-

lication (Ref. 9), yielding results consistent to EC-RISM and PCM with 6.7 respectively 7.3 kcal/mol 

reaction free energy for the enol- and 8.7 kcal/mol for the N3-tautomer. This, together with the experimental 

result of 5.6 kcal/mol[304] hints that the EC-RISM results here are more trustworthy than the strongly differ-

ing results from literature. 

The cytosine Watson-Crick tautomer is clearly favored over the N3 tautomer (5.0-6.7 kcal/mol energetic 

difference) and the enol form, which is unpopulated with an energetic difference of 19.0-19.7 kcal/mol. This 

is consistent with literature. 

Uracil and thymine behave in a similar way: The Watson-Crick tautomer is strongly favored by more than 

7.9 kcal/mol, and the 2-enol is the least abundant one (reaction free energy of more than 11 kcal/mol). The 

stability of the Watson-Crick tautomer is, again, consistent with the literature, even though the energetic 
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ordering of the minor thymine tautomers is ambiguous with respect to the literature. These findings confirm 

the Watson-Crick tautomers of all natural nucleobases to be the most stable ones with a large energetic 

difference, and therefore confirm the validity of the Watson-Crick pairs and their stability from a tautomeric 

point of view for ambient conditions. 

The situation is more complicated for the Hachimoji nucleobases (Table 22). They are designed to expand 

the natural genetic code with four additional bases to increase the information density. They should therefore 

be comparably stable to the natural nucleobases regarding tautomers, to make the Hachimoji nucleic acids 

able to undergo Darwinian evolution in a comparable way while not heavily mutating because of switching 

hydrogen bonding patterns of the nucleobases upon tautomerization.  

 

Table 22: Results for the Hachimoji nucleobases at ambient conditions. The investigated tautomers are given in the first column; 

the reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/PCM (2nd), MP2/6-311+G(d,p)/PCM hydration free energy 

differences/CCSD(T)/cc-pVTZ gas phase reaction free energy (3rd), MP2/6-311+G(d,p)/EC-RISM (4th) and MP2/6-

311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ gas phase reaction free energy (5th) levels of theory are 

shown in columns 2-5. The average reaction free energies from both EC-RISM approaches, the corresponding error as well as the 

populations (with errors) are given in columns 6-9. The data comprises Boltzmann averaging of the energies of all rotamers for a 

specific tautomer. Literature values are taken from Ref. 9, in parentheses the calculated results presented there are given, and Ref 

305 (a). The structures and results for the respective conformations are given in the SI part 05. 

G / 
population 

PCM 
 

PCM
CCSD(T)

EC-RISM EC-RISM
CCSD(T)

Average 
G 

Error
G

Average
population

Error
population

Literature
(Ref. 9)

B 0.00 0.00 0.00 0.00 0.00 0.00 0.746 0.034 0.00
Enol-B 0.96 1.90 1.57 2.53 2.05 0.21 0.023 0.009 1.4/6.7a/6.8a(6.60.2)
N3-B 0.05 -0.38 0.91 0.48 0.70 0.10 0.231 0.031 0.6/0.2a(7.50.6)
P 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 3.9210-9 0.00
N1-P 10.56 10.22 10.76 10.24 10.50 0.12 2.0210-8 3.9210-9 (10.6)
N3-P 20.22 18.37 17.68 14.95 16.32 0.61 1.1010-12 1.1310-12 (16.9)
Enol-P 28.26 27.09 26.02 24.85 25.43 0.26 <10-15 <10-15 (25.5)
Z 0.00 0.00 0.00 0.00 0.00 0.00 0.998 7.6110-4 0.00
N3-Z 20.33 20.42 19.01 19.04 19.03 0.01 1.1010-14 <10-15 (18.91)
Enol-Z 1.40 2.82 3.18 4.51 3.85 0.30 0.002 7.6110-4 (3.8)
rS 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 4.5910-5 0.00
Enol-rS 12.34 11.96 14.20 13.29 13.75 0.21 8.4010-11 2.9110-11 (14.1)
N3-rS 3.43 2.70 5.57 4.80 5.19 0.17 1.5810-4 4.5910-5 (5.3)
dS 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 9.3910-6 -
Enol-dS 20.32 19.07 20.11 18.81 19.46 0.29 5.0010-15 3.0010-15 -
N3-dS 5.59 4.58 6.82 5.78 6.30 0.23 2.4010-5 9.3910-6 -
 

The isoguanine does not fulfil this requirement by having two minor tautomers within a small energetic 
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difference to the main tautomer. The N3 tautomer has an energetic difference of -0.38-0.91 kcal/mol de-

pending on the level of theory. Using PCM/CCSD(T), it is the main tautomer, using EC-RISM its fraction 

is 0.23, which should result in a lot of mispairings. For the least abundant tautomer, the energetic difference 

increases from 0.96-2.53 kcal/mol with regard to the Watson-Crick tautomer by going to higher levels of 

theory, but with a population of more than 2% this tautomer is by far more abundant than any minor tautomer 

of the natural nucleobases. This is also observed in literature,[306,307,308] resulting in investigations on purine 

backbone modifications of isoguanine to overcome the problem of multiple stable tautomers. This is also 

done in this work; the results are presented in Table 23. 

In contrast, the Hachimoji P (5-aza-7-deaza-guanine), also a guanine derivative, has the highest reaction 

free energy to the minor tautomers with an energetic difference of approximately 10 kcal/mol and two other, 

energetically even higher tautomers, which are nearly not populated. It is therefore extremely tautomer sta-

ble, even compared to the natural nucleobases. In the Hachimoji P, the guanidine motif is, in contrast to 

isoguanine, preserved. This may contribute to the tautomer stability.  

The Z (6-amino-5-nitro-pyridin-2-on) is a borderline case: while the N3 tautomer is clearly disfavored by 

approximately 20 kcal/mol, the enol form has a significant fraction of nearly 9% by using plain PCM. This 

fraction is shrinking by going to higher levels of theory, to 0.2% at the EC-RISM level. The associated 

energetic difference of 3.85 kcal/mol is slightly smaller than observed for the natural nucleobases, but this 

is not necessarily a bad sign for the use of this nucleobase in genetic codes. Overall, the main tautomer is 

very stable, and the slightly increased abundance of a minor tautomer may give the genetic code more evo-

lutionary flexibility.  

The rS (isocytosine), analogous to uracil only used in Hachimoji RNA, has a clearly disfavored enol tauto-

mer and N3 tautomer which is significantly populated when using PCM (fraction of 0.003 with and 0.010 

without high-level gas phase energies) but nearly unpopulated by using EC-RISM. Overall, the slightly 

smaller energetic differences between main and minor tautomers, compared to the cytosine, may be a reason 

why the cytosine prevailed in the evolution of nucleic acids.  

The dS (1-methyl-cytosine) has a, consistent in all theoretical methods, unpopulated enol tautomer (approx-

imately 20 kcal/mol reaction free energy) and a N3 minor tautomer with an energetic difference comparable 
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to the natural nucleobase minor tautomers. The tautomer stability is not consistent for the Hachimoji nucle-

obases, while the P, dS and rS seem to be tautomer stable. Overall, an increased mutation rate is expected 

for an expanded eight letter genetic code mainly due to the tautomeric instability of the isoguanine (B) and, 

to a smaller extend, the 6-amino-5-nitro-pyridin-2-on (Z). Both will provide different hydrogen bonding 

patterns and not a single stable one due to their minor tautomers. In contrast to previous work,[9,306,307,308] a 

investigation of the tautomer stability of all Hachimoji nucleobases is presented here. In the next part, the 

influence of purine backbone modifications, which are also investigated in literature, to increase the tauto-

mer stability of isoguanine, are studied. 

The investigation of different purine backbones is not only important to investigate whether they can stabi-

lize the main tautomer of isoguanine, it is also important to see the influence of these backbones onto the 

tautomerism of the natural nucleobases adenine and guanine. The natural nucleobases are used in DNA-

encoded libraries where they are exposed to different reaction conditions and, especially the adenine, often 

depurinate at acidic conditions. [309,310,311] The use of modified purine backbones can help to overcome this 

issue. But as a prerequisite for the use of these nucleobases, the tautomer stability is important, since only 

tautomer stable nucleobases allow for the unambiguous reading of the barcode in an DNA-encoded library. 

The results of the investigation of the influence of variations in the purine backbone of natural, adenine and 

guanine, and non-natural, isoguanine, nucleobases are shown in Table 23.  

 

Table 23: Results for the backbone variations of purine nucleobases at ambient conditions. The investigated tautomers are given in 

the first column, the reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/PCM (2nd), MP2/6-311+G(d,p)/PCM hy-

dration free energy differences/CCSD(T)/cc-pVTZ gas phase reaction free energy (3rd), MP2/6-311+G(d,p)/EC-RISM (4th) and 

MP2/6-311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ gas phase reaction free energy (5th) levels of 

theory are shown in columns 2-5. The average reaction free energies from both EC-RISM approaches, the corresponding error as 

well as the populations (with errors) are given in columns 6-9. The data comprises Boltzmann averaging of the energies of all 

rotamers for a specific tautomer. Literature values are taken from Ref. 9, in parentheses the calculated results presented there are 

given, and Ref. 312 (a). The structures and results for the respective conformations are given in the SI part 05. 

G / 
population 

PCM 
 

PCM
CCSD(T)

EC-RISM EC-RISM
CCSD(T)

Average 
G 

Error
G

Average
population

Error
population

Literature
(Ref. 9)

7C-A 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 2.8210-7 -
7C-N1-A 10.89 9.70 9.13 7.87 8.50 0.28 5.9310-7 2.8210-7 -
7C-N3-A 19.61 15.80 16.74 12.63 14.69 0.92 1.7210-11 2.6610-11 -
8N-7C-A 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 3.4810-7 -
8N-7C-N1-A 9.25 9.16 7.31 7.13 7.22 0.04 5.1210-6 3.4810-7 -
8N-7C-N3-A 17.46 15.16 14.67 12.19 13.43 0.55 1.4310-10 1.3410-10 -
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G / 
population 

PCM 
 

PCM
CCSD(T)

EC-RISM EC-RISM
CCSD(T)

Average 
G 

Error
G

Average
population

Error
population

Literature
(Ref. 9)

8N-A 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 8.9110-7 -
8N-N1-A 9.04 8.97 7.24 6.88 7.06 0.08 6.6710-6 8.9010-7 -
8N-N3-A 18.04 15.19 14.93 12.13 13.53 0.63 1.2110-10 1.2810-10 -
7C-G 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 2.5910-5 -
7C-Enol-G 6.53 6.53 5.85 5.75 5.80 0.02 5.5810-5 2.0710-6 -
7C-N3-G 9.10 7.82 6.52 5.24 5.88 0.29 4.9210-5 2.3810-5 -
8N-7C-G 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 1.3110-5 -
8N-7C-Enol-G 8.14 7.83 7.19 6.80 6.99 0.09 7.5010-6 1.1110-6 -
8N-7C-N3-G 9.44 8.35 6.72 5.64 6.18 0.24 2.9410-5 1.2010-5 -
8N-G 0.00 0.00 0.00 0.00 0.00 0.00 >0.999 7.8510-6 -
8N-Enol-G 8.67 7.94 7.60 6.86 7.23 0.17 5.0410-6 1.4110-6 -
8N-N3-G 9.69 8.56 7.15 6.01 6.58 0.25 1.5010-5 6.4410-6 -
7C-B 0.00 0.00 0.00 0.00 0.00 0.00 0.660 0.019 (0.0)
7C-Enol-B 1.25 3.45 1.88 4.07 2.97 0.49 0.004 0.004 (3.9)
7C-N3-B -0.90 -1.10 0.50 0.30 0.40 0.04 0.336 0.018 (1.2)
8N-7C-B 0.00 0.00 0.00 0.00 0.00 0.00 0.558 0.030 (0.0)
8N-7C-Enol-B 1.44 3.20 2.32 4.08 3.20 0.39 0.003 0.002 (5.3)
8N-7C-N3-B -1.17 -1.48 0.30 -0.01 0.14 0.07 0.439 0.030 (1.8)
8N-B 0.00 0.00 0.00 0.00 0.00 0.00 0.787 0.052 (0.0)
8N-Enol-B 0.74 3.08 1.39 3.72 2.55 0.52 0.011 0.010 3.04a/3.34a(4.7)
8N-N3-B -0.85 -0.11 0.44 1.17 0.80 0.16 0.203 0.047 0.04a(2.0)
 

For adenine, the change of the N7 to a carbon only slightly decreases the preference of the major tautomer 

when considering the EC-RISM results, while with the exchange of the C8 with a nitrogen effect is some-

what more pronounced. Overall, these changes in the purine backbone influence the tautomer preferences 

of the natural adenine only slightly, the main tautomers remain the same and no significant fractions of 

minor forms occur. Some interesting phenomena can be observed for the guanine, the energetic ordering of 

the enol- and N3 tautomer switches. Changing the N7 to a carbon seems to favor the enol-tautomer, while 

the N8 increases the N3-preference. Nevertheless, the Watson-Crick tautomer is the dominant species. From 

the tautomer perspective, adenine and guanine can be used within DNA-encoded-libraries without hesita-

tion. 

The calculations on the problematic Hachimoji nucleobase isoguanine result in increased reaction free en-

ergies for the enol-tautomers regardless of the purine backbone modification used. This is consistent to the 

literature.[312] The N3-tautomers remain the problematic species. The EC-RISM calculations show no sig-

nificant change in the stability of the Watson-Crick tautomer; in contrast, the N3-tautomer is slightly 

stabilized with the 7C-modification. The additional TI calculations presented in Ref. 9 indicate a small sta-

bilization of the Watson-Crick tautomer, but still significant fractions of the N3-species. Therefore, we can 
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conclude that there is still room for improvement of the Hachimoji B with respect to tautomer stability. 

The last part of the investigation of nucleobases at ambient conditions is the examination of the thiolated 

guanines. Previous studies revealed that the thiolated guanine is comparably tautomer stable as the natural 

guanine.[313] The incorporation of the sulfur atom is another approach to increase the tautomer stability of 

isoguanine. The EC-RISM results indicate that this thiolation results in the N3-tautomer being the dominant 

form of thio-isoB with a minor fraction of the N1 form. But there is not only a switch in the dominant species 

upon thiolation, the thio-B is still not tautomer stable by having significant fractions of the minor tautomer. 

The use of the thio-B instead of isoguanine therefore would not increase the tautomer stability of Hachimoji 

nucleic acids but might enable alternative base pairs. 

 

Table 24: Results for the thiolated guanines at ambient conditions. The investigated tautomers are given in the first column; the 

reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/PCM (2nd), MP2/6-311+G(d,p)/PCM hydration free energy 

differences/CCSD(T)/cc-pVTZ gas phase reaction free energy (3rd), MP2/6-311+G(d,p)/EC-RISM (4th) and MP2/6-

311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ gas phase reaction free energy (5th) levels of theory are 

shown in columns 2-5. The average reaction free energies from both EC-RISM approaches, the corresponding error as well as the 

populations (with errors) are given in columns 6-9. The data comprises Boltzmann averaging of the energies of all rotamers for a 

specific tautomer. Literature values are taken from Ref. 313. The structures and results for the respective conformations are given 

in the SI part 05. 

G / 
population 

PCM 
 

PCM
CCSD(T)

EC-RISMEC-RISM
CCSD(T)

Average 
G 

Error
G

Average
population

Error
population

Literature

Thio-B 0.00 0.00 0.00 0.00 0.00 0.00 0.146 0.094 -
Thiol-Thio-B -5.06 -2.73 -0.23 2.11 0.94 0.52 0.030 0.044 -
N3-Thio-B -4.36 -2.38 -2.01 -0.03 -1.02 0.44 0.824 0.130 -
Thio-G 0.00 0.00 0.00 0.00 0.00 0.00 0.998 3.0410-4 0.0
Thiol-Thio-G 5.72 3.39 6.18 3.62 4.90 0.57 2.5710-4 2.4810-4 10.5
N3-Thio-G 4.99 4.90 3.85 3.76 3.81 0.02 0.002 5.6310-5 4.8/5.1
 

In this chapter, the tautomer stability of the natural nucleobases is shown, also the influence of a change in 

the purine backbone of adenine and guanine and the thiolation of guanine is investigated. All these modifi-

cations affect the tautomer stability of the natural species only slightly. In contrast, the Hachimoji 

nucleobases are not completely tautomer stable, the most problematic species is the isoguanine, with a major 

fraction of the N3-tautomer, which is not sufficiently stabilized via purine backbone modifications or thio-

lation, which may lead to increased mutation events in the Hachimoji code. In the next chapters, the 
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influence of high pressures and temperature variations on the tautomeric equilibria is investigated. This is 

of special interest since high temperatures and pressures are mimicking early life conditions, and the influ-

ence of these environmental conditions on the tautomeric equilibria, and therefore mutation rates in the 

genetic code, may have played an important role in the evolution. 

 

4.5.3 High hydrostatic pressure conditions 

The tautomerism of nucleic acid building blocks is worth an investigation not only at ambient conditions 

since early life conditions are important from an evolutionary point of view. At deep oceanic black smokers, 

high hydrostatic pressures occur. The rule of thumb is that there is 1 bar additional hydrostatic pressure in 

oceans of the earth for each 10 meters of depth, resulting in 1 kbar pressure at the Mariana trench. Hypo-

thetically, hydrostatic pressures can go up to 10 kbar at 300 K until water freezes, therefore these two 

pressures have been chosen to be presented here, but the calculations are performed at all pressures given 

in the computational details, and the full results are presented in the SI part 05. The pressure dependent 

trends are monotonous (with small exceptions at minor, unpopulated tautomers), so the influence of hydro-

static pressure on the tautomerism of nucleobases is covered by discussing two pressures like it is done here.  

While EC-RISM is capable to incorporate high hydrostatic pressure effects, continuum electrostatic models 

are usually not able to do this, so no PCM results are discussed here. The reaction free energies of the natural 

nucleobases (Table 25) decrease upon pressurization for most minor tautomers (the exceptions are the enol-

guanine, enol-cytosine and N3-cytosine), resulting in increased populations of the minor tautomers, even 

though the smallest energetic difference of a minor tautomer is approximately 5.8 kcal/mol. The largest 

fraction of a minor tautomer is the N3-tautomer of guanine with a sub ‰ fraction. Overall, the number of 

alternative hydrogen bonding patterns is increased slightly upon pressurization, which may lead to more 

mutations and therefore enhanced evolutionary dynamics at high pressures.  
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Table 25: Results for the natural nucleobases at 1 kbar and 10 kbar (at 298.15 K). The investigated tautomers are given in the first 

column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/EC-

RISM (3rd (1 kbar) and 9th (10 kbar)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ gas 

phase reaction free energy (4th (1 kbar)/ 10th (10 kbar)) levels of theory are shown. The average reaction free energies from both 

EC-RISM approaches, the corresponding error as well as the populations (with errors) are given in columns 5-8 (1 kbar) and 11-

14 (10 kbar). The data comprises Boltzmann averaging of the energies of all rotamers for a specific tautomer. The structures and 

results for the respective conformations are given in the SI part 05. 


G

 / 
po

pu
la

ti
on

 

A
ve

ra
ge

 p
op

. 1
 b

ar
 

E
C

-R
IS

M
 1

 k
ba

r 

E
C

-R
IS

M
/C

C
S

D
(T

)  
1 

kb
ar

 

A
ve

ra
ge

 
G

 1
 k

ba
r 

E
rr

or
 

G
 1

 k
ba

r 

A
ve

ra
ge

 p
op

. 1
 k

ba
r 

E
rr

or
 p

op
. 1

 k
ba

r 

E
C

-R
IS

M
 1

0 
kb

ar
 

E
C

-R
IS

M
/C

C
S

D
(T

)  
10

 k
ba

r 

A
ve

ra
ge

 
G

 1
0 

kb
ar

 

E
rr

or
 

G
 1

0 
kb

ar
 

A
ve

ra
ge

 p
op

. 1
0 

kb
ar

 

E
rr

or
 p

op
. 1

0 
kb

ar
 

A >0.999 0.00 0.00 0.00 0.00 >0.999 2.1610-8 0.00 0.00 0.00 0.00 >0.999 2.6210-8

N1-A 2.9010-7 8.77 8.94 8.86 0.04 3.2310-7 2.1610-8 8.59 8.75 8.67 0.04 4.4210-7 2.6110-8

N3-A 5.4210-12 16.58 13.89 15.24 0.60 6.7910-12 6.8910-12 16.13 13.44 14.79 0.60 1.4510-11 1.4710-11

G >0.999 0.00 0.00 0.00 0.00 >0.999 1.4410-5 0.00 0.00 0.00 0.00 >0.999 2.6110-5

Enol-G 3.1810-5 6.27 6.14 6.20 0.03 2.8410-5 1.3110-6 6.59 6.46 6.53 0.03 1.6410-5 7.9710-7

N3-G 2.3310-5 6.85 5.59 6.22 0.28 2.7610-5 1.3110-5 6.45 5.20 5.83 0.28 5.3710-5 2.5410-5

C >0.999 0.00 0.00 0.00 0.00 >0.999 8.6610-7 0.00 0.00 0.00 0.00 >0.999 6.4110-7

Enol-C 6.0010-15 19.69 19.04 19.36 0.14 6.0010-15 2.0010-15 19.88 19.16 19.52 0.16 5.0010-15 1.0010-15

N3-C 1.3810-5 6.57 6.75 6.66 0.04 1.3110-5 8.6610-7 6.74 6.91 6.83 0.04 9.8910-6 6.4110-7

T >0.999 0.00 0.00 0.00 0.00 >0.999 4.4310-8 0.00 0.00 0.00 0.00 >0.999 4.8610-8

2-Enol-T 2.8310-9 12.15 11.08 11.62 0.24 3.0610-9 1.2410-9 12.07 10.94 11.51 0.25 3.6910-9 1.5810-9

4-Enol-T 3.6910-7 8.90 8.60 8.75 0.07 3.8410-7 4.3010-8 8.87 8.56 8.71 0.07 4.1010-7 4.7010-8

U >0.999 0.00 0.00 0.00 0.00 >0.999 2.4110-7 0.00 0.00 0.00 0.00 >0.999 2.8810-7

2-Enol-U 1.4310-9 12.51 11.53 12.02 0.22 1.5410-9 5.6810-9 12.45 11.42 11.93 0.23 1.7910-9 6.9210-10

4-Enol-U 7.4810-7 8.74 7.92 8.33 0.18 7.8210-7 2.4010-7 8.73 7.83 8.28 0.20 8.5210-7 2.8810-7

 

The Hachimoji B minor tautomers are destabilized at higher pressures (Table 26), but at 10 kbar, the enol- 

and N3-tautomer are still occurring in large fractions, leaving this base problematic by exhibiting three 

different hydrogen bonding patterns which may lead to a lot of mispairings. In contrast, the Hachimoji P 

minor tautomers become stabilized at high pressures; the N3-tautomer is more stabilized than the other 

minor tautomers. Overall, these changes upon pressurization are not affecting the main tautomer, it is still 

the only populated one with a fraction of nearly 1. The Hachimoji P is very stable under high pressures. The 

Z is nearly unaffected by pressure. At 10 kbar, the enol tautomer is still populated significantly stronger 

than every natural nucleobase minor tautomer. The dS and rS main tautomers are stabilized at higher pres-

sures: the dS shows no significant occurrence of minor tautomers and is strongly preferred, the rS is 
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stabilized in a way that it has nearly the same tautomer stability as guanine at 10 kbar.  

 

Table 26: Results for the Hachimoji nucleobases at 1 kbar and 10 kbar (at 298.15 K). The investigated tautomers are given in the 

first column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/EC-

RISM (3rd (1 kbar) and 9th (10 kbar)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ gas 

phase reaction free energy (4th (1 kbar)/ 10th (10 kbar)) levels of theory are shown. The average reaction free energies from both 

EC-RISM approaches, the corresponding error as well as the populations (with errors) are given in columns 5-8 (1 kbar) and 11-

14 (10 kbar). The data comprises Boltzmann averaging of the energies of all rotamers for a specific tautomer. The structures and 

results for the respective conformations are given in the SI part 05. 
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B 0.746 0.00 0.00 0.00 0.00 0.754 0.033 0.00 0.00 0.00 0.00 0.784 0.029 
Enol-B 0.023 1.69 2.65 2.17 0.21 0.019 0.008 2.23 3.19 2.71 0.22 0.008 0.003 
N3-B 0.231 0.93 0.50 0.71 0.10 0.226 0.030 1.00 0.57 0.79 0.10 0.208 0.027 
P >0.999 0.00 0.00 0.00 0.00 >0.999 4.0910-9 0.00 0.00 0.00 0.00 >0.999 4.3710-9 
N1-P 2.0210-8 10.74 10.22 10.48 0.12 2.0810-8 4.0910-9 10.74 10.20 10.47 0.12 2.1210-8 4.3710-9 
N3-P 1.1010-12 17.55 14.79 16.17 0.62 1.4110-12 1.4610-12 17.10 14.23 15.67 0.64 3.2710-12 3.5410-12 
Enol-P <10-15 25.98 24.81 25.39 0.26 <10-15 <10-15 25.98 24.81 25.39 0.26 <10-15 <10-15 
Z 0.998 0.00 0.00 0.00 0.00 0.999 6.3810-4 0.00 0.00 0.00 0.00 >0.999 2.8410-4 
N3-Z 1.1010-14 19.00 19.03 19.01 0.01 1.2010-14 <10-15 19.06 19.09 19.08 0.01 1.0010-14 <10-15 
Enol-Z 0.002 3.28 4.61 3.95 0.30 0.001 6.3810-4 3.77 5.06 4.41 0.29 5.8110-4 2.8410-4 
rS >0.999 0.00 0.00 0.00 0.00 >0.999 4.2110-5 0.00 0.00 0.00 0.00 >0.999 2.8510-5 
Enol-rS 8.4010-11 14.27 13.32 13.80 0.21 7.6910-11 2.7610-11 14.64 13.56 14.10 0.24 4.6310-11 1.8910-11 
N3-rS 1.5810-4 5.62 4.85 5.24 0.17 1.4510-4 4.2110-5 5.86 5.09 5.47 0.17 9.7410-5 2.8510-5 
dS >0.999 0.00 0.00 0.00 0.00 >0.999 9.0310-6 0.00 0.00 0.00 0.00 >0.999 7.0310-6 
Enol-dS 5.0010-15 20.11 18.81 19.46 0.29 5.0010-15 3.0010-15 20.24 18.94 19.59 0.29 4.0010-15 2.0010-15 
N3-dS 2.4010-5 6.84 5.81 6.33 0.23 2.3110-5 9.0310-6 7.00 5.96 6.48 0.23 1.7910-5 7.0310-6 
 

The natural nucleobases are also marginally affected by pressure when the alternative purine backbones are 

used (Table 27). The main tautomer of adenine is destabilized under high pressures regardless of the used 

backbone modifications. Overall, the 8N-modified adenines are more unstable than the natural one, but the 

reaction free energies are still high with approx. 7 kcal/mol at 10 kbar. In case of guanine, the enol gets 

destabilized by pressure, and the N3-tautomer is stabilized with all modifications. The 7C-guanine shows 

the largest minor tautomer fraction with 0.1 ‰. The opposite trend can be observed for the problematic N3-
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tautomer of the isoguanine. The N1 tautomer gets stabilized by pressure regardless of the backbone modi-

fication, but even at 10 kbar, there is a large fraction of the N3 tautomer, which makes these nucleobases 

not well suited for a tautomer stable genetic code at the pressure range investigated here.  

Table 27: Results for the backbone variations of the purine nucleobases at 1 kbar and 10 kbar (at 298.15 K). The investigated 

tautomers are given in the first column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at 

the MP2/6-311+G(d,p)/EC-RISM (3rd (1 kbar) and 9th (10 kbar)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy differ-

ence/CCSD(T)/cc-pVTZ gas phase reaction free energy (4th (1 kbar)/ 10th (10 kbar)) levels of theory are shown. The average 

reaction free energies from both EC-RISM approaches, the corresponding error as well as the populations (with errors) are given 

in columns 5-8 (1 kbar) and 11-14 (10 kbar). The data comprises Boltzmann averaging of the energies of all rotamers for a specific 

tautomer. The structures and results for the respective conformations are given in the SI part 05. 
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7C-A >0.999 0,00 0,00 0,00 0,00 >0.999 3.1010-7 0,00 0,00 0,000,00 >0.999 4.1410-7

7C-N1-A 5.9310-7 9,07 7,81 8,44 0,28 6.5110-7 3.1010-7 8,91 7,64 8,270,28 8.6110-7 4.1410-7

7C-N3-A 1.7210-11 16,62 12,51 14,56 0,92 2.1110-11 3.2810-1116,20 12,0914,150,92 4.2610-11 6.6110-11

8N-7C-A >0.999 0,00 0,00 0,00 0,00 >0.999 3.8310-7 0,00 0,00 0,000,00 >0.999 5.1210-7

8N-7C-N1-A 5.1210-6 7,26 7,08 7,17 0,04 5.5610-6 3.8310-7 7,13 6,93 7,030,04 7.0310-6 5.1110-7

8N-7C-N3-A 1.4310-10 14,56 12,08 13,32 0,56 1.7310-10 1.6210-1014,20 11,7012,950,56 3.2110-10 3.0210-10

8N-A >0.999 0,00 0,00 0,00 0,00 >0.999 1.0210-6 0,00 0,00 0,000,00 >0.999 1.6110-6

8N-N1-A 6.6710-6 7,18 6,81 6,99 0,08 7.4710-6 1.0210-6 6,99 6,59 6,790,09 1.0610-5 1.6110-6

8N-N3-A 1.2110-10 14,81 12,00 13,40 0,63 1.5010-10 1.5810-1014,38 11,5812,980,63 3.0610-10 3.2410-10

7C-G >0.999 0,00 0,00 0,00 0,00 >0.999 2.9810-5 0,00 0,00 0,000,00 >0.999 5.1510-5

7C-Enol-G 5.5810-5 5,92 5,82 5,87 0,02 4.9810-5 1.9710-6 6,25 6,11 6,180,03 2.9610-5 1.5610-6

7C-N3-G 4.9210-5 6,43 5,14 5,78 0,29 5.7510-5 2.7810-5 6,08 4,80 5,440,29 1.0310-4 4.9910-5

8N-7C-G >0.999 0,00 0,00 0,00 0,00 >0.999 1.5310-5 0,00 0,00 0,000,00 >0.999 2.7310-5

8N-7C-Enol-G 7.5010-6 7,26 6,86 7,06 0,09 6.6910-6 1.0010-6 7,59 7,16 7,370,10 3.9310-6 6.4610-7

8N-7C-N3-G 2.9410-5 6,63 5,54 6,08 0,24 3.4710-5 1.4210-5 6,25 5,17 5,710,24 6.5110-5 2.6610-5

8N-G >0.999 0,00 0,00 0,00 0,00 >0.999 8.9810-6 0,00 0,00 0,000,00 >0.999 1.6310-5

8N-Enol-G 5.0410-6 7,67 6,93 7,30 0,17 4.4910-6 1.2610-6 8,00 7,25 7,630,17 2.5610-6 7.2310-7

8N-N3-G 1.5010-5 7,04 5,90 6,47 0,25 1.8010-5 7.7310-6 6,63 5,49 6,060,25 3.6310-5 1.5610-5

7C-B 0.660 0,00 0,00 0,00 0,00 0,670 0,018 0,00 0,00 0,000,00 0,705 0,016
7C-Enol-B 0.004 2,00 4,20 3,10 0,49 0,004 0,003 2,55 4,74 3,640,49 0,002 0,001
7C-N3-B 0.336 0,53 0,33 0,43 0,04 0,327 0,018 0,62 0,42 0,520,04 0,293 0,016
8N-7C-B 0.558 0,00 0,00 0,00 0,00 0,574 0,030 0,00 0,00 0,000,00 0,633 0,028
8N-7C-Enol-B 0.003 2,46 4,22 3,34 0,39 0,002 0,001 3,05 4,80 3,930,39 8.3710-4 5.9010-4

8N-7C-N3-B 0.439 0,34 0,02 0,18 0,07 0,424 0,030 0,48 0,17 0,320,07 0,366 0,028
8N-B 0.787 0,00 0,00 0,00 0,00 0,799 0,049 0,00 0,00 0,000,00 0,845 0,038
8N-Enol-B 0.011 1,52 3,86 2,69 0,52 0,009 0,008 2,08 4,42 3,250,52 0,004 0,003
8N-N3-B 0.203 0,48 1,21 0,84 0,16 0,192 0,045 0,65 1,39 1,020,16 0,151 0,036
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Like the pressure dependent trends for the guanine and isoguanine with the purine backbone modifications, 

the trends for the thiolated guanine and isoguanine (Table 28) are in line with the ones observed for the 

original species. The N3-tautomer is still the main species of the thioisoguanine at 10 kbar, but the Watson-

Crick tautomer becomes more stabilized upon pressurization. 

 

Table 28: Results for the thiolated guanines at 1 kbar and 10 kbar (at 298.15 K). The investigated tautomers are given in the first 

column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/EC-

RISM (3rd (1 kbar) and 9th (10 kbar)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ gas 

phase reaction free energy (4th (1 kbar)/ 10th (10 kbar)) levels of theory are shown. The average reaction free energies from both 

EC-RISM approaches, the corresponding error as well as the populations (with errors) are given in columns 5-8 (1 kbar) and 11-

14 (10 kbar). The data comprises Boltzmann averaging of the energies of all rotamers for a specific tautomer. The structures and 

results for the respective conformations are given in the SI part 05. 
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Thio-B 0.146 0.00 0.00 0.00 0.00 0.167 0.104 0.00 0.00 0.00 0.00 0.268 0.147
Thiol-Thio-B 0.030 -0.01 2.33 1.16 0.52 0.024 0.035 0.84 3.18 2.01 0.52 0.009 0.013
N3-Thio-B 0.824 -1.92 0.05 -0.93 0.44 0.809 0.132 -1.58 0.40 -0.59 0.44 0.723 0.155
Thio-G 0.998 0.00 0.00 0.00 0.00 0.998 2.7410-4 0.00 0.00 0.00 0.00 0.998 2.0110-4

Thiol-Thio-G 2.5710-4 6.26 3.70 4.98 0.57 2.2210-4 2.1510-4 6.59 4.02 5.30 0.58 1.2910-4 1.2610-4

N3-Thio-G 0.002 3.82 3.73 3.77 0.02 0.002 5.9610-5 3.67 3.58 3.62 0.02 0.002 7.6310-5

 

The natural nucleobases are evolutionary very well chosen, since they are not only tautomer stable at ambi-

ent conditions but also under the high-pressure conditions investigated here, even with small modifications 

like incorporation of sulfur instead of oxygen or by changing the purine backbone of adenine and guanine. 

The problematic minor tautomers of the Hachimoji B and Z bases are sensitive to higher pressures, they 

become destabilized. But the isoguanine has large fractions of minor tautomers even with backbone varia-

tions. The differences between the natural nucleobases, especially the guanine and the Hachimoji bases, 

especially the isoguanine, are remarkable. The natural nucleobases tend to destabilize at high pressures 

while the Hachimoji bases are unaffected or overall stabilized by pressure. The structurally very similar 

guanine and isoguanine show the strongest of these trends. The highest pressure investigated here is 10 kbar, 



144 

 

 

at this pressure the guanine is still relatively stable and the isoguanine unstable, but at much higher pressures, 

which may occur on exoplanets, it is possible that the Hachimoji bases are tautomer stable. This hints that 

non-canonical nucleobases can be a valid alternative to the natural genetic code. 

 

4.5.4 High temperature conditions 

While natural nucleobases remain tautomer-stable at high hydrostatic pressure conditions, the influence of 

temperature is also needed to investigate since the genetic code is universal for life on earth which can exist 

at strongly varying temperatures. Since the calculations are done in liquid water at ambient pressures, this 

investigation has to be done in the temperature range of liquid water. The lowest temperature chosen here 

is 278.15 K and the highest one 363.15 K, the calculations are done at all temperatures given in the compu-

tational details and can be found in detail in the SI part 05. The extreme temperatures chosen here should 

give the most insight into the tautomerism of nucleobases under different temperatures, since the deviation 

from the ambient conditions is as large as possible. It is important when calculating the tautomer fractions 

at various temperatures not only to consider the reaction free energies since also the Boltzmann factor is 

temperature dependent. 

 

Table 29: Results for the natural nucleobases at 278.15 K and 363.15 K (at 1bar). The investigated tautomers are given in the first 

column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/EC-

RISM (3rd (278.15 K) and 9th (363.15 K)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ 

gas phase reaction free energy (4th (278.15 K)/ 10th (363.15 K)) levels of theory are shown. The average reaction free energies from 

both EC-RISM approaches, the corresponding error as well as the populations (with errors) are given in columns 5-8 (278.15 K) 

and 11-14 (363.15 K). The data comprises Boltzmann averaging of the energies of all rotamers for a specific tautomer. The struc-

tures and results for the respective conformations are given in the SI part 05. 
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A >0.999 0.00 0.00 0.00 0.00 >0.999 8.2010-9 0.00 0.00 0.00 0.00 >0.999 1.8310-7

N1-A 2.9010-7 8.76 8.95 8.86 0.04 1.1010-7 8.2010-9 8.91 9.07 8.99 0.03 3.8910-6 1.8310-7

N3-A 5.4210-12 16.60 13.91 15.26 0.60 1.0310-12 1.1210-12 16.99 14.31 15.65 0.60 3.8110-10 3.1710-10

G >0.999 0.00 0.00 0.00 0.00 >0.999 6.8710-6 0.00 0.00 0.00 0.00 >0.999 4.8810-5
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Enol-G 3.1810-5 6.18 6.06 6.12 0.03 1.5610-5 7.3910-7 6.01 5.88 5.94 0.03 2.6510-4 1.1010-5

N3-G 2.3310-5 6.88 5.63 6.26 0.28 1.2110-5 6.1310-6 7.29 6.04 6.66 0.28 9.7510-5 3.7810-5

C >0.999 0.00 0.00 0.00 0.00 >0.999 4.0210-7 0.00 0.00 0.00 0.00 >0.999 7.0310-6

Enol-C 6.0010-15 19.68 19.06 19.37 0.14 1.0010-15 <10-15 19.64 19.00 19.32 0.14 2.3610-12 4.6710-13

N3-C 1.3810-5 6.60 6.78 6.69 0.04 5.5810-6 4.0210-7 6.35 6.52 6.43 0.04 1.3410-4 7.0310-6

T >0.999 0.00 0.00 0.00 0.00 >0.999 1.6610-8 0.00 0.00 0.00 0.00 >0.999 4.4210-7

2-Enol-T 2.8310-9 12.12 11.07 11.59 0.23 7.7810-10 3.2910-10 12.45 11.36 11.90 0.24 6.8510-8 2.3110-8

4-Enol-T 3.6910-7 8.87 8.58 8.73 0.06 1.3910-7 1.6310-8 9.10 8.77 8.94 0.07 4.1910-6 4.1910-7

U >0.999 0.00 0.00 0.00 0.00 >0.999 9.2410-8 0.00 0.00 0.00 0.00 >0.999 1.9910-6

2-Enol-U 1.4310-9 12.48 11.52 12.00 0.21 3.7210-10 1.4410-10 12.80 11.80 12.30 0.22 3.9610-8 1.2210-8

4-Enol-U 7.4810-7 8.71 7.93 8.32 0.18 2.9010-7 9.2210-8 8.88 8.07 8.48 0.18 7.9010-6 1.9910-6

 

The minor tautomers of adenine show increasing reaction free energies with temperature (Table 29), but 

due to the Boltzmann factor, their fractions are also slightly increasing. The same behavior is observed for 

the N3-guanine; the enol-guanine reaction free energy shows a non-linear behavior, it is decreased, com-

pared to the 298.15 K value, at high and low temperatures, resulting in a 0.27 ‰ fraction at 363.15 K. This 

non-linear behavior is also recognized for the cytosine minor tautomers, with the largest fraction being 1.34 

‰ at 363.15 K. Both of the other pyrimidine bases, thymine and uracil, react like adenine at increasing 

temperatures: Although the reaction free energies of the minor tautomers increase, their fractions increase 

simultaneously due to the Boltzmann factor. The dominance of the natural nucleobase Watson-Crick tauto-

mers is not affected from an energetic point of view, but the minor tautomer fractions are slightly increasing. 

The Watson-Crick tautomers are the most abundant species in the temperature range investigated here, so 

they are stable over a broad temperature range (especially considering the errors in populations of the minor 

tautomers). Still, the slightly increased minor tautomer fractions at high temperatures, may lead to increased 

mutation rates, which would result in a faster evolution at early life conditions. 
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Table 30: Results for the Hachimoji nucleobases at 278.15 K and 363.15 K (at 1bar). The investigated tautomers are given in the 

first column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/EC-

RISM (3rd (278.15 K) and 9th (363.15 K)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ 

gas phase reaction free energy (4th (278.15 K)/ 10th (363.15 K)) levels of theory are shown. The average reaction free energies from 

both EC-RISM approaches, the corresponding error as well as the populations (with errors) are given in columns 5-8 (278.15 K) 

and 11-14 (363.15 K). The data comprises Boltzmann averaging of the energies of all rotamers for a specific tautomer. The struc-

tures and results for the respective conformations are given in the SI part 05. 
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B 0.746 0.00 0.00 0.00 0.00 0.770 0.033 0.00 0.00 0.00 0.00 0.659 0.037
Enol-B 0.023 1.67 2.62 2.15 0.21 0.016 0.007 1.16 2.13 1.64 0.22 0.068 0.021
N3-B 0.231 0.92 0.49 0.71 0.10 0.214 0.031 0.85 0.42 0.63 0.10 0.273 0.032
P >0.999 0.00 0.00 0.00 0.00 >0.999 1.1510-9 0.00 0.00 0.00 0.00 >0.999 7.9810-8

N1-P 2.0210-8 10.75 10.25 10.50 0.11 5.6410-9 1.1510-9 10.77 10.23 10.50 0.12 4.7810-7 7.9710-8

N3-P 1.1010-12 17.60 14.86 16.23 0.61 1.7810-13 1.9810-13 18.04 15.37 16.71 0.60 8.8110-11 7.2910-11

Enol-P <10-15 25.95 24.79 25.37 0.26 <10-15 <10-15 26.24 25.07 25.65 0.26 <10-15 <10-15

Z 0.998 0.00 0.00 0.00 0.00 >0.999 4.7610-5 0.00 0.00 0.00 0.00 0.993 0.003
N3-Z 1.1010-14 18.96 18.99 18.97 0.01 1.0010-15 <10-15 19.19 19.20 19.19 0.00 2.7910-12 1.2010-14

Enol-Z 0.002 3.22 4.56 3.89 0.30 8.7710-4 4.7610-4 2.96 4.27 3.62 0.29 0.007 0.003
rS >0.999 0.00 0.00 0.00 0.00 >0.999 2.3110-5 0.00 0.00 0.00 0.00 0.999 2.6110-4

Enol-rS 8.4010-11 14.24 13.33 13.79 0.20 1.4710-11 5.4010-12 14.01 13.09 13.55 0.21 7.0010-9 2.0110-9

N3-rS 1.5810-4 5.65 4.87 5.26 0.17 7.3610-5 2.3110-5 5.29 4.53 4.91 0.17 0.001 2.6110-4

dS >0.999 0.00 0.00 0.00 0.00 >0.999 4.4110-6 0.00 0.00 0.00 0.00 >0.999 6.2410-5

Enol-dS 5.0010-15 20.09 18.79 19.44 0.29 1.0010-15 <10-15 20.16 18.86 19.51 0.29 1.8110-12 7.2910-13

N3-dS 2.4010-5 6.85 5.82 6.33 0.23 1.0610-5 4.4110-6 6.70 5.65 6.18 0.23 1.9210-4 6.2410-5

 

In contrast to the high-pressure results, the reaction free energies of the isoguanine minor tautomers (Table 

30) are decreasing with increasing temperature, this leads to increased fractions, which is amplified due to 

the temperature dependence of the Boltzmann factor. The, very stable, P is only slightly affected by tem-

perature; for the N1-tautomer, no temperature dependent effect on the reaction free energy can be observed. 

Both of the other tautomers are energetically destabilized with temperature, but their fractions increase 

slightly due to the Boltzmann factor; even at 363.15 K, nearly only the Watson-Crick tautomer is populated. 

The P is very tautomer stable. The Z is the other of the problematic Hachimoji bases, the enol-tautomer has 

a significant fraction. High temperatures additionally decrease the reaction free energy of this tautomer, its 

fraction increases to 7 ‰ at 363.15 K. The N3-tautomer is energetically destabilized at higher temperatures, 
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but the population increases slightly; overall, this tautomer fraction can be neglected. The enol-tautomer of 

the dS behaves like the N3-tautomer of the Z, the other minor tautomers of the S, enol- and N3-rS and N3-

dS, are stabilized by temperature. This leads to a 1 ‰ N3-rS, respectively a 0.19 ‰ N3-dS fraction at 

363.15 K.  

As expected, and like for the natural nucleobases, the minor tautomers of the Hachimoji bases show increas-

ing fractions with high temperatures. This is in contrast to the results for high pressures, which stabilize 

especially the problematic B. High temperatures may lead to increased mutation events in Hachimoji nucleic 

acids. 

 

Table 31: Results for the backbone variation of purine nucleobases at 278.15 K and 363.15 K (at 1bar). The investigated tautomers 

are given in the first column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at the MP2/6-

311+G(d,p)/EC-RISM (3rd (278.15 K) and 9th (363.15 K)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy differ-

ence/CCSD(T)/cc-pVTZ gas phase reaction free energy (4th (278.15 K)/ 10th (363.15 K)) levels of theory are shown. The average 

reaction free energies from both EC-RISM approaches, the corresponding error as well as the populations (with errors) are given 

in columns 5-8 (278.15 K) and 11-14 (363.15 K). The data comprises Boltzmann averaging of the energies of all rotamers for a 

specific tautomer. The structures and results for the respective conformations are given in the SI part 05. 
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7C-A >0.999 0.00 0.00 0.00 0.00 >0.999 1.1310-7 0.00 0.00 0.00 0.00 >0.999 2.7210-6

7C-N1-A 5.9310-7 9.10 7.84 8.47 0.28 2.2210-7 1.13010-7 9.22 7.94 8.58 0.28 6.8710-6 2.7110-6

7C-N3-A 1.7210-11 16.65 12.53 14.59 0.92 3.4410-12 5.7310-12 17.03 12.94 14.99 0.91 9.5710-10 1.2110-9

8N-7C-A >0.999 0.00 0.00 0.00 0.00 >0.999 1.6410-7 0.00 0.00 0.00 0.00 >0.999 2.6910-6

8N-7C-N1-A 5.1210-6 7.27 7.09 7.18 0.04 2.2910-6 1.6410-7 7.33 7.13 7.23 0.04 4.4410-5 2.6910-6

8N-7C-N3-A 1.4310-10 14.58 12.10 13.34 0.55 3.2910-11 3.3010-11 14.85 12.37 13.61 0.56 6.4210-9 4.9410-9

8N-A >0.999 0.00 0.00 0.00 0.00 >0.999 4.5810-7 0.00 0.00 0.00 0.00 >0.999 6.0210-6

8N-N1-A 6.6710-6 7.18 6.82 7.00 0.08 3.1510-6 4.5810-7 7.28 6.92 7.10 0.08 5.3410-5 6.0110-6

8N-N3-A 1.2110-10 14.83 12.03 13.43 0.63 2.8110-11 3.1910-11 15.15 12.34 13.74 0.63 5.3510-9 4.6610-9

7C-G >0.999 0.00 0.00 0.00 0.00 >0.999 1.5310-5 0.00 0.00 0.00 0.00 0.999 8.8010-5

7C-Enol-G 5.5810-5 5.82 5.73 5.77 0.02 2.9210-5 1.0310-6 5.69 5.56 5.62 0.03 4.1310-4 1.6210-5

7C-N3-G 4.9210-5 6.44 5.16 5.80 0.29 2.7610-6 1.4310-5 6.86 5.58 6.22 0.29 1.8110-4 7.1910-5

8N-7C-G >0.999 0.00 0.00 0.00 0.00 >0.999 7.3710-6 0.00 0.00 0.00 0.00 >0.999 5.1210-5

8N-7C-Enol-G 7.5010-6 7.16 6.78 6.97 0.09 3.3610-6 5.1910-7 7.02 6.61 6.81 0.09 7.9410-5 1.0210-5

8N-7C-N3-G 2.9410-5 6.66 5.58 6.12 0.24 1.5610-5 6.8510-6 7.04 5.96 6.50 0.24 1.2210-4 4.1010-5

8N-G >0.999 0.00 0.00 0.00 0.00 >0.999 4.0810-6 0.00 0.00 0.00 0.00 >0.999 3.7410-5
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8N-Enol-G 5.0410-6 7.57 6.84 7.20 0.16 2.1910-6 6.5110-7 7.45 6.69 7.07 0.17 5.5610-5 1.3010-5

8N-N3-G 1.5010-5 7.09 5.96 6.53 0.25 7.4610-6 3.4310-6 7.48 6.34 6.91 0.25 6.9310-5 2.4410-5

7C-B 0.660 0.00 0.00 0.00 0.00 0.681 0.019 0.00 0.00 0.00 0.00 0.591 0.022
7C-Enol-B 0.004 1.99 4.19 3.09 0.49 0.003 0.002 1.40 3.59 2.50 0.49 0.019 0.013
7C-N3-B 0.336 0.52 0.32 0.42 0.04 0.316 0.018 0.40 0.20 0.30 0.04 0.391 0.020
8N-7C-B 0.558 0.00 0.00 0.00 0.00 0.578 0.032 0.00 0.00 0.00 0.00 0.498 0.027
8N-7C-Enol-B 0.003 2.43 4.19 3.31 0.39 0.001 0.001 1.87 3.63 2.75 0.39 0.011 0.006
8N-7C-N3-B 0.439 0.33 0.02 0.17 0.07 0.421 0.031 0.17 -0.15 0.01 0.07 0.491 0.027
8N-B 0.787 0.00 0.00 0.00 0.00 0.815 0.048 0.00 0.00 0.00 0.00 0.688 0.061
8N-Enol-B 0.011 1.49 3.82 2.65 0.52 0.007 0.007 0.96 3.30 2.13 0.52 0.036 0.027
8N-N3-B 0.203 0.47 1.21 0.84 0.16 0.178 0.045 0.29 1.03 0.66 0.16 0.276 0.053
 

The adenine bases with a modified purine backbone (Table 31) show a similar, non-linear behavior like the 

enol-guanine, but their minor tautomer fractions are smaller at high temperatures. The same temperature 

dependent behavior is observed for all of the modified guanine species. The tautomer fractions of all of the 

minor tautomers are in the 10-5-10-4 range at 363.15 K, making mispairings more likely if these bases are 

incorporated in a nucleic acid which is exposed to high temperatures. A non-linear behavior is also observed 

for the modified isoguanines, here the minor tautomers are energetically destabilized at high and low tem-

peratures, but the fractions of the Watson-Crick tautomers are only increasing at low temperatures since the 

Boltzmann factor leads to smaller fractions at high temperatures. The isoguanine derivatives behave equally 

by temperature and pressure variations; the problematic minor tautomer, the N3-tautomer, is energetically 

destabilized by changes in the environmental conditions, but in the temperature and pressure range investi-

gated in this work, its fraction remains significant and would most likely lead to many mutation events in 

Hachimoji nucleic acids. 
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Table 32: Results for the thiolated guanines at 278.15 K and 363.15 K (at 1bar). The investigated tautomers are given in the first 

column, followed by the ambient condition results. The reaction free energies, G (in kcal/mol), at the MP2/6-311+G(d,p)/EC-

RISM (3rd (278.15 K) and 9th (363.15 K)) and MP2/6-311+G(d,p)/EC-RISM hydration free energy difference/CCSD(T)/cc-pVTZ 

gas phase reaction free energy (4th (278.15 K)/ 10th (363.15 K)) levels of theory are shown. The average reaction free energies from 

both EC-RISM approaches, the corresponding error as well as the populations (with errors) are given in columns 5-8 (278.15 K) 

and 11-14 (363.15 K). The data comprises Boltzmann averaging of the energies of all rotamers for a specific tautomer. The struc-

tures and results for the respective conformations are given in the SI part 05. 
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Thio-B 0.146 0.00 0.00 0.00 0.00 0.146 0.100 0.00 0.00 0.00 0.00 0.132 0.071
Thiol-Thio-B 0.030 -0.10 2.23 1.07 0.52 0.021 0.034 -0.81 1.52 0.35 0.52 0.081 0.093
N3-Thio-B 0.824 -1.95 0.03 -0.96 0.44 0.832 0.128 -2.28 -0.30 -1.29 0.44 0.787 0.145
Thio-G 0.998 0.00 0.00 0.00 0.00 0.999 1.8510-4 0.00 0.00 0.00 0.00 0.994 0.001
Thiol-Thio-G 2.5710-4 6.19 3.62 4.90 0.57 1.4110-4 1.4610-4 6.05 3.52 4.79 0.57 0.001 0.001
N3-Thio-G 0.002 3.84 3.75 3.80 0.02 0.001 3.8610-5 3.92 3.83 3.88 0.02 0.005 1.3610-4

 

Considering the thiolated species (Table 32), the influence of temperature onto the reaction free energies of 

thioguanine is negligible, but due to the Boltzmann factor the populations of the minor tautomers increase 

with temperature. The resulting fractions are 1 ‰ for the thiol- and 5 ‰ for the N3-tautomer at 363.15 K. 

The thioisoguanine is stronger affected by temperature effects. Both minor tautomers are energetically sta-

bilized at high temperatures, resulting in a N1-tautomer fraction of only 13.2 % at 363.15 K. 

The overall tautomer stability of the natural nucleobases is high. This stability is affected by environmental 

changes like high hydrostatic pressure and temperature variations, but even though more mutation events 

can be expected at extreme conditions, they are overall tautomer stable due to the high reaction free energies 

of the minor tautomers at ambient conditions which become only slightly reduced. The Hachimoji nucleo-

bases are overall stabilized by pressure and destabilized by high temperatures. Two of the Hachimoji minor 

tautomers are problematic because of their large fractions, the B N3- and the Z enol-tautomer. The environ-

mental effects are not destabilizing these tautomers in a way that B and Z are comparably stable to the 

natural nucleobases. This is also not achieved by thiolation or purine backbone modifications of the isogua-

nine. The only change from guanine to isoguanine is the switch of the 2-amino- and 6-oxo-groups of 
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guanine. This way, the guanidine motif is destroyed in isoguanine. The stability of this group may play an 

important role in the tautomer stability and may explain the overall lower tautomer stability of isoguanine.  

The natural nucleobases are evolutionary well chosen, they are tautomer stable in a way that mutation events 

in nucleic acids at early life conditions are supposed to occur more frequently. The Hachimoji nucleic acids, 

in contrast, are the most stable at high pressures from a tautomeric point of view, which is in contrast to the 

need of evolution on earth. The increased tautomer stability of the Hachimoji code at high pressures makes 

this code an interesting system which may play an important role for extraterrestrial life, while the decreased 

tautomer stability at high-temperatures is problematic on earth, especially at early life conditions. In general, 

the more unstable nucleobases show a larger variance with temperature, since small energetic changes affect 

the populations more strongly than for nucleobases with high reaction free energies. 
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4.6 Nucleotides at high hydrostatic pressure: NMR of adenosine monophosphate 

In contrast to small osmolytes like TMAO and nucleobases, nucleotides have much more conformational 

degrees of freedom. This is partly due to the freedom within the phosphate chain and partly due to the 

orientation of the phosphate chain and the nucleobase to the ribose. The conformation of the ribose is also 

important. Before discussing the results, these conformations have to be clarified. As it can be seen in 3.2.6, 

the abbreviation for the conformation consists of three parts, the first describing the orientation of the base 

toward the ribose: syn is defined as the base pointing toward the ribose, anti away from it (rotation around 

the N9 to C1’ bond in Figure 34 A/B). The second is the puckering of the ribose ring: The N-state is a 3’-

endo twist, and the S-state a 2’-endo twist. The third one is the phosphate chain orientation: the gt-confor-

mation is pictured in Figure 34 C, the tg- and gt-conformations result from a clockwise or counterclockwise 

120° rotation of the front part shown in the Newman projection. 

 
Figure 34: Structure and nomenclature of AMP. Adenine base with atom numbering (A), ribose conformation with atom numbering 

(B) and rotation of the investigated AMP structure (C); in the latter, a clockwise rotation of 120° of the front part shown in the 

Newman projection leads to the tg-conformer, counterclockwise rotation to the gt-conformation. Adapted from Ref 6. 

Experimentally, all three parts can be obtained by NMR spectroscopy, which was done in Ref 6; the exper-

imental values used here are taken from this reference, the experiments were not performed by the author. 

To distinguish the syn- and anti-conformations, the intramolecular distances between the H8 of the adenine 

and the H1’ and H2’ of the ribose are used. These distances are measured using T-ROESY (a version of the 

rotating frame Overhauser effect spectroscopy) cross peaks and calculating the distance using a calibration 

which amongst others needs the distance between the hydrogen atoms at the 5’ position of the ribose 

d(H5″,H5′). The signals of these protons could not be distinguished in Ref. 6 and therefore, no experimental 

populations are available for AMP. However, the Kalbitzer group did not only measure the mono-, but also 

the di- and triphosphate (ADP and ATP respectively) as well as the nucleoside, adenosine. For this species, 
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a preference of the anti-conformation could be observed with a large fraction of the syn-conformation for 

adenosine (40%) and a strong preference for ADP and ATP (99 and 98%, respectively). The rotamer state 

of the exocyclic group is also determined using the proton signals of the 5’ and 5’’ protons, via the 

3J(H5’,H4’) coupling constant, and a generalized Karplus equation, and therefore, could not be calculated 

for AMP. In all of the other adenine nucleotides, the gg-rotamer was found to be the dominant one with 

fractions of 75, 78 and 84% for A, ADP and ATP respectively. The gg-fraction increases with inclusion and 

lengthening of the phosphate chain, while the gt-fraction is decreasing (21, 15 and 12%, respectively), and 

the tg-fraction remains more or less unchanged with 4, 7 and 4 %. The relative populations of the ribose 

conformations were not accessible from the T-ROESY measurements due to the indistinguishability of 5’ 

and 5’’ in AMP, but again for ADP and ATP, as well as for GDP and GTP. From ROEs, a weak preference 

of the S-state is expected. Alternatively, the ribose conformation can be predicted from 3J(H1’,H2’) coupling 

constants. Here, too, for AMP and in all cases, the S-state is preferred. While A, AMP and ATP have S-

fractions within the same range (77, 74 and 73%, respectively), ADP shows a larger N-fraction with 38%. 

All these experimental findings can be found in the respective tables in Ref. 6 and are summarized in Table 

33. 

Table 33: Experimental data for the adenine nucleotides in aqueous solution at ambient conditions. 3J coupling constants in Hz, 

populations in % and interatomic distances in nm are given. Data taken from Ref. 6, see the original publication for experimental 

details and equations for the calculation of the populations. 

 Adenosine AMP ADP ATP 
3J(H5’’,H4’) 3.4 - 2.9 2.6 
3J(H5’,H4’) 2.7 - 2.9 2.7 
Pgg 75 - 78 84 
Pgt 21 - 15 12 
Ptg 4 - 7 4 
d(H8,H1‘) 0.26 - 0.36 0.35 
d(H8,H2‘) 0.27 - 0.27 0.26 
Psyn 40 - 1 2 
Panti 60 - 99 98 
3J(H1’,H2’) 6.32 6.10 5.27 6.01 
PN 23 26 38 27 
PS 77 74 62 73 
 

The expectations from the experimental data of A, ADP and ATP are that the gg-rotamer and the anti-

conformation should be part of the preferred AMP structure in solution; the analysis of the 3J(H1′,H2′) 

coupling additionally predicts a preference for the S-state. The ring puckering is the only conformational 
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estimate directly measured for AMP and therefore an ideal starting point for the comparison of theory and 

experiment. A relative population PS of 74% was estimated experimentally, while a value of 83% was ob-

tained computationally (Table 34). This population was calculated considering only two conformations; 

taking the whole conformational ensemble into account, the results may be improved. This is very close to 

the NMR estimate considering that the energetic differences related to these populations are within the range 

of errors which can be expected from EC-RISM using the PMV correction, approx. 1 kcal mol-1. Further 

considering the uncertainty concerning the AMP conformations underlines the good agreement between 

theory and experiment. There is a high degree of conformational freedom within the AMP molecule: even 

neglecting the gt- and tg-rotamers, which are significantly populated in A, ADP and ATP, there are the 

ribose-OH conformations, and only two single conformations were used for the theoretical predictions. Fur-

ther, NMR calculations were used to study the indistinguishability of H5’ and H5’’ chemical shifts in AMP. 

Thus, the isotropic shielding constants and, using the DSS reference shielding of 31.8997 ppm (see chapter 

4.4, respectively Ref. 7), isotropic chemical shifts were calculated, and the difference of H5’ and H5’’ chem-

ical shifts was investigated. Calculated data and experimental chemical shifts are given in Table 34. 

 

Table 34: Calculated data for the two AMP conformations anti-S-gg and anti-N-gg as well as experimental 1H chemical shifts (in 

ppm, measured at pH 9.4, data taken from Ref. 6). The table includes: 1H chemical shifts at ambient pressure (in ppm), ; intramo-

lecular energies (in kcal mol-1), Eintra; excess chemical potential with (μex,corr) and without (μex) PMV correction (in kcal mol-1); 

relative total free energy to the minimum free energy structure, calculated via ΔGrel=μex,corr+Eintra-(μex,corr+Eintra)min; PMV (in Å3); 

the conformer populations, xconf. and the population weighted calculated isotropic chemical shifts, δcalc. The chemical shifts are 

relative to a DSS reference shielding constant of 31.8997 ppm. 

Structure anti-S-gg anti-N-gg δcalc δexp 
δ H2 8.526 8.493 8.521 8.23 
δ H8 9.296 9.556 9.340 8.62 
δ H1’ 6.519 6.454 6.508 6.13 
δ H2’ 5.348 4.325 5.177 4.80 
δ H3’ 4.578 4.975 4.644 4.50 
δ H4’ 4.695 4.460 4.656 4.36 
δ H5’ 4.082 4.422 4.139 3.99 
δ H5” 3.952 4.152 3.986 3.99 
    
Eintra -958071.07 -958055.22   
ex -301.49 -316.40   
ex,corr -289.65 -304.56   
Grel 0 0.95   
PMV 183.854 183.807   
xconf 0.833 0.167   
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The experimental H2 chemical shift signal is upfield shifted to the H8 resonance by 0.39 ppm. A similar 

behavior is observed for the other adenine nucleotides,[6] which is in agreement with theory that predicts an 

upfield shift of 0.93 ppm. The comparison of these two chemical shifts serves as a benchmark for the quality 

of the chemical shift prediction using only two structures since both protons investigated are bound to the 

base and therefore independent of ribose OH-rotations. Because this benchmark confirms the computational 

setup as reasonable, even using only two conformations, the H5’ and H5’’ chemical shifts can be investi-

gated. Experimentally indistinguishable with a chemical shift of 3.99 ppm, these shifts are unique within 

the adenine nucleotides, having an upfield shift of the H5’’ resonance compared to the H5’ signal for aden-

osine (-0.08 ppm), and a downfield shift for ADP (+0.08 ppm) and ATP (+0.09 ppm).[6] This equality of 

chemical shifts is not obtained from the calculation. Here, a more adenosine-like situation is observed, with 

a downfield shift of the H5’’ resonance of -0.15 ppm using the conformational averaged shielding constant 

and of -0.13 and -0.27 for the S- and N-state, respectively. The absolute value of the H5’/H5’’ is larger than 

in the other nucleotides, leading to the conclusion that an internal rotation of this part of the molecule is not 

a sufficient explanation for the experimental indistinguishability of these shifts. A possible explanation for 

this phenomenon is the chemical shift’s anisotropy (CSA) related to the phosphorus, which is not captured 

by the calculation due to the fact that only isotropic shielding constants are computed, detailed discussions 

of this effect are in chapter 4.7.3. A downfield shift of H5’’ resonance compared to the H5’ would explain 

the trend of experimental differences between these two nuclei and would lead, together with the inequality 

of the resonances obtained from theory, to the conclusion that the indistinguishability of AMP H5’ and H5’’ 

signals is an unfortunate coincidence of chemical shift anisotropy resulting from the addition of the phos-

phate chain to adenosine resulting in a cancellation of the signal difference.  

To investigate the pressure dependence of AMP chemical shifts, calculations and experiments were done in 

the range from 1 bar to 2 kbar (using the DSS chemical reference shielding constants described in chapter 

4.4). The pressure coefficients from a fit of the experimental and calculated data to a second order polyno-

mial are given in Table 35. The experimental AMP pressure dependence is well represented for the H2 and 

H4’ nuclei by both pressure coefficients having the same sign, but the pressure dependence is slightly un-

derestimated. The experimental H1’ first order coefficient is negative but near zero, while all calculated 

ones are strictly positive. Here, the pressure dependence is only reflected by the sign of the second order 
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coefficient. In case of the H8, H2’, H3’ and the experimentally indistinguishable H5’ and H5’’, the calcu-

lated pressure coefficients do not match the sign of the experimental ones. The calculations are not able to 

reproduce the pressure dependence correctly in this case. The calculation shows a stronger pressure depend-

ence of the H5’’compared to H5’, which should result in a distinguishability of both signals upon 

pressurization, which is not found experimentally. The pressure dependence of the AMP is here investigated 

by using only two structures of which it is known experimentally that they are not representative for the 

whole conformational ensemble of AMP. Besides, hydroxyl-rotations are neglected here. Therefore, the 

pressure dependence of the conformational ensemble of AMP, which is measured by the NMR experiments, 

cannot be reproduced by using only two structures. A proper conformational sampling and calculations on 

the majority of the ensemble seem to be necessary to correctly reproduce the experiments, which comes 

with a great increase of computational cost, especially when NMR parameters have to be calculated for 

every conformation. An approach for the calculation of NMR chemical shifts using MD data and explicit 

solvation is described in S. Maste’s master’s thesis (Ref. 297). 

 

Table 35: Linear (B1, in ppm GPa-1) and quadratic (B2, in ppm GPa-2) coefficients from fitting experimental AMP, ADP and ATP 

and calculated population weighted AMP chemical shifts and the ones of the single conformations to the following form: 

δ(p)=δ0+B1p+B2p2.  

Structure H2 H8 H1‘ H2‘ H3‘ H4‘ H5‘ H5‘‘
ATP(exp.)    
B1 0.134 -0.113 -0.001 -0.099 -0.083 0.092 0.083 0.019
B2 -0.220 0.168 -0.020 0.151 0.032 -0.060 -0.070 -0.102
ADP(exp.)    
B1 0.134 -0.090 0.005 0.029 -0.164 0.113 0.023 -0.100
B2 -0.210 0.147 -0.055 0.006 0.210 -0.040 -0.040 0.100
AMP(exp.)    
B1 0.118 -0.131 -0.001 -0.084 -0.026 0.104 -0.029 -0.029
B2 -0.200 0.190 -0.056 0.048 0.040 -0.120 0.056 0.056
AMP(calc.)    
B1 0.063 0.034 0.054 0.045 0.098 0.073 0.060 0.075
B2 -0.045 -0.022 -0.029 -0.008 -0.082 -0.051 -0.057 -0.060
anti-S-gg    
B1 0.063 0.028 0.052 0.067 0.097 0.077 0.050 0.071
B2 -0.046 -0.010 -0.029 -0.048 -0.072 -0.059 -0.043 -0.053
anti-N-gg    
B1 0.067 0.016 0.076 0.118 0.032 0.096 0.053 0.060
B2 -0.049 -0.012 -0.048 -0.083 -0.026 -0.074 -0.041 -0.043
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4.7 Nucleotides at high temperatures 

There are several studies regarding the tautomerism of free nucleobases. Thereby, natural[300,301,302,303,304] and 

non-natural[306,307,308,312,313] nucleobases were investigated, theoretically and experimentally, in the gas-phase 

as well as in free solution. Rare tautomers of natural nucleobases could be identified and stabilized in the 

presence of metal ions,[314,315,316] or in charged complexes,[317] and there is evidence that natural[318] and non-

natural[305,307,308,318,319] nucleobase rare tautomers lead to mispairings in nucleotide duplexes and strands (rare 

tautomer hypothesis). Even though this hypothesis is questioned in the literature[320] there is evidence that 

the rare tautomers lead to mispairings and the formation of Wobble-pairs.[321] Modern crystal structure data 

suggests that the A-C mispairing, which is possible when alternative tautomers are involved, is stabilized 

by the DNA polymerase.[322] But there is less work regarding the tautomers of nucleosides and nucleotides 

in free solution. NMR experiments indicate that the pure GMP and CMP are tautomer stable[323] while newer 

data suggests that the tautomerism of nucleobases in strands is sequence dependent and leads to G-T/U 

mispairings with involvement of G- and T- respectively U-enol-tautomers. These G-, T-, and U-enol-tauto-

mers are supposed to have fractions of less than 0.4 %, in line with own computational data discussed in 

chapter 4.5.[324] The situation in an nucleic acid strand seems to be extremely complicated and not only 

tautomer dependent, also the isostericity and many different geometric aspects play an important role in this 

environment.[325] Since the situation in a nucleic acid strand is to complicated and the system size is too 

large to study it with help of QC calculations sufficiently, this work focuses on the free nucleosides and 

nucleotides in solution. For these systems, very few literature data is available since the most authors focus 

on the nucleobases themselves like it is done in chapter 4.5 of this work. Especially the detailed analysis of 

the tautomeric behavior of these species using a proper conformational sampling and the investigations of 

the temperature dependence is a new aspect which can be helpful for other researchers to close the gap 

between the situation in nucleobases and larger nucleic acids. 

 

4.7.1 Experimental results 

In chapter 4.6, the main conformations of AMP were studied with the help of EC-RISM calculations and 

experimental 1H chemical shifts. The restrictions limiting this analysis are that only two conformations are 

considered and that only the 1H chemical shifts are experimentally available. However, the histamine anal-

ysis in chapter 4.3 revealed that the 15N chemical shifts are the most important for the investigation of 
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prototopic tautomerism taking place at nitrogen atoms. The nucleoside and nucleotide analysis presented 

here is taking multiple conformations into account (the computational details are described in chapter 3.2.7), 

also the chemical shifts of all 15N, 13C and 1H nuclei of the nucleobases are measured (done by the author in 

Roland Sigel’s laboratory at UZH Zürich during an internship funded by RESOLV). The experimental 

chemical shifts of the desoxyribonucleosides and ribonucleotides are given in Table 36 to Table 39 (for the 

calculations the same sugars are used as in the experiment. The calculations on the thymidine-triphosphate, 

which is not used in the experiment, are done using the desoxyribose). The 1H sugar resonances are not 

given since they interfere with the water and water suppression signals and therefore could not be analyzed 

correctly. Some of the resonances of the exchanging protons - the H1 and H2 from the guanine bases, the 

H6 from adenine bases, the H3 from thymine bases, and the H4 from cytosine bases (with separate signals 

for both protons) - are visible in the NMR at low temperatures, which can be helpful by determining tauto-

mer fractions via NMR. The assignment of the experimental chemical shifts to respective nuclei of the 

nucleotides, is done with help of the Biological Magnetic Resonance Data Bank (BMRB, 

https://bmrb.io/ref_info/stats.php?restype=dna&set=filt) as well as 1H/13C-HSQC experiments. 

 

Table 36: Experimental 1H chemical shifts of the bases of the nucleosides and nucleotides. Obtained by direct 1H measurements 

of the compounds at the respective temperatures given. The atom numbering is similar as for the nucleobases (Figure 29). 

Compound  Compound  

Adenosine H2 H6 H8ATP H2 H6 H8
278.15 8.2596 6.8163 8.1287278.15 8.5302 6.8701 8.2265
298.15 8.2701 6.7699 8.1744298.15 8.5136 6.7903 8.2351
323.15 8.2690 6.6826 8.2067323.15 8.4853 6.6888 8.2405
348.15 - - -348.15 8.3979 - 8.1803
Guanosine H1 H2 H8GTP H1 H2 H8
278.15 11.1007 6.3730 7.9593278.15 - 6.3928 8.1314
298.15 - - 7.9512298.15 - 6.3250 8.1047
323.15 - - 7.9340323.15 - - 8.0707
348.15 - - 7.8524348.15 - - 7.9787
Thymidine H3 H6 H7UTP H3 H5 H6
278.15 11.2155 7.6459 2.3534278.15 - 5.3491 7.9576
298.15 11.0396 7.5999 2.3290298.15 - 5.3190 7.9330
323.15 11.0831 7.5818 2.3421323.15 - 5.3100 7.9250
348.15 - 7.4627 2.2739348.15 - 5.2585 7.8676
Cytidine H4 H5 H6CTP H41/H42 H5 H6
278.15 7.1672 6.0552 7.8652278.15 6.7476/7.3303 5.9804 7.9831
298.15 - 6.0125 7.7945298.15 - 5.9743 7.9511
323.15 - 6.0145 7.7700323.15 - 5.9665 7.9193
348.15 - 5.4671 7.2483348.15 - 5.8922 7.8303
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Table 37: Experimental 15N chemical shifts of the bases of the nucleosides and nucleotides. Obtained by direct 15N measurements 

of the compounds at the respective temperatures given. The atom numbering is similar as for the nucleobases (Figure 29). 

Compound    

Adenosine N1 N3 N6 N7 N9 Thymidine N1 N3
278.15 224.6530 216.1690 78.6140 229.6280 172.6040 278.15 157.0800 147.5510
298.15 225.2520 216.9580 78.2520 229.8840 172.9880 298.15 156.9310 147.4380
323.15 226.2040 218.0060 77.6350 230.3420 173.4290 323.15 156.7890 147.2450
348.15 226.8150 218.6800 76.8260 230.5910 173.5720 348.15 156.6070 147.1030
Guanosine N1 N2 N3 N7 N9 Cytidine N1 N3 N4
278.15 146.9490 72.5410 165.1640 234.2430 172.9740 278.15 156.6500 190.5890 95.7130
298.15 146.9560 72.3620 165.5590 234.5320 173.2180 298.15 156.7150 195.0200 93.7690
323.15 147.0820 72.0330 166.1040 235.1070 173.6980 323.15 156.9250 199.1150 92.9350
348.15 147.0960 71.2970 166.4970 235.5660 173.8340 348.15 156.1890 194.5890 93.5730
ATP N1 N3 N6 N7 N9 UTP N1 N3
278.15 225.5120 216.0840 78.3190 231.9470 168.8220 278.15 146.0970 158.6670
298.15 226.1600 216.7120 77.9700 232.0590 168.8110 298.15 145.8610 158.7140
323.15 226.8610 217.6690 75.3700 232.2400 168.7230 323.15 145.6510 158.9140
348.15 227.4190 218.4640 76.8640 232.4220 169.1040 348.15 145.3480 158.7900
GTP N1 N2 N3 N7 N9 CTP N1 N3 N4
278.15 165.9800 72.9170 147.2960 235.6670 168.3100 278.15 152.2840 198.7720 92.1600
298.15 166.3820 72.6700 147.5000 235.8560 168.3920 298.15 152.4640 200.1760 93.2800
323.15 166.9220 72.3440 147.8940 236.1990 168.4920 323.15 152.5330 201.4590 92.6700
348.15 167.2730 72.1470 148.1850 236.5660 169.7430 348.15 152.6110 202.3540 92.0800
 

Table 38: Experimental 13C chemical shifts of the bases of the nucleosides. Obtained by direct 13C measurements of the compounds 

at the respective temperatures given. The atom numbering is similar as for the nucleobases (Figure 34 and Figure 29). 

Compound   

Adenosine C2 C4 C5 C6 C8 C1‘ C2‘ C3‘ C4‘ C5‘
278.15 154.8547 150.8100 121.5670 158.1663 142.9205 90.2637 41.7238 74.1364 87.4520 64.4645
298.15 155.0798 151.0430 121.7150 158.3259 143.0478 90.2375 41.7594 74.0974 87.4096 64.5098
323.15 155.3239 151.2730 121.8670 158.4785 143.1609 90.2330 41.8377 74.0797 87.3739 64.5900
348.15 155.4089 151.3780 121.9070 158.5112 143.1654 90.1601 41.8475 74.0299 87.2992 64.6111
Guanosine C2 C4 C5 C6 C8 C1‘ C2‘ C3‘ C4‘ C5‘
278.15 156.5375 153.7899 119.0090 161.6740 140.3404 89.9055 41.3751 73.9932 86.6140 64.3726
298.15 156.5692 153.8344 119.1330 161.6820 140.4090 89.9036 41.4311 73.9744 86.6218 64.4411
323.15 156.5948 153.8809 119.2940 161.6570 140.4683 89.9283 41.5301 73.9916 86.6747 64.5560
348.15 156.5576 153.8542 119.3640 161.5570 140.4216 89.8988 41.5617 73.9712 86.6629 64.5963
Thymidine C2 C4 C5 C6 C7 C1‘ C2‘ C3‘ C4‘ C5‘
278.15 154.5033 169.4117 114.1070 140.1896 14.3335 89.1730 41.1744 73.1402 87.5743 63.8573
298.15 154.4488 169.3041 114.0990 140.1662 14.2658 89.1948 41.1744 73.1654 87.6619 63.9348
323.15 154.4114 169.1650 114.1040 140.1724 14.1973 89.2977 41.2468 73.2803 87.8584 64.1168
348.15 154.3100 168.9692 114.0210 140.0927 14.0578 89.3109 41.2468 73.3099 87.9320 64.1815
Cytidine C2 C4 C5 C6  C1‘ C2‘ C3‘ C4‘ C5‘
278.15 158.6010 167.6270 98.7700 144.6588  89.4315 41.9315 73.1942 88.7979 63.9191
298.15 159.1680 168.1420 98.8432 144.5534  89.4238 41.9445 73.2653 88.8261 64.0415
323.15 159.6360 168.6250 98.8492 144.4918  89.4357 41.9752 73.3640 88.8795 64.1995
348.15 158.6200 167.5920 98.2729 143.9720  88.8509 41.3719 72.6950 88.2528 63.4723
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Table 39: Experimental 13C chemical shifts of the bases of the nucleotides. Obtained by direct 13C measurements of the compounds 

at the respective temperatures given. There is a small alternative C5’ chemical shift for rATP and rCTP, indicating the existence of 

an alternative sugar conformation. The atom numbering is similar as for the nucleobases (Figure 34 and Figure 29). 

Compound   

ATP C2 C4 C5 C6 C8 C1‘ C2‘ C3‘ C4‘ C5‘/C5‘2

278.15 155.4241 151.7551 121.2540 158.3603 142.4596 89.1640 76.9712 73.1183 86.7825 67.8003/
67.1802

298.15 155.5681 151.8638 121.3510 158.4391 142.6203 89.2935 77.0050 73.0960 86.7814 67.8301/
67.2005

323.15 155.7081 151.9985 121.4830 158.5136 142.8081 89.5145 77.0570 73.1074 86.7798 67.8942/
67.3272

348.15 155.7390 152.0407 121.5310 158.5136 142.8793 89.6498 77.0372 73.0814 86.7222 67.8950/
67.3769

GTP C2 C4 C5 C6 C8 C1‘ C2‘ C3‘ C4‘ C5‘
278.15 156.8108 154.5534 118.7690 161.8830 140.3374 89.1292 76.3038 73.0617 86.6544 67.7900
298.15 156.8199 154.5526 118.9000 161.8638 140.4511 89.2875 76.3136 73.0720 86.6641 67.8520
323.15 156.8472 154.5461 119.0760 161.8596 140.5664 89.5422 76.3509 73.1069 86.6663 67.9310
348.15 156.8208 154.4759 119.1600 161.8091 140.5644 89.7040 76.3352 73.0972 86.6090 67938
UTP C2 C4 C5 C6  C1‘ C2‘ C3‘ C4‘ C5‘
278.15 154.6553 169.1995 105.2267 144.3956  90.8649 72.1394 76.5700 85.9440 67.4228
298.15 154.6627 169.1254 105.3082 144.3938  90.8927 72.2388 76.5108 86.0110 67.5016
323.15 154.7108 169.0520 105.4062 144.4272  91.0382 72.3843 76.4783 86.1080 67.6173
348.15 154.7085 168.9452 105.4123 144.4028  91.1741 72.4566 76.4313 86.1320 67.6597
CTP C2 C4 C5 C6  C1‘ C2‘ C3‘ C4‘ C5‘/C5‘2

278.15 160.1808 168.6833 91.6982 144.1168  99.3760 71.8196 77.0029 85.3952 67.2292/
66.6920

298.15 160.3180 168.8634 91.7492 144.1878  99.4090 71.9676 77.0242 85.4744 67.3394/
66.8389

323.15 160.4065 169.0404 91.8656 144.3166  99.3940 72.1423 77.0683 85.5769 67.4586/
67.0047

348.15 160.3728 169.1015 91.9440 144.3624  99.2890 72.2177 77.0546 85.6002 67.4839/
-

 

The temperature dependent trends of the 1H chemical shifts (Table 36) are monotonous with temperature in 

most cases. This indicates that there are no major switches in the population of the main tautomers, since 

the calculated, temperature dependent, shielding constants (presented in chapter 4.4) are also monotonous 

with temperature. The 15N chemical shifts (Table 37), the most useful nuclei for tautomer predictions from 

NMR (since the tautomerism takes place, like for histamine, at the nitrogen atoms) are resolved for each 

species at each temperature, allowing the temperature dependent NMR fitting for all of the investigated 

species. While, like for the 1H resonances, the temperature dependent trends are mostly monotonous, there 

are some exceptions. These are the N6 chemical shifts of ATP at 348.15 K and all of the shifts of cytidine, 

also at 348.15 K, and some of the CTP resonances at different temperatures. This leads to the assumption 
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that the cytosine-containing compounds are most likely to undergo some major tautomer shifts. The 13C 

chemical shifts (Table 38 and Table 39) are again mostly monotonous in temperature trends, they could be 

distinguished completely for all species, including the sugar carbons, since they, unlike the 1H shifts, are 

not able to interfere with the water signal. Here two different, separated resonances are observed for the C5’ 

of ATP and CTP. Although being very small, these resonances indicate the existence of a minor species 

with a small but significant and stable fraction.  

 

4.7.2 Nucleosides 

The tautomer populations, from EC-RISM energy calculations, were obtained for each of the temperatures 

given in the computational details. Since the changes in tautomer fractions are monotonous, the results at 

the highest and lowest temperature used for the parametrization of the EC-RISMT correction are explicitly 

presented and discussed here, all other results as well as the structures and raw data can be found in SI part 

07. The results for the nucleosides are given in Table 40. The data presented are the Boltzmann-weighted 

energies over all conformations (sampled via MD simulation as described in chapter 3.2.7) of the respective 

tautomers used for EC-RISM calculations and the populations calculated using these energies.  

 

Table 40: Results for the nucleosides at 278.15 and 363.15 K. The investigated tautomers are given in the first column; the reac-

tion free energies rG (in kcal/mol), at the MP2/6-311+G(d,p)/EC-RISM and MP2/6-311+G(d,p)/EC-RISMT levels of theory are 

shown in columns 2-5. The corresponding populations are given in columns 6-9. The data comprises Boltzmann averaging of the 

energies of all rotamers for a specific tautomer. 

G / 
population 
 

rG 
EC-RISM 
278.15 K 

rG
EC-RISMT

278.15 K

rG
EC-RISM
363.15 K

rG
EC-RISMT

363.15 K

xtaut 
EC-RISM 
278.15 K 

xtaut

EC-RISMT

278.15 K

xtaut

EC-RISM
363.15 K

xtaut

EC-RISMT

363.15 K
Adenosine 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
N1-Adenosine 11.20 11.19 8.75 8.76 1.6010-9 1.6110-9 5.410-6 5.410-6

N3-Adenosine 17.80 17.78 13.82 13.86 1.0310-14 1.0710-14 4.810-9 4.610-9

Guanosine 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
Enol-Guanosine 6.64 6.65 5.08 5.05 6.0310-6 5.9410-6 8.810-4 9.110-4

N3-Guanosine 6.79 6.78 5.41 5.42 4.6310-6 4.7010-6 5.510-4 5.410-4

Cytidine 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
Enol-Cytidine 22.27 22.24 17.11 17.14 3.2010-18 3.3310-18 5.110-11 4.910-11

N3-Cytidine 7.30 7.29 5.46 5.48 1.8410-6 1.8810-6 5.210-4 5.010-4

Thymidine 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
2-Enol-Thymidine 13.88 13.86 10.88 10.92 1.2510-11 1.2910-11 2.810-7 2.710-7

4-Enol-Thymidine 10.07 10.07 7.89 7.90 1.2110-8 1.2310-8 1.810-5 1.810-5
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G / 
population 
 

rG 
EC-RISM 
278.15 K 

rG
EC-RISMT

278.15 K

rG
EC-RISM
363.15 K

rG
EC-RISMT

363.15 K

xtaut 
EC-RISM 
278.15 K 

xtaut

EC-RISMT

278.15 K

xtaut

EC-RISM
363.15 K

xtaut

EC-RISMT

363.15 K
Uridine 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
2-Enol-Uridine 14.38 14.37 11.17 11.20 5.0010-12 5.1410-12 1.910-7 1.810-7

4-Enol-Uridine 9.05 9.05 7.04 7.03 7.7610-8 7.7610-8 5.810-5 5.910-5

 

All natural nucleosides are tautomer stable in the temperature range of 278–363 K. The energetic differences 

between EC-RISM and EC-RISMT are very small, so no differentiation between both approaches has to be 

made in the discussion of the results. In all cases, the Watson-Crick tautomer is the dominant species at low 

and high temperatures, but the minor tautomers are slightly less penalized at higher temperatures. This is in 

agreement with the experimental NMR chemical shifts, which show monotonous trends which are expected 

to be the inherent temperature dependence of the chemical shifts. As expected, the energy differences are 

largest for the least populated tautomers, but the energetic ordering of the tautomers is unchanged. The 

highest populated minor tautomer is the enol-guanosine at 363 K with a fraction of approximately 0.00091; 

also, the N3-guanosine and the N3-cytidine are significantly populated at 363 K with fractions in the 10-4 

range. Like the nucleobases, the nucleosides are tautomer stable over a broad range of temperatures. This 

shows that the sugar has no significant influence on the tautomer stability and the nucleosides behave more 

like the pure nucleobases in free solution. More influence on the tautomeric behavior can be expected from 

the phosphorylated species, since in this work only the situation in free, infinite diluted solution is studied. 

In this environment, the nucleic acid building blocks are conformationaly not as much restricted as in a 

nucleic acid, and therefore have the possibility to fold, which may stabilize rare tautomers. 

Before obtaining the tautomer fractions from the NMR fit, as benchmarked for histamine, the deviation of 

the calculated NMR chemical shifts, calculated for the single tautomers, from the experimental chemical 

shifts measured at the respective temperatures is analyzed. The error metrics (RMSE, MAE and MSE) and 

linear regression parameter (slope m, intercept b and coefficient of determination R2) for each of the nucle-

oside tautomers at each temperature for which experimental NMR chemical shifts are available are given in 

Table 41, the data are depicted in Figure 35. To calculate these data, all types of chemical shifts (1H, 13C 

and 15N) of the base of the nucleosides were used, the 13C chemical shifts of the sugar is not included. All 

chemical shifts were calculated using the direct temperature dependent referencing, the raw shielding con-

stants are given in the NMR subfolder of SI part 07. But in principle, all of the different referencing methods 

introduced in chapter 4.4 can be applied to these shielding constants.  
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Table 41: Error metrics (RMSE, MSE and MAE in ppm) of the nucleoside base NMR 1H, 13C and 15N chemical shifts calculated for 

the tautomers at the different temperatures (using the tautomer fractions given in Table 40, the full data are in the SI part 07) to the 

respective corresponding experimental data (presented in Table 36 to Table 39; calculations and experiments performed at 278, 

298, 323 and 348 K) as well as the linear regression data slope m, intercept b in ppm and coefficient of determination (R2) are 

shown. 

Error 
 
 

RMSE
(278 K/298 K
323 K/348 K)

MAE
(278 K/298 K
323 K/348 K)

MSE
(278 K/298 K
323 K/348 K)

m 
(278 K/298 K 
323 K/348 K) 

b
(278 K/298 K
323 K/348 K)

R2

(278 K/298 K
323 K/348 K)

Adenosine 
 

10.69/10.51
10.28/-

7.238/7.152
7.048/-

-5.785/-5.626
-5.424/-

1.031/1.030 
1.028/- 

1.442/1.424
1.519/-

0.986/0.987
0.987/-

N1-Adenosine 
 

27.48/27.89
28.44/-

15.60/15.82
16.10/-

-4.789/-4.640
-4.440/-

0.874/0.870 
0.864/- 

22.35/22.75
23.35/-

0.858/0.854
0.849/-

N3-Adenosine 
 

33.74/34.21
34.84/-

20.09/20.32
20.59/-

-5.620/-5.494
-5.333/-

0.871/0.868 
0.863/- 

23.49/23.87
24.46/-

0.792/0.787
0.781/-

Guanosine 
 

12.20/12.04
11.80/-

8.762/8.632
8.464/-

-7.201/-7.092
-6.913/-

1.007/1.007 
1.006/- 

6.177/6.118
6.139/-

0.970/0.971
0.972/-

Enol-Guanosine 
 

25.83/25.83
25.79/-

16.17/16.09
15.98/-

-14.04/-13.99
-13.89/-

1.017/1.017 
1.015/- 

11.66/11.66
11.74/-

0.872/0.872
0.872/-

N3-Guanosine 
 

24.86/25.98
25.10/-

15.80/15.80
15.83/-

-7.132/-7.035
-6.870/-

0.981/0.980 
0.978/- 

9.752/9.777
9.884/-

0.840/0.839
0.837/-

Cytidine 
 

11.47/10.74
10.08/11.23

7.815/7.407
6.910/7.872

-7.794/-7.405
-6.910/-7.872

1.085/1.073 
1.063/1.075 

-1.857/-0.954
-0.320/-0.687

0.991/0.992
0.992/0.992

Enol-Cytidine 
 

28.14/28.81
29.37/29.90

14.52/14.22
13.87/14.68

-13.61/-13.29
-12.88/-13.94

1.001/0.985 
0.973/0.985 

13.48/14.98
15.96/15.63

0.872/0.862
0.854/0.854

N3-Cytidine 
 

28.38/29.82
31.01/30.27

14.79/15.74
16.54/15.76

-7.039/-6.658
-6.175/-6.943

0.902/0.883 
0.866/0.879 

18.19/20.08
21.56/20.75

0.824/0.806
0.792/0.801

Thymidine 
 

12.04/12.03
12.02/12.00

7.483/7.465
7.425/7.422

-7.407/-7.393
-7.350/-7.361

1.066/1.065 
1.065/1.064 

0.791/0.824
0.831/0.927

0.986/0.986
0.986/0.986

2-Enol-Thymidine 
 

26.91/27.01
27.14/27.26

14.30/14.32
14.33/14.37

-14.23/-14.26
-14.26/-14.32

1.130/1.130 
1.130/1.129 

1.153/1.195
1.221/1.332

0.928/0.927
0.926/0.925

4-Enol-Thymidine 
 

31.57/31.70
31.85/31.99

16.83/16.91
16.99/17.08

-16.67/-16.73
-16.77/-16.86

1.174/1.174 
1.174/1.174 

-0.839/-0.796
-0.773/-0.665

0.914/0.913
0.912/0.911
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Figure 35: Calculated chemical shifts of the nucleoside tautomers and the experimental results. Shown are all nuclei of the respec-

tive bases (hydrogen atoms in blue, carbon atoms in red and nitrogen atoms in green), at 278 (points), 298 (squares), 323 (triangles) 

and 348 K (rhombs), the temperature dependence is only slightly visible, the error metrics and linear regression parameters are 

given in Table 41. A-C: Adenosine Watson-Crick-, N1-, and N3-tautomer. D-F: Guanosine Watson-Crick-, enol-, and N3-tautomer. 

G-I: Cytidine Watson-Crick-, enol-, and N3-tautomer. J-L: Thymidine Watson-Crick-, 2-enol-, and 4-enol-tautomer. 



164 

 

 

For all nucleosides, the RMSEs of the Watson-Crick tautomers are the smallest, regardless of the tempera-

ture and, in most cases, declining with an increasing temperature. Especially for the nitrogen chemical shifts 

calculated for the minor tautomers a large deviation to the experimental values is observed. The exception 

is cytidine at the highest temperature measured (348 K), for which the RMSE is the highest; at all other 

temperatures, the cytidine RMSE follows the general trend observed. Since the errors are calculated between 

the calculated chemical shifts of the tautomers and the experimental ones of the ionization states, this hints 

that the Watson-Crick tautomers are the dominant species. The same trends are observed for the behavior 

of the Watson-Crick tautomer MAEs, including the outlier for cytidine at 348 K. The MSEs have the lowest 

absolute values of the error metrics, and all have a negative sign. In most cases they show monotonous 

trends with increasing temperature. In contrast to the RMSEs and MAEs, the Watson-Crick tautomers are 

not special here by showing the (by far) lowest values. Instead, for most nucleosides (thymidine is the ex-

ception), multiple tautomers show values in the same range. The correlation between calculated and 

experimental chemical shifts, by calculating unsigned error metrics, indicates that the Watson-Crick tauto-

mers are the dominant species of the nucleosides, especially at high temperatures. The linear regression 

between calculation and experiment results in the largest coefficients of determination for the Watson-Crick 

tautomers. The coefficient is, as expected from the error metrics, increasing at higher temperatures. The 

linear regression parameters, too, support the dominance of the Watson-Crick tautomers: the slopes of them 

are the closest to one, with exception of the cytidine (here the slopes of the enol tautomer are in a similar 

range), and the intercepts have the smallest absolute values. The intercepts of many of the minor tautomers 

are very high, indicating a strong difference between computed and experimental chemical shifts for these 

tautomers and indicate that these tautomers are not populated. The error metrics and linear regression pa-

rameters indicate a strong preference for the Watson-Crick tautomers of the nucleosides, which is in 

agreement with the energy calculations. To quantify this, the populations of the tautomers can be obtained 

from the experimental NMR chemical shifts, as it is done for histamine, by fitting the calculated chemical 

shifts of the tautomers to the experimental shifts of the ensemble. 

While the errors and linear regressions were calculated using all chemical shifts of the nucleoside base, the 

fitting of the tautomer populations was done by considering the 1H and 15N chemical shifts only. This is 

according to the benchmarking done for the histamine. Besides, only the normN normalization of the chem-

ical shift values was applied here. The results of the fitting process are given in Table 42 (misleading are 
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the error metrics presented there, these values can, with the mathematica implementation used for the fitting, 

only be calculated under the assumption of an unconstrained model. The fitting procedure introduced in 

chapter 3.2.3.2 in contrast, involves constraints: no negative values are allowed for tautomer fractions and 

the sum of all fractions needs to be exactly 1. Therefore, these errors are not fully reliable but still indicate 

a quite large uncertainty range). The Watson-Crick tautomers are, again, the dominant species, but their 

fractions are slightly smaller than the energy calculations suggest. Also, they are, as can be expected from 

the error metrics, stabilized by increasing temperature (again, the cytidine at 348 K is the exception). The 

highest populated minor tautomer is the enol-cytidine with a fraction of 0.087 at 278 K. The guanosine is 

the most stable species with the strongest populated minor tautomer (the N3-tautomer) having a fraction of 

1.510-4 at 323 K. The errors from the fitting process presented in Table 42 are high, especially for the 

thymidine. Therefore, the EC-RISM calculations and error metrics from the NMR are more reliable. But the 

NMR fit is still helpful by investigating the order of magnitude of the tautomer fractions as well as the 

temperature dependent trends. 

 

Table 42: Results of the calculation of nucleoside tautomer fractions from fitting calculated NMR chemical shifts of the tautomers 

(given in the NMR subfolder of SI part 07) to the experimental chemical shifts of the base (Table 36 to Table 39) at various tem-

peratures (xtaut) together with the errors and the EC-RISM results. The results were obtained by using the 1H and 15N chemical 

shifts only. The chemical shifts were normalized applying Eqn. 197. 
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A 0.976 0.158 >0.999 0.982 0.153 >0.999 0.992 0.149 >0.999 - - >0.999
N1-A 6.010-6 0.193 1.6110-9 7.010-6 0.188 2.0510-8 5.410-6 0.184 2.5910-7 - - 1.9410-6

N3-A 0.024 0.1461.0710-14 0.018 0.1436.3910-13 0.008 0.1413.6910-11 - -9.1010-10

G >0.999 0.423 >0.999 >0.999 0.413 >0.999 >0.999 0.402 >0.999 - - >0.999
Enol-G 4.010-6 0.462 5.9410-6 4.110-6 0.453 2.8010-5 4.410-6 0.442 1.3510-4 - - 4.7910-4

N3-G 1.110-4 0.283 4.7010-6 3.810-5 0.279 2.1010-5 1.510-4 0.279 9.3010-5 - - 3.0110-4

C 0.913 0.057 >0.999 0.954 0.077 >0.999 0.975 0.095 >0.999 0.944 0.082 >0.999
Enol-C 0.087 0.1303.3310-18 0.046 0.1795.9510-16 0.025 0.2161.0410-13 0.056 0.1956.1910-12

N3-C 1.710-4 0.102 1.8810-6 1.510-5 0.141 1.1110-5 1.710-5 0.170 6.3910-5 2.010-5 0.156 2.5210-4

T 0.968 1.727 >0.999 0.990 1.721 >0.99 0.996 1.798 >0.999 >0.999 1.738 >0.999
2-Enol-T 8.710-6 1.8421.2910-11 9.010-6 1.8542.9510-10 8.810-6 1.958 6.6110-9 8.710-6 1.912 7.7710-8

4-Enol-T 0.032 3.252 1.2310-8 0.010 3.274 1.1910-7 0.004 3.462 1.1610-6 1.810-4 3.383 7.0710-6
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The nucleosides are tautomer stable; all three different analyses - the energetics, the correlation between 

calculated and experimental chemical shifts, and the NMR population fit - are in agreement that the Watson-

Crick tautomers are the dominant species. The NMR and energetics are not in agreement for the temperature 

dependent trends: the energetics suggest an increase of the minor tautomer fractions with temperature, the 

NMR a decline of their fractions. Considering the small absolute values of the minor tautomer fractions and 

the estimated errors of the fit, this effect may be an artifact and should not distract from the good agreement 

between both methods. Overall, from the results of all three methods combined, it can be expected that the 

nucleosides only present the Watson-Crick tautomer hydrogen bonding pattern at the investigated tempera-

tures in solution. This is also consistent with the results for the plain nucleobases presented in chapter 4.5. 

In the literature, an energy difference between the N1- and N3-guanosine-tautomers of 2.9 kcal/mol was 

reported, and an difference of 1.4 kcal/mol to the enol-tautomer,[326] which is lower than the EC-RISM result 

for 298.15 K of 6.38 (N3), respectively 6.21 (enol) kcal/mol. For adenosine, minor tautomer fractions of 

less than 10-5 are presented,[327] and for cytidine no minor tautomer populations could be measured,[328] this 

is also in agreement with EC-RISM. The tautomeric situation for the natural nucleobases and the nucleosides 

seems to be clarified during this work. The next step is the addition of a phosphate chain and the investiga-

tion of the nucleoside mono- and triphosphates. 
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4.7.3 Nucleotides 

The addition of a phosphate chain and a charge (due to the fact that all phosphate chains are fully deproto-

nated in this work) substantially affects the tautomerism of the nucleoside monophosphates (Table 43) 

compared to the plain nucleobases or nucleosides. Therefore, the single species have to be discussed in 

detail.  

 

Table 43: Results for the nucleoside monophosphates at 278.15 and 363.15 K. The investigated tautomers are given in the first 

column; the reaction free energies rG (in kcal/mol), at the MP2/6-311+G(d,p)/EC-RISM and MP2/6-311+G(d,p)/EC-RISMT levels 

of theory are shown in columns 2-5. The corresponding populations are given in columns 6-9. The data comprises Boltzmann 

averaging of the energies of all rotamers for a specific tautomer. For GMP and its tautomers the values at 368 K instead of 363 K 

are shown due to convergence issues at 363 K. 

G / 
population 
 

rG 
EC-RISM 
278.15 K 

rG
EC-RISMT

278.15 K

rG
EC-RISM
363.15 K

rG
EC-RISMT

363.15 K

xtaut 
EC-RISM 
278.15 K 

xtaut

EC-RISMT

278.15 K

xtaut

EC-RISM
363.15 K

xtaut

EC-RISMT

363.15 K
AMP 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
N1-AMP 3.37 3.14 5.62 6.13 0.002 0.003 4.110-4 2.010-4

N3-AMP 3.23 3.05 4.37 4.77 0.003 0.004 0.002 0.001
GMP 0.00 0.00 0.00 0.00 0.180 0.169 0.482 0.509
Enol-GMP -0.84 -0.88 -0.05 0.03 0.820 0.831 0.518 0.491
N3-GMP 17.46 17.43 12.40 12.46 3.410-15 3.410-15 2.110-8 2.010-8

CMP 0.00 0.00 0.00 0.00 0.962 0.951 0.987 >0.99
Enol-CMP 1.79 1.64 3.14 3.47 0.038 0.049 0.013 0.008
N3-CMP 7.04 7.03 5.35 5.36 2.810-6 2.810-6 6.010-4 5.910-4

TMP 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
2-Enol-TMP 12.36 12.33 9.87 9.93 1.910-10 2.110-10 1.110-6 1.110-6

4-Enol-TMP 5.31 5.31 4.00 3.99 6.710-5 6.710-5 0.004 0.004
UMP 0.00 0.00 0.00 0.00 >0.99 >0.99 >0.99 >0.99
2-Enol-UMP 14.48 14.45 11.55 11.61 4.210-12 4.410-12 1.110-7 1.010-7

4-Enol-UMP 11.58 11.58 9.20 9.20 8.010-10 8.010-10 2.910-6 2.910-6

 

The AMP is slightly less tautomer-stable than the adenine or adenosine, and the ranking of the minor tauto-

mers is switched. This switching of the minor tautomers is also observed in the NMR fit of adenosine (Table 

42). At 278 K, the reaction free energies relative to the Watson-Crick tautomer are around 3 kcal/mol re-

gardless whether EC-RISM or EC-RISMT is used, leading to minor tautomer fractions of approximately 0.1. 

The picture changes at 363 K, where the reaction free energies increase significantly, especially when look-

ing at the EC-RISMT results: here, the Watson-Crick tautomer is stable with very small minor tautomer 

fractions. This is in contrast to the expectations (from Boltzmann statistics, where larger minor tautomer 
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fractions are obtained for the same reaction free energy at higher temperatures) that the minor tautomers 

should be stabilized at higher temperatures. Further investigation of the main conformations of the AMP 

tautomers (Figure 36) showed that the configuration of the C1’ switched for the Watson-Crick tautomer 

compared to the input structure. The main conformation of the Watson-Crick tautomer is not one of the two 

conformations considered in the investigation of AMP at high-pressures (chapter 4.6), but the goal in this 

chapter was to determine which of both of the conformations is the main species, no sampling was done 

there. The results of this high-pressure calculations may be improved by considering the full conformational 

ensemble calculated for the temperature dependent investigations. Nevertheless, the main conformation pre-

sented here is not well suited for the incorporation in a nucleic acid strand due to geometry constraints, but 

seems to be stable in free solution. 

 
Figure 36: Main conformations of the AMP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

nearly 100%), N1-tautomer (B, 50-63%) and N3-tautomer (C, 54-58%). The fractions are the conformational fractions within the 

respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (6117, 3423 

and 6456, respectively) are given in the structures subfolder of SI part 07. 

Before discussing the GMP results, some convergence issues that occurred have to be reviewed. For three 

conformations of the enol tautomer, each at a specific temperature (with the numbers 8099 (at 293.15 K), 

6239 (at 303.15 K), 1753 (at 363.15 K), the full results for each conformation at each temperature can be 

found in the Energies subfolder of SI part 07), the single conformation dominated the whole nucleotide 

energetically. This is because these EC-RISM calculations converged by chance: The convergence criterion 

of an EC-RISM calculation is an energy residuum of 0.01 kcal/mol, this was achieved by these calculations 

randomly. For example, the difference in intramolecular energy between iterations 2 and 3 for the confor-

mation 8099 at 293.15 K is approximately 14 kcal/mol, and the difference in excess chemical potentials 

between these iterations is approximately -14 kcal/mol, resulting in a very low energy residuum matching 

the convergence criterion, while the calculation is not converged in a physical sense. Therefore, the data at 



169 

 

 

363 K is not presented here and replaced by the 368 K results, since all trends are monotonous with excep-

tion of the data with these three “wrong” calculations. At 278 K, the main tautomer of GMP is the enol with 

a fraction of closely 0.8; the N3 tautomer is not populated. The main conformation of the Watson-Crick 

tautomer has a favorable interaction between the H8, the H3’ and the phosphate chain, while the main con-

formation of the enol tautomer has a totally different shape; here, the sugar conformation is flipped, leading 

to a more ring-like structure between the sugar and the N3. In the main N3-conformation, the base points 

towards the sugar, a flip from the anti-conformation in the input structure to a syn-conformation happened 

here. By increasing the temperature, the fraction of the N1 tautomer increases steadily while the enol fraction 

is similarly declining. The N3 tautomer is still not populated at 368 K, while the enol fraction declines to 

0.49 using EC-RISMT. For the GMP, the Watson-Crick tautomer is stabilized by pressure, but it is not the 

main tautomer at ambient conditions since the enol-tautomer is stabilized by hydrogen-bonds. In the litera-

ture, the N1-tautomer is reported to be the main species; it is favored to the N3-tautomer by 17.5 kcal/mol 

and to the enol-tautomer by 9.4 kcal/mol.[326] But the study was done for the monoanion, in contrast the 

dianion is considered here. This shows that for a complete view of the tautomeric behavior of nucleotides, 

the consideration of all ionization states is needed. The computational effort needed for this is large but 

important for future projects. 

 
Figure 37: Main conformations of the GMP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

100-98%), enol-tautomer (B, 73-52%) and N3-tautomer (C, 67-45%). The fractions are the conformational fractions within the 

respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (3111, 4182 

and 4134, respectively) are given in the structures subfolder of SI part 07. 

The N1-GMP main conformation reported for the monoanion in the literature (Ref. 326) is more folded than 

the one presented here for the dianion, but this is expected since in the literature the PCM solvation model 

is used which often favors more folded conformations due to the strong effect of the cavitiy term. 
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The energetic differences between CMP and enol-CMP are very small with only approximately 1.7 kcal/mol 

at 278.15 K, while the N3 tautomer plays a minor role. This results in fractions of 0.04 (EC-RISM) and 0.05 

(EC-RISMT), respectively. Like in AMP, the Watson-Crick tautomer is stabilized at higher temperatures, 

leading to per thousand fractions of the minor tautomers at 363.15 K and reaction free energies of approxi-

mately 3.3 (enol-CMP), respectively 5.3 kcal/mol (N3-CMP). In the literature, no evidence of a minor CMP 

tautomer was found via UV-Raman-spectroscopy.[329] The main conformation of the Watson-Crick tautomer 

is stretched, while the one of the enol is folded. The N1-tautomer main conformation has, like the AMP 

Watson-Crick tautomer main species, a flipped C1’ configuration.  

 
Figure 38: Main conformations of the CMP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

75-60%), enol-tautomer (B, nearly 100%) and N1-tautomer (C, 72-63%). The fractions are the conformational fractions within the 

respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (6038, 914 

and 5016, respectively) are given in the structures subfolder of SI part 07. 

The TMP is tautomer stable regardless of the temperature with high reaction free energies of the minor 

tautomers (approximately 12.3 (enol2-TMP) and 5.3 kcal/mol (enol4-TMP)). The energetic differences are 

getting smaller (ca. 10 and 4 kcal/mol enol2/enol4-TMP) with higher temperatures, but the Watson-Crick 

tautomer remains the dominant one. The main conformations of the Watson-Crick- and 2-enol-tautomer are 

mainly different w.r.t. the sugar configuration and the orientation of the phosphate chain, while the 4-enol-

tautomer shows the switch in C1’ configuration. 
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Figure 39: Main conformations of the TMP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

69-70%), 2-enol-tautomer (B, 98-93%) and 4-enol-tautomer (C, 98-97%). The fractions are the conformational fractions within the 

respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (52, 104 and 

3933, respectively) are given in the structures subfolder of SI part 07. 

The UMP shows the same behavior, but with a stronger favorization of the Watson-Crick tautomer, which 

makes it special within the nucleoside monophosphates, since it is the only species which is tautomer stable 

over the whole temperature range. The UMP reaction free energies are around 14-11.5 kcal/mol (278-363 K) 

for the enol2- and 11.5-9.2 kcal/mol for the enol4-tautomer. All of the main conformations show the switch 

in C1’ configuration. The stability of the RNA base is higher than the one of the corresponding DNA base, 

especially at high temperatures. This can be a hint that the RNA may be the first of both nucleic acids 

developed at hydrothermal vents. 

 
Figure 40: Main conformations of the UMP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

64-55%), 2-enol-tautomer (B, 99-96%) and 4-enol-tautomer (C, 51%). The fractions are the conformational fractions within the 

respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (341, 502 and 

113, respectively) are given in the structures subfolder of SI part 07. 

The main difference between the tautomer stable nucleobases and nucleosides and the more unstable nucle-

oside monophosphates is the option of the monophosphates to form conformations with strong 

intramolecular hydrogen bonds which can stabilize rare tautomers, as can be seen especially for the GMP. 
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But these kind of intramolecular hydrogen bonds are most likely not possible in nucleic acid strands, since 

they form a chain with their phosphate groups. 

NMR experiments were only performed for the nucleosides and nucleoside triphosphates, not for the mono-

phosphates, but NMR calculations of the triphosphates were not possible due to the high computational 

effort (only energy calculations were possible for these species) and especially the storage demand needed 

for these calculations. To get maximum benefit from the calculations and experiments, it was therefore 

decided to compare the experimental chemical shifts of the triphosphates with the calculated ones for the 

monophosphates. This way the experimental data can be used together with calculations in a similar fashion 

as it was done for the histamine and the unphosphorylated nucleosides. This approximation presupposes a 

similar behavior of the mono- and triphosphates not only from the tautomer perspective, but also from the 

conformational behavior and the influence of the phosphate chain, the charge and the environmental condi-

tions on the chemical shifts. Thus, a comparison of the energetics of the nucleoside mono- and triphosphates 

has to be done. 

 

Table 44: Results for the nucleoside triphosphates at 278.15 and 363.15 K. The investigated tautomers are given in the first col-

umn; the reaction free energies rG (in kcal/mol), at the MP2/6-311+G(d,p)/EC-RISM and MP2/6-311+G(d,p)/EC-RISMT levels 

of theory are shown in columns 2-5. The corresponding populations are given in columns 6-9. The data comprises Boltzmann 

averaging of the energies of all rotamers for a specific tautomer. For UTP and its tautomers, the values at 368 instead of 363 K 

are presented. 

G / 
population 
 

rG 
EC-RISM 
278.15 K 

rG
EC-RISMT

278.15 K

rG
EC-RISM
363.15 K

rG
EC-RISMT

363.15 K

xtaut 
EC-RISM 
278.15 K 

xtaut

EC-RISMT

278.15 K

xtaut

EC-RISM
363.15 K

xtaut

EC-RISMT

363.15 K

ATP 0.00 0.00 0.00 0.00 1.510-5 1.510-5 0.002 0.002
N1-ATP -6.15 -6.16 -4.45 -4.43 >0.99 >0.99 >0.99 >0.99
N3-ATP 1.30 1.32 0.31 0.26 1.410-6 1.310-6 0.001 0.002
GTP 0.00 0.00 0.00 0.00 0.789 0.801 0.445 0.413
Enol-GTP 0.73 0.77 -0.16 -0.25 0.210 0.198 0.552 0.584
N3-GTP 4.33 4.32 3.72 3.71 3.110-4 3.210-4 0.003 0.002
CTP 0.00 0.00 0.00 0.00 1.010-6 1.110-6 2.110-4 1.810-4

Enol-CTP -0.79 -0.79 0.23 0.21 4.210-6 4.510-6 1.510-4 1.410-4

N3-CTP -7.63 -7.60 -6.12 -6.21 >0.99 >0.99 >0.99 >0.99
dTTP 0.00 0.00 0.00 0.00 0.978 0.979 0.819 0.807
2-Enol-dTTP 2.10 2.13 1.09 1.03 0.022 0.021 0.181 0.193
4-Enol-dTTP 35.72 35.72 26.23 26.25 8.510-29 8.510-29 1.310-16 1.310-16

UTP 0.00 0.00 0.00 0.00 0.015 0.015 0.108 0.105
2-Enol-UTP 2.07 2.10 2.00 2.03 3.610-4 3.410-4 0.039 0.043
4-Enol-UTP -2.30 -2.30 -2.24 -2.23 0.984 0.984 0.848 0.847
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The results of the calculations of the nucleoside triphosphates are given in Table 44. There are major differ-

ences between these results and the ones for the nucleoside monophosphates. In contrast to AMP, the main 

tautomer of the ATP is not the Watson-Crick- but instead the N1-tautomer. The main conformations of both 

tautomers have a hydrogen bond between H8 of the base and O5’, while the one of the N3-tautomer is more 

folded. The minor tautomers have increasing populations with temperature, but the N1-tautomer is dominant 

even at 363 K with a reaction free energy of 4.43, respectively 4.69 kcal/mol to the Watson-Crick- and N3-

tautomer.  

 
Figure 41: Main conformations of the ATP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

33-54%), N1-tautomer (B, nearly 100%) and N3-tautomer (C, 98-95%). The fractions are the conformational fractions within the 

respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (329, 215 and 

6473, respectively) are given in the structures subfolder of SI part 07. 

For GMP, the enol-tautomer is the main species at low temperatures; at high temperatures, it is nearly 

equally weighted with the Watson-Crick tautomer. This is a disparity to the GTP, where the N1-tautomer is 

dominant, with an increasing fraction of the minor enol-tautomer at rising temperatures. The reaction free 

energies to the N3-tautomer are relatively small compared to the guanine. The main conformation of the 

Watson-Crick-tautomer has favorable hydrogen bonding interactions between H8 and the phosphate chain 

and this chain and the 3’OH group; in contrast to the enol- and N3-tautomers, the base is in an anti-config-

uration. The enol- and N3-tautomer main conformations show more interactions between the base and the 

sugar/phosphate chain, due to a syn-configuration of the base. 
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Figure 42: Main conformations of the GTP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

64-69%), enol-tautomer (B, nearly 100%) and N3-tautomer (C, nearly 100%). The fractions are the conformational fractions within 

the respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (2583, 

4182 and 4134, respectively) are given in the structures subfolder of SI part 07. 

While the N3-tautomer is the least populated form of the monophosphate, it is the dominant species of the 

CTP. The minor tautomers, the Watson-Crick- and enol-tautomer, have an expanding fraction with rising 

temperature and a switch in the ranking: The Watson-Crick tautomer is the least abundant form at low 

temperatures whereas it becomes the second most abundant form at high temperatures. The main confor-

mations of the tautomers are important since they differ strongly from the input structures of the 

conformational sampling workflow. The input structures have the “standard” stereochemistry: an -D-ri-

bose-configuration with a 4S-configuration is used. The main conformations of the enol- and N1-tautomers 

have the sugar switched from the 4S- to the 4R-configuration, and the main conformation of the Watson-

Crick tautomer from the -D-ribose- to the -D-ribose-configuration.  

 
Figure 43: Main conformations of the CTP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

90-87%), enol-tautomer (B, 99-97%) and N1-tautomer (C, 73-86%). The fractions are the conformational fractions within the 

respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures (4751, 914 

and 5016, respectively) are given in the structures subfolder of SI part 07. 
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While the dTTP main tautomer is the Watson-Crick-tautomer, the 2-enol-fraction is rising with temperature, 

from 2% at 278.15 K to 19% at 363.15 K. Similarly, the TMP Watson-Crick tautomer is the dominant 

species of the monophosphate, but followed by a minor fraction of the 4-enol-tautomer, which is strongly 

disfavored for the triphosphate. From the main conformations, the Watson-Crick- and 4-enol-tautomer both 

have a ring-like structure due to hydrogen bonding between the sugar and phosphate-chain; the first with, 

the latter without a switch in the C1’ configuration. The 2-enol-tautomer main conformation forms a ring 

between the base and the phosphate-chain, which seems to be extremely stable at high temperatures.  

 
Figure 44: Main conformations of the dTTP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

96-95%), 2-enol-tautomer (B, nearly 100%) and 4-enol-tautomer (C, 85-68%). The fractions are the conformational fractions 

within the respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures 

(540, 1539 and 1329, respectively) are given in the structures subfolder of SI part 07. 

The most stable nucleoside monophosphate is the UMP, with reaction free energies in the range of 

10 kcal/mol at high temperatures. The UTP is less stable, with the largest minor tautomer fraction being 

0.015 at 278 K (Watson-Crick tautomer) increasing to 0.105 at 368 K, but the main tautomer is, in contrast 

to UMP, the 4-enol-tautomer. For UTP, the same convergence issues as for GMP occurred at 328, 338, 343 

and 363 K, leading to a fully populated enol-4-tautomer, so as for the GMP, the values at 368 K are presented 

here. The main conformation of the Watson-Crick tautomer has a ring between the sugar and the phosphate-

chain, as well as the inversion of the C1’ configuration. The 2-enol- and 4-enol-tautomer main species form 

a ring between sugar, base and phosphate-chain. The 2-enol-tautomer main conformation is very similar to 

that of the respective dTTP tautomer. 
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Figure 45: Main conformations of the UTP tautomers as obtained from EC-RISMT calculations: the Watson-Crick tautomer (A, 

74-66%), 2-enol-tautomer (B, nearly 100%) and 4-enol-tautomer (C, 91-83%). The fractions are the conformational fractions 

within the respective tautomer at 278.15 and 372.756 K (the trends are monotonous with temperature changes). The structures 

(2494, 638 and 1077, respectively) are given in the structures subfolder of SI part 07. 

All nucleoside triphosphates behave energetically different from the monophosphates. But while being not 

fully comparable from this point of view, the calculated chemical shifts of the nucleoside monophosphate 

bases, which are only indirect, via the calculated conformer populations, dependent on the energetics of the 

tautomers, can still be used to extract the tautomer ratios of the triphosphates by fitting these calculated 

chemical shifts to the experimental shifts of the triphosphates. This requires the assumption that the two 

additional phosphates in the phosphate chain are not affecting the conformational ensemble and the chemical 

shifts of the base atoms strongly, which would be possible for example by the formation of additional hy-

drogen bonds formed with the triphosphate chain or if the CSA of the additional phosphates influences the 

chemical shifts strongly. This is investigated in the following section. 

The correlation between the experimental shifts, measured at different temperatures (their assignment to the 

respective atoms of the nucleotides is shown in Table 36 to Table 39) of the nucleoside triphosphates and 

the calculated shifts of the monophosphates is shown in Table 45. The correlation between experiment and 

calculation is, compared to the results for the nucleosides, low. The absolute numbers of the shifts are so 

high that a graphic presentation of data (similar to Figure 35) is not presented here (the full data is given in 

the NMR subfolder of SI part 07). The error metrics are very high, but worth discussing. All metrics, RMSE, 

MAE, MSE, slope, intercept and coefficient of determination, indicate a dominance of the Watson-Crick 

tautomer for AMP/ATP, which is in agreement with the energy calculations for AMP, but in contrast to 

those for ATP. Since the ATP is an outlier in the series of adenosine, AMP and ATP, this result is consistent 

with all data except the ATP results. For GMP/GTP, the error metrics and linear regression parameters 
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suggest the N3-tautomer to be the main species followed by the Watson-Crick tautomer. All the metrics are 

worse for the enol-tautomer. This is opposed to the energetics, which result in the Watson-Crick- and enol-

tautomer being the main forms of the GMP, and the Watson-Crick-tautomer as the favored species of GTP. 

But since the errors are high, and the difference between the metrics for the Watson-Crick- and N3-tauto-

mers is, compared to the AMP/ATP tautomers, small, these evidence for the preferred tautomers are rather 

weak. The situation for CMP/CTP is similar to the one for AMP/ATP: all metrics signal a dominance of the 

Watson-Crick tautomer. This is in agreement with the CMP energetics but contrary to the energetics of CTP. 

For UMP/UTP, the metrics indicate the dominance of the 2-enol-tautomer, while the energetics result in the 

Watson-Crick-tautomer being the main tautomer of UPM and the 4-enol-tautomer the one of the triphos-

phate.  

Table 45: Error metrics (RMSE, MSE and MAE in ppm) of the nucleoside monophosphate base 1H, 13C and 15N NMR chemical 

shifts calculated for the tautomers to the respective corresponding experimental data of the triphosphates (calculations and exper-

iments performed at 278, 298, 323 and 348 K) and the linear regression data slope m, intercept b in ppm and coefficient of 

determination (R2) are shown. 

Error 
 
 

RMSE
(278 K/298 K
323 K/348 K)

MAE
(278 K/298 K
323 K/348 K)

MSE
(278 K/298 K
323 K/348 K)

m 
(278 K/298 K 
323 K/348 K) 

b
(278 K/298 K
323 K/348 K)

R2

(278 K/298 K
323 K/348 K)

AMP/ATP 
 

17.36/18.16
19.94/21.33

13.99/14.65
16.17/17.21

-13.99/-14.65
-16.17/-17.21

0.993/0.990 
0.981/0.977 

14.97/16.09
18.78/20.38

0.980/0.978
0.974/0.970

N1-AMP/ATP 
 

141.4/141.3
141.8/141.3

72.99/72.96
73.09/72.89

-71.59/71.44
-71.44/-71.13

0.925/0.922 
0.903/0.912 

81.98/82.35
84.99/83.44

0.229/0.229
0.222/0.227

N3-AMP/ATP 
 

165.6/165.7
166.4/166.0

80.02/79.99
80.14/79.98

-78.79/-78.73
-78.85/-78.68

0.818/0.815 
0.794/0.806 

104.1/104.4
107.5/105.7

0.141/0.140
0.134/0.139

GMP/GTP 
 

90.57/90.49
90.34/90.14

59.39/59.31
59.18/58.99

-58.22/-58.13
-57.98/-57.77

1.283/1.283 
1.283/1.283 

18.84/18.74
18.54/18.39

0.527/0.528
0.530/0.532

Enol-GMP/GTP 
 

150.2/150.3
150.3/150.4

85.16/85.11
85.01/84.85

-85.16/-85.11
-85.01/-84.85

0.561/0.559 
0.558/0.557 

146.3/146.5
146.6/146.6

0.062/0.062
0.062/0.062

N3-GMP/GTP 
 

65.13/65.01
64.81/64.55

49.86/49.73
49.52/49.26

-49.86/-49.73
-49.52/-49.26

1.252/1.252 
1.251/1.250 

14.77/14.66
14.50/14.43

0.756/0.757
0.759/0.760

CMP/CTP 
 

25.80/28.83
35.97/49.79

22.90/25.92
32.98/46.33

-22.90/-25.92
-32.98/-46.33

1.042/1.035 
1.023/1.004 

18.17/21.94
30.37/45.88

0.972/0.968
0.957/0.930

Enol-CMP/CTP 
 

195.8/195.0
194.5/192.9

111.0/110.6
110.4/110.4

-111.0/-110.6
-110.4/-110.4

1.270/1.286 
1.286/1.288 

80.30/78.02
77.89/77.56

0.212/0.219
0.221/0.224

N3-CMP/CTP 
 

44.64/51.00
60.90/76.32

38.20/44.81
54.14/67.85

-32.51/-39.50
-49.51/-64.47

0.720/0.671 
0.603/0.508 

64.32/76.95
94.72/120.6

0.787/0.772
0.734/0.649

UMP/UTP 
 

94.06/146.2
343.9/2010

88.38/137.3
322.2/1877

-88.38/-137.3
-322.2/-1877

0.927/0.823 
0.440/-2.769 

96.51/157.0
384.6/2296

0.770/0.530
0.055/0.062

2-Enol-UMP/UTP 
 

52.41/60.35
80.37/107.3

49.23/57.23
76.40/101.1

-49.23/-57.23
-76.40/-101.1

0.978/0.929 
0.810/0.657 

51.74/65.18
97.59/139.5

0.922/0.908
0.810/0.657

4-Enol-UMP/UTP 
 

77.53/88.20
114.7/149.8

67.53/76.93
99.58/128.9

-67.53/-76.93
-99.58/-128.9

0.977/0.931 
0.820/0.676 

70.11/84.57
119.6/164.9

0.723/0.651
0.461/0.251
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The errors between the experimental shifts of the nucleoside-triphosphates and the calculated ones of the 

nucleoside-monophosphates are high. The correlation between them, measured with these error metrics and 

the linear regression parameters, is low. The closest agreement is between the Watson-Crick tautomers of 

AMP/ATP with an RMSE of 17.36 ppm, a slope of 0.993, an intercept of 14.97 ppm, and a coefficient of 

determination of 0.98 at 278.15K. Examples for a poor correlation are the enol-tautomer of CMP/CTP and 

the Watson-Crick tautomer of UMP/UTP at high temperatures. But besides these worse correlations, the 

results indicate that the Watson-Crick tautomers seem to be the most important species for the most nucle-

otides, which is in agreement with the results for the nucleosides and nucleobases. An explanation for this 

correlation, which is in contrast to the observations made for the nucleosides, is not only the different sys-

tems used for the experiment and calculations. Also the chemical shift anisotropy seems to play an important 

role since the calculations on the monophosphates are strongly influenced by the anisotropy of the phos-

phates.[6]  

To investigate the influence of the phosphate CSA, in Table 46, the isotropic and anisotropic shielding 

constants of the main conformations of the N3-tautomer of adenosine and AMP at 298.15 K are shown. The 

isotropic shielding constant, as obtained from QC calculations, is the trace of the shielding tensor, while the 

CSA is computed from the shielding tensor as described in Ref. 330. This anisotropy should cancel in solu-

tion, and therefore in the experiment, but in the calculation, the absolute values of the CSA seem to influence 

the isotropic shielding constant. This phenomenon is investigated here on an example and needs to be ex-

tensively studied in the future, since it seems to be important for further NMR calculations. To allow the 

comparison of the calculated shielding constants of the single conformations with the corresponding exper-

imental data, the shielding constants from the experiment are needed. Since they are not obtained by the 

experiment, they need to be calculated. This can be done in a reverse way of the calculation of computational 

chemical shifts, taking the experimental chemical shifts and subtract them from the calculated reference 

shielding of the respective nuclei, which are given in chapter 4.4. This results in the here called “experi-

mental” shielding constants. 
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Table 46: Calculated isotropic (i) and anisotropic (a) shielding constants of the main conformations of the N3-tautomers of aden-

osine and AMP and the experimental shielding constants (e) for the systems, all at 298.15K. Also, the differences between the 

calculated isotropic and the experimental shielding constants (which is equivalent to the differences in chemical shifts) and the 

difference in anisotropic shielding constants between the N3-AMP and N3-adenosine main conformations are shown. The aniso-

tropic shielding constants are obtained from QC calculations together with the isotropic ones, the theory needed for their 

calculation is described and discussed in Ref. 331. 

Atom 
 

N3-A(e) N3-A(i) N3-A(a) N3-A(e-i) N3-AMP(e) N3-AMP(i) 

 
N3-AMP(a) N3-AMP(e-i) (N3-AMP(a)-N3-A(a))

H2 23.63 23.90 6.78 -0.27 23.39 22.11 8.32 1.28 1.54
H8 23.73 24.05 5.85 -0.33 23.66 21.16 10.48 2.51 4.63
C2 45.86 54.08 119.25 -8.22 45.37 53.11 122.73 -7.74 3.48
C4 49.90 63.53 110.38 -13.63 49.07 42.11 127.02 6.96 16.64
C5 79.22 71.03 95.28 8.20 79.59 11.24 181.02 68.35 85.75
C6 42.61 32.24 133.32 10.38 42.50 30.36 157.88 12.14 24.56
C8 57.89 60.53 79.85 -2.64 58.32 23.42 133.96 34.90 54.11
C1’ 110.70 102.91 55.44 7.79 111.64 106.77 47.16 4.87 -8.28
C2‘ 159.18 152.19 31.46 6.98 123.93 121.49 27.98 2.45 -3.48
C3‘ 126.84 118.21 33.47 8.63 127.84 121.04 47.32 6.80 13.85
C4‘ 113.53 104.47 48.45 9.06 114.16 108.42 55.72 5.74 7.27
C5‘ 136.43 129.83 44.12 6.60 133.11 127.77 52.46 5.34 8.34
N1 52.84 31.79 276.06 21.05 51.93 -77.31 459.81 129.24 183.75
N3 61.13 124.98 144.09 -63.85 61.38 42.28 290.96 19.10 146.87
N6 199.84 107.09 184.15 92.75 200.12 -344.06 878.28 544.18 694.13
N7 48.21 47.71 307.57 0.50 46.03 -53.39 441.69 99.42 134.11
N9 105.10 83.25 103.59 21.85 109.28 72.76 112.14 36.52 8.55
 

The differences in the CSA are large between the calculations for adenosine and AMP. For most of the 

atoms, the CSA is larger for AMP than for adenosine (in some cases multiples of the adenosine CSA). This 

larger CSA results for the most atoms in a much smaller isotropic shielding constant (the exceptions are the 

C3’ and C4’ of the sugar, which can also be influenced by the difference in the sugar conformations intro-

duced through the use of desoxyribonucleosides and ribonucleotides), and especially for some of the carbon 

and the nitrogen atoms in values out of the plausible range. This clearly shows that calculations on phos-

phorylated nucleosides with the EC-RISM/NMR workflow presented in this work are not reliable due to the 

large CSA effect introduced in the systems by the phosphate chain. The strong CSA effect of the phosphate 

chain was also an issue for the investigation of adenosine and the corresponding phosphorylated nucleosides 

at high-pressure (chapter 4.6). This effect needs to be studied in more detail in future work. 

There are additional lessons learned from these results: the comparison of the calculated and experimental 

nitrogen shielding constants hints that the N3-tautomer is a minor species. For adenosine, the N3 shielding 
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is largely overestimated computationally, since in this tautomer, it is, in contrast to the experiment, proto-

nated and the addition of a hydrogen atom should result in a higher shielding for the nitrogen bound to it. 

Consequently, the N6 shielding is underestimated in the calculation since the proton is missing here. Further, 

the calculated shielding constants are in good agreement with the experiment, especially for the protons 

with less than half a ppm. The larger deviations for some of the carbon and nitrogen shielding constants can 

be explained by the fact that only a single conformation is considered here. Comparing the experimental 

shielding constants of the adenosine and the AMP shows that these experimental values are only slightly 

influenced by the addition of the phosphate chain. All of the results except the C2’, N7 and N9 shielding 

constants differ by maximum 1 ppm (the N7 and N9 are not involved in the tautomerization and close to the 

C2’ for which the change can be explained by the addition of the hydroxyl-group since desoxyribonucleo-

sides and ribonucleotides are investigated). Besides this similarity in the experiments, the differences 

between the calculated shielding constants for adenosine and AMP are large. Also, a high correlation be-

tween calculation and experiment is observed for the adenosine and a low one for the AMP, so the calculated 

shielding constants of the AMP seem to be problematic.  

The calculated shielding constant of the N3-AMP main conformation N3 fits the experimental value quite 

well; this could imply that the N3 protonation is correct, but since the CSA reduces all of the nitrogen 

shielding constants, this looks correct by accident. Most of the other nitrogen signals are strongly differing 

from the experiment, and especially N1, N6 and N7 results are implausible, therefore, the NMR fit may not 

be reliable for the phosphorylated compounds in general. 

Although experiment and calculation do not match well, the calculated chemical shifts of the monophos-

phates were used here for the extraction of the tautomer fractions of the triphosphates, even though the 

analysis of the influence of the CSA hints that the results are not reliable. The results of the fitting process, 

which was performed as described in chapter 3.2.3.2, are given in Table 47. 
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Table 47: Results of the calculation of nucleoside monophosphate tautomer fractions from the experimental NMR chemical shifts 

of the corresponding triphosphates (NMR fit) at different temperatures. The results were obtained by using the 1H and 15N chemi-

cal shifts of the base only. The chemical shifts were normalized applying Eqn. 197. Additionally, the EC-RISMT results calculated 

for the respective mono- (MP) and triphosphates are given. 

Population 
 
 

xtaut(278 K) 
NMR fit 

xtaut(278 K)
EC-RISM

MP/TP

xtaut(298 K)
NMR fit

xtaut(298 K)
EC-RISM

MP/TP

xtaut(323 K)
NMR fit

xtaut(323 K)
EC-RISM

MP/TP

xtaut(348 K)
NMR fit

xtaut(348 K)
EC-RISM

MP/TP
AMP/ATP 0.749 0.993/

1.510-5
0.739 0.995/

6.910-5
0.727 0.997/

3.310-4
0.708 0.998/

0.001
N1-AMP/ATP 0.251 0.003/

>0.999
0.261 0.002/

>0.999
0.273 7.410-4/

>0.999
0.292 4.510-4/

0.998
N3-AMP/ATP 1.910-5 0.004/

1.410-6
2.710-5 0.004/

1.210-5
1.810-4 0.002/

1.110-4
6.410-6 0.002/

4.610-4

GMP/GTP 1.610-5 0.169/
0.789

1.410-5 0.248/
0.711

1.310-5 0.352/
0.588

1.210-5 0.445/
0.473

Enol-GMP/GTP 3.410-7 0.831/
0.210

3.410-7 0.752/
0.288

3.410-7 0.648/
0.411

3.410-7 0.555/
0.525

N3-GMP/GTP >0.999 3.410-15/
3.110-4

>0.999 4.210-13/

6.310-4

>0.999 4.710-11/
0.001

>0.999 9.610-10/
0.002

CMP/CTP 0.766 0.951/
1.010-6

0.759 0.966/
3.910-6

0.748 0.981/
2.810-5

0.754 0.989/
7.910-5

Enol-CMP/CTP 0.047 0.049/
4.210-6

0.082 0.034/
1.310-5

0.113 0.019/
3.910-5

0.164 0.011/
7.710-5

N3-CMP/CTP 0.187 2.810-6/
>0.999

0.159 1.610-5/
>0.999

0.139 8.410-5/
>0.999

0.082 3.010-4/
>0.999

UMP/UTP 4.510-6 >0.999/
0.015

0.199 >0.999/
0.034

0.070 >0.999/
0.055

5.110-5 >0.999/
0.083

2-Enol-UMP/UTP 0.831 4.410-12/
3.610-4

0.747 1.010-10/
3.210-4

0.839 2.510-9/
0.006

0.900 1.910-8/
0.019

4-Enol-UMP/UTP 0.169 8.010-10/
0.984

0.054 9.910-9/
0.964

0.091 1.310-7/
0.939

0.100 7.010-7/
0.898

 

The results for the AMP/ATP system are in agreement with the error and linear regression metrics shown 

in Table 45: the Watson-Crick tautomer is the main species with fractions of 0.749 (278.15 K) decreasing 

to 0.708 (348.15 K) upon heating. This is in contrast to the energy calculations for the ATP, where the N1-

tautomer is the most abundant species, but agrees with the trends for adenosine and AMP, although with a 

lower Watson-Crick-tautomer fraction.  

The GMP/GTP system seems to be dominated by the error metrics given in Table 45 since the N3-tautomer, 

which matches the experimental results best, is fully populated. This is in disagreement with all other cal-

culations for guanosine, GMP and GTP.  

For CMP/CTP, the Watson-Crick-tautomer is the main form but slightly decreasing with temperature. The 
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minor tautomers, the enol- and N3-tautomer, show switching of their population upon the heating process, 

the N3-tautomer fraction is declining from 0.187 at low to 0.082 at high temperatures, while the enol-frac-

tion rises from 0.047 (278.15 K) to 0.164 (348.15 K). Contrary to the results for GMP/GTP, the error metrics 

for the CMP/CTP system are not monotonous with temperature. Also, the fitting for this system seems not 

to be dominated by the error metrics since the enol-tautomer, whose fraction is increasing with temperature, 

has the largest deviation from the experiment, and the Watson-Crick- and N3-tautomer show nearly the 

same deviation but strongly differing fractions. Compared to the energy calculations, the fit results are more 

closely to the cytidine and CMP than to the CTP results.  

The last system investigated is the UMP/UTP system. The fit for this system results in the 2-enol-tautomer 

being the main species with a fraction of 0.686 at 278.15 K, increasing with temperature up to a fraction of 

0.900 at 348.15 K. The Watson-Crick-tautomer, the second most abundant form at low temperatures with a 

nearly 30% population, is vanishing at high temperatures, and the 4-enol-tautomer becomes more populated 

with populations up to 10 %. These results are mostly not in line with the energetics analysis, but since the 

fit is not reliable due to the big influence of the phosphate CSA on the calculated chemical shifts of the 

monophosphates (which seems to accidentally lead to good correlations between some of the experimental 

nitrogen chemical shifts and some calculated ones with a wrong protonation pattern), the energetics should 

be trusted. Interesting is the difference in the energetics between the, very similar, UMP/UTP and the 

TMP/dTTP systems, since for the latter, the Watson-Crick tautomer is calculated to be the dominant species 

which is in agreement with the UMP, but the UTP main tautomer is the 4-enol-tautomer. 

The situation for the nucleoside mono- and triphosphates is more complicated than for the unphosphorylated 

nucleosides. The energy calculations of the monophosphates result in the Watson-Crick-tautomer being the 

dominant form for all species excluding GMP, while for the triphosphates GTP is the only one where this 

tautomer is the most populated form. It is important to consider that the alternative hydrogen bonding-

patterns presented by the nucleoside mono- and triphosphates are calculated in water at infinite dilution and 

are not representative for the situation in a nucleic acid. Within a nucleic acid, the tautomers cannot be 

stabilized by interactions between base and phosphate chain in a way they can in free solution, for example 

intramolecular base-phosphate hydrogen bonds cannot be formed. Besides, the conformational freedom is 

limited due to -stacking interactions and hydrogen-bond formation with the opposing bases, which should 
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reduce the occurrence of -D-ribose-configurations and syn-conformations of the nucleobases. For a com-

plete picture of the tautomeric situation of the nucleotides, a consideration of all possible ionization states 

would be helpful and possible with the workflow presented here. In this work, only the fully deprotonated 

species are considered, this way the problem of the determination of the position of the hydrogen atoms 

within the phosphate chain could be circumvented.  

The NMR analysis faced multiple problems: the experiment was done for the triphosphates for which cal-

culations were not possible due to the limits of the computational resources, so the comparison had to be 

done to calculated shifts of the monophosphates. To overcome this issue, benchmarking of NMR calcula-

tions at the DFT level would be necessary to reach the accuracy of the MP2 calculations, also the calibration 

of reference shielding constants is needed for this. Additionally, the calculated chemical shifts are heavily 

influenced by the chemical shift anisotropy of the phosphate, leading to low correlations between experi-

ment and calculation and questioning the usefulness of calculations of the triphosphates, since the chemical 

shifts may be even more influenced by the anisotropy of the phosphate when increasing the chain length. 

This causes inconsistencies between energy calculations, the correlation between NMR experiment, calcu-

lation, and the NMR fit. To solve these problems, a computational approach to take the chemical shift 

anisotropy into account needs to be developed, since in this work, only the isotropic shielding constants of 

all species are considered.  

The least problematic nucleic acid building blocks investigated in this work are the nucleobases and the 

nucleosides. Even though the nucleosides have a broad conformational ensemble, which has to be accounted 

for, they are uncharged since they are lacking a phosphate chain. For the nucleobases and nucleosides, a 

consistent picture is obtained. The Watson-Crick tautomers are the dominant species. This is shown by 

energy and NMR calculations as well as an NMR fit. These species are also temperature and pressure (only 

investigated for the nucleobases) stable. The comparison with data from literature confirmed these results. 

More problematic are the nucleotide mono- and triphosphates. The EC-RISM results show that the Watson-

Crick tautomers are the dominant species for all monophosphates excluding GMP. GMP shows a mixture 

of the Watson-Crick and the enol-tautomer, this is possible because, in the enol-tautomer main confor-

mation, the sugar conformation is switched in a way that the base is pointing away from the sugar, allowing 

for favorable hydrogen-bond interactions between the sugar and the phosphate chain. The triphosphates 

were found to exist in a mixture of tautomers, only the N1-ATP and the N3-CTP are dominant species. This 
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is plausible since the triphosphate chain allows for a multitude of favorable interactions between the phos-

phates, base and sugar, stabilizing rare tautomers. Unfortunately, the NMR spectroscopy could not help to 

clarify this situation as expected from the nucleoside results because the CSA of the phosphate heavily 

influenced the experimental chemical shifts. Another problem is the comparison of the nucleotide results 

with literature data, since to the best of the author’s knowledge very few tautomer fractions of nucleotides 

in free solution were reported, especially under extreme conditions. Except for the problems faced with the 

phosphorylated species, the combined computational and NMR spectroscopic approach performed well, 

yielding results consistently in energetics, comparison with the NMR, and the NMR fit not only for the test-

system histamine, also for the unphosphorylated nucleosides. 
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V. Summary 

The goal of this work was the development and testing of a workflow for tautomer prediction in solution, 

especially under extreme conditions. To achieve this goal, several steps were necessary. To improve the 

predictivity of the EC-RISM solvation model, the level of theory for the future work had to be chosen. As 

it should be possible to calculate NMR parameters with high accuracy, the choice fell on 

MP2/6-311+G(d,p). A PMV correction was parametrized at this level of theory and used within the 

SAMPL6 and SAMPL7 blind prediction challenges and was extensively benchmarked on the SAMPL2 

dataset, which includes experimental reaction free energies for tautomer pairs. To complement the PMV 

correction for high-pressures, a correction for various temperature conditions was developed and bench-

marked using a test set of molecules with known temperature dependent free energies of solvation.  

Afterwards, the test system histamine, with multiple degrees of freedom, was studied especially with respect 

to NMR calculations. This system was used to clarify the nuclei most sensitive for tautomer shifts and to 

develop a combined computational and NMR spectroscopic approach for tautomer predictions. Since ex-

treme environmental conditions play an important role in this work, a framework for the calculation of NMR 

parameters at these conditions had to be developed. All these methodological advances and the lessons 

learned from benchmarking were finally used for the investigation of the tautomer stability of the genetic 

code at extreme conditions, which likely existed at the early stages of life on the earth, and may play an 

important role for extraterrestrial life. Not only natural species were investigated but also an expanded ge-

netic alphabet, the Hachimoji code, was explored. The considered nucleic acid building blocks were 

inspected in an order of increasing complexity; from nucleobases to nucleosides and finally nucleotides. 

The final goal was reaching consistency between energy calculations and NMR spectroscopy to obtain re-

liable tautomer fractions for all species at all environmental conditions studied. 

Calculations on the test set could show that the PMV correction for temperature variations improves the 

predictivity of EC-RISM for solvation free energies at various temperatures. With the new level of theory, 

the tautomer pairs of the SAMPL2 dataset could be calculated with enhanced consistency between different 

ring sizes of the molecules. Especially the introduction of coupled-cluster calculations, which allow the 

incorporation of electron correlation effects at a high-level, into the EC-RISM framework, yielded good 

results. The histamine analysis revealed a problematic atomtype, the n3 type, within the GAFF force field 

used during 3D RISM iterations. A workflow for the reparametrization of FF parameters using EC-RISM 
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was developed, and with the new n3 parameter, the calculation of histamine pKa-values is improved signif-

icantly. With the combined computational and NMR spectroscopic approach, all possible states of histamine 

could be elucidated consistently between energetics and NMR spectroscopy. The 15N nucleus could be iden-

tified as the most relevant for tautomer predictions of nitrogen heterocycles. In agreement with the IUPAC 

recommendations, DSS and ammonia were used as reference substances for the calculation of NMR param-

eters. The reference shielding constants were calculated pressure and temperature dependently, and 

successfully tested for the prediction of the chemical shifts of the benchmark molecules NMA and TMAO, 

for which the (pressure dependent) chemical shifts are experimentally known. Multiple referencing methods 

were tested (a direct, an environment independent, and a newly developed, indirect, referencing method, 

mimicking the use of high pressure/temperature dependent Ξ-factors). Besides, the pressure and temperature 

dependent cis/trans equilibrium of the NMA could be clarified; the increasing cis fractions may play an 

important role in the pressure and temperature unfolding of proteins. 

The refined EC-RISM workflow for extreme conditions was successfully applied to the calculation of the 

tautomer fractions of all natural and multiple non-natural nucleobases, including all Hachimoji bases. The 

tautomer stability of the natural nucleobases and most of the Hachimoji bases could be demonstrated. The 

natural nucleobases nearly exclusively present the Watson-Crick hydrogen bonding pattern in aqueous so-

lution, regardless of the environmental conditions, while the Z and especially the B of the Hachimoji code 

are problematic. High-pressure conditions and modifications in the purine backbone of the B can help to 

stabilize the main conformation, but it does not become as stable as the natural nucleobases.  

The analysis of the more complex systems started with the AMP. For this system, the 1H chemical shifts as 

well as the population of the main conformation, as suggested from NMR spectroscopy, could be reproduced 

by using only two conformations. These promising results led to investigations of all natural nucleosides, 

this time considering the whole conformational ensemble. The examination of the tautomeric situation of 

these species revealed, consistent to literature and the nucleobase results, the stability of the Watson-Crick 

tautomers over the whole temperature range analyzed. For this and the analysis of the nucleotides, temper-

ature dependent experimental NMR chemical shifts, recorded during an RESOLV internship in the 

laboratory of Roland Sigel’s group at UZH Zürich, were used. The consistency between the nucleobase 

results, energy calculations, the literature and the NMR, which are achieved for the nucleosides, are prom-

ising, so the workflow was applied to the nucleotides. Unfortunately, the calculations did not work out as 
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expected. The main reason for this are problems with the NMR calculations: The NMR workflow was only 

developed for isotropic chemical shifts, while the spectra of the nucleotides are heavily influenced by the 

chemical shift anisotropy of the phosphate chain. Therefore, further investigations of anisotropic effects on 

the calculation of NMR chemical shifts are needed. Additionally, the phosphate chain of nucleoside mono- 

and especially triphosphates allows many favorable interactions with base and sugar, which helps to stabi-

lize rare tautomers in free solution (which is not possible for nucleobases and nucleosides), and the 

comparison to external results was complicated due to a lack of literature data. Apart from these issues with 

the phosphorylated species, the combined computational and NMR spectroscopic workflow proved to be 

reliable for the prediction of tautomer fractions of flexible molecules even under extreme conditions.  

One of the most important results of the work is that the stability of all nucleic acid building blocks is 

influenced by the environmental conditions. However, the natural species are already so stable that their 

stability in the studied range is only slightly influenced. This is not the case for the non-natural species, like 

the Hachimoji nucleobases Z and B, which are already unstable at normal conditions and are decisively 

influenced by the small energy change. The high reaction free energy baseline of the natural species ensures 

that their stability is given over a wide range of environmental conditions, and they are probably also well 

suited for early life conditions and extraterrestrial conditions. They seem to be robust and universally appli-

cable in a large part of the universe. The non-natural species, on the other hand, need certain conditions to 

be stable. They can probably be used in life forms, however, where the respective suitable environmental 

conditions are present. In order to be able to predict these conditions, not only the influence of temperature 

and pressure on the tautomerization process must be investigated, as has been done in this work, but also 

the simultaneous influence of both parameters, and the influence of other parameters expected at early life 

conditions, like high concentrations of electrolytes, must be checked. 

In principle, different possibilities are conceivable for this. On the one hand, the two PMV corrections, for 

temperature and pressure, can be applied together, an approach that would require not only the calculation 

of new, pressure and temperature dependent, solvent susceptibilities and a sufficient sampling of points in 

the p/T-diagram, but also extensive benchmarking using experimental data that are difficult to access. On 

the other hand, there are two promising alternative approaches, which could be used for combined pressure 

and temperature dependent calculations. At first, the pressure dependency of the energetics in solution can 

be considered via the integration of the PMV, which is, as a short introduction to the method, shown in Eqn. 
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165 and 166. The author's first attempts with this methodology were promising, and the workgroup is cur-

rently working with it on high pressure phenomena. Secondly, temperature dependent calculations can be 

used to approximate the reaction enthalpy H via the (integrated) van’t Hoff equation. The pressure and 

temperature dependent fractions of a minor tautomer can afterwards be calculated with knowledge of the 

reaction free energy at ambient conditions by a partition function approach assuming the pressure, respec-

tively temperature independence of the PMV and the reaction enthalpy. Due to the still high uncertainty of 

these absolute quantities it remains to be seen whether such an approach provides useful extrapolations. 

This way, only the PMV correction for ambient conditions would be needed for the calculation of the whole 

p/T-dependent stability diagram of the nucleic acid building blocks. This could not only lead to answers to 

open questions about the universality and robustness of the genetic code in the universe, but also help syn-

thetic biology to develop non-natural nucleic acid building blocks that have the desired tautomeric properties 

for particular environmental conditions. These perspectives are currently investigated further. 
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Appendix 

 

Table 48: Molecules of the test-set, a subset of the Chamberlin dataset. The molecule name, minimum and maximum temperatures 

(in K) at which experimental free energies of solvation are available as well as the corresponding values (in kcal mol-1) are given. 

Additionally, the linear regression parameters slope m and intercept b (in kcal mol-1) are shown. 

Molecule min. temp.  min. solvG0 max. temp. max. solvG0 b m 
1-ethoxybutane 273.15 -2.70 363.85 -0.13 -10.44 0.028 
2-methylpentane 273.15 1.55 372.25 4.24 -5.86 0.027 
2-propanol 273.00 -5.55 373.15 -3.03 -12.42 0.025 
3-nitrophenol 273.15 -10.24 373.15 -8.50 -14.99 0.017 
benzene 275.00 -1.45 373.14 0.07 -5.71 0.015 
benzonitrile 273.15 -4.62 368.65 -3.06 -9.08 0.016 
chloromethane 273.15 -1.02 373.15 0.31 -4.65 0.013 
cyclopropane 293.15 0.69 318.15 1.18 -5.06 0.020 
dimethylsulfide 273.15 -2.04 373.15 -0.49 -6.27 0.016 
ethene 273.00 0.87 346.05 1.98 -3.28 0.015 
ethylbenzene 273.15 -1.58 373.14 0.60 -7.54 0.022 
ethylbenzoate 273.15 -4.42 363.45 -2.05 -11.59 0.026 
fluoromethane 273.15 -0.60 373.15 0.50 -3.60 0.011 
hexane 273.15 1.43 372.25 4.20 -6.20 0.028 
hydrogensulfide 273.15 -0.85 373.15 -0.06 -3.01 0.008 
methane 285.05 1.82 348.35 2.75 -2.37 0.015 
methylamine 273.15 -5.11 373.15 -3.20 -10.33 0.019 
morpholine 273.15 -7.99 373.15 -5.09 -15.91 0.029 
octanoic_acid 273.15 -6.98 373.15 -3.87 -15.47 0.031 
phenol 277.15 -6.79 373.15 -4.95 -12.10 0.019 
piperidine 273.15 -6.07 373.15 -3.12 -14.13 0.030 
propanethiol 273.15 -1.56 373.15 -0.06 -5.66 0.015 
quinoline 274.15 -4.29 373.15 -2.50 -9.25 0.018 
tetrafluoroethylene 273.15 1.30 373.15 3.09 -3.59 0.018 
tetrahydrofuran 293.15 -3.58 343.15 -2.72 -8.62 0.017 
trichloroethylene 274.95 -1.25 367.65 1.11 -8.25 0.025 
urea 273.15 -14.54 373.15 -12.13 -21.12 0.024 
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Table 49: Results of the TI-MD calculations for the SAMPL2 dataset. The first column gives the molecular structures (given in the 

structures subfolder of SI part 02), followed by the free energy of solvation (solvG) and the corresponding error, as well as the 

separate non-polar (VdW) and electrostatic (Elec) components with their respective errors. 

Molecule solvG Error solvG(VdW) Error solvG(Elec) Error 

10B_4 -9.24 0.19 0.82 0.13 -10.06 0.05 
10D_4 -9.28 0.20 0.90 0.14 -10.18 0.06 
12C_1 -9.27 0.22 1.21 0.17 -10.48 0.05 
13D_1 -11.53 0.26 1.27 0.21 -12.80 0.05 
14D_2 -5.93 0.18 1.39 0.13 -7.32 0.04 
15C_1 -11.70 0.23 1.40 0.18 -13.09 0.05 
1A_3 -5.26 0.17 1.10 0.12 -6.37 0.05 
2B_1 -10.15 0.20 0.99 0.16 -11.14 0.04 
4A_1 -11.09 0.23 1.05 0.17 -12.14 0.05 
5A_2 -6.76 0.21 0.37 0.14 -7.13 0.07 
6A_2 -8.65 0.21 0.48 0.16 -9.13 0.05 
7B_cis_1 -4.04 0.16 2.14 0.12 -6.18 0.04 
8A_1 -7.28 0.17 1.17 0.14 -8.44 0.03 
10B_5 -12.63 0.18 0.96 0.13 -13.59 0.06 
11C_1 -9.31 0.18 1.12 0.14 -10.43 0.04 
12D_1 -9.97 0.22 1.52 0.16 -11.49 0.05 
13D_2 -7.50 0.23 1.65 0.18 -9.15 0.05 
15A_1 -7.12 0.22 1.47 0.18 -8.59 0.04 
16A_1 -6.29 0.17 1.00 0.14 -7.29 0.03 
1B_1 -9.80 0.16 0.94 0.12 -10.75 0.04 
3A_1 -9.93 0.20 1.10 0.16 -11.03 0.05 
4A_3 -6.16 0.21 1.02 0.16 -7.18 0.05 
5B_1 -12.69 0.18 0.28 0.13 -12.97 0.05 
6B_1 -9.43 0.22 0.28 0.18 -9.71 0.04 
7B_cis_3 -8.02 0.17 2.07 0.13 -10.09 0.05 
8B_1 -4.64 0.18 1.38 0.15 -6.02 0.04 
10C_1 -10.47 0.18 0.89 0.14 -11.37 0.05 
11D_1 -10.82 0.21 1.24 0.16 -12.06 0.05 
12D_2 -7.03 0.22 1.58 0.17 -8.61 0.05 
14C_1 -7.15 0.18 1.12 0.14 -8.27 0.04 
15B_2 -6.70 0.22 2.11 0.18 -8.80 0.04 
16C_1 -9.41 0.17 0.94 0.13 -10.35 0.04 
2A_1 -11.18 0.21 1.17 0.16 -12.35 0.05 
3A_4 -6.52 0.20 0.91 0.15 -7.43 0.05 
4B_1 -12.12 0.21 0.49 0.16 -12.61 0.05 
5C_1 -16.42 0.18 0.31 0.13 -16.73 0.05 
6Z_1 -20.32 0.22 0.03 0.16 -20.35 0.05 
7B_trans_1 -5.80 0.16 2.22 0.12 -8.02 0.04 
8B_3 -8.79 0.18 1.16 0.14 -9.95 0.04 
10D_1 -12.87 0.19 0.94 0.13 -13.81 0.05 
11D_4 -7.03 0.21 1.45 0.16 -8.48 0.05 
13C_1 -8.79 0.23 1.56 0.19 -10.35 0.04 
14D_1 -8.12 0.22 1.48 0.17 -9.60 0.05 
15B_4 -9.64 0.25 1.33 0.20 -10.97 0.05 
1A_1 -9.90 0.18 1.28 0.13 -11.18 0.05 
2A_2 -6.49 0.21 0.97 0.16 -7.46 0.05 
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Molecule solvG Error solvG(VdW) Error solvG(Elec) Error 
3B_1 -10.00 0.22 0.65 0.18 -10.65 0.04 
5A_1 -11.15 0.19 0.72 0.13 -11.87 0.06 
6A_1 -10.40 0.20 0.61 0.16 -11.01 0.04 
7A_g1_1 -4.10 0.15 2.08 0.12 -6.18 0.03 
7B_trans_2 -5.33 0.17 2.14 0.13 -7.47 0.04 
 

Table 50: Experimental histamine NMR parameter and the assignment to the respective atoms. The 1H and 13C shifts refer to TMS 

in deuterated methylene chloride; for the 15N shifts, the spectrometer calibration to nitromethane was used.[277]  

Sample Parameter α-C β-C C-2 C-4 C-5

pH 7.9 δC 39.921 25.114 116.886 136.945 133.773
pH 12.5 δC 40.98 29.72 117.841 136.586 135.711
  α-CH2 β-CH2 H-2 H-4 -

pH 7.9 δH 3.244 2.934 7.025 7.736 -
pH 12.5 δH 2.807 2.653 6.866 7.624 -
  α-N τ-N π-N - -

pH 7.9 δN -350.4 -205.93 -151.7 - -
pH 12.5 δN -358.33 -191.56 -162.35 - -
  3

Jα-CH
2

/β-CH
2

3
Jβ-CH

2
/α-CH

2
 4

JH-2/H-4
4
JH-4/H-2 -

pH 7.9 JHH 7.025 6.96 0.9 1.05 -
pH 12.5 JHH 6.865 6.835 0.7 0.94 -
  1

Jα-C/α-H
2

1
Jβ-C/β-H

2
 1

JC-2/H-2
1
JC-4/H-4 -

pH 7.9 JCH 144.9 129.4 191.2 209.4 -
pH 12.5 JCH 136.4 127 189.1 207.8 -

 


