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Semiconductor Rydberg Physics

Marc Afimann and Manfred Bayer *

This topical review addresses how semiconductor systems may reveal
scalable properties similar to those known from Rydberg atoms and in which
ways they may be utilized for precision sensing and to realize huge long-range
interactions in semiconductor systems. Due to the interdisciplinary nature of
the field, it has a twofold purpose: First, it may serve as an introduction to
Rydberg physics for semiconductor physicists unfamiliar with the topic.
Second, it may also serve as an overview of the specific opportunities and
challenges arising in semiconductor physics for researchers who are familiar
with Rydberg physics of cold atom gases, but new to the field of
semiconductor physics. The review starts with an introduction on the general
properties of excitons in semiconductors. Then, the material system Cu,O,
which is the best developed platform for semiconductor Rydberg physics at

the moment, is discussed in detail.

1. Introduction

Rydberg atoms, where the outer electron is promoted to a highly
excited state with huge principal quantum number n, show ex-
aggerated and unique properties.l'! These result in huge inter-
actions and strong sensitivity to external fields, which is highly
beneficial both for precision sensing and for realizing finely tun-
able atomic properties and interactions. In principle, any system
with a Coulomb-bound electron will give rise to a Rydberg-like se-
ries of states and offers the potential to perform Rydberg physics.
This includes atoms, ions, and molecules as well as excitons in
semiconductor systems. However, most of the fundamental con-
cepts have been demonstrated firstin atomic systems. The reason
for this is simple. Given that one only investigates a single atom
species and isotope, all atoms are inherently identical. As unifor-
mity of the systems of interest is a big issue for scalable quantum
technologies ranging from quantum information?! to precision
sensing of electromagnetic fields,>! Rydberg atoms are at a sig-
nificant advantage with respect to complex composite or artificial
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systems. Only recently it has been demon-
strated that also semiconductor systems
may become so pure that Rydberg physics
is indeed observable.[®

In this review, we first give a brief
overview on the general fundamentals of
Rydberg physics and then discuss specifics
of semiconductor-based implementations
of Rydberg physics. We introduce typical
material systems and how they differ from
their atomic counterparts and provide a
brief outlook on future perspectives.

2. Rydberg Physics

From a historical point of view, the first

measurements of spectral lines go back to

Angstrom!”! and his experimental findings
were described theoretically first by Balmer®! and later in a more
general and tractable form by Rydberg,°! which suggests that the
binding energies of electronic states may be written in terms of
the principal quantum number » as

E Ryd

Tt M)

where Ly 4 denotes the Rydberg energy and 6 represents the
quantum defect. As a particular feature of Rydberg atoms,
they are to first approximation hydrogen-like systems, which al-
lows for a rather straightforward description of the physics in-
volved. The Coulomb interaction energy between two elementary
charges of opposite sign at a distance r is given by
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where €, denotes the relative permittivity of the medium, in
which the charges reside. For all systems where deviations from
this ideal r~!-dependence occur, for example due to screening,
these deviations may be incorporated by using a non-zero value
of the quantum defect §. For an ideal Coulomb potential, one may
directly determine the Rydberg energy of hydrogen-like systems
to be
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where u corresponds to the reduced mass of the two charges
involved. This basic framework already allows one to estimate
many properties of Rydberg systems. For example, the proper-
ties of the Rydberg states associated with the different quantum
numbers show characteristic scaling laws with nl1%): the mean
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separation between electron and nucleus and therefore also the
dipole moment scales as n?, the natural line width of a Rydberg
state scales as n~3 and its polarizability scales as n’. These char-
acteristic scaling laws already imply that highly excited Rydberg
states show exaggerated properties such as huge interactions
between Rydberg atoms and enormous sensitivity to external
fields. In detail, the interaction potential between two atoms at a
separation R due to dipole-dipole interactions is given by

G

Uy = B

)
where C, scales as n*, while the van-der-Waals interaction
potential

Cs

Uy = 22, )
shows an even stronger scaling of C; o n!'. One should note
that the precise form of the interaction potentials may become
increasingly complex, especially for interactions between states
with non-zero orbital angular momentum.[''13]" Accordingly,
dedicated software packages for calculating Rydberg atom inter-
action potentials have been developed.'*>] Another deviation
from the simple hydrogen model results arises due to the pres-
ence of additional electrons and protons in every atom of higher
atomic number than hydrogen. Even for alkali atoms, where
the additional electrons form closed shells, the core electrons
will cause screening of the effective potential seen by the outer
electron, which in turn results in deviations from the standard
L behavior. These effects may be handled using quantum de-
fect theory,l!! which effectively corresponds to replacing the
bare quantum number n with an effective quantum number
n* = n—§;, where §, is the so-called quantum defect for states
with angular momentum I. As electron states with low angular
momentum values yield higher probabilities to find the electron
in the vicinity of the core, quantum defects become smaller with
increasing I and as screening always reduces the magnitude of
the interaction energy, they are always positive for atoms.

While the properties and features of Rydberg atoms men-
tioned above are already impressive, their feasibility for applica-
tions in quantum technologies relies on a subtle effect called Ry-
dberg blockade. When an atom is excited from the ground state
toward a Rydberg state via optical excitation, the energy needed
to excite a second atom in its vicinity to a Rydberg state as well
will be modified by the van-der-Waals interaction energy U, 4y
between the two atoms. If this energy separation becomes larger
than the linewidth of the laser used to drive the transition, it will
be impossible to promote a second atom towards a Rydberg state
within a certain blockade radius around the first one. These long-
range Rydberg interactions have been at the heart of many build-
ing blocks such as gates!*®! and qubits!?”! for quantum technolo-
gies based on neutral atoms.[?]

3. Semiconductor Rydberg Systems

Generally speaking, any bound electron system may show a Ry-
dberg series of states. Excitons as hydrogen-like complexes are
prime candidates for investigations of Rydberg physics inside
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a semiconductor environment. Still most experimental studies
focus on ground state excitons and only in few material sys-
tems such as Cu, Ol or TMDCs, 8] observation of Rydberg states
has been reported experimentally. To clarify the reason for this,
we will first discuss the general differences between excitons in
semiconductors and Rydberg atoms and the specific properties
of Cu,O, which render it an ideal material system for semicon-
ductor Rydberg physics.

Also for excitons in semiconductors, the Rydberg energy is
still given by Equation (3). However, compared to atoms there
are two major differences. First, excitons reside inside a medium
that screens Coulomb interactions, so its relative permittivity e,
is larger than 1. Second, while for atoms the masses of electron
and proton differ significantly, the effective masses of the elec-
trons and holes that make up the excitons are of the same or-
der of magnitude and may be significantly smaller than the free
electron mass. Both effects reduce the Rydberg energy for exci-
tons. The reduction due to the effective mass depends strongly
on the band structure of the material. As holes are much lighter
than protons, this effect usually amounts to a reduction by a fac-
tor of at least 2, but may become much larger for materials with
low effective electron and hole masses. The contribution of the
dielectric constant is proportional to the fourth power of the re-
fractive index of the material. For Cu, 0, the material that hosts
the highest observed Rydberg states inside a semiconductor sys-
tem so far, the refractive index is approximately 2.7. Accordingly,
compared to hydrogen, the Rydberg energy is reduced by a factor
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of approximately 53. The effective electron and hole masses of
0.99 m, and 0.58 m, result in a reduced exciton mass of o of
0.366, which corresponds to another binding energy reduction
by a factor of about 2.7. In total, compared to hydrogen, which
features a Rydberg energy of about 13.6 eV, the exciton binding
energy for Cu,O—which is equivalent to the Rydberg energy—is
on the order of 90 meV, which matches the expected reduction
by a factor of approximately 145 well.

As Cu,O is outstanding with respect to the possibility to ob-
serve the Rydberg series in semiconductors, it is worthwhile to
discuss what makes the observation of Rydberg states in semi-
conductors much harder to achieve compared to atoms and
which material properties to look for, if one tries to find other
material systems that might show Rydberg exciton states. To this
end, we will mention principal differences between cold atoms
and excitons and compare the material properties of Cu,O to the
prototypical semiconductor system GaAs. First, one obvious dif-
ference between cold atoms and excitons is simply given by their
surroundings. An atom is an individual entity that may be placed
in vacuum, while the exciton will necessarily exist in a semicon-
ductor surrounding. Accordingly, it is not possible to completely
decouple excitons from their surroundings and they may inter-
act with any kind of carrier or excitation that may be present in-
side the crystal. This includes defects present inside the mate-
rial such as charged impurities or charges that may be present at
the surface of the crystal sample as well as intrinsic excitations
present inside solid-state systems such as phonons. Especially
the latter may contribute to the linewidth of the exciton modes
and result in much faster population dynamics compared to cold
atom physics. Another quite important feature that renders exci-
tons different from cold atoms is that they necessarily constitute
open systems. While the 18 state of an atom usually is the true
ground state of an atom, the electrons and holes that make up the
excitons require excitation of an electron from the valence to the
conduction band. Excitons are thus excited states of the system
that may recombine radiatively. Accordingly, they bear some sim-
ilarity with positronium and they may decay to the true ground
state of the system, where the conduction band is unoccupied.
The latter state is sometimes cautiously called the crystal vacuum.
For some purposes, this is a clear disadvantage compared to Ry-
dberg atoms. For example, one may confine a ground state atom
in space with quite high precision and then go on to create ex-
cited Rydberg states at well defined positions quite easily, while
optically created excitons are usually created at random positions
within the light beam used to excite them inside the material,
which makes it harder to achieve control of their positions. Along
the same lines, it is in principle possible to induce transitions be-
tween different Rydberg exciton states, but the energy required to
do so is usually in the Terahertz range, which is quite demanding
with respect to the light sources one may use and the spot sizes
one may achieve.

On the other hand, Rydberg excitons open up the possibility to
investigate the properties of open systems much more easily as
compared to their atomic counterparts. Along similar lines, also
the typical experiments will look very different in both cases. Due
to the large Rydberg energy of atoms, the individual states are
usually spectrally narrow and the number of states within a typi-
cal tuning range of the lasers involved is small. Accordingly, one
usually identifies one or few states of interest and studies their
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Figure 1. High-energy region of the Rydberg exciton series in Cu,O. The
region between n = 12 up to the band gap is shown.

properties. Excitation protocols may involve using several lasers
simultaneously in order to reach some state of choice via inter-
mediate states. In semiconductors, the Rydberg energy is much
lower, so that the whole spectral range from the 1S exciton to the
band gap may often be covered by a single tunable laser. This ren-
ders systematic investigations across states with several different
principal quantum numbers easy. However, as the different levels
are close in energy and the presence of phonons may introduce
transitions between these states, it is hard to study truly isolated
states and the possible relaxation towards other states and the dy-
namics of such processes always need to be taken into account.

Among the huge number of available semiconductor materi-
als, Cu, O holds a quite unique position with respect to the pos-
sibility to investigate Rydberg exciton states. A typical absorption
spectrum of a thin slab of Cu, O is shown in Figure 1.1 The spe-
cial material properties of Cuprous Oxide make it a very suitable
material for such studies. If one tries to identify different mate-
rials that are suitable for studies of highly excited exciton states,
they should ideally share some of the properties of Cu,O. In the
following, we briefly discuss what renders a material suitable to
host Rydberg excitons.

First, the exciton binding energy of about 90 meV in Cu,O is
much larger than the exciton binding energy of about 4.2 meV
one finds in GaAs, which is often considered as the prototypi-
cal conventional semiconductor for exciton studies. Considering
that the binding energy of the exciton states scales as n~2, there
will be a cutoff in the largest observable principal quantum num-
ber n,,, due to thermal ionization for any finite temperature,

‘max

which is given by

| b
[=~]

nmax ~ k

(©)

HI.

B

Even assuming a rather low temperature of 1.35 K, this means
that states above n = 6 will already be mostly ionized for GaAs,
while n_, will be on the order of 28 for Cu,O. Further, also the
level spacing between adjacent levels of the same n scales with
Eg. Therefore, in materials with small exciton binding energies,
already moderate amounts of inhomogeneous broadening
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Figure 2. Crystal structure of Cu,O. Left: Elementary cell of Cu,O. The oxygen atoms form a bcc sublattice, while the copper atoms form a fcc sublattice.
Both sublattices are shifted by a quarter of the diagonal with respect to each other. Right: Schematic electronic band structure close to the center of the
Brillouin zone including the symmetries of the bands. The transitions between the two valence bands and two conduction bands result in four series of
excitons, called yellow, green, blue and violet series, respectively. Adapted with permission.[é] Copyright 2014, Springer Nature.

caused by strain, defects or other sample inhomogeneities will
wash out the higher resonances. Another reason why Cu,O is
an ideal system for the observation of highly excited Rydberg
states is given by its peculiar band structure, which is depicted
in Figure 2 along with the parities and symmetries of the bands.
The latter are given by the irreducible representations of the
relevant point symmetry group O, for Cu,O, which correspond
to all operations that map a cube onto itself.'”] The band
structure shows several exciton series in the visible regime.
However, for investigations of Rydberg states, we will focus
mostly on the lowest energy series, which is the so-called yellow
series.

The two highest valence bands of T} and T symmetry
originate from Cu 3d electrons and taking the crystal field and
spin-orbit coupling into account, respectively, while the lowest
conduction band of I'; stems from Cu 4s electrons.[?>?!] Accord-
ingly, Cu,O is an example for a material, where electrons and
holes do not only originate from the same ion, but the valence
and conduction band states also share the same parity. There-
fore, direct dipole transitions between these bands are forbidden.
Transitions toward hydrogen-like exciton states, however, offer
the angular momentum of the relative motion between electron
and hole as an additional degree of freedom, so excitons with a P-
envelope may be excited via direct dipole transitions. As P-states
exist only for n = 2 and higher principal quantum numbers, this
has the peculiar consequence that there is no dipole emission
from the lowest energy exciton states with n = 1. This state shows
quite special properties. Due to the small spatial extension of the
excitons, so-called central cell corrections need to be taken into
account, which results in an enhancement of its binding energy
to about 150 meV and therefore deviations from the typical
hydrogen-like spectrum.[?22°] Further, the 1S state is split into a
threefold degenerate orthoexciton state and a paraexciton state,
where the former is shifted to higher energy by approximately
12 meV due to exchange interaction.[?] Optical transitions from
the orthoexciton are quadrupole-allowed, while optical recombi-
nation processes from the paraexciton state as spin-triplet state
are forbidden up to all orders. Thus, the lowest energy exciton
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state in the system is a dark state. With respect to the ability
to observe highly excited states, this is an important advantage
compared to many other semiconductor materials. Short-lived
lowest-energy states usually show very bright and spectrally
broad emission. In real experimental spectra this may result in
Rydberg state absorption showing up only as small features on a
huge background arising from the n = 1 state, while its absence
makes it much easier to observe the Rydberg states in forbidden
direct-gap semiconductors such as Cu,O. Still, a different kind
of background exists even for most forbidden direct-gap systems:
Phonon-assisted transitions to the 1S states are still possible if
phonons of matching parity exist in the system. For Cu,O, the
most relevant phonon is the optical T';-phonon at an energy of
13.6 meV.[?728] Phonon-assisted transitions to the 1S excitons of
the green and yellow series are possible and form a continuous
background on which the series of Rydberg exciton states resides.
A typical full spectrum of Rydberg resonances including the most
important contributions to the phonon background is shown in
Figure 3. As can be seen clearly, the Rydberg exciton resonances
show a characteristic asymmetric line shape that corresponds to
a Fano resonance. This peculiar line shape is caused by interfer-
ence between absorption to the spectrally narrow exciton states
and the continuous phonon background. The individual absorp-
tion lines are described well by the typical asymmetric Fano
lineshape!?’]

Fz_n + zqn(E - En)
@, (E) = A, —F—, )
(%) +E-Ep
where A, denotes the resonance amplitude that is proportional
to the oscillator strength, T, represents the linewidth of the nP
state and E,, is the resonance energy, which does not necessarily
coincide with the peak of the resonance due to the asymmetry
that is described by the asymmetry parameter g,,.
Further, it is worthwhile to discuss whether it is sufficient to
consider bare excitons in optical experiments or whether they
actually need to be treated as polaritons. For dipole transitions
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Figure 3. Full spectrum of the Rydberg exciton series in Cu,O including
the phonon background. The most important contributions to the back-
ground arise from I';-phonon assisted transitions to the 1S excitons of
the green and yellow series, respectively. The resonances acquire a typi-
cal Fano lineshape due to interference between absorption to the discrete
modes and the continuum of background modes. Note on the low energy
side of the spectrum the quadrupole transition to the 1S exciton with an
extremely narrow linewidth in the peV-range.

toward exciton states, contradicting theoretical predictions have
been presented, ranging from exciton spectra that show clear
polariton splittings for almost all principal quantum numbers‘!
to the prediction that polariton effects are negligible for principal
quantum numbers below 29 and therefore polariton splittings
should not be observable in experiments.?!l So far, no experi-
mental signatures of a polariton splitting in experimental trans-
mission spectra on dipole transitions have been observed, which
implies that for P-excitons polariton effects are relevant only for
principal quantum numbers larger than those usually encoun-
tered in experiments. However, it should be noted that actually
two kinds of polaritons may exist.*?) For experiments such as
transmission experiments, where polaritons with a fixed energy
are created, the criterion for the occurrence of polariton effects is
given by the spatial coherence of the polaritons. On the contrary,
in experiments, where polaritons with a fixed wavevector are cre-
ated, for example, using two-photon absorption, the criterion for
the occurrence of polariton effects is given by temporal coherence
of the polaritons. Temporal coherence is usually much easier to
accomplish in experiments than spatial coherence. Accordingly,
although polariton effects do not seem to play a prominent role
in transmission experiments on P-excitons, they clearly need to
be taken into account in experiments based on sum frequency
generation or quadrupole transitions.?334 As an example for
the latter, note that for the 1S orthoexciton and the paraexciton
in magnetic field polariton propagation beats were observed
despite the small oscillator strength from the quadrupole tran-
sition, which was counterbalanced by their superior coherence
properties.

For systems, where polariton effects become relevant, sev-
eral intriguing effects based on the coherence between the light
field and the excitons have been proposed including self-phase
modulation[**] and Franz—Keldysh oscillations.3®] However, none
of them have been observed in experiments so far, which again
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Figure 4. Rydberg exciton spectrum close to the band gap at a low tem-
perature of about 50 mK. Note that the total spectral range shown here
amounts to 100 eV only.

implies that polariton effects are of limited importance for P-
excitons in Cu,O. Still it may be very worthwhile to look for these
effects in other material systems that give rise to Rydberg exci-
tons.

4. Rydberg Exciton Interactions

As discussed before, the presence of phonons also plays a
decisive role for the highest principal quantum number one
may observe in a system. It provides a temperature-dependent
upper limit according to Equation (6). At 1.7 K one may expect
to see Rydberg exciton states up to n = 25, which matches the
observations in experiments using standard bath cryostats well.
Experiments in dilution cryostats that are able to achieve tem-
peratures in the millikelvin range are therefore very interesting
in order to observe states of even higher principal quantum
number. A typical spectrum taken at a temperature of 50 mK is
shown in Figure 4. It is apparent that the resonances become
more clearly defined and n__, increases to about 28 at this
significantly lowered temperature.

However, considering solely the limit to n,, given by thermal
ionization, one would expect to find resonances up to about
n = 145 in the spectrum at this temperature. As this difference
is quite large, this observation implies that other mechanisms
exist, which limit the stability of high-n states so that they smear
out and merge with the continuum. This result is highly inter-
esting as due to their large spatial extent Rydberg excitons are
prime candidates for semiconductor-based precision sensing.
The mechanisms that reduce the absorption toward Rydberg
exciton states open up the possibility to study their interaction
mechanisms both with each other and other particles in detail.
As it turns out, two very different interaction mechanisms arise:
First, Rydberg excitons show significant interactions with free
carriers present in the system. Their presence results in a band
gap shift that is decisive for n,,,, especially for non-resonant
excitation of the system. Second, the interaction between differ-
ent Rydberg excitons is quite large, so that the energy required
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to create a second exciton in the vicinity of one that already
exists becomes modified by their interaction energy. This en-
ergy shift may become larger than the linewidth of the laser
used for excitation which results in vanishing absorption to
the excited exciton state. This effect is termed Rydberg exciton
blockade in full analogy to the similar mechanism well known
from cold atoms and is most decisive for resonant excitation
of the system. In the following we discuss both mechanisms
in detail.

4.1. Plasma Blockade

It is well known that semiconductor systems show a smooth
transition from an excitonic insulator phase toward an electron—
hole plasma with increasing exciton density.’”38] This transi-
tion usually occurs at the Mott density, where the mean car-
rier separation becomes comparable to the exciton radius. The
Mott transition has been studied in quite some detail for 1S
excitons in several materials by means of photoluminescence
experiments.?*2l However, these yield only limited information
due to the peculiar nature of the Mott transition.

While the Mott transition may be considered as the equivalent
to ionization of Rydberg atoms, one should clearly point out the
differences between them. For atoms, the relevant experimen-
tal reference energy is that of the 1S state, which is located one
Rydberg energy below the ionization continuum. Standard ex-
periments investigate transitions between the ground state and
some excited state. In the presence of screening, the binding en-
ergies of Rydberg states are reduced and both the ground and
the excited state shift closer to the ionization continuum. The
energy difference between the ground and the excited state be-
comes reduced as well, so effectively the excited state suffers a
redshift. For excitons, however, the situation is quite different.
The ground state of the system is not the 1S exciton, but the
empty crystal devoid of any excitons. Here, optical excitation di-
rectly creates Rydberg exciton states, so the relevant reference
energy is the valence band energy, which plays the role of the
1S state of atoms in atomic physics. Accordingly the conduction
band energy is the equivalent of the onset of the ionization con-
tinuum and the band gap corresponds to the energy difference
between the ground state and the continuum. The onset of the
Rydberg exciton series will be located one exciton binding energy
below the band gap. Therefore, the 1S exciton state is already the
first excited state of the system. Accordingly, in strong contrast
to the case in atomic physics for a constant band gap the reduc-
tion of the Rydberg state binding energies caused by screening
would actually result in a blueshift of the energy levels of the Ry-
dberg exciton series relative to the valence band. However, the
situation is even more sophisticated. Screening also effects the
energy of the electron bands and accordingly the band gap be-
comes reduced, which in turn results in a redshift of the Ryd-
berg exciton states. It is a very peculiar feature of semiconductor
physics that when all many-body effects that renormalize the en-
ergy levels, such as phase space occupation, exchange self-energy,
dynamical self-energy correction and the screening of the effec-
tive potential are taken into account, all of these effects compen-
sate each other such that the exciton lines initially do not shift or
broaden at all.*3*] In fact, for most materials, energy shifts and
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Figure 5. Absorption spectra of Rydberg excitons at 1.35 K in the presence
of an additional cw pump beam at an energy of 2.2 eV. The top trace shows
the bare absorption in the absence of any pump beam. Dashed lines rep-
resent the continuum absorption and the Urbach tail-like background ab-
sorption below the band gap. Arrows identify the position of the band gap.
Traces are shifted vertically for clarity. The zero-energy position of the x-axis
corresponds to Eg,,, = 2.17208 eV. Adapted with permission.!*¢! Copyright
2018, American Physical Society.
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spectral broadening of exciton states appear only very close to the
Mott transition, where the band gap approaches the exciton line.
This renders experimental investigations of band gap renormal-
ization a highly non-trivial problem that usually requires a line
shape analysis based on theoretical models. Techniques such as
angle-resolved photoelectron spectroscopy that directly measure
the momentum-resolved band energies are applicable, but usu-
ally yield a rather coarse resolution.*!

Interestingly, it is exactly this insensitivity of exciton lines to
the presence of a surrounding plasma that opens up the possi-
bility to monitor band gap renormalization using Rydberg exci-
ton states with good spectral resolution.[*® Just like ground state
excitons, Rydberg exciton lines do not shift or broaden signifi-
cantly unless the band gap energy approaches the exciton energy.
At this point, the excitonic resonance begins to become smaller
in magnitude and finally vanishes completely when the band gap
crosses the resonance and the exciton becomes ionized. Here, its
oscillator strength becomes redistributed to the continuum. Ac-
cordingly, it becomes possible to identify the band gap energy at
the discrete points where it crosses exciton resonances. As the
plasma density required to ionize an exciton state is known to
scale as n™*, this opens up the possibility to gain systematic in-
sights into the Mott transition and band gap renormalization with
high spectral resolution.

Figure 5 shows absorption spectra of a Cu,O crystal slab with
a thickness of 30 pm at a temperature of 1.35 K from n = 10 up to
the band gap. The topmost trace shows the bare Rydberg series
absorption spectrum measured using a frequency stabilized dye
laser. One can clearly identify the onset of the band gap as the
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Figure 6. Upper panel: Highest observed principal quantum number (red,
left abscissa) and band gap shift (blue, right abscissa) versus pump power.

The experimental data follows the scaling laws of p;ho.zs and pg“f, respec-

tively expected from theory. Lower panel: Experimentally determined rel-
ative oscillator strengths (dots) of Rydberg excitons in the presence of a
plasma for n =15, 17, and 19. Lines correspond to theory results based
on a modified Bohr radius determined via a variational approach. Adapted
with permission.[*6] Copyright 2018, American Physical Society.

region where the spectrum begins to become approximately
flat. A second frequency-stabilized dye laser set to an energy
approximately 28 meV above the bandgap is used to optically
inject free electrons and holes into the system. The correspond-
ing absorption spectra are also shown in Figure 5. Here the
optical power increases from top to bottom and the range of
applied power densities lies between 50 and 120 mW/mm?.
Surprisingly, already for the lowest pump powers, the absorption
of the exciton states decreases. With increasing pump power, an
increasing number of exciton lines vanishes completely, starting
from the states with highest principal quantum number. For
the strongest pump, states above n = 12 are not observable in
the experiment. As states disappear when the band gap crosses
them, this establishes an unambiguous connection between the
pump power and the corresponding band gap shift.

Figure 6 shows the key results one may gather from these spec-
tra. The upper panel shows the band gap shift and the maximum
observable principal quantum number for the different pump
powers. The lower panel shows how the oscillator strengths of
three selected exciton lines decrease in response to the shifting
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band gap. Within experimental accuracy of about 1 ueV no no-
table changes of the exciton energies or linewidths occur. This
immediately shows that the reduced oscillator strength of the
exciton resonances is not related to scattering processes with
the plasma. The reduced lifetime that accompanies such pro-
cesses would result in a significant broadening of the resonances.
The results rather point toward changes in the excitonic enve-
lope functions via plasma dressing. Such effects are well known
from atoms.[**8] Another experimental observation indicating
strongly that incoherent scattering between the excitons and the
plasma is not a significant effect is the continued presence of
the intermediate peaks between two Rydberg exciton resonances
even in the presence of a plasma. These resonances correspond to
a coherently driven V-type system consisting of two Rydberg exci-
ton states connected to the same ground state.[*”) Any dephasing
introduced by incoherent scattering between excitons and free
carriers would prevent excitation of these coherent superposition
states. Instead these intermediate resonances continue to exist
until the band gap reaches the higher-energy resonance, which
shows that initially there is no dephasing due to incoherent scat-
tering with the plasma.

For Cu,O the plasma density at which the Mott transition
occurs for the 1S exciton is well known and amounts to 3 x
10 c¢cm~. Obviously, the similar vanishing of Rydberg reso-
nances takes place at much lower plasma densities. Relating the
pump powers observed in the experiment to plasma densities p,;,
inside the sample directly is a non-trivial task, but it is possible
to give at least some estimates.[*®! For the experimental results
shown here, the plasma density is quite small. One may treat
the electron-hole plasma within the framework of classical non-
degenerate Debye theory. Here, the correlation part of the chem-
ical potential A}, approximates the band gap shift A well. Its de-
pendence on plasma density and temperature will therefore allow
one to establish a connection between the plasma density and the
number of resonances observable in experimental spectra. A is
given by

Ke?

Ap=- ®)

4reye,

where k represents the inverse screening length. An electron—
hole-plasma is a two-component plasma, where the electron
and hole subsystems may have different temperatures, T, and
T,, which in turn may both be different from the lattice tem-
perature. Considering an effective screening temperature T.' =
(T7' + T;")/2, the inverse screening length for a two-component
plasma is given by

zpehez
= — )

€€y kB Tsc

Accordingly, for constant temperature —A, is expected to scale
as \/p_eh One may assume that an exciton line should vanish
into the continuum when the chemical potential shifts the band
gap below the energy resonance. As the binding energy of the
Rydberg states scales as n™2, one expects the critical plasma
density p,, .(n) at which the exciton states merge into the contin-
uum to scale as n~*. One may then convert the experimentally
applied pump powers to the plasma densities used in theory via
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a set of rate equations. As a result, the scaling law predictions
agree well with experimental data as shown in the upper panel
of Figure 6. As a second experimental signature one may also
compare the oscillator strength f, (1) of the different Rydberg
exciton states in the presence of a plasma to the experimentally
determined values shown in the lower panel of Figure 6. For
P-excitons, the oscillator strength depends mostly on the slope
of the exciton envelope wave function at vanishing separation
between electron and hole:

a P
fosc(n) x (%L:O) == L

- ’
3ﬂa2n5

(10)

which in turn depends only on the principal quantum number
and the exciton Bohr radius a;. In the low plasma density limit
considered here, it is sufficient to consider that the hydrogen-
like exciton wave function gets modified in the plasma-screened
Coulomb potential. Using a variational approach, one finds that
the effective exciton Bohr radius ay . in the screened potential
becomes larger compared to the bare exciton Bohr radius.
In order to incorporate the effect that the resonances do not
show observable shifts, one may assign new effective quantum
numbers n.¢ to the resonances, such that their energies remain
unchanged. The values of both a; ¢ and n.; are shown in the
lower panel of Figure 7. a; .« increases already for low plasma
densities, reflecting the spatial exciton extension becoming
larger in the screened potential. In contrast, n. shows only
small changes at low plasma densities, but diverges close to the
point of ionization, where the band gap reaches a resonance.
Assuming that the screening leaves the symmetry of the exciton
states mostly intact, so that Equation (10) is still valid, it is
this divergence of n.; that contributes strongly to the reduced
oscillator strength of the exciton resonances. The lower panel of
Figure 6 shows the expected oscillator strength dependence on
the band gap shift for several principal quantum numbers. The
results are clearly in good agreement with experiment.

Besides that, the theory allows one to gain some deeper
insights into the material system at hand. First, as shown in
the upper panel of Figure 7, at 1.35 K, for the n =25 state
Penc(25) &~ 1072 ym™>, which is eight orders of magnitude below
the comparable 1S exciton Mott density. This density corresponds
to a screening length of about 1.6 pm and a total band gap renor-
malization of about 150 peV. Still, this small band gap shift and
the plasma densities required to achieve it may be resolved well
in experiments by finding the energies, where the absorption
spectrum transforms from the Rydberg exciton series located
on a smoothly increasing background into a flat absorption
spectrum without pronounced resonances for each pump power.
Therefore, Rydberg states open up the possibility to investigate
even tiny band gap shifts with excellent spectral resolution.!’!
Second, in order to achieve reasonable agreement with the exper-
iment, one has to distinguish between the band gap shift caused
by non-resonant pumping and the intrinsic band gap shift that
arises due to the presence of charged impurities. The latter may
be considered as an offset that is always present and corresponds
to an uncompensated carrier density of 0.01 pm~3. Although this
is not a huge number and may vary slightly across different sam-
ples and even different sample positions, it turns out that this
small contribution results in band gap shifts on the order of 100
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Figure 7. Upper panel: Correlation part of the chemical potential versus
plasma density for T,. = 1.35 K and T,. = 10 K. Horizontal lines corre-
spond to binding energies of selected Rydberg exciton states. Line cross-
ings correspond to the critical plasma densities required to ionize the
states. Lower panel: Effective principal quantum number ngg (full lines)
and effective exciton Bohr radius ag . (dashed lines) versus the corre-
lation part of the chemical potential for several n. The upper abscissa
shows the corresponding plasma density for a plasma temperature of 5 K.
Adapted with permission.[*6] Copyright 2018, American Physical Society.

150 ueV that are sufficient to ionize resonances above n = 25 to
n = 28. Accordingly, it is indeed the density of impurities present
within the sample that gives the upper limit for the observable Ry-
dberg states in Cu,O. Another question is whether a mean-field
approach such as applying Deby theory is the correct description
for an extremely dilute plasma at densities at which one neverthe-
less already observes changes of the band gap energy. If the zero
density shift is indeed caused by charged impurities, an alternate
description might be that the electric fields by these charges
lead to a tilting of the Coulomb potential between electron and
hole by which the highly excited states above n = 25 can disso-
ciate through tunneling and they become in effect located in a
continuum.’1>2]

4.2. Rydberg Blockade

Besides the interaction between Rydberg excitons and free
carriers, also the interaction between different excitons is highly
interesting as the large spatial extension of Rydberg exciton states
also enhances the exciton—exciton interaction significantly. For
1S excitons, exciton—exciton interactions are usually rather small
and may be described in terms of zero-range collisions.>3! In
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this case, exchange interaction terms become dominant and
the direct Coulomb interaction becomes negligible. For highly
excited states the relative importance of these contributions
may become reversed.’*! From a fundamental aspect, this is
very interesting as exciton interactions become long-ranged and
depend on the relative distance between two excitons. Probably
the most interesting effect resulting from such long-range
interactions!'! is the so-called Rydberg blockade.l?! In the pres-
ence of an exciton, the energy required to excite a second exciton
directly next to it will be modified by the interaction energy
between these two excitons. Due to the long-ranged nature of the
interactions, this energy shift will acquire a spatial dependence.
Accordingly, whether a second exciton may be excited in the
vicinity of the first one becomes a question of the spectral width
of the light field used to create them. If at some position the
spectral shift due to interactions becomes so large that there is
no overlap with the spectrum of the light source, excitation of a
second exciton becomes impossible. This effect is the Rydberg
exciton blockade. In the limit of a light source that is spec-
trally narrow compared to the linewidth of the Rydberg exciton
states, the blockade condition becomes simplified. Assuming
isotropic interactions, one may define an exciton blockade radius
Rc(n) around an exciton, inside which the interaction energy
becomes larger than the linewidth I, of the respective states
and no further excitons of the same quantum number can
be created. The corresponding blockade volume is given by
Vy = SxRc(n).

Identifying Rydberg exciton blockade in experimental spectra
is a highly non-trivial task. A prominent experimental signature
of non-linear interaction-induced effects is the redistribution of
oscillator strength from the resonances towards other parts of the
spectrum for different optical excitation powers P;, which man-
ifests in the power-dependent absorption signal a(E, P;). For ab-
sorption directly at the resonances, the absorption a,(E) = «(E, 0)
of the unexcited crystal should show the highest obtainable ab-
sorption. Each exciton present within the crystal will now reduce
the space, where further excitons may be excited by one blockade
volume. Accordingly, for an exciton density py, the absorption is
supposed to scale as a(E, P;) = a,(E) — py V. The exciton den-
sity itself is given by the product of the absorption «(E, P;), the
laser power P; and the exciton lifetime 7, which scales as the
a(E,P)P,

——LL Introducing the blockade ef-

inverse linewidth, so py « -
n

“"FVB , which quantifies how efficiently the presence

n

of excitons prevents excitation of further excitons, results in the
following simple form for the power-dependent absorption:

ficiency S, «

@(E)
alEP) = T35
n- L

(11)
The scaling of S, with the principal quantum number provides
a clear signature that may be tested in experiments. It is worth-
while to discuss the scaling laws of the three terms that make up
S, individually. The linewidth I, is expected to scale as n=3 for
n>> 1. As can be seen from Equation (7), &, scales as the ratio of
the oscillator strength to the linewidth. As both are expected to
scale as n~3, a, is approximately expected to show no scaling with
n. The most relevant term is the scaling of the blockade volume
Vp with n as it depends directly on the nature of the exciton-
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exciton interaction. As a reasonable approximation, the scaling
laws for non-resonant or resonant dipole interactions between
atoms introduced in Equations (4) and (5) apply to excitons as
well. For large exciton separations, non-resonant dipole-dipole
interactions between excitons will be most prominent. While
exact diagonalization of the dipole-dipole interaction potential
V.4 vields the strength of the interaction,> perturbation theory
may be applied to derive the scaling of the interaction in a more
approachable manner. Using non-degenerate second-order
perturbation theory, the contribution of non-resonant dipole—

[(Vaa)I*
A,

dipole interactions is proportional to , where A, gives

the energy difference between adjacent ddipole-allowed states.
It scales as n~3. The interaction potential itself is proportional
to the product of the dipole moments of the excitons involved,
which scale as n? each, and falls off with the third power of the
distance between them: V,, oc 2E2. Accordingly, one arrives at
the following scaling for the van-der-Waals-type non-resonant
dipole—dipole interaction:

i\2
v (%)
dd R

— X

Evdw(n) & 4 n-3

(12)

For smaller exciton distances, the dipole-dipole interaction
may become comparable to the energy separation between
different exciton levels. In this case, a Forster-type resonant
dipole—dipole interaction might become important. This kind of
interaction will result in contributions to the interaction energy
that scale as (V). Accordingly, one expects these contributions
to scale as:

Gt

Ep(n) « Vg g

(13)

For any interaction that may be brought into such a power
law form of arbitrary power k, the blockade radius, where the
interaction energy exceeds the linewidth of the resonance, is
then given by

1
C\*
- (2)

Interestingly, it scales as ns for both van-der-Waals and Forster-
type interactions. As a consequence, V, will scale as n’ for
both dipole—dipole interactions, which results in a characteristic
scaling o« n!® of the degenerate blockade efficiency S,, where
a single laser is used which acts simultaneously as the pump
and the probe beam. One may now compare this scaling law
to the changes of the experimental spectra observed for varying
pump powers. Typical power-dependent absorption spectra
measured using a narrow single-mode dye laser are shown in
Figure 8. Clearly, the high-n resonances quench completely
at large pump powers, while for intermediate n the oscillator
strength is reduced, but does not vanish completely.

The integrated peak areas of the individual resonances are pro-
portional to the corresponding oscillator strengths and may be
fitted to Equation (11) to determine the blockade efficiency S,. A
set of such fits is shown in Figure 9.

(14)
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Figure 8. Transmission through a Cu,O sample with a thickness of 34 ym
at varying pump powers. As Rydberg blockade sets in, the oscillator
strength of the resonances becomes reduced. States of large n are effected
stronger and already at lower pump powers.
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Figure 9. Oscillator strength of the individual Rydberg exciton resonances
for varying laser pump powers. The onset of degenerate blockade may be
identified by the reduction in oscillator strength and occurs at different
pump powers for different resonances. Solid lines fit Equation(11) and
give a rough estimate of the blockade efficiency. Note that Equation (11)
is only expected to be valid close to the onset of blockade up to a reduc-
tion in oscillator strength of at most one order of magnitude. For higher
pump powers, non-linear effects and additional effects due to the pres-
ence of other excitons and free electrons and holes become non-negligible.
Adapted with permission.[®] Copyright 2014, Springer Nature.

However, it should be noted that Equation (11) takes only
blockade effects into account. As Rydberg excitons reside inside a
semiconductor system, several additional effects such as interac-
tions with other excitons, free carriers and phonons, non-linear
effects, or formation of correlated exciton complexes may arise.
Accordingly, the fit is expected to describe only the onset of the re-
duction of oscillator strength up to a reduction of about one order
of magnitude at most. The blockade efficiencies for the individ-
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Figure 10. Blockade efficiencies determined from the fits shown in Fig-
ure 9. The solid line is a power law fit to the data, which yields an exponent
of 10.09 + 0.93 in reasonable agreement with the expected n'® scaling law.
Adapted with permission.[®] Copyright 2014, Springer Nature.

ual principal quantum numbers as estimated from these fits are
shown in Figure 10 on a double-logarithmic scale.

The solid line corresponds to a power law fit that gives an ex-
ponent of about 10.09 + 0.93 in accordance with what is expected
in the presence of Rydberg exciton blockade. This result hints
at the fact that in contrast to ground state excitons, dipole-type
interactions are important when considering highly excited
Rydberg excitons. However, the scaling law does not reveal
whether resonant or non-resonant interactions are dominant.
In order to investigate this question in detail, one has to per-
form non-degenerate blockade experiments, which investigate
the interactions between Rydberg exciton states with different
principal quantum numbers. In that case one expects different
scaling laws for the blockade of states with n larger or smaller
compared to the pumped Rydberg exciton state. The scaling laws
and line shapes in such experiments carry more detailed infor-
mation about the underlying interactions. The details go beyond
the scope of this review, but the main result of such experiments
is that non-resonant van-der-Waals-type interactions yield the
dominant contribution to interactions between Rydberg excitons.

Therefore, it makes sense to investigate these interactions on
a more detailed level. One may consider a pair of excitons i and
J, where each is located at a center-of-mass position R and R,
respectively and the relative positions of the electrons and holes
making up the excitons are given by 7, and 7. The individual ex-
citon states may be described by the standard quantum numbers
n, 1, and m, so their states are given by |n;, I, m;) and |n;, [, m;),
respectively. A schematic representation of the geometry used to
describe the systems is shown in Figure 11. In general, the total
interaction potential is given by the sum of the mutual Coulomb
interactions between all electrons and holes that make up the
excitons:

2
v = £ 1 o, v 1)
areoe \ [ =l n)=r)l A= )=

(15)
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Figure 11. Sketch of an exciton pair. The individual excitons are labeled

iandj and consnst of electrons at positions r ) and r ) and holes at the

positions rh ) and 7 r ). The center-of-mass positions of the excitons are de-
noted by R; and RJ The z-axis of the system, which is also the quantization

axis is chosen to coincide with the distance vector R; — R; between the two
excitons. Adapted with permission.[>4] Copyright 2018, American Physical
Society.

While for small exciton separation, the direct Coulomb interac-
tion becomes small compared to the contributions by exchange
interaction, here we are interested in the regime, where the exci-
ton distance R;; = IR, — ﬁjl is so large that exchange interactions
and charge overlap interactions may be safely neglected. This is
the case, if R; exceeds the Le Roy radius R;z/"":

1 1
RLR =2 <(ni, li’mi|r2|ni’ m, li>2 + <n’]r lj; le|7’2|nj’ r”jr l]>2> . (16)

Then the interaction may be rewritten in terms of a series of in-
verse powers of Ry

i, UlL(
V= Z R" Zf Rl+L+l (17)
Here, Uy, is given by
—1)'4
UL 7) = #n’ .
@+ 1)2L+1)
I+L I+ L s N
<2 (l N m) ( o m) Y, ()Y, 18

where Y),, are spherical harmonics defined with respect to the
axis that connects the centers of mass of the two excitons.
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At large distances, the dipole-dipole term corresponding to
| = L = 1 usually results in the dominant contribution and is ap-
proximately given by:

vid € <ﬁ _3ER)ERy) RU)) (19)

3 5
4reye€, Rij Rij
One may now expand the interaction Hamiltonian in an exci-
ton pair product base |s;, 5;) = |n;, I, m;; n;, L, m;) composed of the
single-exciton states. This Hamiltonian consists of the sums of
the single exciton energies as the diagonal terms and the off-
diagonal coupling terms (s;, s;| V¥ |s:sj’,). One may then diagonal-
ize the resulting interaction Hamiltonian for any given exciton
distance R;;. Within this approach the quantization axis may be

chosen to be aligned with Ry If one neglects the influences of the
reduced crystal symmetry,>! this choice results in the total angu-
lar momentum M = m, + m; being a good quantum number for
the exciton pair states. Thus, one gets a series of potential curves
for the different values of |M|.

Considering for simplicity only interactions between particles

in the same single-exciton states of fixed I, one finds that there
will be in total 21 + 1 different possible values | M| for the exciton
pair state and each of these (I, |[M|)-manifolds will contain 21 +
1 — | M| states. This full treatment may be simplified further if
the magnitude of interactions becomes small compared to the
energy difference of the relevant energy levels:
(Isi 51 VOIS << |E; + E - E — E| (20)
In this case, there will be no resonant coupling to other exciton
pair states that scales as Rif and only non-resonant coupling be-
comes important. It can be treated in terms of degenerate second-
order perturbation theory using an effective Hamiltonian:

2 y y

¢ VO |a){a| VO
HvdW = Z 5
dzeye, R lYEM o«

T
G
= 2 e lmul. (21)
o

This operator acts only within the degenerates subspaces M =
{Is;s;)} of initial two-exciton states of fixed | and M at energy E,,,
while the sum runs over the intermediate two-exciton energy lev-
els |a). 8, is the Forster defect, which is the energy difference
between the exciton pair state « and the individual exciton states:
6, = 2E,, — E,. Note that the two-exciton eigenstates |u) do not
depend on the distance R; anymore and may be composed out
of several pair states |[s;, 5;). One may now diagonalize Equation
(21) in each subspace (I, |M|) and finds that the C,-coefficients
depend on the angular quantum numbers, but all of them show
a general scaling law with # that may be described well by the
following relation:

Cs(n) =n"(cy + cyn+ c,n). (22)
Here, each set of angular quantum numbers will correspond to
an individual set of coefficients ¢,, ¢; and ¢, as given in Table 1.
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Table 1. nP-nP asymptotes sorted by the quantum number M and their
corresponding approximate asymptotic wave functions obtained by fits in
the range from n = 12 to n = 25. The van-der-Waals coefficients are given
by Ce(n) = n'(cy + ¢1n + c,n?). Adapted with permission.l>*l Copyright
2018, American Physical Society.

M| composition of nP-nP o [2eV pm®] ¢, [aeV umP] ¢, [aeV um®]
asymptote | u)
2 |”” 3.266 0.946 ~0.17
nll
1 (|n10 n11
1 ((m ’”10 ) 15.209 2.175 —0.039
1 n10 nll
- (lnﬂ +’n'|0 ) —9.287 0.177 ~0.004
nl—1 nll
0 -0252 <| o R ) 21.209 3.001 ~0.054
n10
+0.934|n10
- (”1‘1 - nl ~8.980 ~0.053 0.0002
V2 nll nl—=1
o oser(|" oy MM ~11.358 0.158 ~0.004
: nll nl—1 : : :
n10
+0A356|'ﬂO

The interaction coefficients seem to be quite small and are
mostly in the aeV to zeV range. However, the strong n'!-scaling of
the Cg-coeflicients explains that the van-der-Waals interaction is
simultaneously very important for Rydberg exciton interactions
and negligible for the ground state interactions typically encoun-
tered in most materials. For the experimentally most relevant
nP-nP asymptotes, six different interaction potentials U arise for
the different values of | M|. They are shown for selected principal
quantum numbers in Figure 12.

Their shape provides some additional insights into Rydberg ex-
citon absorption spectra in the blockade regime. First, not all of
the interaction potentials are repulsive, but some of them may be
attractive as well. This explains some of the features seen in differ-
ential transmission spectra for non-degenerate blockade experi-
ments. In contrast to the degenerate blockade experiments inves-
tigated before, such experiments introduce two different lasers
in order to separate the pump and probe processes. The strong
pump laser is spectrally tuned to some state of interest, while the
weak probe laser is scanned across the whole absorption spec-
trum in order to monitor the transmission of the crystal. If the
pump laser is modulated at a certain frequency, the transmitted
pump beam will show a frequency component that is directly pro-
portional to the difference of the probe transmission signal in the
presence and in the absence of the pump beam. One may single
out this frequency component using lock-in detection. The re-
sulting signal is then directly proportional to the changes intro-
duced by the pump beam and a sensitive probe for pump-induced
blockade effects. One example for such a differential transmis-
sion spectrum is shown in Figure 13.

In this figure, positive signals correspond to a pump-induced
increase of the probe beam transmission, which is the expected
effect when blockade is present. Negative signals correspond to a
pump-induced reduction of the probe beam transmission which
is usually caused by enhanced absorption. Increased scattering of
the pump beam would also result in negative signals. The signal
shows several interesting features.
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Figure 12. Asymptotic nP-nP Van der Waals interaction potentials for exci-
ton pair states for selected n and different total angular momentum quan-
tum numbers |M|.1>4] Dashed lines indicate the interaction strengths re-
quired to exceed the line widths of the corresponding nP-states. Adapted
with permission.[>*] Copyright 2018, American Physical Society.
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Figure 13. Differential probe transmission signal for different pump beam
powers. The signal corresponds to the difference between the transmis-
sion signals in the presence and in the absence of the pump beam and di-
rectly represents the pump-induced changes. Positive signals correspond
to increased transmission and correspond to blockade. Negative signals
correspond to enhanced absorption.
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First, the large positive signals at the peak positions that arise
for large pump powers again demonstrate that the presence of
the pump beam reduces the oscillator strength at the resonance
peak positions and blockade is taking place. However, the sig-
nal also shows that simultaneously the probe beam absorption at
energies away from the resonance energies becomes enhanced.
This is not surprising per se as the total oscillator strength of the
system should be conserved. However, it is remarkable that the
differential signal away from the resonances is rather broad and
does not show narrow spectral features and that there is a redis-
tribution of oscillator strength both to the high and low energy
sides of the Rydberg exciton peaks. Both results agree well with
what is expected if exciton blockade takes place in the system. As
discussed before, there are both attractive and repulsive van-der-
Waals interaction potentials, depending on the value of | M| of the
exciton pair. Accordingly, it is expected that exciton pairs of dif-
ferent compositions may be excited on the high and low energy
side of the resonances, respectively.

Next, the van-der-Waals interaction depends strongly on the
distance between excitons. Here, a fundamental difference to
cold atoms arises. In contrast to atoms, where in blockade exper-
iments all atoms already preexist typically at well defined posi-
tions, in non-degenerate exciton blockade experiments the probe
beam will create the second exciton at some distance from a pre-
existing exciton created by the pump beam. Accordingly, there
is no fixed energy shift for the second exciton to be created, but
for any probe beam energy within the range of the van-der-Waals
interaction potential around the resonance energy, there will be
a preferred distance from the initial exciton, where the second
exciton may be created. This results in a quite broad and feature-
less spectral distribution of the enhanced absorption towards ex-
citon pair states. Strictly speaking, the excitons we consider are
delocalized over the whole bulk crystal. Accordingly, it would also
be more appropriate to consider the exciton pair as a delocalized
state of two excitons with well-defined spatial correlations. Inter-
estingly, this opens up the possibility to control the spatial cor-
relations between excitons by choosing the energy of the second
beam appropriately. Therefore, the Rydberg blockade observed
for excitons indeed is drastically different from the one observed
for atoms and therefore suited for complementary experiments
compared to cold atom physics.

Further, for low pump powers one may first observe an in-
crease of the pump-beam absorption at the exciton peak positions
before the onset of blockade. This effect may be explained in
relation to the plasma blockade discussed before. The presence
of a small number of localized charged impurities within the
crystal already results in a small shift of the band gap and a slight
reduction of the oscillator strength of the resonances. An exciton
in close spatial vicinity to such an impurity may become ionized
and the resulting free carriers may screen the impurity or one
of the resulting free carriers may be captured and neutralize
the impurity, while the other free carrier may move away, for
example, to the surface of the sample. In both cases, the effective
influence of the impurities will become reduced, which reduces
the band gap shift and increases the oscillator strength of the
Rydberg exciton states within a narrow window of pump powers.
This result already shows that it will not always be possible to
fully isolate the appearance of Rydberg blockade and plasma
blockade. Of course, free electrons and holes will form excitons
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on fast timescales,>®! while simultaneously exciton relaxation
and subsequent Auger recombinationl>”5¥! provides a relaxation
channel for excitons that may create free electrons and holes in
the process. While for low-lying exciton states far away from the
band gap the influence of a background of free carriers is negligi-
ble and a lot of insights into the system dynamics may already be
gained by photoluminescence measurements,>>-¢!l it may some-
times be difficult to fully distinguish both effects for Rydberg
exciton states of very large n close to the band gap. In this case,
time-resolved blockade measurements are required to fully un-
derstand the complex interplay between the different states of the
Rydberg system.

5. Scaling Laws

One of the most interesting aspects of working with Rydberg
states in general and Rydberg excitons in particular is the exis-
tence of characteristic scaling laws of the most important physical
properties of Rydberg states. Quantities such as the exciton size
or their linewidth show a characteristic power law scaling with
the principal quantum number n, so they may vary over several
orders of magnitude. This provides experimentalists with the op-
portunity to choose a set of states to work with, which matches
the requirements of their experiments. This section will presenta
brief overview of the most relevant scaling laws for Rydberg exci-
tons. Many of them are equivalent to the scaling laws known from
cold atoms, while others differ due to semiconductor-specific
effects.[6?]

Probably the most fundamental scaling law concerns the ra-
dius r, of excitons, which depends both on n and I

(r,) = %aB(3n2 — 11+ 1)). (23)

For P-excitons, the Bohr radius is az = 1.11 nm,/?3] which re-
sults in a radius of (r,3) & 1.3 pm for the largest Rydberg exci-
ton state observed so far in the absence of external fields at low
temperatures. It should be noted that the yellow 1S-exciton does
not follow this scaling law due to semiconductor-specific central-
cell corrections.[®*%4] Direct measurements of the exciton radius
are non-trivial, but experiments in magnetic fields hint at exciton
radii that match the predicted values well for large 1./

Next, the exciton binding energy is expected to scale with the
inverse square of n. The experimentally determined binding
energies for Rydberg exciton states up to n =25 are shown in
Figure 14. Clearly, the observed binding energies match the ex-
pected n~2-dependence very well, as on this energy scale the effect
of the quantum defects (relevant mostly for small principal quan-
tum numbers) can not be resolved. Again, it should be noted that
the yellow 1S-state does not follow this scaling law, but shows a
significantly enhanced binding energy on the order of 153 meV.
This is also a consequence of central-cell corrections and may be
explained in an instructive manner by considering the reduced
Bohr radius of this state. As this state is localized more strongly
in real space corresponding to states of higher n, it is accordingly
spread out more strongly in momentum space. Accordingly, the
parabolic approximation for the involved bands breaks down and
the non-parabolicity of the bands at higher momenta needs to

© 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



ADVANCED
SCIENCE NEWS

ADVANCED
QUANTUM
TECHNOLOGIES

www.advancedsciencenews.com

E, (meV)

2 3 5 10 20
Principal Quantum Number

0.1

Figure 14. Rydberg exciton binding energies for different n. The binding
energy shows the typical n=2-scaling known from the hydrogen problem.
Adapted with permission.[®] Copyright 2014, Springer Nature.

(d
1000 | .
-3
n
= 100} .
= ..
= Se
L o10F Soe,,
0..
L ]
[ ]
1 1 1 1 1 1
2 3 5 10 20

Principal Quantum Number

Figure 15. Scaling of the Rydberg exciton linewidth with n. Up to interme-
diate n ~ 10 the scaling follows the n=3 dependence known from atoms.
For larger n a slight increase of the linewidth becomes apparent, which
is usually interpreted as spectral broadening due to the presence of im-
purities and the presence of a second continuous phonon background
to the 1S-exciton of the green series in this spectral range. Adapted with
permission.lé] Copyright 2014, Springer Nature.

be taken into account, which results in a significant energy shift.
Further contributions to this deviation in binding energy arise
due to the momentum dependence of the dielectric function and
the coupling of LO phonons to electrons and holes.[?*]

Along with the binding energies, also the linewidths of the Ry-
dberg exciton states are expected to scale with n. Here, consider-
ing only radiative recombination one expects a scaling law that
goes as n=>. Contributions due to phonon scattering are expected
to show the same scaling.®!] The experimentally determined
linewidths of the Rydberg exciton states are shown in Figure 15.

As it turns out, the spectral widths of the low-lying states up
to n = 10 match the n=3 scaling well, while there are significant
deviations for larger n, which again become less pronounced
for n =~ 20 and above. This deviation is usually interpreted as a
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Figure 16. Scaling of the Rydberg exciton oscillator strength with n for a
pump intensity of 6 yW mm™~2, where blockade is already relevant for n >
15. Below the region, where blockade is significant, the oscillator strength
scales as n~3. Adapted with permission.[®] Copyright 2014, Springer Na-
ture.

consequence of the semiconductor environment. First, any real
crystal will necessarily include some number of impurities and
exciton states will interact with them. Due to the high crystal
quality of the samples investigated here, the defect density is
quite small and the impurities may be considered as dilute. In
this case, excitons of larger n will have an enhanced probability to
intersect with them due to their larger spatial extension. Further,
the spectral regions, where the broadening of the lines becomes
prominent coincides with the region where the second contin-
uous phonon background absorption to the 1S exciton of the
green series shows a significant increase of oscillator strength.
It is expected that the presence of this additional interaction
channel yields a contribution to the linewidth of the Rydberg
states. It is remarkable that the linewidth of the highly excited
states of the Rydberg series may become rather narrow. For the
highest quantum numbers, linewidths of the order of few ueV
are reached, which are determined by phonon scattering and
radiative decay. The linewidth data therefore imply radiative
lifetimes up to at least the nanosecond range.

Further, also the oscillator strength of the resonances is ex-
pected to scale with the principal quantum number. Although
the increased radius of Rydberg states with large n implies that
the dipole moments of these states increase drastically compared
to the ground state, the reduced overlap between electron and
hole and the narrow linewidths actually result in lower oscilla-
tor strength of Rydberg exciton states as compared to states with
low n. The oscillator strengths for several states are shown in
Figure 16.

For low principal quantum numbers, the oscillator strength
of the resonances shows the n=3 scaling behavior known from
Rydberg atoms. For large n, a clear deviation from this scaling
law is apparent. The oscillator strength shows a much stronger
reduction for n > 15. This is a consequence of the blockade ef-
fects discussed in the previous sections becoming important. As
blockade sets in, the oscillator strengths at the peaks of the res-
onances get redistributed to other energies and forms a rather
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broad background. The onset of these deviations does not occur
at a fixed principal quantum number, but depends strongly on
the applied pump power. Accordingly, this sudden change of os-
cillator strength scaling opens up another possibility to identify
pump-dependent blockade effects.

These are only the most basic scaling laws occurring in Ryd-
berg exciton systems. A lot of different scaling laws exist, espe-
cially in the presence of external fields. A detailed overview may
be found elsewhere.[®2] Many scaling laws turn out to be simi-
lar to those for atoms. However, it should be pointed out that
still the origin may be different. This is especially the case for
scaling laws that originate from symmetry breaking and there-
fore quantum defects. For Rydberg atoms, the quantum defect
arises due to screening by core carriers for all Rydberg atoms that
are not hydrogen, which results in deviations from an ideal r~!-
potential. For Rydberg excitons, these deviations are indeed dom-
inated by the non-parabolicity of the underlying valence bands,
which also causes a quantum defect and scaling laws in close
analogy to Rydberg atoms, although the origin of the quantum
defect is very different. Here, it should be emphasized that the
quantum defect is an important parameter in Rydberg physics
that, for example, directly manifests as a phase shift of Rydberg
atom wavefunctions,!') while it has usually been used in semi-
conductor physics only as a phenomenological parameter. These
two meanings should not be confused and it is the former mean-
ing from Rydberg atom physics, which is relevant for Rydberg
excitons as well.

6. Energy Level Scheme

Quantum technologies based on Rydberg atoms are based heav-
ily on the huge number of different states with different proper-
ties that Rydberg systems offer. Depending on the intended ap-
plication, an experimentalist may choose a set of states tailored to
the requirements of that application to work with. The lifetime of
these states may be long or short. They may be coupled to other
states forming a lambda, ladder, or vee scheme and optical tran-
sitions between several states may be possible with vastly differ-
ing transition probabilities and selection rules. Although optical
transitions between different Rydberg states are not as important
for Rydberg excitons because most transition frequencies are in
the experimentally challenging THz-range, it is still mandatory
to gather a comprehensive list of the states in the Rydberg exci-
ton system to gain deeper insights into the Rydberg exciton level
scheme. As the spectral separations between the states are much
smaller compared to atomic systems, many of them may con-
tribute to resonant or non-resonant interactions, especially in the
presence of external fields. In this section we will discuss the en-
ergy levels of Rydberg exciton states of the yellow series in Cu,O
that have already been observed experimentally and how to de-
termine their energies. A full summary of all states of the yellow
series observed in experiments so far, is shown in Figure 17. In-
formation about other levels may be found elsewhere.[2>59:¢]
The most easily accessible Rydberg exciton states in Cu, O are
the P-excitons. Transitions to these states are dipole-allowed and
they have been observed directly in transmission measurements
for principal quantum numbers between n = 2 and 28.[°] Due to
optical selection rules, these should be the only discrete Rydberg
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Figure 17. Scheme of experimentally observed Rydberg orthoexciton
states of the yellow series. For comparison, the yellow 1S paraexciton is
shown in red and the green 1S state is shown in green.

exciton states showing up as dipole transitions in optical trans-
mission spectra, using the spherical approximation. However,
the system, in which the excitons reside is a Cu,O semiconduc-
tor crystal that necessarily shows reduced symmetry compared to
individual atoms in vacuum. For hydrogen the spatial symmetry
is given by the continuous rotation group SO(3), which implies
that the squared orbital angular momentum L? = I(I + 1)h? and
the magnetic quantum number m are constants of motion. Fur-
ther, the r~! dependence of the Coulomb potential corresponds to
SO(4) symmetry. The latter symmetry causes energy levels of dif-
ferent I to be degenerate, while the former results in degeneracy
of energy levels of different m. Inside a semiconductor crystal,
the continuous rotational symmetry is reduced to a discrete ro-
tational symmetry (symmetry group O,) by the presence of the
lattice. Accordingly, I and m are strictly speaking not good quan-
tum numbers anymore. It is known that a significant reduction
of the symmetry of a system, for example, by applying external
fields to (low-dimensional) semiconductor systems,[®”:8] allows
one to observe exciton states of different orbital angular momen-
tum. However, in most bulk materials the mere presence of the
lattice is not sufficient to result in an observable lifting of the de-
generacy with respect to l and m. In Cu, O, the large exciton bind-
ing energy and narrow linewidths make it possible to observe the
influence of the lattice on the system symmetry directly via the ap-
pearance of higher angular momentum states that have the same
parity as P-excitons.[’} An experimental spectrum that shows F-
excitons—or rather states of mixed P- and F-character—for n > 4
is shown in Figure 18. As the largest value of | that may appear for
a given principal quantum number is n — 1, n = 4 is also the first
state for which F-excitons are expected to be observable. These
states show a threefold splitting as expected from theory. A closer
look even reveals the appearance of H-excitons for n > 6. In or-
der to investigate the fine structure for states of given I in even
more detail, one may additionally apply magnetic fields.[®>7>]
Observation of the exciton states with even | are non-trivial as
optical transitions to these states are not dipole-allowed due to
parity. Accordingly, there are two standard ways to investigate
these states by optical means. First, one may introduce odd-parity
perturbations that mix exciton states of odd and even parity. Due
to the mixing with dipole-allowed exciton states, the even-parity
states will gain some oscillator strength and undergo an energy
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Figure 18. Rydberg exciton spectrum in the region betweenn =4 and n =
6. The top panels show close-ups of the high energy sides of the n =4
and n = 6 resonances, where F- and H-exciton states appear. The spectra
also show a clear energy splitting of the F-exciton states. Adapted with
permission.[33] Copyright 2015, American Physical Society.

shift depending on the magnitude of the perturbation. Plotting
this energy shift against the magnitude of the perturbation
and extrapolating the results toward a vanishing perturbation
strength yields the energies of the unperturbed even-parity reso-
nances. A prime candidate for such an odd-parity perturbation is
an external electric field.515262] Alternatively, one may avoid the
parity problem by using optical processes with different selection
rules. Especially high-resolution second-harmonic spectroscopy
is a good approach.”4

Second harmonic generation (SHG) is a coherent process in
which an optical transition at energy hw is excited by two pho-
tons, each having half the energy of the transition. This excitation
process creates an electronic polarization which subsequently
emits radiation with frequency w if allowed by the selection rules.
The remarkable coherence of the exciton states in cuprous ox-
ide asks for studying them by SHG. Obviously, the SHG selec-
tion rules are expected to be different from those in linear spec-
troscopy such as transmission or absorption. One therefore can
expect to observe in SHG exciton states different from those ob-
served in one-photon processes. This potential can be used to
combine linear and non-linear spectroscopy to develop a detailed
picture of the exciton series and, as we will see, study light-matter
interaction processes at an unprecedented level in semiconduc-
tors, where one often can restrict to the electric dipole approxi-
mation.

As described before, the exciton states that are observed in
transmission are dominantly P-excitons of odd symmetry as well
as other odd excitons with F, H, ... envelope functions due to
their mixing with the P-excitons by the crystal environment.
This restriction arises from the odd symmetry of the electric
dipole operator. Restricting to the dipole approximation, one ex-
pects that P-excitons cannot be excited in a two-photon transi-
tion. Instead, excitons of even symmetry such as S, D, ... states
might be excitable. However, SHG requires subsequent emis-
sion of a photon, which is forbidden for these states in dipole
approximation.
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Figure 19 shows SHG spectra of a thin cuprous oxide crystal
oriented such that the optical axis is along the [111] crystal
direction. For comparison, the black lines show the linear
transmission spectra.l’*] In the energy range of the n = 3 exciton
multiplet, one observes two intense SHG lines, one at the low
energy flank of the 3P exciton, the other one on the high energy
flank. Also by comparing the energies with the results of detailed
calculations,”® we tentatively assign the two SHG lines to the
3S and 3D excitons. In the spectral ranges of the n = 5and n = 6
multiplets one observes the same signatures with two dominat-
ing SHG lines enclosing the associated P-exciton, see the right
panel. In analogy we assign also here the two SHG lines to S and
D excitons, respectively, which are mixed by the crystal structure.

While two-photon excitation of the even excitons is allowed ac-
cording to the considerations above, the SHG photon emission
mechanism is surprising. As dipole emission is forbidden, this
requires involvement of a high order process and it is tempting
to assign the emission to the next higher order of a quadrupole
process. As shown in Figure 20, the three-photon SHG process
involving the even excitons would then involve two dipole transi-
tions in the excitation and the quadrupole transition in the deexci-
tation which can be tested by measuring rotational anisotropies:
In such a measurement of the SHG intensity, the relative linear
polarizations of the fundamental, and the SHG light are fixed and
synchronously varied in a continuous fashion. The expected vari-
ation of the SHG intensity can be easily calculated from a group
theory-based symmetry analysis accounting for the experimental
configuration, the crystal symmetry and the transition operators.
Compared to atoms, such measurements are easily performed
due to the fixed relative orientations of the exciting/emitted light
and the involved copper atomic orbitals.

Figure 21, bottom left, shows a polar plot of the SHG intensity
calculated for an even exciton with the light wave vector along
the [112] crystal direction. The black (red) shaded area gives the
results for parallel (perpendicular) relative polarizations, reveal-
ing characteristic variations when varying the polarization. For
parallel orientation, four directions with strong SHG intensity
are seen, while for perpendicular orientation mainly only two
strong directions different from the other configuration exist.
Figure 21, top left, shows the corresponding experimental data
recorded on the 35S exciton with the optical axis along the [112]-
direction, which are in good accord with the expectation, except
for some distortion which may be due to some slight misalign-
ment or some strain in the sample. However, in the perpendicu-
lar configuration even the four directions with rather weak SHG
intensity are resolved. The good overall agreement between the-
ory and experiment confirms the suggested microscopic mecha-
nism for SHG on even excitons.

Coming back to the spectra, one notes that in between the two
strong SHG features for a particular n, there is another rather
weak one as can be seen for n = 6 in Figure 19. Its energy coin-
cides well with that of the associated P-exciton, so that rather sur-
prisingly SHG is generated also on odd excitons, which cannot
be excited by two dipole transitions, but can emit a photon in this
order. This may be explained by exchanging the role of the dipole
and the quadrupole transition in the SHG process on the even ex-
citons, so that excitation is arranged by combining a dipole and a
quadrupole transition, exciting the odd exciton, followed by dipo-
lar emission, as sketched in the right panel of Figure 20. Again,
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Figure 19. SHG spectra (red traces) in the spectral range of the n = 3 exciton (left) and the n = 5 and 6 excitons (right).[#] Excitation was performed
with a laser emitting 200 fs pulses with the central photon energy of the fundamental light at 1.017 eV. The emission in the spectral range around twice
this photon energy is dispersed by a monochromator and detected by a CCD-camera. The spectra were recorded for parallel linear polarization of the
fundamental and the SHG light along the [112] crystal direction. The black traces give the corresponding linear white light (WL) transmission spectra

which are dominated by the P-exciton resonances. Adapted with permission.[7*] Copyright 2018, American Physical Society.
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Figure 20. Sketches of the SHG process on the even (left) and (odd) ex-
citons in cuprous oxide. Reproduced with permission.[”4] Copyright 2018,
American Physical Society.

this assumption can be justified by calculating and measuring the
rotational SHG anisotropies, shown in Figure 21, right column.
The experimental data were taken on the 2 P exciton with the light
propagating along the [111]-direction, and correspond in both po-
larization configurations with a characteristic antiphase behavior
to the calculations, providing a powerful proof of the quadrupole-
dipole and dipole sequence in the SHG process.

These results underline that it is possible to excite particular
exciton states by one- or two-photon processes. These possibili-
ties are even more extended by applying external fields. Again we
have tested this by SHG spectroscopy, for which we have chosen
the optical axis to be parallel to the [110] direction, along which no
SHG is generated without magnetic field for symmetry reasons.
Applying a magnetic field in Voigt configuration along the [110]
crystal direction induces strong SHG signal, as can be seen from
the spectra in Figure 22,17>7% where the linear polarization of the
fundamental light is chosen to be along the field and the polar-
ization of the SHG light is rotated by 45° relative to it. The sig-
nal increases strongly with magnetic field and involves all states
within a multiplet.

Adv. Quantum Technol. 2020, 3, 1900134 1900134 (17 of 20)

The origin of this signal is the so-call magneto-Stark-effect,
which is particularly pronounced for excitons compared to atoms
due to their much smaller effective mass.””] Namely, the sum
of the momenta of the two exciting photons is transferred
onto the center-of-mass motion of the excitons, which in Voigt-
configuration is normal to the magnetic field. Thus the constitut-
ing electron and hole of the exciton experience Lorentz forces in
opposite directions, so that the exciton becomes polarized like in
an electric field. The effect can indeed by mapped onto an effec-
tive electric field F, which is given by

he

F= (KxB) (24)

where the term in bracket is the cross product of the exciton mo-
mentum K and the magnetic field B, 7 is the Planck constant,
e is the elementary charge, and M is the exciton mass. The ef-
fect of this “effective” electric field with odd parity is a mixing
of even and odd exciton states, making SHG allowed for basi-
cally all states within an exciton multiplet. Vice versa, this shows
that tailored exciton superpositions composed of S—, P—, D—, ...
states can be excited optically with the mixing controlled by the
orientation and strength of the applied magnetic field or by an
(additional) electric field.

7. Outlook

The purpose of this review article is to discuss the specific
properties of semiconductor Rydberg systems with respect to
their atomic counterparts and to highlight both the fundamental
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Figure 21. Polar plots of the SHG intensity as function of the linear polarization angle of the fundamental light with the SHG polarization parallel (black
shaded areas) or perpendicular to it (red shaded areas). The lower row shows simulations for the even (left) and the odd (right) excitons, the upper row
experimental data recorded on the 3S (left) and the 2P (right) exciton. Adapted with permission.l”#] Copyright 2018, American Physical Society.

similarities and differences. While both systems show Rydberg
blockade effects, their physical properties and therefore also
the potential range of applications they are suitable for, are very
different. Cold atoms are stable particles that may be placed at
well defined positions and that have well separated states. This
renders them ideal building blocks for realizing quantum tech-
nologies that rely on precise positioning or long-term stability
of the system properties such as quantum computing in optical
lattices or electromagnetic field sensing.l”®! Excitons on the other
hand are subject to collective excitations of their semiconductor
host material and are transient particles that may decay and be
created again. The semiconductor environment and the typical
time and energy scales involved render them ideal for high speed
applications or for interfaces between photonics and semicon-
ductor physics. In fact, already a significant number of possible
applications and quantum technologies based on Rydberg exci-
tons has been proposed: It has been suggested that microcavities
may help to enhance optical nonlinearities by several orders of
magnitude, if the problem of phonon-based loss channels is
overcome,”! which may pave a way towards nonlinearities on
the single photon level. Also, the radiative coupling in Cu,O
seems to be highly size-dependent,®’! so microcrystals® or low-
dimensional nanostructures such as quantum dots,32! quantum
wires®] and quantum wells®* seem like ideal candidates for
tailoring the optical properties of quantum technologies based

Adv. Quantum Technol. 2020, 3, 1900134 1900134 (18 of 20)

on Cu,O. So far the technology for fabrication and patterning
of Cu,O0 is still in its infancy, and is also challenging because
the material is rather brittle. On the other hand, also protocols
for Rydberg exciton blockade-based single photon sources at
high repetition rates have been presented®! as well as ideas
to incorporate Rydberg excitons in traditional devices such as
masers.887] Recently, also the possibility to utilize the high
tunability of the Rydberg exciton platform to observe non-trivial
topological Haldane phases in Cu,O has been discussed.®8]
Also from a more elemental point of view, Rydberg excitons
bear the potential for new groundbreaking insights into funda-
mental physics. Their large spatial extent makes them an ideal
testbed for spectroscopy using spatially tailored light fields, which
has proven to be a successful approach to tailor the properties of
other spatially extended systems.[#>%°] For example, it has been
predicted that excitation using twisted light will modify the se-
lection rules in optical transitions significantly.?!! Further, Ry-
dberg excitons are an ideal testbed to study the effects of quan-
tum chaos!®->*] because for excitons the high-field regime, where
quantum chaos is expected to set in, is reached already at mod-
erate magnetic fields that can be realized easily in a lab setting.
It is expected that Rydberg excitons are a rare instance of an
atom-like system!*®! that shows quantum chaos and exceptional
points.[*”%] The latter are usually found only in especially en-
gineered billiard resonators.*-1% It has been pointed out that

© 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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electron

SHG intensity (arb. units)

2.165 2.170
SHG energy (eV)

2.160 2.175

Figure 22. SHG induced by application of a magnetic field: the botton
panel show spectra recorded in a magnetic field from zero up to 10 T, ap-
plied in the Voigt configuration with B || [110] and the fundamental light
wave vector k || [110]. The linear polarization of the fundamental light is
chosen to be parallel to B, the polarization of the SHG light is rotated by
45° relative to this direction. The displayed energy range covers mostly ex-
citons with n = 3, 4, 5. The signal is induced by the magneto-Stark-effect,
which is explained in the sketch. Adapted with permission.[”>] Copyright
2020, American Physical Society.

exceptional points are very beneficial for precision and quan-
tum sensing under some circumstances.['213] Therefore, the
discovery of exceptional points in the level spectrum of Cu,O
would be an important discovery.

Rydberg excitons provide a highly versatile, tunable, and scal-
able platform for various quantum technologies and applications
in quantum sensing and imaging. However, as the field is de-
veloping quickly, especially in terms of the available materials
and the technology to process them, the potential applications
and research directions outlined above are only a first step and
it is very likely that additional unforeseen technological break-
throughs and fundamental discoveries will be added to the list.
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