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1. Summary / Zusammenfassung  

Summary: 

The ability of the immune system to fight cancer is long-established whereas an in-depth 

understanding of how cancer cells can escape from immunosurveillance has only emerged 

over the last 20 year. This led to the development of the first groundbreaking cancer 

immunotherapies. However, the variety of cancer cell escape mechanisms is still not entirely 

elucidated, e.g., how cancer cells establish their immunosuppressive tumor microenvironment 

(TME). Although key components of the TME have been identified, only a few could be 

established as drug targets for the development of novel small-molecule drugs. 

To discover new small molecules modulating the immunosuppressive features of the TME, 

two chemical genetic approaches were developed in the course of this thesis.  

The TME harbors various tumor-derived soluble suppressive factors that inhibit effector 

immune cells, like natural killer (NK) cells, from eliminating cancer cells. In order to prevent 

NK cell suppression within the TME and to identify proteins or pathways involved in NK cell 

inhibition, a phenotypic assay was developed that mimics the TME, as the addition of 

transforming growth factor beta (TGFβ) and prostaglandin E2 (PGE2) inhibited NK cell-

mediated anti-tumor activity. A co-culture system of primary lymphocytes or NK cells and the 

lung cancer cell line A549 was established in a 1536-well format to monitor the restoration of 

NK cell-mediated cytotoxicity upon small-molecule treatment. A library of approximately 

29,000 small molecules was screened and identified hit compounds included modulators 

targeting key components of the TME, such as TGF-beta receptor type-1 (TGFR-1) as well as 

compounds targeting proteins not yet linked to NK cell suppression, such as the autophagy-

related PI3K kinase VPS34.  

 

The second approach focused on the kynurenine (Kyn) metabolic pathway and its rate limiting 

enzyme indolamine 2, 3-dioxygenase (IDO1) as it plays a key role in immunosuppression 

within the TME. Currently investigated compounds in clinical studies exclusively inhibit the 

enzymatic activity of IDO1 and showed only limited success. Therefore, a new cell-based 

assay was established to identify novel small-molecule modulators of the whole Kyn pathway 

that may have benefits over direct IDO1 inhibitors. In the assay, Kyn levels were monitored by 

means of a fluorescent Kyn sensor in a 1536-well format. Screening over 150,000 small 

molecules led to the identification of several compounds targeting known key elements of the 

Kyn metabolic pathway, such as heme synthesis inhibitors or IDO1 expression modulators. In 

addition, a plethora of compounds with unknown targets or modes of action were identified, of 
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which four were selected for in-depth analysis. Three highly potent inhibitors of cellular Kyn 

production with IC50 values between 5 and 30 nM were found to directly inhibit the enzymatic 

activity of IDO1 by preventing heme cofactor incorporation. The fourth compound, iDeg-1, 

inhibits IDO1 activity with an IC50 of 0.8 µM and displays an unprecedented mode of action. 

iDeg-1 highly selectively induces the polyubiquitination and subsequent degradation of IDO1. 

iDeg-1 directly interacts with IDO1, presumably with its apo form, and may facilitate the 

recruitment of the polyubiquitination machinery.  

 

Both cell-based phenotypic assays established in the course of this thesis led to the discovery 

of various novel bioactive small molecules that may enhance cancer immunosurveillance. 

These compounds may pave the way for both, the identification of new drug targets, thereby 

deepening our understanding of cancer immunosuppression, as well as the development of 

novel cancer immunotherapies. 
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Zusammenfassung: 

Die Fähigkeit des Immunsystems, Krebs zu bekämpfen, ist seit langem bekannt, während die 

detaillierten Erkenntnisse darüber, wie Krebszellen der Immunüberwachung entkommen 

können, erst in den letzten 20 Jahren entstanden ist. Dies führte zur Entwicklung von ersten 

bahnbrechenden Immuntherapien gegen Krebs. Die Vielfalt der Fluchtmechanismen von 

Krebszellen ist jedoch noch nicht vollständig aufgeklärt, z.B. wie Krebszellen die 

immunsuppressive Tumor-Mikroumgebung (TMU) aufbauen. Obwohl Schlüsselkomponenten 

der TMU identifiziert wurden, konnten nur wenige als Zielmoleküle für die Entwicklung neuer 

niedermolekularer Medikamente etabliert werden. 

Um neue Substanzen zu entdecken, die die immunsuppressiven Eigenschaften der TMU 

modulieren, wurden im Rahmen dieser Arbeit zwei chemisch-genetische Ansätze entwickelt. 

Die TMU besteht aus verschiedene Tumor-abstammenden löslichen Suppressionsfaktoren, 

wodurch die Effektor-Zellen des Immunsystems, wie z.B. natürliche Killerzellen (NK-Zellen), 

die normalerweise Krebszellen eliminieren, inhibiert werden. Um die NK-Zell-Suppression 

innerhalb der TMU zu verhindern und gleichzeitig zelluläre Proteine oder Signalwege zu 

identifizieren, die an der NK-Zell-Hemmung beteiligt sind, wurde ein phänotypisches 

Testverfahren entwickelt. Dieses Testverfahren ahmt die TMU nach, da die Zugabe des 

transformierenden Wachstumsfaktors Beta (TGFβ) und von Prostaglandin E2 (PGE2) die NK-

Zell-vermittelte Anti-Tumor-Aktivität inhibiert. Ein Co-Kultursystem von primären Lymphozyten 

oder NK-Zellen und der Lungenkrebszellllinie A549 wurde verwendet, um die 

Wiederherstellung der NK-Zell-vermittelten Zytotoxizität nach Behandlung mit Substanzen in 

einem 1536-Well-Format zu analysieren. Eine Bibliothek von ungefähr 29.000 chemischen 

Substanzen wurde untersucht und identifizierte, bioaktive Verbindungen umfassten 

Substanzen, die auf Schlüsselkomponenten der TMU abzielen, wie den TGF-β-Rezeptor Typ-

1 (TGFR-1), sowie Substanzen, die Proteine modulieren, die noch nicht mit der NK-Zell-

Suppression in Verbindung gebracht wurden, wie die in Autophagie involvierte PI3K-Kinase 

VPS34. 

Der zweite Ansatz konzentrierte sich auf den Kynurenin (Kyn)-Stoffwechselweg und das 

geschwindigkeitslimitierende Enzym Indolamin 2,3-Dioxygenase (IDO1) welches eine 

Schlüsselrolle bei der Immunsuppression innerhalb der TMU spielt. Derzeit sind Substanzen 

in klinischen Studien, die ausschließlich die enzymatische Aktivität von IDO1 hemmen, jedoch 

zeigen diese wenig Erfolg. Daher wurde ein neues zellbasiertes Testverfahren etabliert, um 

neuartige niedermolekulare Modulatoren des gesamten Kyn-Signalwegs zu identifizieren, die 

Vorteile gegenüber direkten IDO1-Inhibitoren haben könnten. In dem Testsystem wurden die 

Kyn-Mengen mittels eines fluoreszierenden Kyn-Sensors in einem 1536-Well-Format 

gemessen. Das Screening von über 150.000 chemischen Molekülen führte zur Identifizierung 
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mehrerer Verbindungen, die auf bekannte Schlüsselelemente des Kyn-Stoffwechselwegs 

abzielen, wie Häm-Synthese-Inhibitoren oder IDO1-Expressionsmodulatoren. Darüber hinaus 

wurde eine Vielzahl von Verbindungen mit unbekannten zellulären Zielproteinen oder 

Wirkungsweisen identifiziert, von denen vier für eine eingehende Analyse ausgewählt wurden. 

Es wurde festgestellt, dass drei sehr wirksame Inhibitoren, die die zelluläre Kyn-Produktion 

mit IC50-Werten zwischen 5 und 30 nM inhibieren, die enzymatische Aktivität von IDO1 

hemmen, indem sie den Einbau des Häm-Cofaktors von IDO1 verhindern. Die vierte 

Verbindung, iDeg-1, hemmt die IDO1-Aktivität mit einem IC50 von 0,8 µM und zeigt einen 

neuartigen Wirkmechanismus. iDeg-1 induziert hochselektiv die Mehrfachubiquitinierung und 

somit den anschließenden Abbau von IDO1. iDeg-1 interagiert direkt mit IDO1, vermutlich mit 

seiner Apo-Form, und vermittelt die Rekrutierung der zellulären Maschinerie, die die 

Ubiquitinierung von Proteinen vermittelt. 

 

Beide im Rahmen dieser Dissertation etablierten zellbasierten phänotypischen Testsysteme 

führten zur Entdeckung von neuen bioaktiven Substanzen, die die immun-vermittelte 

Bekämpfung von Krebs verbessern könnten. Diese Verbindungen könnten neue Wege sowohl 

für die Identifizierung neuer molekularer Zielstrukturen, mit dessen Hilfe das Verständnis der 

Krebsimmunsuppression vertieft wird, als auch für die Entwicklung neuartiger 

Krebsimmuntherapien eröffnen. 

  



5 
 

2. Introduction 

In the 20th century, life expectancy increased substantially due to advances in hygiene, 

medical care and sufficient food.1 However, aging is one of the major risk factors for 

oncological diseases and cancer prevalence rose in the ageing Western population making 

cancer the second leading cause of death in Europe and the US.2  

Traditional cancer treatments include radiotherapy, chemotherapy and surgery. In parallel, 

also new cancer therapy approaches have been developed to complement the traditional 

ones which led to an increase in survival rate. Nonetheless, the 10-year survival rate of 

cancer patients is only 57 % and varies between the different types of malignancies.3 Hence, 

the need for innovative and more effective cancer treatments is high. Cancer immunotherapy 

arose as promising strategy to fight cancer by stimulating the patient’s immune system and 

approved immunotherapeutics exhibit great effectiveness in some cancer types. However, 

those therapies target only a few immune pathways and alternative agents are demanded to 

increase patient survival.4 

 

2.1 The Immune System and Cancer Development  

The immune system is vital for every multicellular organism as it follows various strategies to 

counteract pathogens, such as bacteria and viruses. The immune system comprises innate 

and the adaptive immunity which tightly cooperates to successfully eliminate pathogens.5  

However, the immune system cannot only fight foreign invaders, constant immunosurveillance 

also facilitates the recognition and eradication of precancerous or malignant cells within the 

body and, thus, prevents tumor development. Cytotoxic immune cells that exhibit cytolytic 

function to eliminate malignant cells are natural killer (NK) cells, which belong to the innate 

immune system, and cytotoxic T lymphocytes (CTLs), also known as CD8+ T cells, which are 

part of the adaptive immune system. NK cells show broad cytotoxic activity against cells under 

stress without prior sensitization whereas CTLs require priming by antigen-presenting cells, 

like dendritic cells (DCs), to become activated. Once activated, CTLs specifically eliminate 

cells presenting cancer-associated antigens. These two contrasting elimination strategies 

usually efficiently eradicate developing cancer cells within the body.6, 7 

Nonetheless, the immune system cannot always prevent tumor progression. And during the 

development of cancer, immunosurveillance even plays an important role in sculpting the 

malignant disease, which was termed “cancer immunoediting” by Schreiber and colleagues 

(Figure 2.1).8 In the elimination phase (Figure 2.1A) the selective pressure driven by the 

immune system can provoke tumor cell variants that are less immunogenic and can persist in 
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a steady state (equilibrium, Figure 2.1B). Eventually, these cells develop further mutations and 

thereby mechanisms to escape the immune control and promote tumor progression (Figure 

2.1C).8, 9 

 

 

Figure 2.1: The three phases of cancer immunoediting. In the elimination phase (A) cytotoxic immune cells, 

namely natural killer (NK) cells and CD8+ T cells, eliminate developing tumor cells with support of cytokine releasing 

cells (NKT and CD4+ cells). In the second phase, the equilibrium (B), tumor cell variants that are less immunogenic 

persist and the accumulation of mutations can finally lead to cancer immune escape (C) and cancer progression. 

Reprinted by permission from Springer Nature: 9, Copyright © 2016. 

Various mechanisms can lead to cancer cell variant persistence and immune escape despite 

an immunocompetent environment. Cancer cells may develop mechanisms to avoid immune 

recognition, like the loss of cancer-associated antigens or by directly inhibiting immune cell 

function, e.g. by expressing inhibitory ligands like the programmed death receptor ligand 1 

(PD-L1).10 In addition, dysregulated metabolism of cancerous cells leads to an enhanced 

consumption of nutrients and an elevated secretion of factors such as lactate, reactive oxygen 

species (ROS) and urea that reduce anti-tumor immunity.11 Furthermore, during tumorigenesis 

cancer cells can also orchestrate an immunosuppressive network, known as tumor 

microenvironment (TME) that inhibits effector immune cells, NK cells and CTLs.10 

 

2.2 Tumor Microenvironment (TME) 

The tumor microenvironment (TME) is a multifaceted environment and is established to 

strengthen cancer development and progression.12 The TME is composed of cancer cells as 

well as blood vessels, extracellular matrix, various types of stromal cells, such as fibroblasts, 

and mesenchymal stem cells (MSCs) and tumor-associated macrophages (M2) (Figure 2.2). 

Cancer cells constantly interact with and sculpture non-malignant cells in their surrounding. 

For example, fibroblasts are reprogrammed to cancer-associated fibroblasts (CAFs) to 

promote cancer growth. Moreover, regulatory immune cells, like regulatory T cells and 
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dendritic cells (DCs), can be recruited to support cancer growth.10 Accordingly, the term tumor 

actually describes a complex environment including various cell types and not just an 

accumulation of cancer cells. The exact composition of the TME varies between different 

tumor types.13  

 

 

Figure 2.2: Tumor microenvironment. The TME is composed of cancer cells as well as fibroblasts, cancer-

associated fibroblasts, extracellular matrix and immune cells. Blood vessels are recruited to maintain oxygen and 

nutrient supply. Various tumor-derived secreted factors are in the TME. Altogether, the TME supports cancer 

development and progression. Created with BioRender.com and based on Adams et al.14  

Cancer cells together with the tumor-associated cells release multiple factors to orchestrate 

angiogenesis, proliferation, invasion as well as immunosuppression. In comparison to healthy 

cells, cancer cells have an altered metabolism, which causes the accumulation of lactate, 

reactive oxygen species (ROS) and kynurenine (Kyn), amongst others. Furthermore, some 

metabolic enzymes are upregulated within the TME, such as indolamine-2,3-dioxygenase 

(IDO1) and arginase which reduce the abundance of the amino acids tryptophan (L-Trp) and 

arginine (L-Arg), respectively which induces amino acid deprivation and, thus, immune cell 

inhibition. Moreover, tumor-derived immunosuppressive factors, like transforming growth 

factor β (TGFβ), interleukin-6 (IL-6), IL-10 and prostaglandin E2 (PGE2) are secreted into the 

extracellular space of the TME. Although effector immune cells (NKs and CTLs) infiltrate into 

the TME, tumor-derived suppressive factors substantially reduce immune cell-mediated 

cancer cell elimination and induce an anergic, suppressed immune cell phenotype.10 Thus, 
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effector immune cells that are at the tumor site to eradicate malignant cells are inhibited by 

the multiple suppressive mechanisms within this tumor microenvironment. Consequently, the 

TME strengthens cancer immune escape and cancer progression. 

 

2.2.1 Natural Killer Cells 

Natural killer (NK) cells were first described by Kiessling et al.15 as “naturally” occurring killer 

cells, hence their name. NK cells belong to the peripheral blood lymphocytes and exhibit 

powerful cytotoxic responses against viral infections and aberrant cells. The development and 

education of NK cells take place in the bone marrow and the secondary lymphoid organs. The 

education of NK cells is important to ensure self-tolerance. The major histocompatibility 

complex (MHC) class I is a constitutively expressed receptor on the surface of healthy cells 

and is the key player in self and nonself discrimination by NK cells. MHC class I molecules 

bind to inhibitory killer cell immunoglobulin-like receptors (KIRs) on NK cells and thereby 

prevent NK cell activation. Nevertheless, NK cell activity is tightly regulated not only by 

inhibitory signals (MHC) also activating receptors, e.g. natural killer group 2-member D 

(NKG2D) and natural killer protein (NKps) are present on NK cells and regulate NK cell 

function.7, 16, 17 Moreover, NK cells respond to cytokines, such as IL-2, IL-12, IL-15, IL-18 and 

type I interferons (IFN) which are involved in NK cell maturation, activation and proliferation.6  

NK cells are activated by encountering malignant or virus-infected cells during 

immunosurveillance as well as by cytokines that are produced during immune response. 

Stimulation of NK cells by IL-2 or IL-15 enhances cytotoxic activity and the expression of 

effector molecules (granzymes and perforin) through the PI3K-AKT-mTOR- pathway. mTOR 

complex 1 (mTORC1) activity is crucial for NK cell activity as it regulates NK cell metabolism 

and effector functions.17, 18 Activated NK cells also secret cytokines, such as interferon gamma 

(IFNγ) and tumor necrosis factor alpha (TNFα), elevating the immune response and recruiting 

effector immune cells. However, IFNγ exhibits pro- and anti-tumorigenic effects and can also 

strengthen cancer immune escape (see 2.2.2).19 

As described above, NK cell cytotoxicity is critical as first-line of defense (innate immunity) 

against tumor development as no prior sensitization is required.17 Stressed or transformed 

cells often downregulate or lose MHC class I molecules, whereas activating ligands, e.g. 

CD155 and MICA (MHC class I polypeptide-related sequence A), are elevated in multiple 

malignant cells.20 Both mechanisms result in an activation of NK cells and elimination of 

diseased cells. Furthermore, a third mechanism to activate NK cells is facilitated by antibodies 

that are attached to target cells inducing antibody-dependent cell-mediated cytotoxicity 

(ADCC). Once, NK cells are activated, target cells cytolysis can be induced by two distinct 
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mechanisms: cytotoxic granules or death receptor ligation (FasL/TRAIL). Cytotoxic granules 

contain effector molecules like granzyme B and perforin, among others, and induce apoptosis 

of target cells. Similarly, death receptor ligation induces target cell apoptosis.7, 21  

 

Although NK cells exhibit strong cancer cell elimination capability, cancer cells can escape 

from NK cell-mediated immunosurveillance. Evading NK cell recognition can be mediated by 

multiple factors in the TME. Tumor-derived suppressive factors, like TGFβ, IL-10, PGE2, and, 

amino acid as well as nutrient deprivation induce an anergic, suppressed NK phenotype which 

inhibits NK cell-mediated cancer cells lysis.10, 17, 22 

 

Figure 2.3: NK cell inhibition mediated by the TME. Tumor-infiltrating NK cells are inhibited by diverse tumor-

derived suppressive factors which modulate NK cell target recognition and activating receptors as well as NK cell 

effector molecules. Adapted with permission from Domagala et al.17 

TGFβ is a key player in immune homeostasis and tolerance and elevated secretion levels of 

TGFβ have been associated with poor prognosis in various cancer types, e.g. in gastric and 

bladder carcinoma.18, 23 TGFβ is also a well-known suppressor of NK cell activity. The molecule 

binds to the TGF-beta receptor type-1 and 2 (TGFR-1/2) on NK cells and stimulates the 

TGFβ/SMAD pathway.18 Activating TGFβ/SMAD signaling results in a downregulation of 

effector molecules like granzyme B and perforin that are essential for NK cell cytotoxicity. 

Furthermore, activating NK cell receptors are downregulated and, thus, target cell recognition 
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and elimination is diminished (Figure 2.3).18 Moreover, it was demonstrated that TGFβ 

opposes mTOR activity that is critical in NK cell metabolism and effector functions.17 

As shown in Figure 2.3, also PGE2 modulates NK cell activity and is associated with increased 

tumor burden in vivo.24, 25 PGE2 acts independently of mTOR by binding to the PGE receptor 

EP1 - EP4 subtypes (PTGER1-4), of which PTGER2 and PTGER2 are expressed on NK cells. 

Receptor stimulation by PGE2 increases cAMP levels and activates the transcription factor 

CREB (cAMP response element-binding protein).24 This leads to an increase in KIRs and 

decrease of activating NK cell receptors (Figure 2.3).17, 26 Nutrient and amino acid metabolites 

also alter receptor and effector molecule expression which are, analogous to TGFβ, regulated 

via mTOR inhibition.17 Consequently, NK cell activity is significantly hampered by multiple 

soluble factors released into the extracellular space of the TME. Strategies that would maintain 

NK cell activity within the TME might elevate anti-tumor immunity and, thus, may serve as 

starting point for therapeutic approaches for cancer.27 

 

2.2.2 The Kynurenine Pathway and its Key Player Indolamine 2,3-dioxygenase 1 

The kynurenine (Kyn) pathway is the main catabolic pathway of the essential amino acid L-

tryptophan (L-Trp). Along the Kyn pathway, L-Trp is degraded to kynurenine which can be 

further transformed to kynurenic acid or quinolinic acid. The first and rate limiting step of the 

Kyn pathway is catalyzed by either one of the two isoforms of indoleamine 2,3-dioxygenase 

(IDO1 and IDO2) or by tryptophan 2,3-dioxygenase (TDO). Amongst the three, IDO1 displays 

the highest affinity to L-Trp and, thus, exhibits the highest catabolic activity.28, 29 In 1998, Munn 

et al.30 discovered that IDO1 is involved in the inhibition of CTL activity during pregnancy in 

mice30, 31 which triggered the interest to investigate IDO1 and its potential immunoregulatory 

features. To date, IDO1 is well established for its capability to suppress the immune system. 

High IDO1 expression is associated with poor prognosis in various types of cancers.32, 33  

IDO1 binds heme as a cofactor which is essential for the redox-reaction of L-Trp to N-

formylkynurenine (NFK) and oxygen. IDO1 is an immunoregulatory enzyme and is not 

constitutively expressed in cells but can be induced by inflammatory cytokines. The strongest 

inducer of IDO1 expression is IFNγ, a cytokine which is secreted for example by active 

immune cells, like NK cells during immune responses (see 2.2.1). IFNγ activates JAK/STAT 

signaling resulting in IDO1 expression. Thereby, IDO1 is expressed first in its apo form (apo-

IDO1) lacking heme. Subsequent heme incorporation results in the catalytically active holo 

form of IDO1 (holo-IDO1). The interaction between IDO1 and heme is non-covalent, allowing 

the heme to dissociate from the heme-binding pocket of IDO1.34, 35  



11 
 

Generally, the IFNγ–IDO1 axis restricts microbial growth and is especially important during 

viral infections.36 Moreover, IDO1 is expressed in endothelial and epithelial cells in the female 

genital tract and is crucial for maternal tolerance to fetal tissue.30, 33 IDO1 is also expressed in 

mature DCs and in lung endothelial cells, while in most other cells it can be induced by IFNγ.22 

In the TME, IDO1 is often highly expressed in endothelial cells, immune cells and in cancer 

cells, causing the depletion of L-Trp in the tumor environment. IDO1-mediated depletion of L-

Trp limits the essential amino acid and induces cell cycle arrest and thereby inhibits NK cell 

and CTL proliferation. The accumulation of Kyn and other L-Trp metabolites reduces effector 

immune cell activity, including NK cell activity (see Figure 2.3, 2.2.1). Moreover, Kyn binds 

and activates the aryl hydrocarbon receptor (AhR) on naïve T lymphocytes, thereby inducing 

their differentiation to regulatory T cells (Tregs), which further weakens anti-tumor immunity.10, 

29, 37 

 

Figure 2.4: IDO1 activity causes immunosuppression. IDO1 expression is regulated in many cells by IFNγ and 

IDO1 activity causes L-Trp depletion and Kyn accumulation which reduces the activity of NK cells and CTLs. 

Furthermore, Kyn enhances the differentiation of Tregs and changes the DCs phenotype from immunogenic to 

tolerogenic. The figure was created with Chemdraw and BioRender.com and is based on Tang et al.38  

Furthermore, IDO1 exhibits cellular signaling function beside its catalytic activity, which was 

observed in DCs and particularly investigated in plasmacytoid DCs (pDCs).36, 39-41 Dendritic 

cells belong to the innate immune system and mainly regulate the responses of T 

lymphocytes, e.g. they can prime and activate CTLs via antigen presentation.41 Moreover, 

DCs can integrate environmental cues and stimulate or suppress the immune responses 
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accordingly. And IDO1 as signaling molecule is involved in this functional plasticity of DCs as 

IDO1 expression induces a suppressive DC phenotype. Plasmacytoid dendritic cells are a 

subset of DCs that regulate immune responses mainly by the secretion of cytokines, like 

interferons that recruit and activate immune cells. However, in the presence of IFNγ, pDCs 

express IDO1, which leads to L-Trp depletion and immunosuppression. However, both the 

IDO1 expression and the immunosuppressive features of pDCs decline fast in the absence of 

IFNγ.42 In contrast to IFNγ, the immunoregulatory factor TGFβ activates long-term expression 

of IDO1 in pDCs thereby establishing a regulatory, tolerogenic phenotype in pDCs.36, 39, 40-42  

TGFβ signaling in pDCs leads to the phosphorylation of the immune tyrosine-based inhibitory 

motifs (ITIM1 and ITIM2) of IDO1. Upon phosphorylation, a conformational change of IDO1 is 

induced causing the transition from an enzymatically active protein to a catalytically inactive 

signaling molecule. Phosphorylated IDO1 activates the noncanonical, anti-inflammatory NF-

κB pathway via the interaction with Src homology 2 domain phosphatases (SHP1 and SHP2), 

and thereby activates IDO1 expression. Activated NF-κB signaling not only maintains IDO1 

expression, it increases IDO1 protein levels over time which results in IDO1s’ self-amplification 

and, thus, it retains a suppressive phenotype of pDCs.36  

Taken together, both the enzymatic function as well as the nonenzymatic signaling function of 

IDO1 contribute to an immunosuppressive milieu within the TME. Hence, inhibition of IDO1 

may restore anti-tumor immunity.31, 36, 37, 41, 43 

 

2.3 Cancer immunotherapy  

In 1891, W. Coley provided the first evidence that activating the immune system by means of 

a bacterial vaccine could support malignant cell elimination.44 However, at that time too little 

was known about the complexity of anti-tumor immunity and how cancer cells can evade the 

immune system to develop directed therapies. Over the last 100 years, the understanding of 

the immune system and the dynamic interplay between immune cells and cancer cells has 

increased significantly and various mechanisms on how cancer cells can escape from 

immunosurveillance have been explored in detail.8, 10, 17, 29, 31, 41 This allowed the development 

of various cancer immunotherapies, among which the so-called immune checkpoint inhibitors 

were a breakthrough.45 

Immune checkpoints are regulatory receptors that dampen immune responses to protect 

healthy cells. However, cancer cells and cells within the TME express higher levels of the 

inhibitory ligands for immune checkpoints thus suppressing cancer cell elimination. The most 

prominent examples that set the path for targeting immune checkpoints are the CTL-

associated antigen 4 (CTLA-4) and programmed cell death receptor (PD-1) which are 
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expressed on CTLs. Stimulation of the receptors by their ligands B7 or PD-L1, respectively, 

produces an inhibitory signal reducing CTL effector function (Figure 2.5A). The ligand of 

CTLA-4, B7 is expressed on either antigen presenting cells, like DCs, while PD-L1 is 

expressed on antigen-presenting cells as well as cancer cells. By using antibodies against 

CTLA-4, PD-1 or PD-L1, the negative immune regulation is inhibited and CTL cytotoxicity 

against malignant cells is recovered (Figure 2.5B).45, 46  

In 2011, Ipilimumab, an antibody targeting human CTLA-4, was approved by the FDA as the 

first checkpoint inhibitor for the treatment of metastatic melanoma followed by the approval of 

two antibodies targeting PD-1 in 2014 for squamous non-small cell lung cancer, renal cell 

carcinoma, colorectal cancer, hepatocellular carcinoma, among others. Moreover, three 

antibodies targeting PD-L1 were approved for the treatment of bladder cancer and non-small 

cell lung cancer. The success of the checkpoint inhibitors has profoundly revolutionized cancer 

therapies. Hence, in 2018 the Nobel prize was given to James P. Allison and Tasuku Honjo 

for the for the discovery of CTLA-4 and PD-1/L1, respectively.47, 48 

 

 
Figure 2.5: Immune checkpoint inhibition activates CTLs. A) In the absence of immune checkpoint inhibitors, 

antigen-presenting cells can inhibit CTLs via CTLA-4 and PD-1 stimulation at the tumor site. Moreover, malignant 

cells inhibit CTL cytotoxicity by expressing PD-L1. B) The addition of either of the checkpoint inhibitors (antibodies 

against CTLA-4, PD-1 or PD-L1) blocks the interaction of ligand and receptor and prevents CTL inhibition. Hence, 

CTLs get activated and eliminate malignant cells. The figure was created with BioRender.com. Based on Mohr et 

al.49 

Furthermore, cell-based immunotherapies were developed like Sipuleucel-T and chimeric 

antigen receptor (CAR)-T cell therapy. Sipuleucel-T uses autologous dendritic cells that are 

primed with a recombinant protein to activate CTLs and enhance the immune response.50 In 
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the case of CAR-T cells, CTLs of patients are genetically engineered to recognize malignant 

cells and shown effectiveness in lymphomas and leukemias.51  

 

Current immunotherapies mainly focus on biological agents and only few small-molecule 

modulators are under investigation. Nevertheless, small molecules have the potential to 

modulate intracellular networks to enhance anti-tumor immunity. Moreover, it becomes 

increasingly apparent that combinational therapies are powerful and can strengthen the 

recovery of anti-tumor immunity.14, 45 Hence, new approaches are required to reduce 

immunosuppression. 

 

2.3.1 NK cell-based immunotherapies 

In addition to the enhancement of the cytotoxicity of CTLs to eradicate cancer cells, also NK 

cells represent optimal features for cancer immunotherapies. In 1997, Rituximab was 

approved by the FDA to treat Non-Hodgkin lymphoma and represents the first immunotherapy 

that was approved. Rituximab is an antibody that binds to CD20, a specific surface protein 

found on Non-Hodgkin lymphoma cells and tags those cells for the recognition and elimination 

by NK cells via ADCC (Figure 2.6).52  

 

 

Figure 2.6: Antibody-dependent NK cell-mediated cytotoxicity against malignant cells. Antibody-based 

treatment tags malignant cells for elimination by NK cells via ADCC. The figure was created with BioRender.com. 

In the following years, further antibodies were approved and strongly improved the treatments 

for various lymphomas.53 Furthermore, IL-2, an NK cell-activating cytokine was approved for 

the treatment of metastatic renal cancer and melanoma. However, the response rate is 

relatively low with 12 to 20 %.54  

Moreover, adoptive transfer of activated NK cells or CAR-NK cells has been investigated 

intensively, however it does not achieve significant efficiency in vivo.55 The major obstacle is 

the TME which suppresses NK cell activity, also of ex-vivo activated NK cells.56  
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Hence, the modulation of NK cells to maintain NK cell cytotoxicity within the TME is highly 

demanded. This can be achieved by targeting NK cells directly or reducing tumor-derived 

suppressive factors. 

2.3.2 IDO1 inhibition to increase anti-tumor immunity 

To increase anti-tumor immunity within the TME, targeted approaches against overexpressed 

enzymes might be powerful to dampen their immunosuppressive properties.14 Intensive 

research demonstrated that the inhibition of IDO1, which is often highly expressed in cancer, 

is a promising strategy to enhance anti-tumor immunity.37, 57, 58 Consequently, multiple 

structurally diverse classes of IDO1 inhibitors were discovered including tryptophan 

derivatives, indole analogues, compounds based on imidazole, 1,2,3-triazole or tetrazole-

based, further quinone- and iminoquinone-based inhibitors as well as small molecules with N-

hydroxyamidine scaffold among many more.35, 59-64 Five of those IDO1 inhibitors have already 

entered clinical trials (Figure 2.7), mostly in combination with checkpoint inhibitors or 

chemotherapy, for diverse malignancies, such as head and neck cancer, breast cancer, 

advanced malignancy, and various lung cancers.38  

 

 

Figure 2.7: Inhibitors of IDO1 enzymatic activity in clinical trials.  

In 2016, epacadostat entered a phase III clinical study but, unfortunately, the treatment of 

unresectable or metastatic melanoma with epacadostat in combination with pembrozilumab, 
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an antibody that targets PD-1, had limited success.58, 65 The combination did not outperform 

the treatment with pembrozilumab alone. However, several aspects of the study were 

addressed that may account for the failure. The selected patients were not evaluated for 

tumoral IDO1 expression.58, 65 Moreover, the dosing of epacadostat might not have been 

sufficient, as only 1/4 of the dosing that is required to achieve 90 % inhibition of IDO1 in 

patients was used.66 However, IDO1 activity was not evaluated during the study, e.g. by using 

a biomarker such as Kyn.58, 65 Furthermore, IDO2 and TDO are often also expressed in cancer 

tissue and may contribute to L-Trp degradation or even substitute IDO1 when it is inhibited.67 

In addition, IDO1s’ signaling activity may be relevant for immunosuppression which is not 

inhibited by enzymatic inhibitors like epacadostat.68 Further trials are required to assess the 

effect of co-treatments by using higher doses, different IDO1 inhibitors as well as different 

types of tumors.58, 65 

 

 

Figure 2.8: Downstream IDO1 modulator Indoximod and its prodrug.  

The small molecule, indoximod (Figure 2.8) modulates the Kyn pathway independently of 

direct IDO1 inhibition and may offer a potential alternative strategy to stimulate the immune 

system.38 Indoximod opposes the effects of L-Trp deprivation on immune cells as it mimics L-

Trp. It could revert CTL proliferation and effector function and was able to reduce the non-

enzymatic function of IDO1 in DCs.68 Moreover, clinical trials using indoximod showed 

promising results. A phase II study in patients with advanced melanoma displayed enhanced 

antitumor efficacy of the co-treatment of indoximod with pembrolizumab when compared to 

pembrolizumab alone.69 

Nonetheless, further strategies to reduce L-Trp depletion and Kyn accumulation are of high 

relevance to investigate the importance of IDO1 and the Kyn pathway for therapeutic 

approaches.  
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2.4 Chemical genetics  

For a long-time, classical genetics was the only available method to elucidate gene function 

which was carried out by mutagenesis or gene deletion (Figure 2.9). However genetic 

alterations can have long-lasting effects in cells and might be even lethal.70, 71  

In 1994, the chemical genetic approach was coined by Rebecca Ward at Harvard University.72 

The idea was to use small molecules as probes, instead of genetics, to change biological 

systems in order to understand biological processes (Figure 2.9).73 In contrast to genetic 

alterations, chemical perturbation is a reversible method and can be fine-tuned in time and 

intensity.70, 71 

 

 

Figure 2.9: Comparison of classical genetics and chemical genetics. Classical and chemical genetics are used 

to explore the function of genes or proteins. Both, classical and chemical genetics can be further divided into 

forward and reverse studies. Reverse approaches modulate a gene or protein of interest to investigate its function 

while forward approaches examine desired changes in a phenotype by random genetic or chemical perturbation. 

The responsible target gene or protein which altered the phenotype is elucidated afterwards and may facilitate the 

identification of novel targets relevant to the phenotype of choice. Based on Lehár et al.74 

The chemical genetic toolset can be divided into forward chemical genetics (or phenotype-

based approaches) and reverse chemical genetics (or target-based approaches).70 The latter 
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one evaluates small molecules for their potential to modulate the function of targets in vitro. 

Thereby, the focus is on a defined molecular target and the identification of a small-molecule 

modulator of its function which can be either inhibitors or activators of the targets’ function. 

The identified hit compounds can be then used to study the function of the target in cells or 

organisms. Target-based approaches were proven successful since bioactive small molecules 

for diverse protein classes were discovered, such as enzymes or receptors.70 Moreover, this 

strategy led to numerous life-saving drugs.75 However, chemical modulators identified in vitro, 

e.g. by means of protein activity assays, not always show the corresponding effect in cells. 

Off-target activity or poor cell permeability might account for this, among other reasons. 

Furthermore, reverse chemical genetics is limited to known molecular targets with known 

activities or functions.70, 76  

In contrast, forward chemical genetics explore the modulatory potency of small molecules 

directly in cells or tissue. Phenotypic assays are cell-based systems that can monitor changes 

of an e.g. disease phenotype or selected pathway of interest towards a desired outcome. 

Chemical modulators can be investigated in phenotypic assays to discover compounds that 

perturb the phenotype of choice. Therefore, chemical libraries are often used that contain on 

the one hand small molecules with already known protein targets and on the other hand 

compounds that display novel and diverse chemotypes. Phenotypic perturbation by 

compounds with known targets that were not yet been linked to the investigated phenotype 

may unravel novel molecular targets and involved signaling pathways. Thereby, chemical 

modulators can broaden the understanding of the analyzed phenotype and may reveal 

alternative targeted strategies for pharmacological approaches. Compounds with unknown 

cellular targets can reveal novel mechanisms to modulate known targets, but also can disclose 

new molecular targets for which functional modulators have not been identified yet.70, 77 Hence, 

forward chemical genetics is an essential concept to explore the complexity and fundamental 

biology of a phenotype, e.g. of incompletely understood diseases, that cannot be realized with 

target-based approaches. Moreover, phenotypic-based approaches may identify novel target 

proteins and thereby expand the target scope as well as the toolbox of chemical probes.  

The major challenge of phenotypic assays is the target deconvolution of active compounds 

with unknown target proteins. However, significant advances in e.g. in small molecule-based 

affinity chromatography, target engagement studies and computational-based methods allow 

to overcome this obstacle.78-80  

Consequently, both forward and reverse chemical genetics have advantages and limitations, 

which in synergy enables to study the function of proteins in vitro and at the same time in 

complex cellular systems by using chemical probes.81  
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2.4.1 The development of phenotypic screening assays 

To acquire meaningful phenotypic assays that empower the discovery of unprecedented 

molecular mechanism in health and diseases, the strategy of the phenotypic assay 

development is critical.77, 82 In 2015, Vincent et al.83 defined the ‘rule of 3’ for the design of 

physiological and disease-relevant phenotypic assays that refer to the assay system, the 

stimulus and the assay readout.83 

Assay systems are traditionally based on cancer cell lines. However, those cells are 

genetically modified to achieve indefinite division which does not replicate phenotypes in vivo. 

Hence, applying primary cells or induced pluripotent stem cell (iPSC)–derived systems for a 

phenotypic assay may better represent human physiology. Moreover, experimental setups 

that display the cellular microenvironment by including two or more cell types or three-

dimensional systems like organoids may further elevate the significance of the employed 

system. If disease-causing alterations are not intrinsically reflected by the selected assay 

system, usually a stimulus is applied to induce the desired phenotype. In case a stimulus is 

required, the physiological stimulus, e.g. the cytokine or growth factor, should be used to best 

recapitulate the complexity of the disease-relevant signaling networks. Transient 

overexpression of a disease relevant protein will not reflect the real phenotype of the disorder 

as mostly complex networks are responsible for the altered, diseased phenotypes. Last but 

not least, the assay readout is important for relevance of the assay system. Evaluating the 

phenotype after applying small molecules should be as close as possible to the clinical end 

point of a disease, e.g. by using a functional readout, like muscle function, cell viability or 

immune cell activity instead of readouts which are distal to the clinical end point e.g. gene 

expression.83 

Together, these three aspects determine how relevant a phenotypic assay is in relation to the 

disease. Assay systems with low physiological relevance may lack translatability to the actual 

disease phenotype and to patients.82 

To date, diverse, highly disease relevant phenotypic assays are available to investigate small 

molecules for bioactivity as well as for drug discovery. However, when employing phenotypic 

assays for medium to high-throughput screenings (HTS), some of the mentioned aspects 

might be challenging to maintain. The adaptation of the assays system to evaluate several 

100,000 small molecules in an automated HTS procedure demands for miniaturization as well 

as robustness and reproducibility of the phenotypic assay. This might be not feasible for every 

phenotypic assay, especially complex experimental setups like tissue-, organism- or primary 

cell-based assays are sensitive to slight variabilities which affect reproducibility. Hence, 
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assessment between aspects required for disease relevance and the ones essential for HTS 

applicability have to be made.77, 82  

To evaluate the robustness of an assay and assess its suitability for HTS the following 

statistical parameters are essential. The resolution of an assay is determined by the signal to 

background (S/B) ratio which represents the assay window (Equation 1).  

 

(1)    𝑆/𝐵 =
௠௘௔௡ ௦௜௚௡௔௟

௠௘௔௡ ௕௔௖௞௚௥௢௨௡ௗ
 

 

The signal is the positive control that displays the highest value achievable in the assay while 

the background or a negative control represents the lowest value detectable. Hence, positive 

and negative controls are critical to assess reproducibility and signal variations of the assay 

window. However, the S/B does not incorporate the standard deviations (SD) of the obtained 

values and hence, determination of the assay quality by the S/B alone is not accurate. The 

overall performance of the assay is determined by the Z’-factor (Equation 2) which considers 

both, mean values as well as the standard deviation of the signal and the control.84  

 

(2)    𝑍′ = 1 −
ଷ∗ௌ஽ ௢௙ ௦௜௚௡௔௟ ା ଷ∗ௌ஽ ௢௙ ௖௢௡௧௥௢௟

|௠௘௔௡ ௢௙ ௦௜௚௡௔௟ ି ௠௘௔௡ ௢௙ ௖௢௡௧௥௢௟|
 

 

The Z’ factor can result in values between 0 and 1, however, the higher the value the better 

the assay system. A value of <0 indicates that a screening is impossible while a Z’ value of 0 

displays high variation in sample and control, however, a yes or no answer might be possible. 

An increase of the Z’ factor coincides with a decrease in the variation of sample and control 

values which enhances the assay quality. Z’ values above 0.5 represent excellent assays, 

while Z’ of 1 corresponds to an ideal assays.84  

After the HTS is performed, orthogonal assays are key to confirm the hit compounds, 

independent of S/B and Z’ factor, followed by mode-of-action studies.  
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3. Objectives 

The aim of this thesis was to develop two distinct phenotypic assays as novel methods to find 

alternative ways to enhance anti-tumor immunity. The phenotypic assays should be suitable 

for automatization to screen a small-molecule library of more than 150,000 members. 

Two distinct approaches will be taken since cancer cells display multiple mechanisms that 

cooperatively impede immune cell activity. Hence, to effectively reduce immunosuppression, 

diverse strategies will be required.  

The first assay will investigate potential inhibition strategies for the immunoregulatory enzyme 

indoleamine 2,3-dioxygenase (IDO1) in its native cellular environment because IDO1 

overexpression in cancer suppresses effector immune cells and correlates with poor survival. 

A cell-based assay should be developed that monitors kynurenine, the main product of IDO1 

catalytic activity. This assay will facilitate the discovery of small molecules that impede IDO1 

enzymatic activity not only directly but also indirectly.   

In contrast to the first approach, the second assay will be an unbiased phenotypic assay 

focusing on the suppressive NK-cell phenotype that is induced by various tumor-derived 

suppressive factors. A co-culture assay of NK cells and cancer cells should be developed that 

monitors NK cell cytotoxicity in a suppressive environment. Hence, this assay will identify small 

molecules that can increase the efficiency of NK cell-mediated cytolysis of cancer cells even 

in a suppressive environment. 

Once the phenotypic assays will be established and the screening campaigns completed, 

potent hit compounds should be selected for in-depth analysis including hit validation, 

chemical investigation, mode-of-action studies, and target identification.  

Small molecules that reduce cancer immunosuppression may empower the development of 

innovative cancer immunotherapies, e.g. by elucidating novel drug target proteins. Moreover, 

the discoveries could contribute to expand the understanding of immunosuppression by 

cancer cells. 
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4. Experimental part  

4.1 Materials 

Name Supplier 

12-well plate, clear, flat bottom Sarstedt AG & Co,  

384-well plate, black, flat, clear bottom  Corning Inc. 

384-well plate, clear, flat bottom Greiner Bio-One 

384-well plate, clear, non-binding  Greiner Bio-One 

4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 
(HEPES) 

Gerbu 

6-well plate, clear, flat bottom Sarstedt AG & Co 

7-AAD Viability stain Biolegend 

96-well plate, black, clear flat bottom Corning Inc. 

96-well plate, clear, conical bottom Sarstedt AG & Co 

96-well plate, clear, flat bottom Greiner falcon 

96-well plate, clear, flat bottom, UV-Star  Greiner Bio-One 

Acetonitrile Fisher Chemical 

Acrylamide / Bisacrylamide solution AppliChem 

Ammonium persulfate (APS) Serva 

Ascorbic acid Sigma-Aldrich 

Bacto agar Fisher Scientific GmbH 

Bacto Trypton Fisher Scientific GmbH 

Bacto Yeast Extract Fisher Scientific GmbH 

BMS-986205 Cayman Chemicals 

Bovine serum albumin (BSA) Serva 

Bromophenol blue Carl Roth 

Buffy coats DRK Hagen 

Carfilzomib Abcam 

Catalase from bovine liver Sigma-Aldrich 

Cell culture dish, 10 cm Sarstedt AG & Co 

Cell culture dish, 15 cm Sarstedt AG & Co 

Cell culture flask T175 Sarstedt AG & Co 

Cell culture flask T25 Sarstedt AG & Co 

Cell culture flask T75 Sarstedt AG & Co 

Chloroacetamide Sigma-Aldrich 

cOmplete™ protease inhibitor cocktail Sigma-Aldrich 

Cryovials VWR International GmbH 

DharmaFect 1 transfection reagent Horizon Discovery Biosciences Limited 

Dimethyl sulfoxide (DMSO) Sigma-Aldrich 

Disodium phosphate (Na2HPO4) Merck 

Dithioerythritol (DTE) Gerbu 

Dithiotreitol (DTT) Gerbu 

DNAse I Serva 

Epacadostat  Selleckchem 

Ethanol (EtOH) VWR 
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Name Supplier 

Ethylene diamine tetraacetic acid (EDTA) Gerbu 

Fetal bovine serum (FBS) Gibco 

Formaldehyde AppliChem 

Formic acid J.T. Baker 

FuGENE6 Promega Corporation 

G418 Sigma Aldrich 

Glucose Carl Roth 

Glycerol Carl Roth 

Glycine Carl Roth 

GST magnetic beads Thermo Fisher 

Guanidine hydrochloride (GndHCl) VWR 

Hemin BioXTRA from porcine Sigma-Aldrich 

High Fidelity (HF®) EcoRI New England Biolabs 

High Fidelity (HF®) SalI New England Biolabs 

Hoechst-33342 Invitrogen 

Hydrochloric acid (HCl) AppliChem 

IFNγ, recombinant human PeproTech 

IL-15, recombinant human StemCell 

Iodacatamide AppliChem 

Lipofectamine 2000 transfection reagent Thermo Fisher 

L-Kynurenine  Sigma-Aldrich 

Lys-C Endoproteinase Wako Chemicals 

MEM non-essential amino acids PAN Biotech 

Methanol (MeOH) Sigma-Aldrich 

Methylene blue Fisher Scientific GmbH 

Micro reaction tube, 0.5 mL Sarstedt AG & Co 

Micro reaction tube, 1.5 mL Sarstedt AG & Co 

Micro reaction tube, 1.5 mL, protein low-binding Eppendorf AG 

Micro reaction tube, 2.0 mL Sarstedt AG & Co 

Micro reaction tube, 2.0 mL, protein low-binding Eppendorf AG 

Micro reaction tube, 5.0 mL, protein low-binding Eppendorf AG 

Milk powder, non-fat dry AppliChem 

Monopotassium phosphate (KH2PO4) Thermo Fisher 

Mr. FrostyTM Thermo Fisher 

N-methyl protoporphyrin IX Cayman Chemicals 

NP-40 alterative Calbiochem 

Pancoll human 1.077g/mL Pan Biotech 

Parafilm® M Bemis Company Inc. 

PBS tablets Jena Bioscience 

PBS-based Odyssey® Blocking buffer Li-COR Biosciences 

Prostaglandin E2 (PGE2) SantaCruz 

Phenylmethylsulfonyl fluoride (PMSF) Thermo Fisher 

PhosSTOP phosphatase inhibitors Sigma-Aldrich 

Pierce Protein A/G Magnetic Beads Thermo Fisher 

Piperazine-N,N′-bis(2-ethanesulfonic acid) (PIPES) Sigma-Aldrich 
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Name Supplier 

Pipette tips, 10 µL Sarstedt AG & Co 

Pipette tips, 10 µL, protein low-binding Sorenson Bioscience Inc. 

Pipette tips, 100 µL, protein low-binding Sorenson Bioscience Inc. 

Pipette tips, 1000 µL Diagonal GmbH & Co. KG 

Pipette tips, 1000 µL, protein low-binding Sorenson Bioscience Inc. 

Pipette tips, 200 µL Diagonal GmbH & Co. KG 

Pipette tips, 200 µL, protein low-binding Sorenson Bioscience Inc. 

Polycarbonate ultracentrifugation tubes, 0.5 µL Beckman Coulter Inc. 

Polysorbate 20 (Tween® 20) Sigma-Aldrich 

Polystyrene Test Tube Corning Falcon 

Polyvinylidiene difluoride (PVDF) membrane Merck KGaA 
Potassium chloride (KCl) J.T. Baker 

RepSox SelleckChem 

Sample tube, 15 mL Sarstedt AG & Co 

Sample tube, 50 mL  Sarstedt AG & Co 

Serological pipette, 1 mL Sarstedt AG & Co 

Serological pipette, 10 mL Sarstedt AG & Co 

Serological pipette, 25 mL Sarstedt AG & Co 

Serological pipette, 5 mL Sarstedt AG & Co 

Serological pipette, 50 mL Sarstedt AG & Co 

siRNA Buffer (5x) Horizon Discovery Biosciences Limited 

siRNA CRBN, human, on-target plus, smart pool Horizon Discovery Biosciences Limited 
siRNA Library Ubiquitin enzymes, human, on-target 
plus, smart pool 

Horizon Discovery Biosciences Limited 

siRNA VHL, on-target plus, smart pool Horizon Discovery Biosciences Limited 

siRNA, on-target plus, human, non-targeting pool Horizon Discovery Biosciences Limited 

siRNA, SIAH1, human, on-target plus, smart pool Horizon Discovery Biosciences Limited 

Sodium acetate J.T. Baker 

Sodium ascorbate Sigma-Aldrich 

Sodium chloride (NaCl) VWR Chemicals 

Sodium dodecylsulfate (SDS) Gerbu 

Sodium pyruvate solution PAN Biotech 

SsoAdvancedTM SYBR® green mix Bio-Rad Laboratories GmbH 

Staurosporine Enzo 

Succinylacetone TCI 

SYPRO orange dye Thermo Fisher 

Syringe, 1 mL B. Braun Melsungen AG 

T4 DNA ligase New England Biolabs 

T4 DNA ligase reaction buffer New England Biolabs 
tGFP mRNA ThermoFischer 

Transforming growth factor beta (TGFβ) StemCell 

Trichloroacetic acid (TCA) Sigma-Aldrich 

Triethanolamine Sigma-Aldrich 

Triethylammonium bicarbonate (TEAB) 1.0 M buffer Sigma-Aldrich 
Triethylene glycol diamine tetraacetic acid (EGTA) VWR Chemicals 

Trifluoroacetic acid (TFA) Sigma-Aldrich 
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Name Supplier 

Tris((1-hydroxy-propyl-1H-1,2,3- Sigma-Aldrich 

Tris(2-cyrboxyethyl)phosphine) (TCEP) Thermo Fisher 

Tris-HCl Carl Roth 

Triton X-100 Serva 

Trypsin, recombinant Sigma-Aldrich 

Trypsin/EDTA solution PAN Biotech 

Trypsin/Lys-C Mix, Mass spec. grade, 5x Promega Corporation 

Urea J.T. Baker 

UV-Star Plate, 96-well  Greiner Bio-One GmbH 

Whatman® 3MM filter paper Whatman GmbH 

Q5® Reaction Buffer Pack New England Biolabs 

 

Chemical synthesis: All reagents were purchased from commercial sources and were used 

directly without further purification. 

4.1.1 Buffer 

Name Composition 

Buffer A (protein expression) 50 mM Tris-HCl pH 7.4 

100 mM NaCl 

Buffer B (protein expression) 50 mM Tris-HCl pH 7.4 

200 mM KCl 

Denaturation buffer: 50 mM Tris pH 7.5 

8 M Urea 

1 mM DTT 

IDO1 assay buffer 50 mM Potassium phosphate 

pH 6.5 

Immunoprecipitation lysis buffer 20 mM Tris-HCl pH 7.5 

100 mM NaCl 

0.1 mM EDTA 

0.5 % NP-40 alternative 

Phosphatase and Protease inhibitors 

10 mM N-ethylmaleimide (NEM) 

Immunoprecipitation wash buffer 50 mM PIPES pH 7.4 

150 mM NaCl 

5 mM MgCl2 

0.5 mM EGTA 

0.1 % NP-40 alternative 

0.1 % Triton X-100 

0.1 % Tween® 20 
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Name Composition 

1 mM DTT 

IP alkylation solution Denaturation Buffer + 50 mM Chloroacetamide 

Kyn sensor buffer 50 mM H3PO4 , HCl pH=1   

120 mM NaCl 

Lysogeny broth (LB) Medium 1 L H2O pH=7.4 

10 g Bacto Trypton 

5 g Bacto Yeast Extract 

10 g NaCl 

LB agar plates LB medium 

1.5 % Bacto Agar 

NP-40 lysis buffer 50 mM Tris-HCl, pH 8.0 

150 mM NaCl 

1 % NP-40 alternative 

Phosphate-buffered saline (PBS) 

 

 

 

 

2.7 mM KCl 

1.5 mM KH2PO4 

136.9 mM NaCl 

8.1 mM Na2HPO4 

pH 7.4 

PBS-T PBS 

0.1 % (v/v) Tween® 20 

PreScission protease cleavage buffer 50 mM Tris-HCl, pH 7.0 

150 mM NaCl 

1 mM DTE 

200 µM Hemin 

Proteomics lysis buffer PBS 

0.4 % (v/v) NP-40 alternative 

SDS running buffer (10x) 250 mM Tris 

2.5 M glycine 

35 mM SDS 

SDS sample buffer (5x) 0.5 M Tris-HCl, pH 6.8 

40 % (v/v) glycerol 

277 mM SDS 

400 mM DTE 

0.3 mM bromophenol blue 

SDS separating gel buffer 1.5 M Tris 

pH 8.8 

SDS stacking gel buffer 1.0 M Tris 

pH 6.8 
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Name Composition 

Stage-tip elution buffer  80 % (v/v) acetonitrile 

0.1 % (v/v) formic acid 

Stage-tip wash buffer  0.1 % (v/v) formic acid 

Transfer buffer 

 

 

25 mM Tris 

188 mM glycine 

10 % (v/v) methanol 

Tris-buffered saline (TBS) 

 

 

50 mM Tris-HCl 

150 mM NaCl 

pH 7.5 

TBS-T TBS 

0.1 % (v/v) Tween® 20 

TUBE buffer 20 mM Na2HPO4 

20 mM NaH2PO4 

1 % NP-40 alternative 

2 mM EDTA  

10 mM N-Ethylmaleimide (NEM) 

Protease inhibitors 

 

4.1.2 Cell culture media 

Name Supplements 
Product 

number 
Supplier 

DMEM-based growth 

medium 

10 % (v/v) FBS 

1 mM sodium pyruvate 

1x MEM non-essential amino 

acids 

P04-03550 

PAN Biotech 

GmbH, 

Germany 

DMEM-based growth 

medium w/o phenol red 

10 % (v/v) FBS 

1 mM sodium pyruvate 

1x MEM non-essential amino 

acids 

P04-03550 

PAN Biotech 

GmbH, 

Germany 

RPMI 1640-based growth 

medium  

10 % (v/v) FBS (heat 

inactivated) 

  

P04-18147 

PAN Biotech 

GmbH, 

Germany 

RPMI 1640-based growth 

medium w/o phenol red 

10 % (v/v) FBS (heat 

inactivated) 

2.5 mg/L D (+)-glucose 

 1 mM sodium pyruvate 

P04-16515 

PAN Biotech 

GmbH, 

Germany 
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Name Supplements 
Product 

number 
Supplier 

IMDM-based growth 

medium 

10 % (v/v) FBS (heat 

inactivated) 

 

P04-20150 

PAN Biotech 

GmbH, 

Germany 

McCoy’s 5A-based growth 

medium 
10 % (v/v) FBS (heat 

inactivated) 
P04-05500 

PAN Biotech 

GmbH, 

Germany 

Opti-MEM™ 

 11058-021 

Thermo Fisher 

Scientific Inc., 

USA 

 

4.1.3 Cell lines 

Name Description Culture conditions Source 

A549Green Human lung carcinoma cells 
DMEM-based growth 

medium, 5 % CO2, 37 °C 

DSMZ GmbH, 

Germany 

BxPC3 
Human pancreatic 

adenocarcinoma cells 

RPMI1640-based growth 

medium, 5 % CO2, 37 °C 

DSMZ GmbH, 

Germany 

SKOV3 
Human ovary 

adenocarcinoma 

McCoys 5A-based growth 

medium, 5 % CO2, 37 °C 

DKFZ, Heidelberg, 

Germany 

HEK293T 
Human embryonic kidney 

cells 

DMEM-based growth 

medium, 5 % CO2, 37 °C 

DSMZ GmbH, 

Germany 

HeLa 
Human cervix carcinoma 

cells 

DMEM-based growth 

medium, 5 % CO2, 37 °C 

DSMZ GmbH, 

Germany 

PBMC 
human peripheral blood 

mononuclear cells 

IMDM-based growth 

medium 

DRK Hagen, 

Germany 

 

4.1.4 Kits 

Name Supplier 

1-Step human coupled IVT Kit (88881) Thermo Fischer 

Bio-Rad Protein Assay Bio-Rad Laboratories, Inc. 

Click-iT HPG Alexa Fluor 488 Protein Synthesis Assay  Thermo Fischer 

Dynabeads untouched human NK cell kit (11349D) Thermo Fischer 

IDO1 activity assay Kit (K972-100) BioVision, Inc. 

MycoAlert™ mycoplasma detection kit Lonza Group AG 

Nano-Glo® Dual-Luciferase® Reporter Assay Kit Promega Corporation 
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Name Supplier 

NeonTM Transfection Kit (MPK10025) Thermo Fisher Scientific Inc. 

QuantiTect Rev. Transcription Kit (205313) Qiagen 

RNeasy Plus Kit (74104) Qiagen 

SuperSignal™ West Pico PLUS Substrate Thermo Fisher Scientific Inc. 

 

4.1.5 Antibodies 

Antigen Origin Supplier 
Blocking 

buffer 

Dilution for 

immunoblotting 

Product 

number 

IDO1 rabbit Abcam 5% milk (TBS) 1:3000 ab211017 

IDO1 mouse ThermoFisher LI-COR buffer 1:3000 14-9750-80 

Vinculin mouse ThermoFisher 5% milk (TBS) 1:10000 V9131 

Granzyme B rabbit Abcam 5% milk (TBS) 1:2000 ab134933 

Perforin mouse Thermo Fisher Licor buffer 1:1000 PA587351 

α-Tubulin rabbit Abcam 5% milk (TBS) 1:5000 ab4074 

Mouse IgG 

(680RD) 
donkey LI-COR LI-COR buffer 1:5000 926-68072 

Mouse IgG 

(800CW) 
goat LI-COR LI-COR buffer 1:5000 926-32210 

Rabbit IgG 

(680RD) 
donkey LI-COR LI-COR buffer 1:5000 926-68073 

Rabbit IgG 

(HRP) 
goat Thermo Fisher 5% milk (TBS) 1:10000 Pierce 31460 

 

 

Antigen Origin Supplier 
Blocking 

buffer 

Dilution 

for flow 

cytometry 

Product 

number 

CD3 PE-

conjugated 
mouse Biolegend FC buffer 1:200 300308 

CD56 BV421-

conjugated 
mouse BD Bioscience FC buffer 1:100 562751 
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4.1.6 Plasmids 

Name Supplier Backbone Insert 

pCMV3-IDO1 Sino Biological US Inc. pCMV3 IDO1 

pEGFP-H2Bj Clontech, USA pEGFP-N1 H2BJ 

pGEX6p-GST-IDO1 A. Antoni85, kindly gifted pGEX6p-2rbs IDO1 

pT7CFE1-IDO1-His Thermo Fisher pT7CFE1-IDO1-CHis IDO1 

pXPG-IDO1  G. M. Doody86, kindly gifted pXPG Firefly luciferase 

4.1.7 Oligonucleotides 

Name Forward primer (5’ to 3’) Reverse primer (3’ to 5’) Supplier 

IDO1 GCCTGATCTCATAGAGTCTGGC TGCATCCCAGAACTAGACGTGC Eurofins 

GAPDH GTCTCCTCTGACTTCAACAGCG ACCACCCTGTTGCTGTAGCCAA Eurofins 

EcoRI-

IDO1 

AAAAAAGGATCCAAATGGCACAC

GCTATGG 
 Eurofins 

IDO1-

SalI 
 

AAAAAAGTCGACTTAACCTTCCT

TCAAAAGGGA 
Eurofins 

4.1.8 Bacterial strains  

Name Description Source 

One Shot OmniMAX™ 2 T1 Escherichia coli  Thermo Fisher Scientific Inc. 

BL21 DE2 RIL K+ Escherichia coli Thermo Fisher Scientific Inc. 

 

4.2 Instruments and software 

4.2.1 Instruments 

Description Name Supplier 

Automated cell seeding Multidrop Combi Thermo Fisher Scientific Inc. 

Automated Fluorescence Microscope 
Axiovert 200M Carl Zeiss AG 

IncuCyte S3 Sartorius AG 

Automated screening robot 
Spinnaker automation 

system   
Thermo Fisher Scientific Inc. 

 

Centrifuge 

 

 

5810R Eppendorf AG 

5417R Eppendorf AG 

5424R Eppendorf AG 

5430 Eppendorf AG 
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Description Name Supplier 

 
 

Minispin Eppendorf AG 

Tomy mini personal Sonation GmbH 

 

Chromatography column  

 

GSTTrap HP GE Healthcare GmbH 

HiLoad 16/600 Superdex 

200 pg 
GE Healthcare GmbH 

Chromatography system  ÄKTAprime Plus GE Healthcare GmbH 

Clean bench (Cell culture) NU-437-400E ibs tecnomara GmbH 

Clean bench (Proteomics) MSC-Advantage 1.2 Thermo Fisher Scientific Inc. 

Precision scale Analytical Plus Sartorius AG 

Flow cytometer Cell Sorter BD FACSAria™ III  BD Biosciences 

Flow cytometer  BD LSR II  BD Biosciences 

Gel and blot documentation system ChemiDoc™ MP Bio-Rad Laboratories, Inc. 

Gradient thermal cycler 
Mastercycler ep gradient Eppendorf AG 

CFX96 Real-Time System Bio-Rad Laboratories, Inc. 

High-content imaging system Image Xpress XL Molecular Devices, LLC 

HPLC-MS/MS system LCQ Fleet Thermo Fisher Scientific Inc. 

Incubator Nuaire NU-5500E Integra Biosciences GmbH 

Liquid dispenser Echo 520 Labcyte Inc. 

Mass spectrometer 
 

Q Exactive™ Plus Thermo Fisher Scientific Inc. 

Q Exactive™ HF Hybrid 

Quadrupole-Orbitrap 
Thermo Fisher Scientific Inc. 

NanoDSF Prometheus NT.48 
NanoTemper 

Technologies 

Nano-HPLC system 
Ultimate™ 3000 RSLC 

nano-HPLC system 
Thermo Fisher Scientific Inc. 

Protein electroporation device 
Neon™ Transfection 

System Pipette Station 
Thermo Fisher Scientific Inc. 

Plate reader Sparks Tecan Group AG 

Spectrophotometer Nanodrop 2000c Thermo Fisher Scientific Inc. 

UHPLC-MS/MS system VelosPro Thermo Fisher Scientific Inc. 

Ultracentrifuge Optima™ MAX-XP Beckman Coulter Inc. 

UV irradiation system BLX-365 
Vilber Lourmat Deutschland 

GmbH, Germany 

Vacuum concentrator Concentrator plus Eppendorf AG 
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4.2.2  Software 

Description Name Supplier 

Chemical analysis software ChemDraw PerkinElmer, Inc. 

Data analysis software 
 

Prism GraphPad Software 

Excel Microsoft Corperation 

Flow cytometry analysis FlowJo v09 BD Biosciences 

Gel / Immunoblot analysis software ImageLab Bio-Rad Laboratories, Inc. 

Mass spectrometry analysis software Xcalibur Thermo Fisher Scientific Inc. 

Microscopy & image analysis software 
 

IncuCyte® S3 2019B Rev2 Sartorius AG 

MetaMorph Molecular Devices, LLC 

MetaXpress Molecular Devices, LLC 

Screening analysis software Quattro Software Suite Quattro Research GmbH 

 

Chemical synthesis: Proton nuclear magnetic resonance (1H-NMR) spectra were measured 

on Varian Mercury 400 (400 MHz) NMR spectrometer at room temperature. Proton (1H) 

chemical shifts are specified as parts per million (ppm, δ-scale) and the spectra was 

referenced to the protium in the NMR solvent (CDCl3, δ7.26 ppm; DMSO-d6, δ2.50 ppm). Data 

are characterized as follows: chemical shift, multiplicity (s = singlet, d = doublet, dd= doublet 

of doublets, ddd= doublet of doublet of doublets, t = triplet, q = quartet, m = multiplet), coupling 

constant (J) in Hertz (Hz) and integration 

 

4.3 Methods 

4.3.1 Cell culture methods 

4.3.1.1 Cell culture and cell seeding 

All cell lines were long-term cultivated at 37 °C and 5 % CO2 in the respective medium listed 

in 2.2.1.2. Cells were sub-cultured when a confluence of 70 - 90 % was reached. Therefore, 

the growth medium was removed, cells were washed with 8 mL sterile PBS and detached 

using 1-1.5 mL trypsinization solution. After cell detachment, 6 mL of fresh growth medium 

was added and the cell suspension was transferred to a 50 mL tube. Cells were centrifuged 

at 300 x g for 5 min to separate death cells and debris. Subsequently, the cell pellet was 

resuspended in the required assay medium and the cell number was determined. Therefore, 

10 µL of the cell suspension was mixed 1:1 with trypan blue solution to visualize dead cells 

and to determine live-cell number using the automated cell count device CountessTM II. 

Depending on the obtained cell number, the cell suspension was diluted in assay medium to 
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obtain the desired cell seeding density. Cells were seeded into 96-well plates (100 µL/well) or 

into 6-, 12- or 24-well plates. In case heat-inactivated FBS was required for the growth 

medium, FBS was incubated for 30 min at 56 °C and stored at -20 °C for further usage.  

 

4.3.1.2 Cryopreservation of cells 

For long term storage, cells were cryopreserved in growth medium containing 5 % (v/v) DMSO 

at a density of approximately 1 x 106 cells/mL. For this purpose, a cell suspension was 

prepared, the cell density was determined followed by a dilution to yield 1 x 106 cells/mL. 0.5 

– 1 mL of the DMSO-supplemented cell suspension was transferred to a cryovial and 

subsequently placed in a freezing container (Mr. FrostyTM), which ensures an even and slow 

reduction of the temperature. The freezing container was placed into a freezer of -80 °C for 

24 h and afterwards cryopreserved cells were transferred into a liquid nitrogen tank until 

further usage. PBMCs were cryopreserved in FBS (heat inactivated (hi)) supplemented with 

10 % (v/v) DMSO at a cell density between 5 x 106 and 2 x 107 cells/mL.  

 

4.3.1.3 Compound treatment and controls 

All compounds were dissolved in DMSO as 50 mM or 10 mM stock solution according to their 

solubility and stored at -20 °C in aliquots to reduce freeze-thaw cycles to a minimum. Cellular 

and biochemical assays that involved compound treatment always included a DMSO control 

at the same concentration of DMSO that was added with the compounds. The DMSO 

concentration for cellular assay was always below 0.5 % and in biochemical assay it did not 

exceed 2 %. For dose-response analyses, compounds were diluted in ten three-fold dilution 

steps in DMSO followed by a pre-dilution step (1:8 for biochemical assays and 1:50 for cellular 

assays) in either cell culture medium or assay buffer. The pre-dilution in either cell culture 

medium or assay buffer were added to the respective assay and was thereby further dissolved 

to the required concentration. 

 

4.3.1.4 Generation of the A549Green cell line 

A549 cells were transfected with linearized pEGFP-N1-H2BJ using FuGENE6 transfection 

reagent. The plasmid was linearized because it increases the chances of productive 

integration. 24 h post transfection, cells were placed under selection pressure by adding 

medium containing 0.75 mg/ml G418. After two weeks of culturing cells in G418-containing 

medium, cells were sorted according to their fluorescence intensity using flow cytometry. Non-

fluorescent cells were excluded. Single cells with a medium to high fluorescence intensity 
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compared to the wild-type cells were seeded in a 96-well plate. Single cells were expanded 

and one clonal cell line was chosen for the co-culture assay. 

 

4.3.1.5 PBMC isolation from buffy coats 

Buffy coats were obtained from the Deutsches Rotes Kreuz (DRK) Hagen and PBMC isolation 

was performed upon receival. Buffy coat content was diluted 1:2 with PBS and 50 mL tubes 

were filled with 20 mL of human Pancoll (PAN BioTech) density gradient solution. Afterwards, 

30 mL of the diluted buffy coat was gently added on top of the human Pancoll layer and a 

centrifugation step at 800 x g for 25 min with brake-off was applied to separate PBMCs from 

red blood cells and plasma. The white mononuclear cell layer was collected and transferred 

to a new 50 mL tube. It is important to keep the samples of different donors separated. The 

obtained PBMCs were washed once with 40 mL PBS and twice with 10 mL PBS by and 

centrifugation at 300 x g for 12 min. Finally, cells were resuspended in FBS and counted for 

cryopreservation. 

 

4.3.1.6 NK cell isolation 

To isolate NK cells from PBMCs, cryopreserved PBMCs were thawed and cultivated overnight. 

Suspension cell fraction containing all lymphocytes are used for NK cell isolation while 

adherent cells (monocytes) remain in the cell culture flask. NK cells were isolated by means 

of Dynabeads™ Untouched™ Human NK Cells Kit according to the manufacturer’s protocol.  

  

4.3.1.7 Flow cytometry-based immune-cell characterization  

Lymphocytes or isolated NK cells were collected, resuspended in FC Buffer at a cell density 

of 4 x 106 cells/mL and surface protein staining using fluorescently labelled antibodies was 

performed. For each staining condition, 50 µL of the cell suspension was used and anti-CD3-

PE (1:200) and anti-CD56-BV421 (1:100) antibodies were added and incubated for 20 min on 

ice. Afterwards, cells were washed twice with 200 µL FC Buffer and finally resuspended in 

150 µL FC Buffer. The cell suspension was transferred to a polystyrene test tube and the 

live/dead stain 7-AAD (1:50) was added. For fluorescence compensation, fluorophores were 

analyzed separately beforehand. Samples were excited using a 405 nm and a 488 nm laser 

and emission was detected by the following filters: 450/50, 575/26 and 695/40 nm. Prior to 

single-cell flow cytometry analysis, all samples were compensated using FlowJo™ software. 
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4.3.2 Phenotypic Screening Methods  

4.3.2.1 Screening library  

The compound library (3000 small molecules) used for the screening campaigns was 

composed of proprietary (10 %) as well as commercially available (90%) compounds. The 

LOPAC library, the Prestwick library the US drug collection, Selleckchem kinase and target-

specific libraries and further hand-picked inhibitors include compounds with annotated 

bioactivity (2.5% of the whole library). Further screening compounds were obtained from 

ChemDiv and Enamine. Cheminformatic tools were applied to choose compounds having 

drug-likeness and compliance to rule of five. Compounds 6, 7 and 8 were purchased from 

ChemDiv (ID: 5593-1162 (6); ID: G528-0384 (7); ID: E021-0159 (8)) 

 

4.3.2.2 Automated NK cell-mediated cancer cell cytolysis assay 

The high-throughput screening to identify NK cell modulators was performed in phenol red-

free RPMI 1640 medium supplemented with 10 % FBS (hi) in black multiwell plates. A549Green 

cells (500 cells/well in 20 µl for 384-well plate and 400 cells/well in 4 µl for 1536-well plate) 

were seeded using Multidrop Combi (Thermo Fisher Scientific) and incubated overnight. 

Compound treatment (final concentration of 11 µM or serial dilutions for IC50 values) was 

performed using an Echo550 dispenser (Labcyte) prior lymphocyte addition. First, 

lymphocytes of different donors were titrated to determine the E:T ratio that results in the best 

S/B value. Based on this, lymphocytes were prepared at the required cell density and were 

added together with 30 ng/mL IL-15 and suppressive factors TGFβ (30 ng/mL) and PGE2 (200 

ng/mL) to each well. 5 or 20 µL of the lymphocyte cell suspension were added using Multidrop 

Combi (Thermo Fisher Scientific) to 1536-well or 384-well plate, respectively. The control 

samples, which were included on every screening plate, contained lymphocytes and 30 ng/mL 

IL-15 only. After brief centrifugation step, plates were incubated for 144 h at 37 °C and 5 % 

CO2. Lymphocytes of different donors were used and are listed in Table 1. After 144 h, 

A549Green cells were imaged (excitation: 465/40 nm, emission: 525/30 nm) using the 

ImageXpress Micro XL device (Molecular Devices). The obtained images were analyzed using 

MetaXpress and the Cell Proliferation HT module. The cell count of A549Green cells was 

calculated relative to the cell count obtained in the co-culture with IL-15, TGFβ and PGE2 

treated with DMSO. 
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Table 1: Lymphocytes of different donors were used for the initial screen in 1536-well format. The applied E:T ratios 

and the obtained S/B values are listed.  

Compound library Donor E:T ratio Signal to 
background (S/B) 

Z’ 

In-house 9, 17, 28 40:1, 60:1, 60:1 3.9, 13.4, 2 0.16, 0.43, 0.31 

Prestwick, Edelris, 
LOPAC 

33 60:1 8.1 0.38 

Kinase inhibitor 
collection 

33 60:1 8.1 0.38 

Chemdiv 33, 34 60:1, 60:1 2, 6.3 0.3, 0.28 

 

Dose-response analyses of hit compounds that reduce A549Green cell count in the presence of 

lymphocytes were performed in 384-well plates in eight three-fold dilution steps starting from 

17 µM. As toxic compounds will reduce A549Green cell count in dependently of NK cells, 

A549Green cells were incubated with the compounds without the addition of lymphocytes. 

Therefore, an A549Green cell count after 96 h was determined using 5 ng/mL Hoechst (33342). 

After incubation for 30 min at 37°C, cells were imaged (excitation: 377/50 nm, emission: 

447/60 nm) using the ImageXpress Micro XL device (Molecular Devices). The obtained 

images were analyzed using MetaXpress and the Cell Proliferation HT module to obtain the 

cell count. The measurements were performed at least in technical triplicates. All HTS data 

was analyzed using the Quattro Software Suite (Quattro Research GmbH). 

 

4.3.2.3 Automated cell-based Kyn assay 

BxPC3 cells (1,000 cells/well in 2.5 µL) were seeded in phenol red-free RPMI 1640 medium 

in 1536-well plates (Greiner #782086) using Multidrop Combi (Thermo Fisher Scientific). After 

24 h of incubation, plates were subjected to Spinnaker automation system (Thermo Fisher 

Scientific) for the transfer of 2.5 nL of compounds by an Echo550 dispenser (Labcyte) as well 

as for the addition of 1 µL of medium containing IFNγ (50 ng/mL) and L-Trp (380 µM). 

Subsequently, plates were centrifuged for 1 min at 500 x g and incubated at 37 °C and 5 % 

CO2. After 48 h of incubation, TCA was added to a final concentration of 7 % and incubated 

for 10 min prior to a centrifugation step of 10 min at 1620 x g. Kyn levels were determined by 

means of the Kyn sensor87 at a final concentration of 17.5 µM in sensor buffer. Fluorescence 

intensity (excitation: 535 nm, emission: 595 nm) was measured using a Spectramax Paradigm 

reader (Molecular Devices). Data was normalized to the values for cells that were treated with 

DMSO. All HTS data was analyzed using the Quattro Software Suite (Quattro Research 

GmbH).  
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The follow-up dose-response analyses of hit compounds were performed in 384-well plates in 

eight three-fold dilution steps starting from 10 µM. BxPC3 cells (4,000 cells/well) were seeded 

in phenol red-free medium supplemented with 10 % FBS (hi) in 384-well plates (Corning 

#3770) and treated as described above. In parallel, compound toxicity was evaluated prior to 

TCA addition and Kyn detection. Therefore, 5 ng/mL Hoechst-33342 were added to the cells 

and incubated for 30 min at 37°C. Afterwards, cells were imaged (excitation: 377/50 nm, 

emission: 447/60 nm) using the ImageXpress Micro XL device (Molecular Devices) followed 

by image analysis using MetaXpress and the Cell Proliferation HT module. All measurements 

were performed in technical triplicates.  

 

4.3.2.4 Semi-automated siRNA screen in HeLa cells 

To identify E3 ligases or other proteins involved in protein degradation of IDO1 a genetic 

screen was performed exploiting the Kyn assay. Therefore, all four subsets of the human ON-

TARGETplus siRNA Library - ubiquitin enzymes were used. The Library contains 663 different 

genes that are involved in protein ubiquitination, e.g. E3 ligases, deubiquitinases as well as 

substrate receptors that can induce ubiquitination. To screen the siRNA library investigating 

their effect on the Kyn assay, 5 µL OptiMEM containing 1.05 % (v/v) Dharmafect transfection 

reagent 1 were added to each well of a 384-well plate followed by the addition of 0.15 µL of 

the respective siRNAs by means of an Echo550 dispenser (Labcyte). Each plate contained 

two wells of the same siRNA to directly compare treated and non-treated conditions. 

Afterwards, another 5 µL OptiMEM were added to ensure appropriate mixing and the solution 

was incubated 30 to 45 min at room temperature. HeLa cells (1300 cells / well) were added 

using Multidrop Combi (Thermo Fisher Scientific) and incubated for 48 h at 37°C and 5 % 

CO2. Two days later, 50 ng/mL IFNγ and 170 µM L-Trp were added to each well and the two 

wells per plate that contain the same siRNA were treated with either 5 µM compound 12 or 

DMSO as a control and incubated for further 48 h at 37°C and 5 % CO2. Kyn levels were 

determined as described for the automated Kyn assay (see 4.3.2.3). For each gene, at least 

two biological repetitions with three technical replicates were performed. Genes that showed 

significant differences upon knockdown in the two biological repetitions were evaluated a third 

time.  

For data analysis, the percent of inhibition by 12 was calculated relative to cells that were 

treated with DMSO and the same siRNA. Afterwards, the inhibitory potency was normalized 

to the control condition (i.e., cells that were treated with non-targeting siRNA and 12). Inhibitory 

potency of 12 in the conditions with non-targeting siRNA was set to 100 %. Genes whose 

knockdown reduced the inhibitory potency to approximately 80 % or more in at least two 

biological replicates were considered as hits.  
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(1)                       𝑓𝑜𝑙𝑑 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 𝐾𝑦𝑛 𝑙𝑒𝑣𝑒𝑙𝑠 𝑜𝑓 𝟏𝟐 =  𝑠𝑖𝑅𝑁𝐴 𝐷𝑀𝑆𝑂
𝑠𝑖𝑅𝑁𝐴 𝟏𝟐ൗ    

 

 

(2) 𝐼𝑛ℎ𝑖𝑏𝑖𝑡𝑜𝑟𝑦 𝑝𝑜𝑡𝑒𝑛𝑐𝑦 = ൮ 

𝑓𝑜𝑙𝑑 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 (1) 

(𝑠𝑖𝑅𝑁𝐴)
𝑓𝑜𝑙𝑑 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 (1)

(𝑛𝑜𝑛 − 𝑡𝑎𝑟𝑔𝑒𝑡𝑖𝑛𝑔 𝑠𝑖𝑅𝑁𝐴 𝑐𝑜𝑛𝑡𝑟𝑜𝑙)

൚ ൲ ∗ 100 

  

 

Furthermore, genes whose knockdown changed Kyn levels in the absence of 12 were 

identified. Therefore, values for cells that were treated with DMSO and siRNA were normalized 

to the respective cell count and Kyn levels were calculated relative to cells that were treated 

with non-targeting siRNA and DMSO (100%).  

 

(1)   𝐾𝑦𝑛 𝑙𝑒𝑣𝑒𝑙 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑐𝑒𝑙𝑙 𝑐𝑜𝑢𝑛𝑡 =  
𝐾𝑦𝑛 𝑙𝑒𝑣𝑒𝑙 (𝑠𝑖𝑅𝑁𝐴)

𝑐𝑒𝑙𝑙 𝑐𝑜𝑢𝑛𝑡 (𝑠𝑖𝑅𝑁𝐴)൘    

 

 

(2)        𝐾𝑦𝑛 𝑙𝑒𝑣𝑒𝑙 = ൮ 

𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝐾𝑦𝑛 𝑙𝑒𝑣𝑒𝑙 
(𝑠𝑖𝑅𝑁𝐴)

𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝐾𝑦𝑛 𝑙𝑒𝑣𝑒𝑙
(𝑛𝑜𝑛 − 𝑡𝑎𝑟𝑔𝑒𝑡𝑖𝑛𝑔 𝑠𝑖𝑅𝑁𝐴 𝑐𝑜𝑛𝑡𝑟𝑜𝑙)

൚ ൲ ∗ 100 

 

4.3.3 Functional cell-based assays 

4.3.3.1 Manual NK cell-mediated cancer cell cytolysis assay 

A549Green cells (3,000 cell/well) were seeded in phenol red-free RPMI1640 in a 96-well plates 

18 h prior to NK-cell or lymphocyte addition. Cryopreserved PBMCs were thawed and after a 

centrifugation at 300 x g for 5 min were transferred to a culture flask for lymphocyte 

(1*10^6/mL) separation. On the next day, A549Green cells were counted before immune-cell 

addition by means of the software IncuCyte® S3 2019B Rev2. According to the required E:T 

ratio, lymphocytes or NK cell density was adjusted in phenol red-free RPMI 1640 medium. 

Suppressive factors were added the medium obtaining a final concentration of 7.5 ng/mL IL-

15, 7.5 ng/mL TGFβ and 200 µg/mL PGE2 (for NK cell) or 30 ng/mL IL-15, 30 ng/mL TGFβ 

and 200 µg/mL PGE2 (for lymphocytes).  A549Green medium was aspired and 90 µL of the 

immune-cell suspension was added followed by 10 µL of either DMSO or compound pre-
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dilution. A549Green cell growth was monitored in real-time for up to 160 h by means of the 

IncuCyte® S3. To evaluate A549Green cell count, the fluorescent nuclear count was analyzed 

determined in the acquired images using the provided software IncuCyte® S3 2019B Rev2 

and plotted against the time using GraphPad Prism 6.0 (GraphPad software, USA). 

Calculation of cytolysis rate is based on the nuclear count. At the endpoint, the relative 

percentage of residual A549Green cell number of each condition is calculated compared to the 

A549Green cells in co-culture without any stimulatory or suppressive factors (unstimulated, 

medium control). Final subtraction from 100 % results in the cytolysis rate which reflects NK 

cell activity, and the number indicates how much of A549Green cells were eliminated. 

 

𝐶𝑦𝑡𝑜𝑙𝑦𝑠𝑖𝑠 𝑟𝑎𝑡𝑒 = 100 − ൮

𝐴549 𝑐𝑒𝑙𝑙 𝑐𝑜𝑢𝑛𝑡
(𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑)

𝐴549 𝑐𝑒𝑙𝑙 𝑐𝑜𝑢𝑛𝑡 
(𝑢𝑛𝑠𝑡𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑)

൚ ൲ 

 

4.3.3.2 Manual cell-based Kyn assay  

BxPC3 (6,000 cells/well or 20,000 cells/well) or SKOV3 cells (6,500 cells/well) were seeded 

in 384-well plates or 96-well plates, respectively, and incubated for 24 h at 37°C and 5 % CO2. 

50 ng/mL (BxPC3) or 5 ng/mL IFNγ (SKOV3 cells), 380 µM L-Trp or 450 µM L-Trp (SKOV3 

cells) and compounds at indicated concentrations were added 48 h prior to the assay readout. 

After the incubation step, TCA was added to a final concentration of 7 % to each well and 

incubated for 10 min at 37 °C followed by centrifugation for 10 min at 1620 x g. Finally, for the 

detection of Kyn, either one volume of 2 % ((w/v)) of Ehrlich reagent in acetic acid or Kyn 

sensor at a final concentration of 20 µM in sensor buffer was added and fluorescence intensity 

(excitation: 555 nm, emission: 600 nm) or absorbance at 492 nm and at 650 nm as a 

background control was measured on a Sparks® multimode microplate plate reader. 

Absorbance values were corrected by subtracting the absorbance value at 650 nm and both 

readout values are presented relative to the DMSO control which was set to 100 %). Dose-

response curves and IC50 values were generated and fitted with GraphPad Prism 6.0 

(GraphPad software, USA) using four-parameter variable slope non-linear regression curve 

fit. 

 

4.3.3.3 Label-free Kyn detection 

BxPC3 cells were seeded in 96-well plates 24 h prior to addition of 50 ng/mL IFNγ, 380 µM L-

Trp and compounds at indicated concentrations and incubated for 48h. TCA was then added 

to each well and incubated for 10 min at 37 °C and samples were centrifuged for 10 min at 
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1620 x g. Afterwards, Kyn was detected in solution by HPLC-MS/MS using the LTQ Velos Pro 

and Dionex HPLC (Thermo Fisher Scientific). Assay was adapted from Xiao et al..88 Data were 

analyzed using Thermo XcaliburTM (Thermo Fisher Scientific) and presented GraphPad Prism 

6.0 (GraphPad software, USA).  

 

4.3.3.4 HEK293T-based Kyn assay  

HEK293T cells were reversely transfected with 1 µg pCMV3-IDO1 plasmid (for 9, 10, 11) or 

0.5 µg pCMV3-IDO1 plasmid (for 12) using Lipofectamine 2000. While transfecting, cells were 

plated in a 96-well plate (25,000 cell/well) and incubated for 20 h at 37 °C and 5 % CO2. 

Afterwards, 500 µM L-Trp and compounds at the indicated concentrations were added and 

cells were incubated for further 24 h prior to the addition of trichloroacetic acid to a final 

concentration of 7 %. Samples were incubated for 10 min at 37 °C and centrifuged for 10 min 

at 1620 x g. Finally, one volume of 2 % (w/v) of Ehrlich reagent in acetic acid was added to 

each well and absorbance at 492 nm and at 650 nm as a background control was measured 

on a Spark® multimode microplate plate reader (Tecan, Austria). Kyn levels were calculated 

by subtracting the absorbance value at 650 nm and presented relative to the DMSO control 

(which was set to 100 %). Dose-response curves and IC50 values were visualized and fitted 

with GraphPad Prism 6.0 (GraphPad software, USA) using four-parameter variable slope non-

linear regression curve fit. 

 

4.3.3.5 CHX pulse assay  

BxPC-3 cells (200,000 cells/well) were seeded in a 12-well plate and supplemented with 

50 ng/mL IFNγ. 24 h later, 5 µM cycloheximide (CHX) was added 30 min prior to the addition 

5 µM of compound 12 and the co-treatment was performed for 24 h followed by 

immunoblotting (see 4.3.5.1). 

  

4.3.3.6 Protein translation assay 

BxPC3 cells (100,000 cells/well) were seeded in a 96-well plate and incubated at 37 °C and 

5 % CO2 overnight. Afterwards, 25 ng/mL IFNγ and compounds were added for 24 h followed 

by three washing steps using PBS and the addition of fresh medium containing the compounds 

as well as 50 µM L-homopropargylglycine (L-HPG). After 45 min of incubation at 37 °C and 

5 % CO2, cells were fixed using 4 % para-formaldehyde followed by L-HPG florescence 

labeling (click reaction) and cell nuclei staining as described by the manufacturer (Thermo 

Fisher). Cell image acquisition was performed at 10 x magnification by means of the 
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fluorescent microscope Axiovert 200M. Fluorescence microscopy pictures were analyzed via 

the MetaXpress software to quantify L-HPG-mediated fluorescence and cell count. The data 

was normalized to the cell count and visualized by Fiji ImageJ.   

 

4.3.3.7 Electroporation of rhIDO1 into cells 

HEK239T (3,000,000 cell/per electroporation) cells were mixed with 20 µg rhIDO1 (4.3.5.4) to 

a final volume of 120 µL electroporation buffer provided by the NeonTM transfection kit. 100 µL 

of the sample was transferred to the electroporation pipet tip and rhIDO1 were electroporated 

into cells applying 1000 V 2 pulses for 35 ms by means of the Neon™ transfection system 

pipette station. Afterwards, cells were transferred to 15 mL pre-warmed PBS and centrifuged 

at 300 x g for 5 min followed by resuspension in 3 mL trypsin/EDTA solution and incubated for 

3 min at 37 °C to remove protein that might stick to the cell membrane. Afterwards cells were 

washed with 10 mL pre-warmed PBS and resuspended in phenol red-free growth medium at 

a density of 9 x 105 cells/mL. To determine IDO1 activity in cells, 90 µL cell suspension was 

plated per well in 96-well plates and 10 µL medium containing compounds as well as 150 µM 

L-Trp were added immediately and incubated for 24 h. Afterwards, Kyn levels were detected 

by 2 % ((w/v)) Ehrlich reagent in acetic acid as described above. For immunoblotting, 600 µL 

of the electroporated cell suspension were seeded in a 12-well plate and treated with the 

indicated compounds for 6, 14 or 24 h prior to immunoblotting. For lysate preparation, 

HEK239T cells were detached and washed twice with PBS followed by cell lysis in NP-40 lysis 

buffer for 30 min on ice. Insoluble material was removed by a centrifugation step at 

100,000 x g at 4 °C for 15 min. Protein concentrations were determined by means of DCTM 

protein assay as described by the manufacturer (Bio-Rad). 30 µg of the protein lysate were 

subjected to immunoblotting (see 4.3.5.1).  

 

4.3.3.8 TUBE pulldown 

BxPC3 cells (12*106 / 4.6*106 per dish) were seeded in either 15 or 10 cm2 cell culture dishes, 

were supplemented with 40 ng/mL IFNγ 8 h later and incubated overnight. Next, fresh medium 

was added containing the respective compounds. For treatment with 12 alone, 50 µM 12 was 

added and incubated for 6 h at 37 °C and 5 % CO2. For co-treatment experiments, 450 nM 

Carfilzomib (CFZ) was added 1 h prior to addition of compound 12. After compound 12 was 

added cells were further incubated for 2 or 4 h at 37 °C and 5 % CO2. Afterwards, cells were 

washed twice with PBS and scraped off the dish in 1 mL PBS followed by centrifugation at 

300 x g for 5 min. 500 µL TUBE lysis buffer was added which was supplemented with the 

GST-tagged tandem ubiquitin binding entities (TUBE) protein (GST-Ubiquillin TUBE) at a 
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concentration of 100 μg/ml. Samples were kept on ice for 30 min followed by lysate clearance 

by centrifugation 30 min at 16,000 x g at 4°C and the determination of protein concentration 

by means of the DC assay. Samples were adjusted to the same concentration in 1 mL. 20 µL 

of the cleared lysate was used for the input analysis.  

For the validation of ubiquitylated IDO1 species, the TUBE protein was not added during lysis. 

After determination of the protein concentration, samples were divided into three fractions of 

which one was supplemented with DTT (20 mM) and ZnCl2 (2.5 mM), another one was 

supplemented with DTT and ZnCl2 and the deubiquitinase USP2 (5 µM), which can remove 

polyubiquitin chains. Only the same amount of TUBE buffer was added to the third sample. 

The three samples were incubated 40 min at room temperature followed by the addition of the 

TUBE protein (100 μg/ml).   

To pull down the polyubiquitinated proteins bound to the GST-tagged TUBE proteins, GST 

magnetic beads were washed with TUBE buffer and 40 µL of the beads were added per 

sample and rotated for 2 h at 4 °C. Supernatant was discarded and beads were washed four 

times with ice-cold PBS-T for 5 min. Finally, 20 µL 1x SDS sample buffer were added to the 

beads and incubated for 15 min at 55 °C to eluate bound proteins. Afterwards, 1x SDS sample 

buffer was added to all samples. Samples were boiled for 5 min at 98 °C and analyzed by 

immunoblotting (see 4.3.5.1).  

 

4.3.3.9 IDO1 immunoprecipitation followed by MS analysis 

BxPC3 cells (4.6*106 cells/dish) were seeded in 10 cm2 dishes. 6 h later, 30 ng/mL IFNγ was 

added and cells were incubated overnight at 37 °C and 5 % CO2. On the next day, the medium 

was exchanged and 5 mL medium with 20 µM of compound 12 or DMSO a as control were 

added for 6 h followed by cell detachment utilizing trypsin and two wash steps with PBS. Cells 

were lysed in 200 µL immunoprecipitation lysis buffer supplemented with fresh N-

Ethylmaleimide. Three freeze and thaw cycles were performed followed by a centrifugation at 

14,000 x g for 20 min at 4 °C. Protein concentration was determined by means of DC protein 

assay as described by the manufacturer (Bio-Rad) and 800 µg lysate was subjected to the 

immunoprecipitation.  

For the following steps a magnetic rack was used to separate magnetic beads from its 

supernatant. 

First, a pre-clearance step of the cell lysate was performed to reduce unspecific binding. 

Therefore, 25 µL of Pierce Protein A/G Magnetic beads per sample were washed twice with 

immunoprecipitation lysis buffer for 1 min followed by the addition of 800 µg lysate and an 

incubation of 1 h at 4°C while rotating. In parallel, 25 µL of Pierce Protein A/G Magnetic beads 

per sample were washed twice with immunoprecipitation lysis buffer for 1 min followed by the 
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addition of 400 µL immunoprecipitation lysis buffer and 8 µL IDO1 antibody (ab211017, 

abcam, 4.1.5) and continuous rotation for 1 h at 4 °C. Afterwards, the pre-cleared lysate was 

separated from the beads and added to the antibody containing beads. The 

immunoprecipitation was performed for 2 h at 4°C while rotating. Next, the supernatant was 

discarded and the beads were washed three times with immunoprecipitation wash buffer for 

5 min while rotating. Afterwards, the beads were transferred to a fresh sample tube using three 

times 500 µL PBS to ensure complete transfer. Beads were washed further with 500 µL PBS 

(3 times) to remove all detergents followed by an on-bead digestion. Therefore, PBS was 

removed from the beads, 50 µL denaturation buffer was added and samples were incubated 

for 30 min while shaking. Afterwards 5.55 μL IP alkylation solution was added and incubated 

for another 30 min while shaking, followed by tryptic digestion. 1 μL LysC (stem solution of 

0.5 μg/μL in water) was added for 1 h at 37 °C, while shaking. Afterwards, the LysC digestion 

supernatant was aspired from the beads and transferred to a fresh sample tube. 165 μL of 

50 mM Tris (pH 7.5) containing 0.25 μg trypsin were added to the remaining beads and 

samples were incubated for 1 h at 37 °C, while shaking. The supernatants from the LysC- and 

trypsin-based digestion were combined and the remaining beads discarded. An another 0.5 μg 

trypsin were added and the digestion was performed overnight at 37 °C, while shaking. On 

the next day the enzymatic reaction was stopped by the addition of 20 μL 10 % TFA. Samples 

were desalted by means of stage tip purification. Therefore, for each sample a double layer of 

C18 chromatography matrix was placed into 200 µL pipette tip. The matrix was activated by 

adding 100 μL of 100 % methanol followed by one washing step with stage-tip elution buffer 

and two washing steps with stage-tip wash buffer. After each addition, a centrifugation in a tip 

centrifuge was performed. Finally, the samples were loaded on the tips and washed once with 

stage-tip wash buffer followed by sample elution using twice 20 μL stage-tip elution buffer. 

The samples were dried in a vacuum concentrator at 30 °C and submitted to the HRMS facility.  

 

Following HPLC-MS/MS measurements and data analysis were performed by the HRMS 

facility of the MPI Dortmund.  

The samples were analyzed by means of nano-HPLC-MS/MS and proteins were identified by 

database matching of a human reference proteome (Uniprot database) followed by a 

quantification using MaxQuant.89 

 

4.3.3.10 Proteome profiling 

HEK239T cells were electroporated with rhIDO1 (4.3.5.4) and treated with compounds at the 

indicated concentration for 6 h prior to lysate preparation. Cells were harvested and washed 

twice using PBS. Afterwards, cells were resuspended in PBS containing 0.4 % NP-40 
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alternative, and four freeze-thaw cycles were performed. Protein concentration was 

determined by means of DC protein assay as described by the manufacturer (Bio-Rad) and 

2 μg of the lysates were mixed with an equal volume of 100 mM triethylammonium bicarbonate 

(TEAB) buffer and filled up to 150 μL with 50 mM TEAB. To reduce protein disulfide bridges, 

7.5 µL of a 200 mM Tris(2-carboxyethyl)phosphine (TCEP) in 50 mM TEAB were added and 

samples were incubated at 55 °C for 1 h. Afterwards, 7.5 µL of 375 mM iodoacetamide in 

50 mM TEAB were supplemented and samples were incubated for 30 min at room 

temperature in the dark. Subsequently, an acetone-based protein precipitation step was 

performed at -20 °C overnight. On the next day, the samples were centrifuged at 8,000 x g 

and 4 °C, the supernatant was removed and the samples were dried for 30 min at room 

temperature. Finally, the protein pellet was dissolved in 50 mM TEAB containing LysC/trypsin 

(25:1 protein:protease ratio (w/w), pre-dissolved in 1 mM HCl) followed by incubation at 37 °C 

overnight, while shaking. On the next day, samples were desalted by means of stage tip 

purification. Therefore, for each sample a double layer of C18 chromatography matrix was 

placed into 200 µL pipette tip. The matrix was activated by adding 100 μL of 100 % methanol 

followed by one washing step with stage-tip elution buffer and two washing steps with stage-

tip wash buffer. After each addition, a centrifugation in a tip centrifuge was performed. Finally, 

the samples were loaded on the tips and washed once with stage-tip wash buffer followed by 

sample elution using twice 20 μL stage-tip elution buffer. The samples were dried in a vacuum 

concentrator at 30 °C and submitted to the HRMS facility.  

 

Following HPLC-MS/MS measurements and data analysis were performed by the HRMS 

facility of the MPI Dortmund.  

Samples were analyzed by means of Nano-HPLC-MS/MS. Protein identification and 

quantification was performed using MaxQuant.89 

 

4.3.3.11 IDO1-promoter activity assay 

HEK293T cells were transfected with pXPG-IDO-promoter plasmid for expression of firefly 

luciferase (Fluc) under the control of the IDO1 promoter and the viability control plasmid pRL-

TK for constitutive expression of Renilla luciferase (Rluc). After 24 h, cells were treated with 

50 ng/mL IFNγ and the compounds at the indicated concentrations for 24 h. Afterwards, the 

luciferase activities were determined using the Dual-luciferase reporter assay system 

(Promega). Values for Fluc were normalized to the respective Rluc values and are presented 

relative to the DMSO control (which was set to 100 %). 
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4.3.3.12 Cellular thermal shift assay  

SKOV3 (1.3 * 106 cells/well) cells were seeded into T-75 flask 48 h prior to compound addition. 

On day 3, 50 µM of compound 12 or DMSO as a control were added for 1 h. Afterwards, cells 

were washed with PBS and detached with trypsin, centrifuged for 5 min (4 °C, 1,200 rpm) and 

washed once more with PBS. After a second centrifugation step, cells were resuspended in 

PBS and then equally divided into ten different samples, which were subjected to a gradient 

heat treatment by means of the Mastercycler ep gradient (Table 2).  

For the lysate-based thermal shift assay, SKOV3 (1.3*106 cells/well) cells were seeded into 

T-75 flask 48 h prior lysate preparation. cells were washed with PBS and detached with 

trypsin, centrifuged for 5 min (4 °C,1,200 rpm) and washed once more with PBS. After a 

second centrifugation step, cells were resuspended in PBS supplemented with 0.4 % NP40 

alternative followed by freeze-thaw lysis and a final centrifugation step (50,000 x g, 4 °C). Cell 

lysates were equally divided into ten different samples, which were subjected to a gradient 

heat treatment by means of the Mastercycler ep gradient (Table 2). 

Table 2: Temperatures applied for the thermal shift assay 

Temperature 1 2 3 4 5 6 7 8 9 10 

Intact cells/ lysates 37.0 40.8 44.1 47.4 50.0 53.4 55.7 56.3 61.0 63.7 

rhIDO1 37.0 42.9 50.8 55.2 57.2 64.6 66.3 70.5 75.9 80.9 

 

After 3 min of heat treatment, SKOV3 cells were lysed by adding NP-40 alternative to a final 

concentration of 0.4 % followed by freeze-thaw lysis and a subsequent centrifugation at 

100,000 x g at 4 °C for 20 min. The supernatants were collected and subjected to 

immunoblotting as described in 4.3.5.1. An anti-IDO1 (rabbit, Abcam) was used to visualize 

IDO1 protein. The immunoblots were quantified using Image Lab software. Obtained band 

intensities were normalized to 37 °C and melting temperatures in presence or absence of the 

compound were determined via non-linear regression using Prism 7 (GraphPad, USA). 
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4.3.4 Molecular biology methods 

4.3.4.1 Reverse transcription-quantitative PCR (RT-qPCR) 

BxPC3 (1*105 cells/well) were seeded in 12-well plates 24 h prior to treatment with 50 ng/mL 

IFNγ and the respective compound concentrations or DMSO for 24 h. Afterwards, total RNA 

was isolated by means of RNeasy mini kit as described by the manufacturer (Qiagen) followed 

by reverse transcription with Quantitect Reverse transcriptase (Qiagen) according to the 

manufacturer’s instructions. The obtained cDNA was diluted 5-fold and 3 μL diluted cDNA 

were utilized (in triplicates) for quantitative PCR using QuantiFast SYBR green PCR kit (Bio-

Rad) and primers listed in 4.2.1.6. The experiment was performed using CFX96 Real-Time 

PCR Detection System (Bio-Rad). IDO1 expression levels of each sample were normalized to 

the levels of the reference gene GAPDH. Relative quantification was performed using the 

2−ΔΔCt method.90 

 

4.3.5 Biochemical and biophysical methods 

4.3.5.1 Immunoblotting  

For analysis of IDO1 protein levels, BxPC3 cells (1*105 cell/well) were seeded in 12-well plates 

24 h prior to treatment with 50 ng/mL IFNγ and the indicated compounds or DMSO for 8 to 

48 h. For analysis of perforin and granzyme B protein levels, lymphocytes were supplemented 

with either 30 ng/mL IL-15 or 30 ng/mL IL-15 and 30 ng/mL TGFβ for 48 

For all samples subjected to immunoblotting, cell lysis was performed by means of NP-40 lysis 

buffer supplemented with protease and phosphatase inhibitors. Samples were incubated for 

30 min on ice and the insoluble fraction was removed by a centrifugation step at 50,000 x g at 

4 °C for 15 min. Protein concentrations were determined by means of DC protein assay as 

described by the manufacturer (Bio-Rad) followed by the addition of 1x SDS sample buffer. 

Samples were boiled for 5 min at 98 °C prior to protein separation by a 10 % SDS-PAGE. 

Afterwards, proteins were transferred to a polyvinylidene difluoride (PVDF) membrane using 

a wet-tank blotting system (Bio-Rad). Primary antibodies (4.2.1.4) were incubated at 4 °C 

overnight and detected with horseradish peroxidase-conjugated (Pierce) or IRDye-conjugated 

secondary antibodies (LI-COR Biosciences) for 1 h at room temperature. Wash steps were 

performed with TBS-T. Protein bands were visualized by the Odyssey Fc imaging system (LI-

COR, USA) or ChemiDocTM MP (Bio-Rad) using a chemiluminescent or fluorescent readout 

(4.1.5) 
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4.3.5.2 Kyn sensor titration 

Absorbance and fluorescence spectra for the Kyn sensor were recorded at 20 °C using a 

Spark® multimode microplate reader (Tecan, Austria). L-Kynurenine was diluted in cell culture 

medium without phenol red and supplemented with 10 % FBS and an equal volume of sensor 

6 was added at the indicated concentrations in assay buffer (50 mM H3PO4 and 120 mM NaCl, 

pH 1). Absorbance spectrum was measured between 500 and 620 nm in 2 nm increments. 

Fluorescence was measured by using an excitation wavelength of 555 nm. Emission spectrum 

was recorded between 585 nm and 650 nm or at 600 nm when L-Kyn was titrated.   

 

4.3.5.3 Cloning of IDO1 into pGEX6p-2rbs 

Full length human recombinant IDO1 protein sequence was cloned into the pGEX6p-2rbs-

GST vector by means of the PCR cloning method using restriction digestion followed by 

ligation. Therefore, the full length IDO1 sequence was obtained from pCMV3-IDO1 utilizing 

the restriction primers for EcoRI-IDO1 and IDO1-SalI (4.1.7) together with the Q5® Reaction 

Kit by means of the gradient thermal cycler (40 cycles:  98 °C for 10 s, 50 °C for 30 sec. 

followed by 72 °C for 40 sec.). The PCR product were purified with the QIAquick PCR 

purification kit (QIAGEN) as described in the manufacturers protocol. Afterwards, the PCR 

product and the pGEX6p-2rbs-GST vector were digested by the two restrictions enzymes 

EcoRI and SalI for 3.5 h at 37 °C prior product purification by the QIAquick PCR purification 

kit (QIAGEN). The digested plasmid was mixed with a 5-fold excess of the IDO1 insert and 

the T4 DNA ligase in T4 DNA ligase reaction buffer and incubated at 4 °C for 2 days.  

The ligation product was transformed into E. coli BL21 DE3 cells by heat shock. Therefore, E. 

coli cells were supplemented with 400 ng plasmid on ice followed by a heat shock at 42 °C for 

60 sec after which cells were placed back on ice and incubated for 2 min. Afterwards, 800 µL 

lysogeny broth (LB) medium was added and cells were incubated for 1 h at 37 °C. To 

exclusively select cells containing the vector, cells were plated on agar plates containing 

ampicillin (100 µg/mL) and chloramphenicol (30 µg/mL) and incubated overnight at 37 °C. 

Single colonies were expanded and plasmid DNA was extraction according to the 

manufacturer protocol by the QIAGEN plasmid kit according.   

Plasmid DNA sequence were determined by the Microsynth Seqlab GmbH (sanger 

sequencing).  

 

4.3.5.4 Purification of recombinant IDO1 protein 

Full length human recombinant IDO1 protein was expressed by means of pGEX6p-2rbs-GST-

IDO1 vector. E. coli BL21 DE3 cells were transformed with the vector by heat shock (see 
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4.3.5.3). One colony originating from one clone was selected to infect 250 mL of LB medium 

(containing ampicillin (100 µg/mL) and chloramphenicol (30 µg/mL)) and incubated overnight 

at 37 °C while rotating. 50 mL were used to inoculate 2500 mL LB medium for final protein 

expression. IDO1 protein expression was induced by the addition of 200 µM IPTG and 

incubated at 18 °C overnight. Next, cells were sedimented by centrifugation 3600 x g for 

20 min at 4 °C and the pellet was resuspended in 3 mL buffer A with DNase and 

phenylmethylsulfonyl fluoride (PMSF), a protease inhibitor. Cell suspension was homogenized 

by ultrasonication and cells were lysed mechanically. Insoluble fractions were separated by a 

centrifugation of 13,000 x g for 35 min at 10 °C. The soluble fraction was applied to a GST 

Trap HP column chromatography. GST-tagged IDO1 bound to the column was washed with 

buffer B followed by IDO1 cleavage from the column overnight using buffer B with freshly 

added PreScission protease (3.2 mg/mL) and 200 µM hemin.   

Eluted IDO1 protein was finally subjected to a size exclusion column (HiLoad 16/600 Superdex 

200 pg) to yield pure rhIDO1 protein. Heme load of IDO1 was between 55 and 80 % 

(A406/A280) 

 

 

Figure 4.1: Purified human IDO1 protein. (A) Size exclusion chromatography and the fractions that were eluted. 

(B) SDS-PAGE of eluted protein fractions, protein stain was performed with Coomassie blue to visualize proteins. 

Highly pure IDO1 (45 kDa) was obtained with traces of GST protein (26 kDa) in the second elution peak (visualized 

in green).  

4.3.5.5 IDO1 enzymatic assay 

Enzymatic IDO1 activity was evaluated based on the conversion of L-Trp to NFK which was 

hydrolyzed by TCA to detect Kyn level. Therefore, rhIDO1 protein (1 µM) in IDO1 assay buffer 

was incubated with the respective compounds for 40 min at 37 °C or room temperature prior 

to the addition of 10 mM ascorbic acid, 10 µM methylene blue, 2 mM Trp and 100 µg/mL 

catalase. Enzymatic activity assay was monitored over 60 min followed by the addition of TCA 

to stop IDO1 enzymatic activity to a final concentration of 7 %. TCA supplemented reaction 

solution was incubated at 37 °C for 30 min to hydrolyze produced NFK to Kyn. Afterwards, an 
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equal volume of 2 % ((w/v)) of Ehrlich reagent in acetic acid or one volume of 40 µM sensor 6 

in assay buffer was added and absorbance at 492 nm and at 650 nm as background control 

or fluorescence (excitation: 535 nm, emission: 595 nm) was measured. IDO1 activity was 

determined relative to the DMSO control. Dose-response curves and IC50 values were 

generated and fitted with GraphPad Prism 6.0 (GraphPad software, USA) using four-

parameter variable slope non-linear regression curve fit. 

  

4.3.5.6 UV/VIS analysis 

To analyze the proportion of heme bound IDO1 in the presence of small molecules, the 

characteristic ‘Soret band’ of IDO1 was measured. Compounds that compete with heme 

reduce the ‘Soret band’. 91, 92 Therefore, rhIDO1 (10 μM) in IDO1 assay buffer was incubated 

with the indicated compounds or DMSO (2 %) for 3 hours at 37°C prior a centrifugation step 

for 10 min at 4000 rpm was performed. The absorbance spectrum was measured at room 

temperature by means of the Spark® multimode microplate reader (Tecan, Austria) between 

280 to 550 nm in 2 nm increments.  

 

4.3.5.7 Differential scanning fluorimetry (DSF) 

rhIDO1 (11 µM, 4.3.5.4) in IDO1 assay buffer supplemented with 20 mM sodium ascorbate 

and 5 µM methylene blue was mixed with the respective compound or DMSO. The protein 

solution was incubated for 30 min at 37 °C prior to addition of SYPRO orange dye (20,000 x) 

to a final concentration of 10 x. Fluorescence intensity was measured every 0.2 °C from 37 °C 

up to 95 °C by means of CFX96 Real-Time System. Melting temperatures were calculated 

using GraphPad Prism 6.0 (GraphPad software, USA).  

 

4.3.5.8 nanoDSF 

rhIDO1 (11 µM) in IDO1 assay buffer was mixed with the respective compound or DMSO as 

a control and incubated at 37 °C for 90 min. Afterwards the solution was added to a capillary 

and fluorescence intensities at 350 nm and 330 nm were measured every 0.045 °C from 20 °C 

up to 90 °C by means of the Prometheus NT.48 device. Melting temperatures were calculated 

by the Prometheus BT.48 software and melting curves were visualized by GraphPad Prism 

6.0 (GraphPad software, USA). 
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4.3.5.9 IDO1 translation assay 

pT7CFE1-IDO1 vector was cloned and utilized in the in vitro translation assay by means of 1-

Step Human Coupled DNA IVT kit (Thermo Fisher). HeLa cell lysate was prepared according 

to the manual of the manufacturer to obtain the proteins required in protein translation. Lysates 

were mixed with the provided supplements and the pT7CFE1-IDO1 plasmid and samples were 

incubated for 3 h at 30 °C followed by IDO1 translation analysis by means of immunoblotting. 

  

4.3.6 Chemical synthesis 

All reactions were performed in evacuated standard laboratory glassware and under inert 

argon atmosphere. Commercially available reagents were used directly without further 

purification. Compounds were analyzed by thin-layer chromatography (TLC) using aluminum 

plates pre-coated with silica gel (Silica gel 60 254, Merck KGaA, Darmstadt, DE KGA). TLC 

plates were exposure to ultraviolet light (UV) to visualize reaction components. Flash column 

chromatography for the final purification step was performed manually using silica gel Acros 

Organics 60 (particle size 0.035–0.070 mm). 

 

 

4.3.6.1 Synthesis of Diphenylmalonat (2) 

 

 

 

POCl3 (10.8 mL, 115.3 mmol, 1.2 equiv) was added dropwise to the malonic acid (10.0 g, 

96.1 mmol, 1 equiv) at 0 °C and the mixture was stirred for 60 min at room temperature. Then, 

Phenol (18.1 g, 192.2 mmol, 2 equiv) was added and the mixture was heated up to 125 °C for 

60 min. After cooled to room temperature, the mixture was poured into 1 L water and 

afterwards extracted with EtOAc. The combined organic layers were dried and concentrated 

in vacuo. The obtained oil of diphenyl malonate (22.8 g 88.6 mmol, 92.1 %) was used further 

without additional purification steps. 
1H NMR (400 MHz, CDCl3) δ 7.50 – 7.18 (m, 9H), 3.92 (s, 2H). The obtained NMR spectra 

matches with reported data.93 
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4.3.6.2 Synthesis of 7-(diethylamino)-4-hydroxy-2H-chromen-2-one (4)   

 

 

 

Diphenol malonate (6.36 g, 24.8 mmol, 1 equiv.) was dissolved in toluene and 3-(N,N-

diethylamino)phenol (4.1 g, 24.8 mmol, 1 equiv.) was added dropwise. The reaction mixture 

was heated up to 135 °C for 5 h. The reaction was cooled down and the precipitated product 

was filtered and then washed with cold toluene. The crude product was dried and the yellow 

solid was obtained. (1.61 g, 27.8 % yield) 
1H NMR (400 MHz, DMSO-d6) δ 11.88 (s, 1H), 7.54 (d, J = 9.0 Hz, 1H), 6.66 (ddd, J = 9.0, 

2.5, 1.1 Hz, 1H), 6.45 (d, J = 2.4 Hz, 1H), 5.25 (s, 1H), 3.41 (q, J = 7.0 Hz, 4H), 1.19 – 1.05 

(m, 6H). The obtained NMR spectra matches with reported data.93 

 

4.3.6.3 Synthesis of 4-chloro-7-(diethylamino)-2-oxo-2H-chromene-3-carbaldehyde (5)  

 

 

 

DMF was added dropwise to POCl3 (4.38 mL, 46.8 mmol, 3 equiv.) at RT and stirred for 

30 min. Afterwards 4 (3.64 g, 15.6, 1 equiv.) was dissolved in DMF and added slowly. The 

reaction mixture was stirred at 60 °C overnight. Subsequently, the mixture was poured into 

50 mL of ice-cold water and NaOH was added to adjust the pH to 7.0. The precipitate was 

filtered followed by recrystallization in EtOH. A pure yellow solid was obtained. (3.05 g, 

10.9 mmol, 70 % yield)  
1H NMR (400 MHz, DMSO-d6) δ 10.08 (s, 1H), 7.82 (d, J = 9.3 Hz, 1H), 6.92 (dd, J = 9.4, 

2.5 Hz, 1H), 6.63 (d, J = 2.5 Hz, 1H), 3.53 (q, J = 7.1 Hz, 4H), 1.16 (t, J = 7.0 Hz, 6H).The 

obtained NMR spectra matches with reported data.93 
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4.3.6.4 Synthesis of 7-(diethylamino)-4-(ethylthio)-2-oxo-2H-chromene-3-

carbaldehyde (6)  

 

5 (3 g, 10.7 mmol, 1 equiv.) together with K2CO3 (5.9 g, 42.9 mmol, 4 equiv.) were dissolved 

in 0.1 M ethanethiol in DMF. The reaction mixture was stirred for 19 h at RT. Afterwards, DMF 

was removed in vacuo and the obtained solid was purified by chromatography using 

DCM/EtOAc (95:5). A yellow solid was obtained. (3.1 g, 10.2 mmol, 95 %) 
1H NMR (400 MHz, CDCl3) δ 10.35 (s, 1H), 8.06 (d, J = 9.3 Hz, 1H), 6.63 (dd, J = 9.3, 2.6 Hz, 

1H), 6.42 (d, J = 2.6 Hz, 1H), 3.46 (q, J = 7.1 Hz, 4H), 3.08 (q, J = 7.4 Hz, 2H), δ 1.26 (m, J = 

14.4, 7.3 Hz, 9H). The obtained NMR spectra matches with reported data.87 
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5. Results  

5.1 Phenotypic assay for small molecules that enhance NK cell-

mediated elimination of cancer cells 

5.1.1 Development of a phenotypic assay monitoring NK cell activity 

To identify bioactive small molecules that can enhance NK cell-mediated elimination of cancer 

cells even in a suppressive TME, first a phenotypic screening assay was designed and 

established (Figure 5.1). The idea was to use a co-culture system in which a suppressed NK 

cell phenotype is induced by tumor-derived immunosuppressive factor. Hence, NK cell-

mediated cancer cell cytolysis should be inhibited (Figure 5.1A and B). The addition of 

bioactive small molecules should prevent this NK phenotype and thus enable cancer cell 

cytolysis again (Figure 5.1C). To monitor NK cell activity, a direct cancer cell count would be 

optimal as readout, e.g., by fluorescently labelled cancer-cell nuclei (Figure 5.1D and E). 

 

 

Figure 5.1 : Phenotypic assay to identify small molecules that can induced NK cell-mediated cancer cell 

elimination. Isolated human NK cells are co-cultured with cancer cells that contain fluorescently-tagged cell 

nucleus allowing for detection of cancer cell count and, thus, changes in cell count that occur in the co-culture. In 

addition, factors known to inhibit NK cells in the TME will be added to mimic the tumor surrounding (A). Under these 

conditions, NK cell-mediated cancer cell cytolysis is inhibited (B). Small-molecule modulators (C) could prevent NK 

cell inhibition and increase NK cell-mediated cancer cell elimination and will be identified by a reduction in cell 

count by means of the fluorescent nucleus (D and E). 

For the assessment of NK cell-mediated cytolysis, the radioactive chromium 51 (51Cr) release 

assay is usually used. For this, target cells are labelled with 51Cr in advance and afterwards 

the released 51Cr from the target cell due to NK cell-mediated cytotoxicity and reflects NK cell 
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activity. Free 51Cr can be quantified in the cell culture supernatant after target cells 

separation.94 However, radioactive assays are not suitable for screening due to acute health 

effects and further separation of cell supernatant from cells is technologically challenging. 

Fluorescently labelled cancer cells, for example by introducing a nuclear protein tagged with 

a green fluorescent protein (GFP), are an excellent alternative for the detection of NK cell-

mediated cytolysis. The quantification of the nuclei count allows to determine target cell lysis 

similar to the 51Cr release assay and additionally enables time-resolved measurements using 

live-cell imaging.  

To realize this, the epithelial lung carcinoma cell line A549 was stably transfected with a 

Histone H2B type 1-J-eGFP (A549Green) construct to label the cell nuclei green. A549 cells 

were chosen as target cells because they are known to be susceptible to NK cell cytolysis.95 

The introduced green label allowed to distinguish A549Green cells from immune cells in a co-

culture system (Figure 5.3C and D) and enables detection of A549Green cell count in real time 

by live-cell imaging. A549Green cell count directly correlates with NK cell activity and was used 

as readout. Active NK cells lyse A549Green cells and reduce green nuclei count while 

suppressed NK cells will not alter A549Green target cell count.  

NK cells required for the co-culture assay were isolated from peripheral blood mononuclear 

cells (PBMCs). PBMCs are white blood cells containing monocytes, dendritic cells and naïve 

lymphocytes such as T cells, B cells, and NK cells. For PBMC isolation, buffy coats of human 

origin were obtained from a local blood bank. Buffy coats are a by-product of blood donations 

and contain PBMCs while most plasma and red blood cells were removed. By utilizing 

standard density gradient centrifugation, PBMCs were separated from the remaining red blood 

cells, plasma and granulocytes (e.g. eosinophils, neutrophils). The yielded PBMCs from 

diverse healthy donors were cryopreserved for storage. Subsequently, NK cells were isolated 

from cryopreserved PBMCs by means of a negative isolation method to obtain pure NK cells. 

The negative isolation protocol was based on magnet beads that were coated with specific 

antibodies that bind and, thereby, capture all PBMCs except NK cells, which remained 

untouched after magnetic separation. Obtaining unmodified NK cells was crucial to prevent 

NK cell modulation through the isolation process. Afterwards, isolated NK cells were assessed 

for their purity by flow cytometry. Immune cells are characterized by surface receptors that are 

specific for each immune cell subset and NK cells are defined as CD3-/CD56+ subset within 

the lymphocytes.17 Hence, the obtained samples were stained for CD3 and CD56 and 

analyzed by flow cytometry to determine the percentage of CD3-/CD56+ cells which represent 

the NK cell subset. The resulting dot plots together with the applied gating strategy are shown 

in Figure 5.2. The displayed gating strategy (Figure 5.2A) was applied to all samples that were 

analyzed by flow cytometry.  
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Figure 5.2: Negative NK cell isolation yielded pure NK cells. Isolated NK cell fractions of three different donors 

were stained for CD3 and CD56. 7-AAD was added for live/death discrimination and subjected to flow cytometry 

analysis. A), B) and C) Gating strategy. A) First the lymphocyte subset was selected by forward and side scatter 

gating, B) followed by the discrimination of doublets using SSC-A vs. SSC-W. C) Finally, only 7-AAD-negative cells 

were analyzed for CD3 and CD56 expression. D), E) and F) CD3 and CD56 expression analysis for NK cells of 

three different donors. CD3-/CD56+ NK cell fraction is represented with a box (lower right).  

The isolated NK cells of three different donors were analyzed and displayed high purity 

between 92.7 and 98 % (Figure 5.2B). Thus, immune cell isolation and NK cell separation 

were established successfully. The freshly isolated NK cells were used to initiate the co-culture 

assay described above.  

As specified in the introduction (see 2.2.1), TGFβ is one of the key players in NK cell 

suppression within the human body.18, 96, 97 And it was already reported that NK cells stimulated 

with IL-15 and TGFβ display reduced cytotoxicity against cancer cells compared to NK cells 

stimulation with the activating cytokine IL-15 alone.97, 98 This was the initial spark for the assay 

design. Most co-culture assays described in literature used freshly isolated NK cells that were 

pre-treated with the respective factors. After 16 to 48 h, the NK cells were added to the target 

cells to evaluate NK cell activity.97, 98 Since the objective for this work was to stop NK cell 

inhibition utilizing small molecules, it was essential to include small molecules during the NK 

cell pre-treatment. However, a transfer of pre-treated NK cells to their target cells is not 
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feasible for a screening campaign with >1,000 small molecules because a robotic system that 

transfers reliably cell suspensions from well to well is not available. Therefore, a direct co-

culture of NK cells and target cells was assessed. Freshly isolated NK cells together with IL-

15 or IL-15 and TGFβ were added to A549Green cells at an effector to target ratio (E:T) of 10:1 

and incubated for 120 to 150 h. To analyze the co-culture assay, the A549Green cell number 

was determined by counting the green fluorescent nuclei as represented in Figure 5.3D using 

the live-cell imaging device IncuCyte S3®. It is noteworthy, that not all green fluorescent 

objects, which were visible in the images, were counted by the software (counted objects are 

visualized by a purple mask, see Figure 5.3). Punctiform objects represent dead cells that had 

not yet lost their fluorescent stain and were excluded from the analysis. The results of the co-

culture assay were analyzed in two ways: first based on the A549Green cell count at the end of 

the assay, the percentage of target cell cytolysis was determined. Cytolysis was calculated 

relative to the A549Green cell count obtained from the co-culture with NK cells that were not 

activated by IL-15 (see 4.3.3.1). This condition is defined as unstimulated conditions. 

Secondly, A549Green cell count was evaluated over time displaying target cell growth or 

reduction in the presence of NK cells under the different conditions. The analysis of NK cell-

mediated cytolysis revealed that 51 - 97 % of the A549Green target cells were lysed in the 

presence of the activating cytokine IL-15 (Figure 5.3A). The addition of TGFβ to the co-culture 

decreased NK cell cytolysis by 34 ± 4 % compared to IL-15 alone represented by the grey 

bars in Figure 5.3A.  
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Figure 5.3: Exogenous TGFβ reduces NK cell-mediated cytolysis of A549 cells. Freshly isolated NK cells of 

three different healthy donors were added to A549Green cells at an E:T ratio of 10:1 together with only medium 

(unstimulated), 7.5 ng/ml IL-15 or IL-15 and 7.5 ng/ml TGFβ. A549Green cell count was monitored via live-cell 

imaging over 150-160 h using the IncuCyte S3®. Fluorescence of A549Green was used for the quantification of 

A549Green cell count. A) A549Green cell count was determined at the endpoint and the percentage of cytolysis relative 

to the co-culture with unstimulated NK cells was calculated. Data are mean ± SD, donors=3, N=3. B) Time-resolved 

A549Green cell count. Representative growth curve for donor 1. C) Representative images of A549Green cells in co-

culture with NK cells. D) Representative images of A549Green cell count analysis method. Violet points represent 

each counted green nucleus. E) IL-2 expanded NK cells of three donors in co-culture with A549Green cells at an E:T 
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ratio of 1.5:1 treated with respective cytokines. A549Green cell count after 8 h as endpoint was determined and 

percentage of cytolysis relative to A549Green cells count only was calculated. Data are mean ± SD, donors=3, N=3. 

Live-cell imaging of A549Green cell count over time in co-culture with NK cells (Figure 5.3B) 

showed that freshly isolated NK cells required approximately 50 h before target-cell cytolysis 

took place (Figure 5.3B). Freshly isolated NK cell were not immediately active after IL-15 

addition and the time that was needed for NK cell activation is comparable to the pre-treatment 

time applied by Wilson et al.97 Going into detail, A549Green target cells grew similarly in all three 

co-cultures (unstimulated, IL-15 or IL-15 and TGFβ) in the first 2 days. After 50 h, the A549Green 

cell count started to stagnate for the co-cultures treated with IL-15 or IL-15 and TGFβ (Figure 

5.3B) while in the unstimulated condition A549Green cell growth continued to full confluence 

(Figure 5.3B). In the further time course, the A549Green cell count in the co-culture treated with 

only IL-15 was clearly reduced after 100 h (Figure 5.3B), while in the presence of IL-15 and 

the suppressive cytokine TGFβ, A549Green cell count still stagnated (Figure 5.3B grey curve). 

NK cell-mediated target cell cytolysis was partially inhibited in the presence of TGFβ (Figure 

5.3B). The described growth behavior of the target cells is also reflected in the representative 

images in Figure 5.3D. At timepoint 132 h, a reduction in A549Green cell count was detected for 

the co-culture that was treated with IL-15 but not for the co-culture treated with IL-15 and TGFβ 

In parallel, IL-2-expanded NK cells (obtained from Watzl lab, IfADo, Dortmund) were tested in 

this co-culture setup. IL-2-expanded NK cells are freshly isolated NK cells that are first 

stimulated with feeder cells followed by continuous IL-2 addition for an expandable NK cell 

population. The proliferative property of expanded NK cells, in analogy to permanent cell lines, 

would be advantageous for screening. Furthermore, IL-2 expanded NK cells are already 

activated and NK cell-mediated cytolysis is immediate, which would significantly reduce the 

assay time to 6-8 h. However, IL-2 expanded NK cells in a co-culture with A549Green target 

cells treated with IL-15 and TGFβ did not exhibit reduced cytolysis compared to cells that were 

treated with IL-15 alone (Figure 5.3E). IL-15 and IL-2 are both NK cell activating cytokines 

and, thus, IL-2 expanded NK cells are pre-activated. For this reason, IL-15 was excluded from 

the assay and either only the inhibitory factor TGFβ or no stimulus was added to the co-culture 

and the cytolysis rate was evaluated. TGFβ could not inhibit NK cell-mediated cancer cell lysis. 

These results strongly indicated that IL-2-expanded NK cells are not suitable for this co-culture 

assay. Following, freshly isolated NK cells were used for the following assay optimization as 

tumor-derived suppressive factors could induce a suppressed NK cell phenotype mimicking 

the TME.  

Considering that TGFβ only partially inhibits NK cell cytotoxicity (Figure 5.3A and B) and the 

initial idea was to mimic the TME, additional suppressive factors that are known to be involved 

in NK cell suppression in the TME were evaluated. It was important to define each single 
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suppressive factor separately. Each factor should have a distinct mode of suppression 

meaning that the combination of two or more suppressive factors should result in an additive 

inhibitory effect. Suppressive factors acting on the same pathway would not result in an 

additive inhibition of NK cell cytotoxicity.  

TGFβ binds to the TGF-beta receptor type-1 and 2 (TGFR-1/2) receptor on NK cells and 

thereby modulates mTORC1 signaling resulting in a dysfunction of NK cell metabolism and 

decreased activity (see 2.2.1).99 Another well-defined immunosuppressive molecule within the 

TME is PGE2 which binds to PTGER2 and PTGER4 on NK cells (see 2.2.1). Stimulated 

PTGER2/4 increases cAMP levels and, thus, activates the transcription factor CREB. Hence, 

the induced changes are distinct from mTORC1 signaling.24 PGE2-mediated NK cell inhibition 

was demonstrated in literature before.22, 26, 100  

To validate that PGE2 inhibits NK cell cytotoxicity in the established co-culture assay, freshly 

isolated NK cells were co-cultured with A549Green target cells in the presence of IL-15 and 

PGE2. The A549Green cell count was increased in the co-culture with IL-15 and PGE2 

compared to the treatment with IL-15 alone (Figure 5.4A). NK cell activity was decreased 

equivalently to the condition of IL-15 and TGFβ. Consequently, both TGFβ and PGE2 inhibited 

NK cell cytolysis rate only partially when compared to the unstimulated co-culture condition. 

However, co-treatment with TGFβ and PGE2 in presence of IL-15 inhibited NK cell-mediated 

cytolysis substantially as the target cell proliferation was only slightly impacted. Comparing 

the relative cytolysis rate of IL-15 activated NK cells of all three donors with the one treated 

with IL-15, TGFβ and PGE2 yielded in an NK cell inhibition of 73.3 ± 6.5 %. NK suppression 

is also clearly represented by the increase in green fluorescent nuclei (Figure 5.4C). Hence, 

the aim to mimic the TME, in which NK cells are not able to eliminate cancer cells, was 

achieved.  
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Figure 5.4: The combination of TGFβ and PGE2 strongly inhibits NK cell-mediated target cell cytolysis. 

Freshly isolated NK cells of three different donors were added to A549Green cells at an E:T ratio of 10:1 together 

with medium (unstimulated) or 7.5 ng/ml IL-15, 7.5 ng/ml TGFβ and / or 200 ng/ml PGE2. A549Green cell count was 

monitored via live-cell imaging over 150-160 h using the IncuCyte S3®. The fluorescence of H2BeGFP was used 

for the quantification of A549Green cell count. A) Time-resolved changes in A549Green cell count. Representative 

growth curve for donor 2. B) A549Green cell count was determined at the assay endpoint (150 h) and the percentage 

of cytolysis relative to the co-culture with unstimulated NK cells was calculated. Data are mean ± SD, donors=3, 

N=3. C) Representative images of A549Green cells in co-culture with NK cells.  

Utilizing freshly NK cells isolated from PBMCs is highly laborious when required for a 

screening campaign. An alternative would be the use of the lymphocyte fraction of PBMCs. 

PBMCs include lymphocytes (T cells, B cells an NK cells) as well as monocytes and dendritic 

cells. The two latter cell types adhere onto surfaces of tissue culture flasks, while lymphocytes 

are suspension cells. These opposing characteristics were exploited to isolate lymphocytes 
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from PBMCs by culturing them in tissue culture flasks overnight. Monocytes and dendritic cells 

adhered to the flask’s surface while lymphocytes remained in suspension and could be easily 

separated. Although the lymphocyte fraction also contained T and B cells, the cytotoxic T cell 

subset is not able to contribute to A549Green cell cytolysis because naïve cytotoxic T cells 

require priming by antigen-presenting cells and cannot be activated by IL-15 alone (see 2.1).101 

B cells are immune cells without cytotoxic function.102 Hence, lymphocytes can be utilized in 

the co-culture assay and the reduction of A549Green cells count is expected to be mediated 

solely by NK cells. 

 

Figure 5.5: The proportion of NK cells within the lymphocyte subset varies for individual donors. A)-C) 

Lymphocytes of different donors were added to A549Green cells at E:T ratios between 20:1 and 80:1 and 

supplemented with 30 ng/mL IL-15. A549Green cell count was monitored via live-cell imaging over 140 h using the 

IncuCyte S3®. The fluorescence of H2BeGFP was used for the quantification of the A549Green cell count. D) Flow 

cytometry analysis of lymphocytes of three different healthy donors stained with CD3, CD56 and 7-AAD. Gating 

was performed as shown in Figure 5.2. CD3-/CD56+ cells represent the NK cell subset and the percentage of NK 

cells is indicated in each plot.   

In analogy to the assay setup using freshly isolated NK cells, lymphocytes and suppressive 

factors were added to A549Green cells and incubated for up to 150 h. However, first the required 

E:T value using lymphocytes were investigated in the presence of IL-15 alone because the 

lymphocyte subset is composed of different cells of which in average only 13.7 ± 6.5 % are 

NK cells.103 Lymphocytes of different donors behaved very differently at the tested E:T ratios 
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as shown in Figure 5.5. Donor 4 for example could eliminate A549Green target cells in the 

presence of IL-15 only at an E:T ratio higher then 60:1, while NK cells of donor 5 already lysed 

A549Green cells at an E:T ratio of 30:1 efficiently. The varying efficiencies of NK cell-mediated 

elimination of different donors was highly dependent on the NK cell proportion within the 

lymphocyte fraction.  

To directly relate the percentage of NK cells to the E:T ratio, different donors were analyzed 

for CD3-/CD56+ cells by flow cytometry. Three different donors were chosen that displayed 

clear differences in the efficiency of NK cell-mediated cytolysis (Figure 5.5D). Donor 6-derived 

lymphocytes stopped A549Green cell growth only at an E:T of 50:1. Lymphocytes from Donor 7 

reduced A549Green cell count after the initial growth phase, while donor 8-derived lymphocytes 

prevented A549Green cells growth immediately at low E:T ratio of 20:1. 

Donor 6-derived lymphocytes exhibited 4 % of NK cells, while donor 7 contained 7.6 % NKs. 

In line with the high A549Green elimination capacity, 47 % of the lymphocyte subset of donor 8 

were identified to be NK cells, which is exceptionally high. Donor 8 may had carried an 

infection and therefore the NK cells were more abundant than usual. The investigation of the 

E:T ratio utilizing lymphocytes pointed out that the optimal proportion between lymphocytes 

and A549Green cells is different for each donor. Hence, the optimal E:T ratio was determined in 

advance to achieve optimal assay conditions, i.e., high A549Green cell elimination in presence 

of IL-15 while the unstimulated condition should not affect A549Green cell growth. NK cells from 

donors that started to lyse the target cells without the required pre-activation (see donor 8 in 

Figure 5.5) were excluded from further assays.  
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Figure 5.6: Utilizing lymphocytes in the co-culture assay displays similar NK cell activities. Lymphocytes of 

three healthy donors in co-culture with A549Green target cells were treated with the indicated conditions (30 ng/mL 

IL-15, 30 ng/mL TGFβ, 200 ng/mL PGE2) and incubated for up to 190 h. Donor 1 was used with an E:T of 40:1, 

donor 6: E:T 50:1 and donor 9: E:T 30:1. A549Green cell count was monitored via live-cell imaging up to 200 h using 

the IncuCyte S3®. The fluorescence of H2BeGFP was used for the quantification of A549Green cells count. Data 

are mean ± SD, donor=3, representative donors, N=3.  

Subsequently, the addition of the suppressive factors TGFβ and PGE2 were studied in the co-

culture assay utilizing lymphocytes instead of freshly isolated NK cells. As shown in Figure 

5.6, the co-culture of lymphocytes and cancer cells displayed similar growth curves for 

A549Green cells as observed for isolated NK cells. IL-15 alone induced NK cell activation after 

50 h resulting in a decreased A549Green cell count (Figure 5.6). Treatment with IL-15 and TGFβ 

or IL-15 and PGE2 inhibited NK cell-mediated cytolysis partially while an additive NK cell 

inhibition was observed by combining the three. NK cell cytotoxicity was clearly reduced and 

A549Green cell could proliferate further (Figure 5.6).  

Finally, to ensure that TGFβ and PGE2 effect NK cell activity directly and do not increase 

A549Green cell growth, A549Green cells were treated with IL-15 or IL-15, TGFβ and PGE2 in the 

absence of immune cells and the cell count was monitored over time (Figure 5.6). The two 

treatment conditions did not influence A549Green cell proliferation. Therefore, the differences in 

the two treatment conditions on A549Green cell count in presence of NK cells (see Figure 5.6 

and Figure 5.7) originated from NK cell activity.  
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Figure 5.7: A549Green cell growth is not changes by IL-15, TGFβ and PGE2. A A549Green cell growth in the 

presence of 30 ng/mL IL-15 alone or in combination with 30 ng/mL TGFβ, 200 ng/mL PGE2 over 96 h. A549Green 

cell count was monitored via live-cell imaging using the IncuCyte S3®. The fluorescence of H2BeGFP was used 

for the quantification of A549Green cells count. Data are mean valued ± SD, n=3.  

In Summary, utilizing lymphocytes instead of isolated NK cells can be used for further 

investigation, particularly, to identify small molecules that enhance NK cell-mediated 

elimination of cancer cells.  

 

5.1.2 Proof-of-concept  

NK cells eliminate target cells by secreting lytic granules that contain granzyme B and perforin 

that mediate NK cell cytotoxicity, and it was demonstrated that TGFβ reduces the expression 

of the two proteins.18  

 

Figure 5.8: TGFβ and PGE2 reduced cytotoxic effector proteins of NK cells. A)-C) Detection of perforin and 

gramzyme B (GzmB) in lysates of Lymphocytes. Representative immunoblot of lymphocytes treated with either 

30 ng/mL IL-15 or IL-15, 30 ng/mL TGFβ and 200 ng/mL PGE2. Vinculin was used as a loading control. C) and D) 

Quantification of perforin (C) and granzyme B levels (D) of lymphocytes originating from different healthy donors. 

Data are mean ± SD of different donors, donor ≥ 5.  
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To determine the effect of TGFβ and PGE2 on granzyme B and perforin levels when using 

lymphocytes, protein levels were evaluated following 48 h of lymphocyte incubation with IL-15 

or IL-15, TGFβ and PGE2 as part of the Master thesis of Alisa Reich. The suppressive factors 

clearly reduced granzyme B and perforin protein abundance (see Figure 5.8).  

To prove the concept that bioactive small molecules may prevent the suppressed phenotype 

of NK cells, the small molecule RepSox (Figure 5.9A) was studied in the co-culture assay. 

RepSox is a selective TGFR-1 modulator with an IC50 of 18 nM for the inhibition of TGFβ-

induced signaling cascade in cells.104 Thus, addition of RepSox to the co-culture with IL-15, 

TGFβ and PGE2 should preserve NK cell cytotoxicity. Indeed, TGFR-1 inhibition maintained 

the function of NK cells as depicted in Figure 5.9. The addition of 1 µM RepSox together with 

IL-15, TGFβ and PGE2 increased NK cell-mediated cytolysis rate of freshly isolated NK cells 

by 54, 61 or 78 %, respectively, compared to IL-15, TGFβ and PGE2 alone (Figure 5.9B). 

Time-resolved A549Green cell count for the co-culture treated with IL-15, TGFβ, PGE2 and 

RepSox showed a similar curve as observed for IL-15 alone (Figure 5.9C).  
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Figure 5.9: The TGFβR-1 inhibitor RepSox prevents NK cell suppression. A) Chemical structure of RepSox. B) 

NK cell-mediated cytolysis rate in co-culture with A549Green cells treated with either 7.5 ng/mL IL-15, 7.5 ng/mL 

TGFβ and 200 ng/mL PGE2 with or without 1 µM RepSox. Freshly isolated NK cells of three different donors were 

used. C) Time-depended analysis of A549Green cell count in co-culture with freshly isolated NK cells of donor 3 

treated with IL-15, TGFβ and PGE2 alone or in the presence of 1 µM RepSox. D) A549Green cell count in the 

presence of 1 µM RepSox or DMSO as control. E) Time-depended analysis of A549Green cell count in co-culture 

with lymphocytes treated with either 30 ng/mL IL-15, 30 ng/mL TGFβ and 200 ng/mL PGE2 with or without 1 µM 

RepSox. Three representative donors are shown: donor 6 with E:T 40:1, Donor 9:E:T 30:1 and  Donor 10: E:T 

50:1. A549Green cell count was monitored via live-cell imaging up to 150 h using the IncuCyte S3®. Fluorescence 

of H2BeGFP was used for the quantification of A549Green cells count. Data are mean ± SD, donor=3 representative 

donors, N=3. 

Similar results were obtained for the co-culture assay using lymphocytes, the addition of 1 µM 

RepSox to the suppressive factors clearly prevented NK cell inhibition (Figure 5.9E) compared 
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to the co-culture treated with IL-15, TGFβ and PGE2. In the absence of NK cells or 

lymphocytes, the A549Green cell count was not reduced by RepSox as depicted in Figure 5.9D. 

Hence, the bioactive small molecule RepSox was capable of preventing NK cell suppression 

in the presence of tumor-derived suppressive factors. Interestingly, RepSox was able to fully 

block NK cell suppression induced by TGFβ as well as PGE2 although it inhibits TGFR-1 

which is mechanistically unrelated to PGE2-mediated signaling.  

In summary, small molecules are able to preserve NK cell activity in the co-culture assay 

mimicking the TME. Hence, the developed assay meets the requirement to be applicable for 

the identification of small-molecule modulators that can prevent NK cell inhibition.  

 

5.1.3 Screening for small molecules that enhance NK cell-mediated 

elimination of cancer cells 

In collaboration with the COmpound MAnagement and Screening center (COMAS) in 

Dortmund, the co-culture assay monitoring NK cell-mediated cancer cell cytolysis using 

lymphocytes (Figure 5.10) was miniaturized to 384-well format to determine the half-maximal 

inhibitory concentration (IC50) of the hit compounds and even further to 1536-well format for 

the initial screening campaign. The read out of the assay was the A549Green cell count by 

means of high-content analysis after 144 h.  

 

 

Figure 5.10: NK cell-mediated cancer cell cytolysis assay for the screening campaign. Lymphocytes, the NK 

cell activating cytokine IL-15 and the suppressive factors TGFβ and PGE2 are added to A549Green target cells. At 

the same time, small molecules are added and A549Green cell count is determined after 144 h.  

Prior to screening, a sufficient number of lymphocytes were isolated from buffy coats and 

cryopreserved. Furthermore, obtained lymphocytes of each donor were pre-evaluated to 

determine the individual E:T ratio that delivered the highest signal-to-background value, i.e., 

A549Green cell count with IL-15 (signal) and with IL-15, TGFβ and PGE2 (background).  
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The NK cell-mediated cancer cell cytolysis assay was performed for 29,306 selected 

compounds at a concentration of 11 µM using 1536-well format. The selected compounds 

comprised the LOPAC® library of pharmacologically active compounds, Prestwick Chemical 

Library® of FDA-approved & EMA-approved drugs, Edelris library containing natural product-

like small molecules (Keymical Collections™), selected small molecules purchased from 

ChemDiv and the unique in-house compound library (synthesized within the Waldmann 

group). In parallel, A549Green cells were treated with the respective compounds in the absence 

of lymphocytes and suppressive factors to identify toxic compounds that reduce A549Green cell 

count independent of NK cell cytotoxicity. Compounds that reduce the A549Green cell count by 

≥70 % in the absence of lymphocytes were excluded from further analysis.  

For the initial screening in 1536-well format, lymphocytes from seven different donors were 

used whereby varying signal-to-background (S/B) values were monitored. The calculated S/B 

values were between 2 and 14.6. Screening assays should have robust and high S/B values 

to exclude the accumulation of false positive hits. However, in the condition of active NK cells 

treated with IL-15, the A549Green cell count was approximately 8,000 cells (96-well plate) which 

in the presence of TGFβ and PGE2 increased to around 35,000 cells. Although the S/B was 

only 4.4, the difference in total cells number was actually 27000. This differences clearly 

allowed to identify compounds that prevent NK cell inhibition and, thus, mediate the reduction 

of A549Green cell count. Furthermore, the Z’ value in 1536-well format was mostly between 0.3 

and 0.4 which also indicates that the assay allowed to distinguish between hit and no hit (see 

2.4). The initial screen in 1536-well format yielded a high hit rate of 1.4 % at a compound 

concentration of 17 µM. Compounds were identified as hits when a reduction of A549Green cell 

count was ≥ 60 % compared to A549Green cell count in the co-culture with lymphocytes, IL-15, 

TGFβ and PGE2. Compounds that reduce the A549Green cell count also in the absence of 

lymphocytes by more than 70 % were excluded from further analysis. Remaining hit 

compounds were subjected to dose-response measurements to determine their respective 

IC50 value (384-well format). The IC50 determination strongly reduced the hit rate because 

several additional compounds showed toxicity as well. To evaluate toxicity further, two distinct 

approached were utilized, on the one hand a cell count analysis by means of Hoechst 33342 

and on the other hand a CellTiter-Glo® assay. The obtained results reduced the hit rate by 

92 % to 0.11 %. The screening campaign is still ongoing and intensive toxicity evaluations and 

hit compound validation by using lymphocytes of different donors will be performed.  

IC50 values of the hit compounds were evaluated in 384-well plates using five different donors 

with S/B values between 4.3 and 39.9 and a satisfying Z’-factor of 0.59 ± 0.12 (see 2.4). 

Thereby, a preliminary hit list with the respective IC50 values was already obtained employing 

the NK cell-mediated cancer cell cytolysis assay (Table 3). 
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Table 3: Identified compounds with known targets that revert NK cell inhibition in the automated NK cell-

mediated cancer cell cytolysis assay. Data are mean values ± SD, N=3. Viability was evaluated using either (a) 

Hoechst 33342 or (b) CellTiter-Glo® for compound’s cytotoxicity. Data are mean values, N=3. D1: donor 1, D2: 

donor2. 

Compound 
Cytolysis 
IC50 [µM] 

Viability 
IC50 [µM] Mode of action 

RepSox 
D1: 0.14 ± 0.07 
D2: 0.19 ± 0.09 
D3: 0.22 ± 0.08 

inactive Inhibitor of TGFR-1/ALK5 

SB-505124 
D1: 0.26 ± 0.14 
D2: 0.28 ± 0.10 

> 3.4 a Inhibitor of TGFR-1/ALK4/5 

BI-4659 0.26 ± 0.14 inactive a Inhibitor of TGFR-1/ALK5 

SB-525334 0.28 ± 0.09 3.98 a Inhibitor of TGFR-1/ALK5 

GW788388 0.52 ± 0.10 inactive a Inhibitor of TGFR-1/ALK5 

TP-008 0.70 ± 0.20 inactive a Inhibitor of TGFR-1/ALK4/5 

LY2157299 1.53 ± 0.66 inactive a Inhibitor of TGFR-1/ALK5 

LY2109761  3.06 ± 0.21 inactive a 
Dual inhibitor of TGF-β receptor type 1/2 
(TGFR-1/2)  

VPS34-IN1 0.72 ± 0.22 6.60a Inhibitor of the lipid kinase VPS34 

PIK-III 1.30 ± 0.27 15.21a Inhibitor of the lipid kinase VPS34 

SAR405 1.42 ± 0.34 inactivea Kinase inhibitor of PIK3C3 /VPS34 

Compound 19, 
PIK-III analogue 

1.60 ± 0.37 > 17a Inhibitor of VPS34 

MZ1 0.13 ± 0.04 1.33a 
PROTAC based on JQ-1. Induces proteasomal 
degradation of bromodomain-containing 
protein 4 (BRD4). 

R406 
D1: 0.28 ± 0.08 
D2: 0.14 ± 0.04 

inactiveb Inhibitor of Syk tyrosine kinase 

BI1002494 
D1: 0.54 ± 0.17 
D2: 0.75 ± 0.21 

12.5 b Inhibitor of Syk tyrosine kinase 

BI-2492 3.27 ± 0.50 13.3 b 
Negative control of BI1002494 780-fold less 
potent 

PRT318 
1.26 ± 0.06 

 
inactive b Inhibitor of Syk tyrosine kinase 

PRT505-15 
 

D1: 1.35 ± 0.20 
D2: 1.91 ± 0.18 

inactive b Inhibitor of Syk tyrosine kinase 

NU7441 
D1: 0.80 ± 0.41 
D2: 0.39 ± 0.22 

inactive b 
Inhibitor of DNA-PK, also inhibits mTOR and 
PI3K 

 

Concentrating on the hit compounds with annotated target, several TGFβR-1 inhibitors were 

identified. Furthermore, diverse kinase inhibitors with inhibitory activities against the 

phosphatidylinositol 3-kinase VPS34, the tyrosine kinase Syk and an inhibitor of the 

serine/threonine protein kinase DNA-PK were identified and showed only moderate or no 

toxicity. In addition, a bromodomain-containing protein 4 (BRD4) degrader was highly active 

with an IC50 of 130 nM, however, it displayed toxicity towards A549 cells already at low 



72 
 

concentrations. Future hit validation and mode-of-action analysis will further elucidate the 

compounds’ effects. 
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5.2 Cell-based assay for Indolamine 2,3-dioxygenase modulators 

5.2.1 Development of a cell-based screening assay to identify novel 

modulators of IDO1  

To identify novel small molecule modulators reducing IDO1 activity, a cell-based screening 

assay was established that monitors IDO1-mediated Kyn production. A fundamental aspect of 

a screening assay is a robust readout, such as fluorescence or luminescence.106 Currently 

employed cell-based assays monitoring Kyn levels utilize mainly p-dimethylamino 

benzaldehyde (p-DMAB)107 for a colorimetric-based detection of Kyn levels. However, p-

DMAB-mediated Kyn detection requires a transfer of cell culture supernatant107 which is 

technologically challenging in screening assays. Nonetheless, p-DMAB was exploited in the 

course of this project for initial optimization studies and for the validation and mode-of-action 

(MoA) studies due to commercial availability. Alternatively, cellular Kyn production can be 

measured by means of high-performance liquid chromatography (HPLC).108 HPLC-based 

techniques also require a transfer of cell culture supernatant108 that is incompatible for 

automated screenings as mentioned above. Alternatively, Kyn levels in the culture medium 

can be detected by NFK Green™109 using a fluorescent-based readout. However, it only offers 

a limited dynamic detection range in cells.109 Therefore, a novel cell-based screening assay 

should be developed to overcome the before mentioned limitations of the existing techniques. 

 

 

Figure 5.11: Synthesis route to obtain the coumarin-based Kyn sensor (6). Isolated yield in percent (%). 

To measure Kyn levels by means of a fluorescence readout, the previously developed 

coumarin-based Kyn sensor 687 was synthesized via a four-step synthesis starting from 

malonic acid (Figure 5.11).  
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Previously, Klockhoff and Glass87 showed that aldehyde 6 reversibly reacts in aqueous buffers 

with the aniline moiety of Kyn, but not with other biological amines like glycine and adenosine 

yielding a fluorescent adduct (Figure 5.12A).87 As 6 has not been employed in enzymatic or 

cell-based assays yet, the synthesized Kyn sensor was validated for its use in a cell culture 

setting as part of the Bachelor thesis of Nora Bruning. Therefore, the spectral properties of 6 

in the presence of Kyn were analyzed in cell culture medium containing fetal bovine serum 

(FBS).  

 

Figure 5.12: Validation of a coumarin-based molecule as selective fluorescent sensor for kynurenine (7, 

Kyn). A) Schematic representation of the reversible reaction between Kyn sensor (6) and Kyn. B) Absorbance scan 

of 6 in the absence or presence of 500 µM Kyn in cell culture medium. C) Kyn titration for determination of the 

linear detection range of sensor 6. Detection of 8 by means of fluorescence (ex: 555 nm, em: 600 nm) in the 

presence of different Kyn concentrations (0-5000 µM) or D (0-500 µM) in cell culture medium.   

In the absence of Kyn, the sensor absorbs light in a range below 500 nm in cell culture 

medium, while in the presence of Kyn the Schiff base 8 (Figure 5.12) is formed and a 

corresponding absorbance peak between 525 nm and 560 nm was observed (Figure 5.12B). 

Performing fluorescence intensity measurements (ex/em 555/600 nm), various Kyn 

concentrations ranging from 20 to 5000 µM were detected in cell culture medium by means of 

6 (Figure 5.12C and D). A linear concentration-dependent increase in fluorescence was 

observed for Kyn concentrations up to 500 µM (Figure 5.12D) represented by the excellent 

correlation of 99.1 % (Figure 5.12D), allowing for a robust measurement within this 
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concentration range. To further validate this assay setup, Kyn levels in cell supernatants of 

IFNγ-stimulated cancer cells were analyzed as part of the Bachelor thesis of Nora Bruning. 

The human pancreas adenocarcinoma cell line BxPC3 was selected for the cell-based assay 

as these cells displayed the highest IDO1 expression upon stimulation with IFNγ. BxPC3 cells, 

as most cell lines, do not express IDO1 constitutively. Yet, stimulation with IFNγ significantly 

induced IDO1 expression in these cells (Figure 5.13A). IDO1 protein levels were already 

detectable after 8 h of IFNγ treatment and reached a maximum at 24 h which remained stable 

for at least 48 h as shown in Figure 3A.  

 

 

Figure 5.13: Kyn sensor (6) detects cellular Kyn levels reliably. A) IDO1 expression in BxPC3 cells after 

induction by IFNγ for 8, 24 and 48 h. Representative immunoblot for IDO1 and vinculin as a loading control. B) 

Time course of cellular Kyn production. The Kyn assay was performed in BxPC3 cells upon stimulation with IFNγ 

for 8, 24 and 48 h prior to detection of Kyn using LC-MS/MS. Kyn concentrations were obtained by a calibration 

curve.  C) Calculation of signal to background ratios based on (B) to evaluate assay performance. S/B: signal to 

background ratio. Data are mean values ± SD, n = 3. D) Titration of sensor 6. The Kyn assay was performed in 

BxPC3 cells treated with IFNγ for 48 h prior the detection of Kyn levels with diverse sensor concentrations. E) 

Titration of L-Trp. The Kyn assay was performed in BxPC3 cells treated with IFNγ and different L-Trp concentrations 

for 48 h prior to detection of Kyn levels using 17.5 µM sensor. Data are mean values ± SD, n = 2. F) Kyn assay in 

BxPC3 cell treated with IFNγ and epacadostat for 48 h prior the detection of Kyn levels utilizing p-DMAB or sensor 

6. Data are mean values ± S.D, n = 3. 

In parallel, cellular Kyn levels were evaluated after 8, 24 and 48 h using LC-MS/MS (Figure 

5.13B). 48 h were required for adequate Kyn production of approximately 230 µM Kyn together 



76 
 

with a high signal to background (S/B) ratio of 12. Hence, 48 h were set as assay incubation 

time. To further adjust the assay, the optimal Kyn sensor and L-Trp concentration were 

determined (Figure 5.13D and E, respectively). The following assay conditions were chosen 

for compound investigations: BxPC3 cells were stimulated with IFNγ and the assay medium 

was supplemented with 380 µM L-Trp. 48 h later, Kyn levels were detected using a final sensor 

concentration of 17.5 µM. To validate the chosen assay conditions, the known IDO1 inhibitor 

epacadostat was used as control compound. BxPC3 cells were treated with IFNγ, L-Trp and 

epacadostat for 48 h. For comparison, Kyn levels were detected by means of p-DMAB and 

sensor 6 (Figure 5.13F). Importantly, the usual transfer of cell supernatant into a fresh plate 

previously reported as required for Kyn detection by means of p-DMAB107 was successfully 

omitted to adapt the assay for automated screenings. Using the known IDO1 inhibitor 

epacadostat, sensor 6 detected a dose-dependent decrease in Kyn levels similar to those 

detected by p-DMAB (Figure 5.13F), which is also reflected in the comparable IC50 values of 

198 ± 9 nM (6) and 196 ± 4 nM (p-DMAB), respectively.  

 

 

Figure 5.14: Established fluorescent-based screening assay monitoring IDO1 activity in cells. BxPC3 cancer 

cells are treated with IFNγ to induce IDO1 expression via JAK/STAT signaling. Cells are supplemented with IDO1’s 

substrate L-Trp and Kyn levels are detected 48 h after IDO1 induction. Cells are lysed by means of TCA to release 

Kyn and Kyn levels are detected by means of sensor 6.  

Hence, 6 was validated as suitable fluorescent sensor to monitor Kyn levels in cells. A new 

cell-based assay, termed Kyn assay, was established. The underlying assay mechanism is 

illustrated in Figure 5.14. The Kyn assay was miniaturized and automated in collaboration with 

COMAS for screening large small-molecule libraries. 
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Figure 5.15: Miniaturization and automatization of the Kyn assay. BxPC3 cells were treated with IFNγ, L-Trp 

and compounds for 48 h prior to Kyn level detection using sensor 6. The assay was performed in 384-well plates. 

A) Comparison of manual and automated Kyn assay. B) Automated Kyn assay for epacadostat and BMS-986205. 

Data are mean values ± S.D, n = 3. 

Therefore, the assay was first adapted to a 384-well format. The minimization to 384-well 

format resulted in a comparable IC50 value of 119 ± 25 nM for the manual assay using 

epacadostat (Figure 5.15A) as obtained in 96-well format (IC50 = 198 ± 9 nM, Figure 5.13F). 

The assay was also performed in an automated fashion and comparable results were 

achieved as depicted in Figure 5.15B. A concentration-dependent decrease in Kyn levels was 

not only detected for epacadostat, also the mechanistically and chemically different IDO1 

inhibitor BMS-986205 showed a reduction in Kyn levels with increasing concentration (IC50 = 

14 ± 0.1 nM, Figure 5.15B).  

The automated Kyn assay displayed robust assay characteristics with a Z’-factor of 0.76 and 

a signal-to-background ratio (S/B) of 14.2. The S/B ratio was calculated for IFNγ-stimulated 

BxPC3 cells and cells without IFNγ. To achieve an even higher throughput for the initial 

screening campaign (one-point measurements), downsizing to 1536-well format was 

successful (Z’-factor: 0.53 and S/B: 14.3). Thus, a robust, automated cellular Kyn assay with 

a high fluorescence dynamic range applicable for high-throughput analysis was developed. 

Employing the Kyn assay, a library comprising 157,332 chemically diverse compounds was 

screened at a final assay concentration of 7.1 μM (1536-well format), which resulted in a hit 

rate of 0.62 % applying a threshold of 50 % inhibition. Compounds that reduced cell viability 

by more than 25 %, small molecules with pan-assay interference (PAINS) features [5] as well 

as compounds that are frequently identified as hits in other screening campaigns were 

excluded from further analysis. The remaining hit compounds that reduce Kyn levels by ≥ 70 % 

were subjected to dose-response measurements to determine their respective IC50 values 

(384-well format). Thereby, 98.5 % of the small molecules were confirmed as Kyn level 

modulators and several potent hits with an IC50 value < 2 µM were identified.  
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As the enzymatic activity of IDO1 directly influences cellular Kyn levels110, hit compounds with 

an IC50 value < 5 µM were tested for direct enzymatic inhibition of IDO1. For this, a biochemical 

assay using recombinantly expressed human IDO1 (rhIDO1) was established and performed. 

Interestingly, only 3.9 % of the compounds were identified as direct IDO1 modulators (IC50 ≥ 

0.33 µM). Nonetheless, several chemotypes that have not been linked to IDO1 inhibition 

before were discovered including the most potent hit compounds 9, 10 and 11 (Figure 5.16). 

These three hits were selected for further characterization (see below 5.2.2).  
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Figure 5.16: Hit compounds directly inhibiting IDO1 enzymatic activity. Structures and IC50 values of IDO1 

inhibitors identified in the HTS. IC50 values in the Kyn assay were determined in BxPC3 cells. To exclude cytotoxic 

compounds, the cell count was evaluated via Hoechst-33342 staining in a dose dependent manner after 48 h, 

inactive compounds did not reduce cell count up to 10 µM. IC50 values in the IDO1 activity assay were determined 

with rhIDO1 protein. Data are mean values ± SD, n ≥ 3.  
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Hit compounds that did not modulate IDO1 enzymatic activity were considered as indirect 

inhibitors. Within the subgroup of compounds with annotated cellular targets, two 

mechanistically distinct groups were identified (Table 4).  

Table 4: Selected hits of the Kyn screening with known targets. Cell count was evaluated using Hoechst 33342 

for compound’s cytotoxicity. Data are mean values ± SD, n≥3. 

Compound 
Kyn assay 
IC

50 
[µM] 

Cell count 
IC

50 
[µM] Mode of action 

 

Momelotinib 
(CYT387) 

0.29 ± 0.06 inactive 
ATP competitive inhibitor of Janus 
kinases JAK1 and JAK2 

JA
K

 k
in

as
e 

in
h

ib
ito

rs
 

Tofacitinib 0.59 ± 0.008 inactive 
Irreversible inhibitor of Janus kinases 
JAK1 and JAK3 

Ruxolitinib 0.08 ± 0.005 inactive 
ATP competitive inhibitor of Janus 
kinases JAK1 and JAK2 

Tofacitinib citrate 0.28 ± 0.03 inactive 
Irreversible inhibitor of Janus kinases 
JAK1 and JAK3 

CEP-33779 0.45 ± 0.04 inactive 
ATP competitive inhibitor of Janus 
kinase JAK2 

GSK1324726A 0.01 ± 0.005 > 2 µM 
Inhibitor of bromodomain and extra-
terminal (BET) family proteins BRD2, 
BRD3, and BRD4. 

B
R

D
/B

E
T

 in
hi

b
ito

rs
 

(+)-JQ1 0.03 ± 0.004 > 2 µM Inhibitor of BRD4 (1/2)).  

OTX015 0.03 ± 0.01 > 2 µM Inhibitor for BRD2, BRD3, and BRD4 

I-BET151 0.07 ± 0.002  inactive Pan BET family inhibitor 

MZ1 0.09 ± 0.04 1.24 

Proteolysis-targeting chimera 
(PROTAC) based on JQ-1. Induces 
proteasomal degradation of 
bromodomain-containing protein 4 
(BRD4).  

PFI-1 0.51 ± 0.06 inactive  Inhibitor of BRD4  

I-BRD9 > 10 µM inactive 
Selective cellular chemical probe for 
BRD9. 

Succinylacetone 0.41 ± 0.22 inactive 

Irreversible inhibitor of δ-
aminolevulinic acid dehydratase 
which produces porphobilinogen, the 
precursor of heme. 

H
e

m
e 

b
io

sy
n

th
es

is
 

in
h

ib
ito

rs
 

N-methyl 
protoporphyrin IX 
(1-NMPP) 

2.61 ± 1.64 inactive 
Inhibitor of protoporphyrin IX 
ferrochelatase which is involved in 
heme biosynthesis.  
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Group 1 is comprised of JAK1/2 inhibitors and bromodomain-containing protein 4 (BRD4) 

inhibitors, which reduced Kyn levels by downregulating IFNγ-mediated IDO1 expression in 

BxPC3 cells. The JAK1/2 inhibitor ruxolitinib was selected as representative compound to 

analyze the influence of JAK1/2 inhibition (Figure 5.17A) on IDO1 expression. Ruxolitinib 

potently inhibited IDO1 promoter activity in a dose dependent manner. In line with this, IDO1 

mRNA levels are significantly reduced by 2 µM of the JAK1/2 inhibitor leading to reduced IDO1 

protein levels (Figure 5.17C-E). 

 

 

Figure 5.17: JAK1/2 inhibitor ruxolitinib reduces IDO1 expression and thus diminishes cellular Kyn levels. 

A) Chemical structure of the JAK1/2 inhibitor ruxolitinib. B) IDO1 promoter reporter gene assay in HEK293T cells 

transiently transfected with a firefly luciferase construct under the control of the IDO1 promoter and a plasmid for 

constitutive Renilla luciferase expression upon treatment with IFNγ and ruxolitinib or IFNγ and DMSO for 24 h. The 

experiment was performed by Lara Dötsch. C) IDO1 mRNA level in BxPC3 cells treated with IFNγ and 2 µM 

ruxolitinib or DMSO for 24 h. Expression levels are determined using RT-qPCR. Data are mean values ± SD, n=3. 

D) Analysis of IDO1 expression in BxPC3 cells upon stimulation with IFNγ and ruxolitinib treatment at indicated 

concentrations for 24 h. Representative immunoblots for IDO1 and vinculin as a loading control. E) Normalized 

data of IDO1 abundance from D. Data are mean values ± SD, n=2. 

The second group of hit compounds were inhibitors of cellular heme synthesis, namely 

succinylacetone and N-methyl protoporphyrin IX (Table 4). Heme is a cofactor that binds to 

IDO1 and is essential for IDO1 catalytic activity. Thus, decrease in cellular heme levels impairs 
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IDO1 activity (Table 4).111, 112 Both compounds were validated as heme synthesis inhibitors as 

hemin cofactor supplementation completely abolished the inhibitory effect of both, 

succinylacetone and 1-NMPP (Figure 5.18C, D).  

 

Figure 5.18: Reduction of cellular Kyn levels by heme synthesis inhibitors is reversed by addition of hemin. 

A) Chemical structures of succinylacetone and 1-NMPP. B) BxPC3 cells were treated with IFNγ, L-Trp and 

compounds for 48 h prior to Kyn level detection using p-DMAB. Data are mean vales ± SD, n = 3. 

Additionally, several uncharacterized compound classes potently inhibited Kyn production. Of 

those, four hit compounds were selected for further MoA studies. On the one hand, the three 

most potent hit compounds in the screen, which inhibited IDO1 enzymatic activity, were 

chosen to be investigated in more detail. These are the thiohydantoin-based inhibitor 9 (IC50 

= 6.3 ± 2.2 nM), the oxazole-4-carboxamide-based inhibitor 10 (IC50 = 4.8 ± 1.2 nM) and the 

piperazin-2-one-based inhibitor 11 (IC50 = 29.8 ± 13 nM, Figure 5.19A and B, see Figure S1 

for further derivatives). On the other hand, hit compound 12 (IC50 = 0.83 ± 0.31 µM, Figure 

5.19A and B) was selected for in-depth studies as it did not inhibit IDO1 enzymatic function 

and also because it is part of the department’s in-house library and originated from a NP-

inspired synthesis and, thus, has a unique structure.  
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Figure 5.19: Decrease of cellular Kyn production by identified hit compounds. A) Structures of hit compounds 

9, 10, 11 and 12 together with IC50 ± SD values in Kyn assay. B) Kyn assay using 6 in BxPC3 cells treated with the 

respective compounds for 48 h. C) Detection of Kyn levels using LC-MS/MS. Cells were treated as described in B. 

Data are mean values ± S.D, n≥3. 

Before investigating the mechanism in more detail, the four compounds were validated 

manually in the Kyn assay as well as by LC-MS/MS analysis as orthogonal method. Together, 

Kyn level reduction was confirmed for all four hit compounds in BxPC3 cells (Figure 5.19C). 
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5.2.2 Novel apo-IDO1 inhibitors 

To investigate compounds 9, 10 and 11 in more detail, additional validation assays were 

performed. First, the dose-dependent effect of compounds 9, 10 and 11 was evaluated using 

a p-DMAB-based Kyn assay in BxPC3 cells and the human ovarian carcinoma cell line SKOV3 

upon stimulation with IFNγ. 

  

 

Figure 5.20: Hit compounds inhibit cellular Kyn production. A) Kyn assay in BxPC3 cells and B) in SKOV3 

cells treated with IFNγ for 48 h prior to detection of Kyn levels using p-DMAB. C) Kyn assay in HEK293T cells that 

transiently express human IDO1 utilizing pCMV3-IDO1 plasmid. Compound addition was performed 24 h prior to 

Kyn levels determination using p-DMAB. Data are mean values ± SD, n=3. 

As depicted in Figure 5.20A and B, Kyn levels decreased with increasing compound 

concentration confirming that compounds 9, 10 and 11 are modulators of cellular IDO1 activity. 

Furthermore, the hit compounds were tested in HEK293T cells that transiently express human 

IDO1. IDO1 expression in HEK293T cells is independent of JAK/STAT signaling and, hence, 

allowed to discriminate between IDO1 expression inhibitors and IDO1 activity modulators. In 

line with the enzymatic inhibition of IDO1 observed for 9, 10 and 11, all three compounds 

induced a concentration-depended decline in Kyn levels in HEK293T cells (Figure 5.20C). The 

measured IC50 values of 9 ± 2.6 nM (9), 23 ± 5.4 nM (10) and 50 ± 9.8 nM (11) are in line with 

the ones detected in BxPC3 cells.  

To explore the mechanism of IDO1 activity reduction of compounds 9, 10 and 11, enzymatic 

inhibition was further investigated. Compounds 9, 10 or 11 (30 µM) were incubated with 

recombinant human IDO1 protein (rhIDO1, see 4.3.5.4) at different temperatures prior to the 

determination of IDO1 activity. Interestingly, pre-incubation of IDO1 with the compounds at 

37 °C substantially decreased IDO1 activity while at 20 °C no changes of IDO1 activity 

occurred (Figure 5.21A). The same was observed for the heme-competitive apo-IDO1 inhibitor 
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BMS-986205.34 In contrast, epacadostat, an L-Trp-competitive IDO1 binder113, inhibited IDO1 

activity after pre-incubation at both 37 °C and 20 °C (Figure 5.21A).  

 

 

Figure 5.21: Compounds 9, 10 and 11 target IDO1. A) Influence of the pre-incubation temperature on IDO1 

activity. IDO1 was incubated with 9, 10 or 11 at 20°C or 37°C for 30 min prior to detection of Kyn levels using 6. 

Epacadostat and BMS-986205 were used as controls. B) IDO1 enzymatic assay at 37°C. IDO1 was pre-incubated 

with the compounds at 37°C for 40 min prior to the detection of Kyn levels using p-DMAB. Data are mean values 

± S.D., n ≥ 3. 

As compounds 9, 10 and 11 did not inhibit IDO1 when pre-incubated at 20 °C, IC50 values 

were determined after a pre-incubation with IDO1 at 37 °C. Thereby, IC50 values of 0.97 ± 

0.59 µM (9), 1.52 ± 1.09 µM (10) and 5.28 ± 0.92 µM (11) were determined (Figure 5.21B). As 

9, 10 and 11 showed similar characteristics to BMS-986205 in terms of interfering with the 

enzymatic activity of IDO1, hit compounds 9, 10 and 11 most likely inhibit IDO1 in a similar 

fashion as BMS-986205.  

BMS-986205 is a heme-competitive inhibitor that binds to apo-IDO1. Apo-IDO1 is the 

immature form of IDO1 that lacks the cofactor heme (see 2.2.2). Upon incorporation of the 

heme cofactor, IDO1 is enzymatically active and hence in its mature form which is termed 

holo-IDO1.34, 114 Heme-competitive inhibitors bind to the heme binding site and prevent heme 

incorporation, IDO1 maturation (= holo-IDO1 formation) as well as IDO1 enzymatic activity.  

 

To confirm the direct binding of the compounds to IDO1, the influence of 9, 10 or 11 on the 

thermal stability of IDO1 was explored. 
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Figure 5.22: Hit compounds bind to IDO1 and change the melting behavior of IDO1. A) and B) IDO1 was pre-

incubated with 30 µM of 9, 10 or 11 (A) or 30 µM BMS-986205 or epacadostat (B) at 37 °C for 30 min prior to 

addition of SYPRO orange. Representative melting curves of IDO1 are shown, n = 3.  

The melting behavior of IDO1 was monitored by means of differential scanning fluorimetry 

(DSF) and revealed that compound 9, 10 and 11 caused a distinct change in the melting curve 

compared to the DMSO control (Figure 5.22A) and the same was observed for BMS-986205 

(Figure 5.22B). The melting curve of the IDO1 protein alone showed a biphasic shape with 

rather small changes in relative fluorescence within the curve course. However, the addition 

of 9, 10, 11 or BMS-986205 caused a considerable reduction in relative fluorescence at low 

temperatures and shifted the first melting peak of the biphasic curve substantially from 42.5 °C 

to 64.0 °C (9), 65.6 °C (10), 59.2 °C (11) or 66.6 °C (BMS-986205), respectively. Epacadostat 

did not affect the curve shape to the same extent, but led to a clear thermal stabilization of 

IDO1 with a shift in melting temperature of ΔTm = 4.1 ± 1.2 °C considering the sharper, second 

melting peak (Figure 5.22B).  

The high similarity of compound 9, 10 and 11 to BMS-986205 in this assay supports the 

assumption that the three compounds inhibit the enzymatic activity of IDO1 by binding to its 

apo-form, and thereby preventing heme incorporation, a mechanism analogous to BMS-

986205. 

To explore whether compound 9, 10 and 11 inhibit IDO1 enzymatic activity by heme 

displacement, the spectroscopic properties of IDO1 were analyzed in the presence of the 

compounds. Heme-containing IDO1 exhibits a characteristic absorbance peak between 400 

and 410 nm depending on the protein buffer. This distinct peak is called ‚Soret band‘ and 

corresponds to the electronic state of the iron ion in the heme.91, 92 Changes in the Soret band 

can be induced by protein-ligand interaction. Furthermore, the displacement of heme may be 
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reflected in an intensity decrease of the respective peak.  

 

 

Figure 5.23: Hit compounds affect the heme-binding properties of IDO1. UV/Vis spectrum of IDO1. Human 

IDO1 was pre-incubated with test compounds at 37°C for 120 min prior detection of the UV/VIS spectrum. 

Representative spectrum (n=3).  

To confirm this hypothesis, compound 9, 10 or 11 were pre-incubated with IDO1 protein at 

37 °C for 3 h to reach equilibrium. If 9, 10 and 11 replaced the heme cofactor, the heme needs 

to dissociate from IDO1 before a small molecule can bind. It is known that the dissociation of 

heme from IDO1 is a slow process, hence the long incubation time.62 The results of the UV/Vis 

spectral analysis in the presence of 9, 10 or 11 are shown Figure 5.23. For all three 

compounds, a clear, concentration-depended reduction in the Soret band intensity indicated 

binding of the compounds to apo-IDO1. To confirm heme-competitive binding of 9, 10 and 11 

to IDO1, the enzymatic activity assay was repeated in the presence of 14 µM hemin. Indeed, 

the addition of hemin substantially reduced the inhibitory potency of 9, 10 and 11 by at least 

6.5-fold (Figure 5.24). The respective IC50 values increased from 0.97 ± 0.59 µM to 8.2 ± 

1.4 µM (9), from 1.52 ± 1.09 µM to 9.7 ± 0.5 µM (10), and from 5.28 ± 0.92 to > 30 µM (11) in 

the presence of 14 µM hemin (Figure 5.24).  
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Figure 5.24: Hit compounds 9, 10 and 11 bind to the heme pocket of IDO1. Human IDO1 was pre-incubated 

with the compounds or the compounds and 14 µM hemin at 37°C for 40 min prior to detection of Kyn levels using 

p-DMAB. All data are mean values ± S.D, n ≥ 3. 

Taken together, this data strongly suggest that the identified hit compounds 9, 10 and 11 reduce 

cellular Kyn levels by binding to apo-IDO1 into the same pocket as the heme co-factor and, 

thereby, inhibiting the enzymatic activity of IDO1. 
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5.2.3 Small molecule degrader of IDO1 

5.2.3.1 Biological characterization of the small molecule 

Besides the investigation of the three novel IDO1 inhibitors, also hit compound 12 was of 

particular interest as it did not inhibit the enzymatic activity of IDO1, as depicted in Figure 

5.25A. Hence, 12 acts as an indirect IDO1 modulator whose MoA was to be elucidated. First, 

the reduction of cellular Kyn levels by 12 was further validated in BxPC3 cells and SKOV3 

cells. 

 

 

Figure 5.25: Compound 12 decreases cellular Kyn levels without affecting the enzymatic activity of IDO1. 

A) IDO1 enzymatic assay. IDO1 was pre-incubated with the compound at 37°C for 40 min prior to the detection of 

Kyn levels using p-DMAB. B) Kyn assay in different cell lines. BxPC3 and SKOV3 cells were treated with compound 

12 and 50 or 5 ng/mL IFNγ, respectively, for 48 h prior to detection of Kyn levels utilizing p-DMAB. C) HEK293T 

cells were transiently transfected with pCMV3-IDO1 24 h prior to compound addition. Another 24 h later, Kyn levels 

were detected utilizing p-DMAB (experiments utilizing 1 ng pCMV3-IDO1 were performed by Lara Dötsch). Data 

were normalized to DMSO and all data are mean values ± S.D., n = 3. 

A dose-dependent inhibition of cellular Kyn production was detected for both, BxPC3 and 

SKOV3 cells upon stimulation with IFNγ (Figure 5.25B). An IC50 value of 1.1 ± 0.13 µM was 

determined in BxPC3 and is in good agreement with the results from the automated assay 

(IC50 = 0.83 ± 0.31 µM). A similar IC50 value of 1.6 ± 0.32 µM was determined in SKOV3 cells. 

Furthermore, 12 was tested in HEK293T cells that transiently express human IDO1 

independently of IFNγ. Interestingly, compound 12 reduces Kyn levels by only 30 % at 10 µM 

in cells transfected with 1 ng of the IDO1 expression plasmid as depicted in Figure 5.25C. In 

contrast, lowering the amount of the IDO1 expression plasmid by half, 12 inhibited cellular Kyn 

production dose-dependently with an IC50 of 0.42 ± 0.2 µM (Figure 5.25C). However, Kyn 

levels were solely downregulated to 39 ± 7.8 % at 10 µM whereas in BxPC3 cells Kyn levels 

were reduced to 22 ± 2.4 % at 10 µM. Transient IDO1 expression in HEK239T cells affected 

the potency of compound 12 strongly, which was not observed for direct IDO1 inhibitors 

(Figure 5.20). Nonetheless, 12 inhibited cellular Kyn production in HEK293T cells that express 

IDO1 independently of JAK/STAT signaling. Compounds, which interfere with the signaling 
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pathway inducing IDO1 expression, would not influence Kyn levels in HEK239T cells as they 

express IDO1 independently of IFNγ. Hence, 12 may not modulate the JAK/STAT signaling. 

However, the observed changes indicated IDO1 expression levels as a critical parameter that 

influences the potency of compound 12.  

Subsequently, the influence of 12 on IDO1 protein abundance was examined in BxPC3 cells 

upon stimulation with IFNγ. As shown in Figure 5.26, IDO1 protein levels were reduced by 

compound 12 concentration dependently to 55 % at 10 µM (Dmax = 45 %) after 24 h with a half-

maximal degrading concentration (DC50) of 0.36 ± 0.23 µM. 

 

 

Figure 5.26: Compound 12 reduces IDO1 protein levels. A) Analysis of IDO1 expression in BxPC3 cells upon 

stimulation with IFNγ and treatment with 12 at the indicated concentrations for 24 h. Representative immunoblot 

for IDO1 and vinculin as a loading control. B) Normalized data of quantified band intensities from (A) and of a 

derivate of 12 that was inactive in the Kyn assay (inactive derivative). Data are mean values ± S.D., n = 3. 

A derivate of 12 that was inactive in the Kyn assay (inactive derivative, Figure 5.26B) did not 

affect IDO1 protein levels at a concentration of 10 µM (Figure 5.26B) suggesting that 

compound 12 reduces Kyn levels by lowering IDO1 protein abundance. In line with the partial 

inhibition in the Kyn assay, 12 caused an incomplete protein depletion.  

In theory, a small molecule can reduce the abundance of a protein either by decreasing protein 

transcription or translation or enhancing its degradation.115 To further investigate the MoA of 

compound 12, first IDO1 transcription upon stimulation with IFNγ was studied in BxPC3 cells 

by means of RT-qPCR. Compound 12 did not lower IDO1 mRNA levels (Figure 5.27A).These 

results suggest a MoA independent of JAK/STAT signaling, which is in line with the results 

obtained in HEK239T cells (Figure 5.25C). Next, global protein translation in cells in presence 

of 12 was investigated by utilizing the non-canonical amino acid analog of methionine, L-

homopropargylglycine (HPG).116 After incorporation into newly synthesized proteins, HPG can 

be fluorescently tagged by means of a click reaction and facilitates the quantification of 

translation. Cycloheximide (CHX), an inhibitor of protein translation that binds to the 60S 

ribosomal unit117, was used as a control.  
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Figure 5.27: Protein transcription and translation is not reduced by compound 12. A) mRNA expression level 

of IDO1 in BxPC3 cells treated with IFNγ and 12 for 24 h. Expression levels were determined using RT-qPCR. 

Data are mean values ± SD, n=3. B) Analysis of global protein translation in cells 24 h after compound treatment 

by means of HPG detection. Representative images of HPG intensities displaying protein translation (green) and 

nuclear stain (blue) as a control. C) Normalized data of HPG signal intensities of the images in (B). Data are mean 

values ± S.D., n = 3. 

CHX strongly suppressed protein translation in cells reflected by the absence of HPG 

fluorescence. In contrast, 12 did not inhibit HPG incorporation and, thus, global protein 

translation was not impacted by the hit compound (Figure 5.27B and C). To ensure that IDO1-

specific protein translation was neither diminished by 12, an in vitro translation assay utilizing 

IDO1 mRNA was performed. IDO1 translation efficiency was not impacted by 12 at 

concentrations up to 50 µM as shown in Figure 5.27A and Figure 5.27B while CHX, as 

expected, significantly interfered with IDO1 translation.  

 

 

Figure 5.28: IDO1 translation is not affected by compound 12. A) and B) Analysis of IDO1 protein translation in 

vitro. IDO1 mRNA translation was analyzed in cell lysates in the presence of 12, CHX or DMSO as a control (CTL). 

Representative immunoblot for IDO1 protein (A) and quantified band intensities (B). C) CHX chase assay. BxPC3 

cells were treated with 50 ng/mL IFNγ for 24 h prior to addition of 5 µM CHX or 5 µM CHX and 10 µM 12. 

Representative immunoblot for IDO1 protein levels and vinculin as a control. D) Normalized data of quantified band 

intensities from (C). All data are mean values ± SD, n ≥ 3. 

To determine the influence of 12 on IDO1 protein translation, a CHX chase assay was 

performed. IFNγ-stimulated BxPC3 cells were co-treated with CHX and 12 followed by IDO1 
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protein levels analysis. Co-treatment of CHX with compound 12 lowered IDO1 abundance 

even further compared to the treatment with the single agent CHX (Figure 5.28C and D). 

Considering that 12 did not inhibit the translation of IDO1 in vitro and IDO1 protein levels were 

further reduced in the presence of 12 together with the translation inhibitor (CHX) strongly 

indicates that the hit compound modulates IDO1 protein levels downstream of protein 

translation, e.g., by enhancing protein decay.  

 

5.2.3.2 Investigation of IDO1 degradation induced by the small molecule 

The majority of cytosolic proteins are degraded by the ubiquitin-proteasome-system (UPS). 

For this purpose, lysine residues of proteins are posttranslationally modified with polyubiquitin 

chains that tag them for proteasomal degradation.118 As IDO1 is a cytosolic protein and gets 

degraded by the UPS, the compound may lower IDO1 levels by enhancing IDO1 

polyubiquitination resulting in a higher rate of proteasomal IDO1 degradation.119 

To test this hypothesis, a tandem ubiquitin binding entity (TUBE)-based pulldown was 

performed. TUBE proteins are artificial proteins containing domains that specifically bind 

polyubiquitin chains and can be used to enrich polyubiquitinated proteins from cell lysates.120  

 

Figure 5.29: IDO1 ubiquitination is enhanced in the presence of compound 12. TUBE pulldown after treatment 

of IFNγ-stimulated BxPC3 cells with compound 12 or DMSO as a control. A) Cells were treated for 6 h with 50 µM 

12 prior to lysate preparation and TUBE pulldown. B) Cells were first treated for 1 h with the proteasome inhibitor 

carfilzomib (CFZ, 450 nM) followed by 50 µM 12 for 4 h prior to lysate preparation and TUBE pulldown. 

Representative immunoblots for IDO1 and vinculin as a loading control (A and B), n=3.  
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Interestingly, treatment of IFNγ-stimulated BxPC3 cells for 6 h with 12 or DMSO as a control 

followed by a TUBE pulldown and IDO1 protein visualization revealed a clear increase in 

cellular IDO1 polyubiquitination in the presence of 12 compared to the control (Figure 5.29A). 

IDO1 specific bands with elevated intensities were observed at the height of 60 kDa and 

80 kDa (Figure 5.29A). Monomeric ubiquitin (Ub) and IDO1 have molecular weights of 8.5 and 

45 kDa, respectively. Accordingly, the band at 60 kDa may show IDO1 conjugated with two 

Ub molecules while 80 kDa might display IDO1 modified with a polyubiquitin chain of four to 

five Ub molecules. Moreover, a strong accumulation of polyubiquitinated IDO1 species was 

detected upon co-treatment of 12 with carfilzomib (CFZ) (Figure 5.29B). CFZ is an inhibitor of 

the proteasome and immunoproteasome and prevents the degradation of polyubiquitinated 

proteins.121 Consequently, polyubiquitinated proteins accumulate in cells which was reflected 

by the TUBE pulldown for IDO1 in the presence of CFZ (Figure 5.29B). Polyubiquitinated IDO1 

species were increased not only in cells treated with 12, also for the cells treated with CFZ 

alone (Figure 5.29A). These observations suggest that 12 lowers cellular IDO1 protein levels 

by enhancing its polyubiquitination which leads to its increased proteasomal degradation. 

 

However, sharp bands after a TUBE pulldown that can be ascribed to the conjugation of a 

specific length of polyubiquitin chains on a protein, as illustrated in Figure 5.29, is non-typical 

for polyubiquitinated proteins. Usually, a high molecular weight smear is detected for the 

protein of interest that represents various lengths of polyubiquitin chains.122 

 

To confirm that the observed bands represent polyubiquitinated IDO1, a deubiquitinating 

enzyme (USP2) was exploited. USP2 removes polyubiquitin chains from proteins. 

Accordingly, the addition of USP2 to cell lysate treated with 12 should remove 

polyubiquitinated IDO1 species.  

Therefore, IFNγ-stimulated BxPC3 cells were treated with 12 for 6 h and the obtained lysate 

was supplemented with USP2 prior to the TUBE pulldown. DTT and ZnCl2 were essential for 

USP2 activity and, thus, added simultaneously. 
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Figure 5.30: 12 induces polyubiquitination of IDO1. A) Validation of IDO1 polyubiquitination bands by adding 

5 µM USP2 prior to TUBE pulldown. IFNγ-stimulated BxPC3 cells were treated with 12 for 6 h. Lysates were 

supplemented with either buffer or DTT and ZnCl2 or DTT, ZnCl2 and USP2 and incubated for 40 min at room 

temperature. Afterwards, a TUBE pulldown was performed followed by immunoblotting. Representative 

immunoblot, n=3. B) IFNγ-stimulated BxPC3 cells were treated with 2, 20, 50 µM 12 or DMSO as a control for 2 h 

followed by lysate preparation and TUBE pulldown. Representative immunoblot, n=3. 

The addition of USP2 abolished the detection of polyubiquitinated IDO1 as no IDO1-specific 

bands could be detected by immunoblotting anymore (Figure 5.30A). In contrast, the control 

conditions, in which the lysate was untreated, or supplemented with just DTT and ZnCl2, still 

displayed IDO1-specific bands above 45 kDa. (Figure 5.30A). Consequently, the bands 

detected for IDO1 after the TUBE pulldown represent polyubiquitinated IDO1 protein. 

Moreover, small molecule-induced IDO1 polyubiquitination could also be detected already 

after shorter treatment times of 2 h and in a dose dependent manner(Figure 5.30B).  

 

As 12 induces IDO1 polyubiquitination followed by its degradation, the small molecule was 

named iDeg-1 for induced IDO degradation compound-1.  

 

To determine which lysine of IDO1 is ubiquitinated and to find potential interaction partners, 

an IDO1 co-immunoprecipitation (Co-IP) experiment was performed and analyzed by means 

of mass spectrometry (MS). MS identifies proteins within a complex mixture by means of a 

peptide fingerprint. Protein samples that are subjected to an MS-based analysis are first 

digested by proteolytic enzymes such as trypsin. The derived peptides are then analyzed and 

assigned to the original protein. Additionally, a so-called diglycine (diGly) analysis was 

performed to detect protein ubiquitination on the primary amine of lysine side chains. After a 

tryptic digest, two glycines (=diGly) remain on the lysine (K) side chain that was ubiquitinated 
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before the digest and peptides that contain this characteristic diGly-modified lysine can be 

identified by an increase in mass.123 

 

 

Figure 5.31: iDeg-1 induces polyubiquitination of Lysine 389 of IDO1. IFNγ-stimulated BxPC3 cells were 

treated with iDeg-1 or DMSO as a control (CTL) for 6 h prior to lysate preparation. IDO1 was immunoprecipitated 

and the enriched fraction was digested and analyzed by MS. A) Measured relative peptide intensity for IDO1 and 

polyubiquitin-C. B) Identified peptide of IDO1 with diGly modification. C) IDO1 protein sequence. Amino acids in 

bold illustrate regions identified using MS. K389, the identified ubiquitination site of IDO1, is highlighted in orange. 

Data are mean values ± SD, n=3.  

IFNγ-stimulated BxPC3 cells were treated with iDeg-1 or DMSO as a control for 6 h prior to 

IDO1 immunoprecipitation. MS-based analysis of the Co-IP samples identified IDO1 with high 

intensity in both samples as depicted in Figure 5.31. Interestingly, cells treated with 20 µM 

iDeg-1 showed a 3.5-fold increase in polyubiquitin-C compared to the control sample which 

confirmed that iDeg-1 induces IDO1 ubiquitination. A diGly analysis revealed that IDO1 is 

ubiquitinated at the lysine residue K389. The intensity of the diGly modified peptide containing 

K389 was elevated by 5.5-fold in the presence of iDeg-1 compared to the control samples 

(Figure 5.31B). As after MS analysis the sequence coverage of IDO1 was 78 %, not every 

lysine within IDO1 was identified. In total, 20 lysines were identified while 10 lysines were 

within the undetected sequence area (Figure 5.31C). Ubiquitination on those undetected 
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lysines might additionally be possible. Besides, a diGly analysis was also performed for 

peptides originating from polyubiquitin-C (Figure 5.32).  

 

 

Figure 5.32: Polyubiquitin chains are connected by lysine 48 of Ub monomers. IFNγ-stimulated BxPC3 cells 

were treated with iDeg-1 for 6 h prior to lysate preparation. IDO1 was immunoprecipitated and the enriched fraction 

was digested and analyzed by MS. A) Identified peptide of ubiquitin with diGly modification. B) Ub protein sequence. 

The bold letters illustrate identified regions while the other regions could not be identified. K48, the identified 

ubiquitination site of Ub, is highlighted in orange. Data are mean values ± SD, n=3.  

For polyubiquitin-C, a diGly modification was detected at K48 which was substantially 

increased in the presence of iDeg-1 (Figure 5.32A). K48 connected ubiquitin chains are 

associated with protein degradation via the UPS.83 This is in line with the previous observation 

that a co-treatment with iDeg-1 and CFZ led to an accumulation of polyubiquitinated IDO1 

species in cells. (Figure 5.29). Of note, the sequence coverage for ubiquitin was with 44.7 % 

relatively low and K6, K11, K29 and K33 could not be identified. These lysine residues are 

also known to be involved in ubiquitin chain branching.124 Thus, the diGly analysis of 

polyubiquitin-C is not comprehensive and a complete prediction of the branching of the 

polyubiquitin chains attached to IDO1 cannot be derived from the obtained data.  
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Figure 5.33: Proteins that are enriched by co-immunoprecipitation display no link to the UPS. IFNγ-

stimulated BxPC3 cells were treated with iDeg-1 for 6 h prior to lysate preparation. IDO1 was immunoprecipitated 

and the enriched fraction was digested and analyzed by MS. Data are mean values ± SD, n=3. 

Apart from polyubiquitin-C, the IDO1 Co-IP experiment did not revealed any other protein 

which is related to the UPS or protein degradation, like an E3 ubiquitin ligase (Figure 5.33). 

none of the four proteins which were enriched in the samples treated with iDeg-1 compared 

to the control samples are linked to protein degradation (Figure 5.33).  

Together, the experimental data suggest that iDeg-1 induces ubiquitination and degradation 

of IDO1 which can be observed already after 2 h of compound treatment. Nontheless, changes 

in IDO1 protein levels by means of immunoblotting were only detectable after 24 h using IFNγ-

stimulated BxPC3 cells. However, these cells continue to express IDO1 during the incubation 

time although IFNγ was removed after a pre-incubation of 16 h and was not present during 

compound treatment. Therefore, the effect of iDeg-1 on IDO1 protein levels is partly shielded 

by high IDO1 expression in BxPC3 cells. To focus exclusively on IDO1 degradation, 

recombinant human IDO1 (rhIDO1) was electroporated into HEK239T cells. As HEK293T cells 

do not express IDO1 constitutively, HEK239T-rhIDO1 cells can be used to investigate the 

changes in IDO1 protein levels that are only related to protein decay.  

First, a cellular Kyn assay in HEK239T-rhIDO1 cells was performed to investigate the influence 

of iDeg-1 on rhIDO1 functionality. 
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Figure 5.34: iDeg-1 reduces Kyn levels in electroporated HEK293T cells. HEK239T cells are electroporated 

with rhIDO1 protein and Kyn levels were detected by means of p-DMAB 24 h after treatment with 150 µM L-Trp 

and iDeg-1. A) Absorbance measurement of Kyn using p-DMAB in HEK239T cells electroporated with rhIDO1 

compared to HEK293T cells without (w/o) rhIDO1. B) Dose dependent analysis of iDeg-1. Data are mean values 

± SD, n=3.  

The activity of electroporated IDO1 was determined using a Kyn assay which confirmed the 

introduced rhIDO1 into HEK293T cells as active (Figure 5.34A). iDeg-1 reduced cellular Kyn 

levels in HEK293T-rhIDO1 cells dose-dependently with an IC50 value of 0.45 ± 0.1 µM (Figure 

5.34B) which is in agreement with the IC50 observed in HEK239T cells that transiently express 

IDO1 (IC50 = 0.42 ± 0.2 µM, Figure 5.25C). 

 

 

Figure 5.35: IDO1 protein levels are erased over 24 h by iDeg-1. HEK239T cells are electroporated with rhIDO1 

protein followed by the treatment with iDeg-1 for 6, 14 or 24 h. A) IDO1 protein levels were determined via 

immunoblotting. Representative immunoblots for IDO1 and vinculin as a control. B) Normalized data from quantified 

band intensities from B. Data are mean values ± SD, n≥2. 

Moreover, iDeg-1 treated HEK239T-rhIDO1 cells showed a clear reduction in IDO1 protein 

levels of approximately 50 % already after 6 h and protein levels decreased even further after 

14 h and 24 h (Figure 5.35A and B). Hence, IDO1 protein levels could be reduced by 90 % 

after 24 h in HEK293T-rhIDO1 cells while in IFNγ-stimulated BxPC3 cells a Dmax of 45 % was 

detected (Figure 5.26).  
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To identify the IDO1 degradation pathway induced by iDeg-1, HEK239T cells were 

electroporated with rhIDO1 and co-treated with either iDeg-1 and CFZ or iDeg-1 and 

MLN4924. MLN4924 is an inhibitor of the NEDD8-activating enzyme (NAE) that is essential 

for the posttranslational modification (PTM) of proteins with NEDD8, also known as 

neddylation.125 NEDD8 conjugation is crucial for the enzymatic function of cullin-RING E3 

ligases (CRLs) which are key enzymes in protein degradation. CRLs are multi-subunit protein 

complexes that transfer ubiquitin onto proteins and thereby assign them for proteasomal 

degradation. Inhibition of neddylation decreases the activity of CRLs and thereby interferes 

with protein ubiquitination and subsequent degradation of the respective target proteins.125, 126 

In contrast to MLN4924, the proteasome inhibitor CFZ interferes with the degradation of 

proteins that are already polyubiquitinated.121 Both, the TUBE pulldown and IDO1 

immunoprecipitation experiments suggest that the iDeg-1-induced IDO1 degradation is UPS-

dependent. 

 

 

Figure 5.36: iDeg-1 induces IDO1 degradation via the UPS. HEK239T cells were electroporated with rhIDO1 

protein. A pre-treatment with CFZ was performed for 30 min prior to the addition of 3.33 µM iDeg-1 for further 6 h 

followed by immunoblotting. A) Representative immunoblot for IDO1 and vinculin as a control. B) Normalized data 

quantified band intensities from of (A) relative to DMSO as control. C) Normalized data of quantified band intensities 

from (A) relative to the treatment of CFZ alone. Data are mean values ± SD, n = 3. 

Experiments performed with HEK239T-rhIDO1 cells treated with the proteasome inhibitor CFZ 

revealed diverse aspects about IDO1 degradation. Interestingly, in the presence of CFZ alone, 

IDO1 protein levels were increased by 2- to 2.5-fold compared to the control (Figure 5.36A 

and B). Cells that were co-treated with iDeg-1 and CFZ still showed elevated IDO1 protein 

levels of up to 200 % of the control sample (Figure 5.36A and B). Hence, the efficiency of 

iDeg-1 to reduce IDO1 was clearly abolished by the addition of CFZ (Figure 5.36C). iDeg-1 

alone reduced IDO1 protein levels by 40 % (Figure 5.36), while in the presence of 0.25 or 

0.5 µM CFZ a reduction of only 23 % or 10 %, respectively, was detected (Figure 5.36C). 

Conclusively, iDeg-1-induced IDO1 degradation is mediated by the UPS.  
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The same experiments were performed with MLN4924 instead of CFZ. MLN4924 treatment 

alone also increased IDO1 protein levels compared to control condition by approximately 2-

fold (Figure 5.37A and B) analogous to the treatment with CFZ alone (Figure 5.36). Together, 

these findings demonstrate that physiologically IDO1 is degraded via a neddylation-dependent 

E3 ligase and the UPS.  

 

Figure 5.37: iDeg-1-induced IDO1 degradation is neddylation independent. HEK239T cells were 

electroporated with rhIDO1 protein. A pre-treatment with MLN4924 was performed for 30 min prior the addition of 

3.33 µM iDeg-1 for further 6 h followed by immunoblotting. A) Representative immunoblot for IDO1 and vinculin as 

control. B) Normalized data of quantified band intensities (A) relative to DMSO as control. C) Normalized data of 

(A) relative to the treatment of MLN4924 alone. Data are mean values ± SD, n = 3. 

However, co-treatment with the neddylation inhibitor and iDeg-1 could not diminish iDeg-1-

induced degradation of IDO1 compared to the single treatments with MLN4924. Even in the 

presence of either 0.25 or 0.5 µM MLN4924, iDeg-1 reduced IDO1 protein levels by 48 % and 

47 %, respectively (Figure 5.37B and C). Hence, iDeg-1-induced IDO1 degradation is 

neddylation independent and, thus, unrelated to IDO1’s physiological degradation pathway 

which is neddylation dependent.  

 

5.2.3.3 Interaction studies of IDO1 and the small molecule 

To further investigate how degradation of IDO1 is induced by iDeg-1, the specificity of iDeg-1 

for IDO1 was explored. For this, a proteome-wide study in HEK293T-rhIDO1 cells was 

performed after treatment with iDeg-1 for 6 h. A treatment for 6 h should ensure that observed 

alterations in protein levels are due to protein degradation or stabilization and not affected by 

changes in protein expression.  

The proteome-wide analysis identified IDO1 as the only protein out of 2904 proteins whose 

abundance was significantly decreased after the treatment with 10 µM iDeg-1 compared to 

the control (Figure 5.38).  
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Figure 5.38: Degradation of IDO1 by iDeg-1 is highly specific. HEK239T cells were electroporated with rhIDO1 

protein followed by the treatment with 10 µM iDeg-1 or DMSO as a control (CTL) for 6 h. Afterwards, cell lysates 

were generated and subjected to a trypic digest for MS analysis. Data are mean values ± SD, n=3.  

These results strongly suggest that iDeg-1 may bind directly to IDO1 and thereby induce its 

ubiquitination and degradation because, if iDeg-1 would e.g. activate an E3 ligase without 

interacting with IDO1, also other proteins would be degraded to a higher extent. Similarly, if 

deubiquitination would be impeded by iDeg-1, this would not only effect IDO1.  

To explore such potential interactions, the thermal stability of IDO1 was analyzed by means 

of nanoDSF, which detects the intrinsic tryptophan fluorescence of proteins. Tryptophan 

residues are highly sensitive to changes in their surroundings, such as thermal unfolding of 

proteins, which is reflected in the fluorescence intensity.127 
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Figure 5.39: iDeg-1 interacts directly with IDO1. A) rhIDO1 treated with either 100 µM iDeg or DMSO as a control 

(CTL) for 90 min at room temperature prior to nanoDSF measurement. Representative curves, n=2. B) Analysis of 

rhIDO1 thermal stability in the presence of 100 µM iDeg-1 or DMSO as a control (CTL) utilizing nanoDSF. rhIDO1 

and compounds were pre-incubated for 90 min at 37°C prior to the measurement. Representative result, n=3. C) 

Determination of the dissociation constant of iDeg-1 for IDO1 using nanoDSF. rhIDO1 and compounds were pre-

incubated for 90 min at 37°C prior to the measurement. Data are mean values ± SD, n=3.  

Interestingly, the melting behavior of IDO1 was not affected in the presence of iDeg-1 when 

IDO1 was pre-incubated with the compound at 20 °C compared to the control (Figure 5.39A). 

However, pre-incubating IDO1 with iDeg-1 or the control at 37 °C substantially increased in 

melting temperature of IDO1 by 4.9 ± 0.3 °C in the presence of iDeg-1 compared to the control 

condition (Figure 5.39B).  

As deciphered in the course of the in-depth analysis of 9, 10 and 11, the dynamic binding of 

heme to IDO1 is highly temperature dependent. Only at higher temperatures, such as 37 °C, 

heme dissociation from IDO1 can be seen and small molecules binding to apo-IDO1 cannot 

interact with the enzyme at lower temperature, e.g., 20 °C. As the binding of iDeg-1 to IDO1 

was only observed at 37 °C, it indicates that iDeg-1 binds to apo-IDO1. 

IDO1 stabilization by iDeg-1 was also monitored dose-dependently using a pre-incubation 

temperature of 37 °C. Thereby, a dissociation constant (KD) of 8.6 ± 2.96 µM was calculated 

for iDeg-1 (Figure 5.39C).  

 

To investigate the interaction between iDeg-1 and IDO1 also in cells, cellular thermal shift 

assays (CETSA) were conducted in the course of Lisa-Marie Pulvermacher’s Master thesis.  
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Figure 5.40: Cellular thermal stability of IDO1 is increased by iDeg-1. A) and B) CETSA in SKOV3 cell lysate 

treated with 50 µM iDeg-1 or DMSO as a control (CTL) for 15 min at room temperature prior to heat treatment. A) 

Representative immunoblot for IDO1. B) Quantification of band intensities from (A). Data are mean values ± SD, 

n=3. C) and D) CETSA in intact SKOV3 cells treated with iDeg-1 or DMSO as control for 1 h at 37°C at 5 % CO2. 

C) Representative immunoblot for IDO1. D) Quantification of band intensities from (C). Data are mean values ± 

SD, n=3. E) and F) Isothermal shift assay at 50 °C. Representative immunoblot (E) and respective melting curve 

(F), n=3.  

In line with the interaction studies conducted for rhIDO1, the thermal stability of IDO1 in cellular 

lysates was not altered by treatment with iDeg-1 and a pre-incubation step at room 

temperature prior heat treatment (Figure 5.40A). However, a thermal stabilization of IDO1 was 

observed in cells after iDeg-1 treatment. CETSA in SKOV3 cells that were treated with iDeg-

1 for 1 h at 37 °C revealed a stabilization of IDO1 by ΔTm 3.53 ± 0.4 °C compared to the control 

samples (Figure 5.40B). In addition, thermal stability of IDO1 was investigated in the presence 

of different iDeg-1 concentrations at 50 °C because at this temperature the stabilization of 

IDO1 by iDeg-1 was most pronounced (Figure 5.40D). In agreement, thermal stability of IDO1 

increased concentration dependent. (Figure 5.40E and F).  
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Moreover, iDeg-1 was evaluated in the Kyn assay supplemented with additional hemin, the 

cofactor of IDO1 bound to an iron in its ferric state. 

 

Figure 5.41: Addition of heme, the cofactor of IDO1, reduces cellular potency of iDeg-1. A) Kyn assay in 

BxPC3 cells for iDeg-1 in the presence or absence of 5 µM hemin. Data are mean values ± SD, n=3 B) Influence 

of heme synthesis inhibition on IDO1 protein levels. IFNγ -simulated BxPC3 cells were treated with 10 µM of the 

heme synthesis inhibitors succinylacetone (SA) or 1-NMPP for 24 h prior to IDO1 protein analysis. Representative 

immunoblot, n=2.  

The potency of iDeg-1 in the Kyn assay was strongly reduced in the presence of hemin (Figure 

5.41A). In case of the heme synthesis inhibitors, succinylacetone (SA) and 1-NMPP the 

addition of hemin completely abolished the inhibitory potency of the two, even at high 

concentrations (Figure 5.18). This was not the case for iDeg-1. Furthermore, neither SA nor 

1-NMPP reduce IDO1 protein levels (Figure 5.41B). Hence, in presence of additional heme 

cofactor the interaction of iDeg-1 and IDO1, presumable apo-IDO1 might be impeded as the 

equilibrium might be shifted towards holo-IDO1.  

This finding together with the observation that the incubation temperature of 37 °C was 

essential for IDO1 thermal stabilization by iDeg-1 indicate that iDeg-1 may bind to apo-IDO1 

and thus induces ubiquitination and degradation. To prove apo-IDO1 binding, the UV/Vis 

spectrum of IDO1 after the incubation with iDeg-1 at 37°C was measured and revealed a slight 

reduction of the specific absorbance peak, i.e., the Soret band, of holo-IDO1. The optimized 

apo-IDO1 binder BMS-986205 reduced the characteristic absorbance peak of holo-IDO1 

much stronger. However, BMS-986205 binds rapidly34, 62 and with a high affinity (KD of 164 nM, 

Figure 5.42) to IDO1 while iDeg-1 displayed only a KD value of 8.6 ± 2.96 µM that might explain 

the smaller effect on the Soret band intensity. 
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Figure 5.42: iDeg-1 slightly reduces the Soret band intensity. A) UV/Vis spectral analysis of rhIDO1 treated with 

either 100 µM iDeg, 50 µM BMS-986205 or DMSO as control (CTL) for 3 h at 37°C. Representative spectrum, n=3. 

B) Determination of the dissociation constant of BMS-986205 for IDO1 using nanoDSF. rhIDO1 and compounds 

were pre-incubated for 90 min at 37°C prior to the measurement. Data are mean values ± SD, n=3. 

However, if iDeg-1 binds to apo-IDO1 and thereby induces IDO1 degradation, IDO1 enzymatic 

activity should be impacted as heme displacement results in inactive IDO1. To investigate a 

potential IDO1 inhibition by iDeg-1, enzymatic IDO1 activity in cells was measured by means 

of LC-MS/MS analysis as it can detect smaller changes in Kyn levels with an enhanced 

sensitivity compared to the Kyn sensor or p-DMAB.  

 

Figure 5.43: IDO1 activity is slightly inhibited by high concentrations of iDeg-1. IFNγ-stimulated BxPC3 cells 

were cultured in L-Trp-free medium for 48 h. iDeg-1 or DMSO as a control was added and pre-incubated for 30 min 

at 37 °C 5 % CO2 followed by the addition of 100 µM L-Trp. 1 h after iDeg-1 addition, Kyn levels were measured 

by LC-MS/MS. Data are mean values ± SD, n=4. 

For this, IFNγ-stimulated BxPC3 cells were treated with iDeg-1 and incubation for 30 min at 

37 °C prior to the addition of L-Trp. Kyn levels were determined after 30 min of L-Trp addition 

by LC-MS/MS analysis. Interestingly, in cells, iDeg-1 slightly reduced IDO1 enzymatic activity 

(Figure 5.43). However, reduced enzymatic activity was only observed for concentrations 50- 

to 100-fold above the IC50 determined in the Kyn assay for iDeg-1 (Figure 5.43). This indicates 
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that although iDeg-1 might bind to apo-IDO1, the relevant mechanism for reducing Kyn level 

is not impeding heme to bind to apo-IDO1 as it is the case for heme-competitive inhibitors. 

iDeg-1 inhibits cellular Kyn production by IDO1 degradation.    

 

5.2.3.4 siRNA screen to elucidate the degradation machinery 

As the interaction of iDeg-1 and apo-IDO1 on its own does not explain IDO1 degradation, the 

involvement of an E3 ubiquitin ligase was explored. Co-treatment experiments clearly 

revealed that the neddylation-dependent CRLs are not involved in iDeg-1-induced IDO1 

degradation (see Figure 5.37). Protein ubiquitination is mediated by an ubiquitin-conjugating 

enzyme (E2) and an E3 ubiquitin ligase (E3). The E3 binds the substrate protein and at the 

same time an E2 enzyme and catalyzes the transfer of ubiquitin from E2 to the substrate 

protein.128 Human cells have over 600 E3 ligases divided in four families, namely the HECT-

type, RING-finger, U-box and PHD-finger E3 ligases. Of those, only the six CRL and three 

further E3 ligases (SMURF1, MDM2, Parkin) are known to be NEDD8 dependent.128, 129 

Hence, the majority of E3 ligases are potential candidates for involvements in the iDeg-1 

induced degradation of IDO1. 

To elucidate which E3 ligase is involved in iDeg-1-mediated IDO1 degradation, a ubiquitin 

specific siRNA library was obtained (Horizon Discovery Biosciences Limited) and screened in 

the Kyn assay. The siRNAs library targets 663 proteins known to be involved in protein 

ubiquitination and degradation and allowed to study genes that are involved in the 

physiological IDO1 degradation pathway and to elucidate those proteins that mediate 

ubiquitination and degradation of IDO1 in the presence of iDeg-1. To screen the siRNAs, the 

Kyn assay was performed in HeLa cells as these cells are well established for effective siRNA 

transfection and could be easily adapted for the Kyn assay. IDO1 expression in HeLa cells is 

also inducible by IFNγ, and iDeg-1 inhibited Kyn production dose-dependently with an IC50 

value of 1.1 ± 0.8 µM which was investigated in the course of Lara Dötsch’s PhD thesis (Figure 

5.44).  
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Figure 5.44: iDeg-1 inhibits cellular Kyn production in HeLa cells. Kyn assay in HeLa cells treated with 

50 ng/mL IFNγ, L-Trp and iDeg-1 for 48 h prior to detection of Kyn levels using p-DMAB. (Performed by Lara 

Dötsch) Data are mean values ± SD, n=3. 

For the final siRNA screening assay, HeLa cells were transfected with the siRNAs 48 h prior 

to the Kyn assay to ensure siRNA-mediated protein reduction during the assay. The effect of 

each gene in the Kyn assay was evaluated in the presence or absence of 5 µM iDeg-1. siRNAs 

that increase cellular Kyn production in the control conditions (i.e. in the absence of iDeg-1) 

might represent proteins involved in the physiological IDO1 degradation pathway, while 

siRNAs that increase Kyn production through reducing the inhibitory potency of iDeg-1 might 

be a prerequisite for iDeg-1-induced degradation.  

The genetic screen identified two groups of proteins: one group of proteins that are potentially 

involved in the physiological degradation of IDO1, as their knockdown increased Kyn levels 

up to 140 % compared to samples treated with non-targeting siRNA in the absence of iDeg-1 

(Table 5). A second group of proteins whose knockdown reduced the inhibitory potency of 

iDeg-1 (Table 6). The first group (Table 5) is composed of three proteins that are part of the 

CRL multisubunit complex: S-phase kinase-associated protein 2 (SKP2), E3 ubiquitin-protein 

ligase RBX1 (RBX1) and cullin 2 (CUL2). SKP2 is a F-Box protein and functions as a substrate 

receptor within the CRL complex.130 RBX1 is the E3 ubiquitin ligase that mediates substrate 

ubiquitination, and CUL2 is the scaffold protein of the complex. The involvement of a NEDD8-

dependent E3 in the physiological IDO1 degradation pathway was already indicated by 

previous experiments (Figure 5.37) and, hence, validates the siRNA screen as functional.  
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Table 5: List of genes that effect Kyn levels in cells. Knockdown of six genes was found to increase Kyn levels 

compared to Kyn levels in the control conditions (treatment with non-targeting siRNA). HeLa cells were transfected 

with siRNA 48 h prior to IFNγ, L-Trp and compound or DMSO addition. Kyn levels were determined after 48 h of 

treatment using sensor 6. Data are mean values ± SD, n≥2, N=3.  

Gene Protein name Hit in 

Kyn assay 

Kyn level        / 

% ±S.D. 

CUL2 Cullin 2 2/3 134.5 ± 23 

RBX1 E3 ubiquitin-protein ligase RBX1 3/3 132.2 ± 5 

SKP2 S-phase kinase-associated protein 2 3/3 140.1 ± 2.6 

PEX10 Peroxisome biogenesis factor 10 2/3 133.0 ± 11.2 

PSMD14 26S proteasome non-ATPase regulatory subunit 14 3/3 126.5 ± 5.5 

USP44 Ubiquitin carboxyl-terminal hydrolase 44 2/2 138 ± 7 

 

Moreover, the knockdown of the 26S proteasome non-ATPase regulatory subunit 14 

(PSMD14) increased Kyn levels and is part of the first group. PSMD14 is a subunit of the 

proteasome with metalloprotease activity and is involved in protein deubiquitination and 

ubiquitin recycling of polyubiquitin chains.131 Inhibition of PSMD14 was shown to increase 

polyubiquitinated protein abundance due to reduced proteasome activity132. Therefore, 

PSMD14 knockdown might decrease proteasome activity and, thus, increase IDO1 protein 

levels and Kyn production.  

The other two proteins, PEX10 and USP44, whose knockdown increased Kyn levels 

compared to non-targeting siRNA in DMSO treated cells could be connected to IDO1 

stabilization or the Kyn signaling pathway. 

 

 

 

 

 



109 
 

Table 6: List of genes that reduce the inhibitory potency of iDeg-1 in the Kyn assay. 9 genes were found to 

reduce inhibitory potency of iDeg-1 treated cells relative to non-targeting siRNA treated cells with 5 µM iDeg-1 (= 

100 % inhibitory potency). HeLa cells were transfected with siRNA 48 h prior IFNγ, L-Trp and compound or DMSO 

addition. Kyn levels were determined after 48 h of treatment using 6. Data are mean values ± SD, n≥2, N=3.  

Gene Protein name Hit in 

Kyn 

assay 

relative inhibitory 

potency / % ± S.D. 

@ 5 µM iDeg-1  

CUL2 Cullin 2 2/3 71.0 ± 4.7 

PHF1 PHD finger protein 1 2/3 72.8 ± 5.2 

PRICKLE1 Prickle-like protein 1  2/2 71.2 ± 7.0 

RBX1 E3 ubiquitin-protein ligase RBX1 2/3 66.2 ± 7.1 

RFPL4AL1 Ret finger protein-like 4A-like protein 1 2/2 75.0 ± 4.2 

SIAH2 Seven in Absentia Homolog 2, E3 ubiquitin-protein 

ligase  

3/4 82.5 ± 8.7 

SOCS3 Suppressor of cytokine signaling 3 3/4 77.4 ± 7.3 

TRIP12 Thyroid hormone Receptor Interacting Protein 12; 

E3 ubiquitin-protein ligase  

3/3 71.6 ± 10.8 

UBA6 Ubiquitin-like modifier-activating enzyme 6 3/3 78.1 ± 12.1 

 

Table 6 shows the proteins that were found to influence the inhibitory potency of iDeg-1. 

Interestingly, two proteins that elevated cellular Kyn levels in the absence of iDeg-1 also 

reduced its inhibitory potency, namely CUL2 and RBX1. Although, as mentioned previously, 

CUL2 and RBX1 are members of the CRL complex which require a neddylation for protein 

ubiquitination.125, 126 Hence, iDeg-1-mediated IDO1 degradation is not influenced by them. 

Furthermore, the knockdown of suppressor of cytokine signaling 3 (SOCS3) was identified to 

reduce iDeg-1 inhibition by 22 % compared to the treatment with control siRNA and iDeg-1. 

SOCS proteins including SOCS3 are negative regulators of JAK/STAT signaling.133 
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Knockdown of SOCS3 might decrease feedback inhibition of the signaling pathway and thus 

lead to enhanced JAK/STAT signaling and IDO1 expression. It was already demonstrated in 

HEK293T cells that IDO1 expression levels are critical for the compound’s potency (Figure 

5.25C). Additionally, SOCS3 was also described by Orabona et al.134 to be involved in IDO1 

degradation. SOCS3 binds IDO1 if the immunoreceptor tyrosine‐based inhibitory motifs 

(ITIMs) of IDO1 are phosphorylated.134 Bound to substrate proteins, SOCS3 can act as a 

substrate receptor in the CRL complex. It was reported that proteins that contain the SOCS-

box structural motif interact with either cullin 2 or cullin 5 of the CRL.135 Nonetheless, NEDD8 

modification is required for CRL activity136, 137and, thus, involvement of SOCS3 as substrate 

receptor in iDeg-1-mediated IDO1 degradation is unlikely. Apart from SOCS3, no other 

proteins were reported to be involved in IDO1 degradation. 

In addition, two other E3 ligases were identified to potentially be involved in the iDeg-1-induced 

degradation of IDO1, namely TRIP12 and SIAH2. Both are E3 ligases that act independently 

of an E3 complex and do not require NEDD8 modification to be active.206, 207 Neither of the 

two are mechanistically linked to IDO1 or the Kyn pathway. TRIP12 is a HECT-type E3 ligase 

that plays an important role in the cell cycle as well as during degradation in response to DNA 

damage.138 Recently, TRIP12 was found to be involved in PROTAC-mediated degradation of 

BRD4 which strongly indicates that TRIP12 can be hijacked by small molecules to promote 

targeted protein ubiquitination.139  

SIAH2 is a member of the RING finger E3 ligases and mediates ubiquitination of various 

proteins, like CHK2 and Nrf2.140, 141 SIAH2 and the isoform SIAH1 bind to their substrate 

proteins via a common binding motif of which the core residues VxP display highest degree of 

conservation. The IDO1 protein sequence contains three of these VxP motifs. One VxP motif 

was found close to the heme pocket to which the compound might bind (Figure 5.45 and 

Figure S 3). Hence, SIAH2 could be involved in iDeg-1-induced IDO1 degradation. 
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Figure 5.45: IDO1 contains a VxP motif close to the catalytic pocket. Crystal structure of IDO1 (PDB: 5ek4) in 

which residues of interest are highlighted. K389 is the lysine residue that was found to be polyubiquitinated. K160 

was not identified by the MS analysis. VxP motif is highlighted in yellow, for all VXP motifs see Figure S 3. The 

heme cofactor of IDO1 is shown in the catalytic pocket.  

Furthermore, knockdown of PRICKLE1 weakened iDeg-1-mediated Kyn inhibition. PRICKLE1 

is not characterized as an E3 ligase, nonetheless PRICKLE1 was reported to mediate 

Dishevelled (DVL3) ubiquitination and degradation. DVL3 is a positive regulator of the Wnt/β-

catenin pathway.142 Whether PRICKLE1 can be hijacked by small molecules, like iDeg-1 to 

degrade also other proteins, has to be further investigated.  

Intriguingly, UBA6 knockdown reduced iDeg-1 inhibition by approximately 22 % compared to 

the control conditions. Together with UBE1, UBA6 is one of the two ubiquitin-activating 

enzymes. They are essential for ubiquitin activation and, thus, E2 ubiquitin loading. However, 

ubiquitin activation is not rate-limiting in the protein ubiquitination process and thus reduced 

activity of UBA6 should not reduce protein ubiquitination as UBE1 is active.143, 144 However, 

UBA6 also activates the ubiquitin-like protein FAT10 and FAT10ylation of lysine residues also 

targets proteins for proteasomal degradation.145 IFNγ stimulation was shown to increase the 

cellular level of FAT10 and, thus, also UBA6-mediated activation of FAT10.146 Hence, 

downregulation of UBA6 may reduce FAT10ylation as UBA6 is the only protein that can 

activate FAT10.145 Nevertheless, IDO1 immunoprecipitation and MS analysis solely identified 

polyubiquitin modified IDO1 and not FAT10. Hence, the role of UBA6 in iDeg-1-dependent 

IDO1 degradation should be further elucidated. 

The remaining two proteins RFPL4AL1 and PHF1 are zinc finger proteins and literature search 

could neither reveal any potential function in the IDO1 degradation pathway nor any role in 

the Kyn pathway. 
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Ultimately, the performed siRNA screening did not reveal an E3 ligase whose knockdown 

substantially reduced iDeg-1 inhibition. Nonetheless, the proteins that potentially be involved 

in iDeg-1-mediated IDO1 degradation have to be validated mainly by investigating IDO1 

protein levels as a direct evaluation method upon the knockdown.  

Several factors might account for the inconclusive results: first, the knockdown efficiency for 

target proteins are unknown and might not be sufficient to detect changes. Moreover, even a 

reduced abundance of the E3 ligase responsible for iDeg-1-mediated IDO1 degradation may 

be enough to catalyze IDO1 ubiquitination, solely the degradation rate might be reduced. 

Hence, iDeg-1-induced degradation can still take place. Furthermore, using the Kyn assay as 

an indirect readout for IDO1 abundance might be challenging considering the fast turnover of 

IDO1. The assay system might not be sensitive enough to detect changes in protein 

abundance by means of Kyn levels. In addition, iDeg-1 only slightly reduced IDO1 enzymatic 

activity in cells since iDeg-1 most likely binds to the heme pocket and prevents heme 

incorporation and IDO1 catalytic activity. Investigating IDO1 protein levels after knockdown 

would most likely lead to more precise results. However, a knockout of the responsible E3 

ligase may be required instead of a knockdown to clearly identify the involved E3 ligase.     

In summary, the siRNA screen suggested several E3 ligases, which might be involved in the 

physiological degradation pathway of IDO1 and in iDeg-1-induced IDO1 degradation. Further 

studies are required to validate either of the proteins. Importantly, IDO1 protein levels should 

be evaluated after the knockdown or knockout of the above listed proteins.  
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6. Discussion 

6.1 Phenotypic assay for small molecules that enhance NK cell-

mediated elimination of cancer cells 

The indispensable role of the immune system in anti-tumor activity has become of great 

interest and intensive research is ongoing for the development of meaningful cancer 

immunotherapies and their implementation. Some immunotherapy approaches are already 

approved by the FDA and show great success, such as CAR-T cells as well as the so-called 

checkpoint inhibitors. Checkpoint inhibitors are antibodies that block inhibitory receptors, such 

as CTLA-4 (cytotoxic T lymphocyte-associated antigen 4) or PD-1 (programmed cell death 

protein 1) on cytotoxic T lymphocytes (CTL) and thereby diminish cancer cell-mediated T cell 

inhibition.45, 46 Hence, the current cancer immunotherapies utilize CTL activity to eliminate 

cancer cells. However, also natural killer (NK) cells exhibit great anti-cancer activity and 

strategies to enhance NK-cell tumoricidal activity are in development. Approaches mainly 

focus on adoptive NK cell therapy. Ex-vivo activated and expanded NK cells or genetically 

engineered CAR-NK cell are currently in clinical trials. However, adoptive cell therapies are 

highly laborious. Moreover, the in-vivo persistence of transferred NK cells as well as absent 

trafficking towards the tumor tissue is an obstacle. The tumor microenvironment (TME) might 

be responsible for this because tumor-derived suppressive factors, such as TGFβ, 

kynurenines and PGE2 strongly interfere with NK cell activity and proliferation. For this reason, 

methods to elucidate how to enhance NK cell activity and their persistence within the TME are 

of high relevance, e.g. by utilizing phenotypic screening assays. However, at the beginning of 

the work described on this thesis no phenotypic assay was available that studied NK cell 

activity in an environment similar to the TME. Solely NK cell activity in the presence of 

individual tumor-derived immunosuppressive factors, such as TGFβ97, kynurenines147, 148 or 

PGE222, 100 were studied. At the same time established NK cell cytolysis evaluation methods 

were not adaptable for screening campaigns, such as chromium release assay or flow 

cytometry.149 In contrary, automated high-content analysis was highly advanced for 

screenings in drug discovery.150  

Hence, a phenotypic screening assay was developed that monitors NK cell activity by high-

content analysis. The developed co-culture assay (lymphocytes and cancer cells) was 

supplemented with tumor-derived immune-suppressive factors (TGFβ and PGE2) to mimic 

the TME. Together, it enables the investigation of NK cell cytotoxicity in highly disease relevant 

phenotypic assay. Below, this assay will be referred to as TME-like NK cytolysis assay to be 

able to distinguished the assay from the further discussed NK cell-based assay. 
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Till recently, assays that are suitable for HTS were not available to discover small molecules 

that can modulate NK cell activity. Nevertheless, compounds that enhance NK cell cytotoxicity 

were of high interest and highly laborious evaluation methods were performed to identify 

immunomodulatory small molecules.149, 151, 152 For instance, 502 natural products were 

investigated for their ability to enhance NK cell activity by monitoring IFNγ secretion.151 IFNγ 

is secreted by active NK cells and usually correlates with cytolytic activity. This property was 

exploited to screen for NK cell activators, however only andrographolide could be identified 

and validated as natural product enhancing NK cell-mediated cancer cell cytolysis.151 

Andrographolide was also investigated in the TME-like NK cytolysis assay, however, no 

increase in NK cell activity was observed. Two years later, the Prestwick Chemical Library 

(1,200 compounds) was screened by means of europium release assays monitoring NK cell-

mediated target cell cytolysis.152 A great advantage of this assay was that it monitored NK cell 

cytotoxicity directly, however, the use of the non-radioactive europium to assess NK cell 

cytotoxicity never became prevalent because of low reproducibility.153 Within the screen, the 

antibiotic amphotericin B was identified and validation as enhancer of NKL (human natural 

killer cell leukemic cell line) cytotoxicity.152 Amphotericin B enhanced NK cell activity by 

approximately 50 % at 5 µM, it was also tested in the TME-like NK cytolysis assay but could 

not enhance NK cell activity.  

Remarkably, in the last years, several new detection methods were developed to monitor 

target cell survival in a direct co-culture with NK cells. All with the same motivation: to enable 

automated screening of small molecule libraries aiming for the discovery of enhancers of NK 

cell cytotoxicity (Table 7).154-157 This clearly highlights the demand of platforms to further 

investigate NK cells and their ability to eradicate cancer cells. A NanoLuc® luciferase release 

assay was developed to quantify target cell lysis by means of a bioluminescent signal. 

Luciferase-produced bioluminescence is an established and robust readout for high-

throughput screens.158 Target cells stably express the NanoLuc® luciferase which is release 

upon target cell lysis. However, NanoLuc® luciferases are proteins and protein stability is 

essential for luciferase activity. Thus, the NanoLuc® luciferase release assay is limited to short 

assay times to ensure luciferase activity in the cell culture supernatant.158 Moreover, 

compounds might interfere with the luciferase activity and can result in false negatives. An 

alternative assay might be a fluorescence-based calcein release assay which was established 

for screening.155 However, transient cellular stains, such as calcein have several 

disadvantages. On the one hand the fluorescence intensity is diluted upon target cell 

proliferation and on the other hand divergent loading efficiency as well as spontaneous release 

can lead to false positives.159 Another assay that was developed recently by Xu et al.156 used 

a luminescence-based ATP readout to quantify target cell survival as ATP reflects the 
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proportion of metabolically active cells.156 This assay readout can be adapted to all assay 

incubation times, however, small molecule that change cellular metabolism without enhancing 

NK cell activity might interfere with an ATP-based readout. Furthermore, a time-resolved 

analysis is not possible.  

In contrast, the utilization of stable, fluorescently-tagged target cell lines as used in the TME-

like NK cytolysis assay empowers time-resolved analysis, makes the assay adaptable to any 

incubation time required and does neither require the addition of a luminescence substrate 

nor pre-labeling of cancer target cells. Moreover, the fluorescence intensity of the target cells 

does not decline over time. 

Table 7: Published co-culture assays to evaluate NK cell cytolysis activity by monitoring target cell lysis.  

Effector cells Target 

cells 

Relevant 

additives 

Readout Investigated small 

molecules 

Reference 

PBMCs, 

healthy donors 

K562-NL None NanoLuc (NL) 

release assay a) 

782 (TMIC Human 

Metabolome Library)  

Hayek et al. 154 

2019 

Expanded NK 

cells 

OVCAR-3 None Calcein    

release b) 

20,000 Lee et al. 155 2019 

Expanded NK 

cells 

H1299 None ATP-based 

luminescence b) 

2,880 (natural 

products)  

Xu et al.156 2020 

NK 92  K562-NL None NL release 

assay a) 

1,200 (Prestwick 

Chemical Library®) 

Cortés-Kaplan et 

al. 157 2021 

Lymphocytes A549Green  IL-15, 

TGFβ & 

PGE2 

Target cell count 

(fluorescence 

nucleii) b)&c) 

3,000 (Prestwick 

Chemical Library® 

Keymical Collections™ 

pseudo-natural 

products) 

Not published 

2021 

Screening format: a) 96-well b) 384-well and c) 1536-well.  

 

The recently reported assays share the objective to identify compounds that enhance NK cell-

meditated cancer cell cytolysis.154-157 NK cells within human PBMCs, IL-2 expanded NK cells 

or the NK cell line NK 92 were used as effector cells (Table 7). The effector cells were either 

pre-incubated with the small molecules (16 h) prior to target cell addition154, 155 or directly co-

cultured with the target cells in the presence of small molecules156, 157. The incubations times 

of the co-cultures are rather short with 2 h, 4 h, 5 h and only Xu et al.156 investigated the effect 

of the small molecules in co-culture over 24 h156. The short assay times restrict the 

identification to fast acting small molecules, modulators inducing transcriptional changes that 

enhance NK cytotoxicity cannot be identified in assays that last only few hours. Moreover, the 

suppressive properties of the TME are not reflected in either of the assays (Table 7).154-157 
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The number of identified small molecules that were shown to enhance NK cell cytotoxicity by 

means of the above described assays is limited. Xu et al. could confirm that the hit compound 

DI3A (20-deoxyingenol 3-angelate) increases NK cell activity.156 Screening of the Prestwick 

Chemical Library® by Cortés-Kaplan et al. 157 discovered initially 14 compounds that enhanced 

target cell cytolysis by 30 % or more, however only colistin sulfate salt could be validated using 

K562 target cells, but not when 786O or A375 were used as target cells.157 In line, colistin 

sulfate salt was not active in the TME-like NK cytolysis assay as A549Green were used as target 

cells. Contradictory, amphotericin B, which was identified to be an enhancer of NKL 

cytolysis152 was not active utilizing NK 92 cells157. The evaluation of 20,000 small molecules 

in the calcein release assay disclosed the pan-ROCK inhibitor, Y-27632 as small molecule 

modulator of NK cell activity. Target cell (OVCAR-3) cytolysis was increased by 30 %.155 Y-

27632 was also included in the TME-like NK cytolysis assay and enhanced NK cell activity by 

45 %, however the small molecule also reduced A549Green cell count by 32 %. Further 

investigations are required to validate Y-27632 in the TME-like NK cytolysis assay. The 

utilization of the TMIC Human Metabolome Library did not identify enhancers NK cell activity, 

only inhibitors were discovered.  

Nevertheless, not many small molecules that could increase NK cell activity towards cancer 

cells were revealed by the four described screening assays (Table 7) and neither was the 

suppressive nature of the TME considered. Adapting one of the described assays to include 

tumor-derived suppressive factors to reflect the TME would not have been possible. The 

inhibitory effect of TGFβ towards NK cell activity was not observed when using expanded NK 

cells (same is true for NK cell lines). However, as evidently represented in the literature, TGFβ 

is a key suppressive factor and inhibits NK cells.18, 56, 97, 99 Expanded NK cells are constantly 

stimulated with the activating cytokine IL-2 to maintain proliferation but the cytotoxic activity is 

also induced. TGFβ inhibitory effects are mediated by transcriptional changes, e.g., granzyme 

B and perforin protein reduction, as well as metabolic changes.18, 99 Alterations in protein 

levels, which are induced by transcriptional changes, take approximately 24 h.160 However, 

expanded NK cells are immediately active and NK cell-mediated target cell occurs within 

approximately 7-10 h. Hence, transcriptional changes might not affect cytolysis rate.  

Therefore, lymphocytes from healthy human donors were used for the TME-like NK cytolysis 

assay as TGFβ reduced NK cell activity. Combining TGFβ and PGE2 clearly induced a strong 

suppressed NK cell phenotype in the co-culture and may represent the TME. The utilization 

of primary cells (lymphocytes) in co-culture with target cells and disease-relevant suppressive 

factors (TGFβ and PGE2)26, 56, 99, 161, 162 increases the physiological relevance of the assay and 

may improve translational relevance.  
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Although the phenotypic TME-like NK cytolysis assay has several advantages compared to 

aforementioned phenotypic NK cell activity assay, it also has its limitations. The use of primary 

human lymphocytes for the co-culture assay required a pre-investigation of each donor as the 

percentage of NK cells within the lymphocyte fraction of different donors varies due to genetic 

and environmental conditions.163, 164 Moreover, the duration of the assay may elevate toxicity 

of small molecules, as represented in the results.  

Exploiting the established phenotypic assay for the biological evaluation of around 3,000 small 

molecules identified several TGFR-1 inhibitors as hit compounds with diverse chemotypes. 

Interestingly, not all compounds that inhibit TGFR-1 increased NK cell cytolysis, less active 

derivatives only partially elevated NK activity or were inactive. Only highly potent TGFR-1 

inhibitors that display low IC50 values > 50 nM for TGFR-1 could maintain NK cell cytolysis. 

The utilization of the TGFR-1 inhibitor RepSox in co-culture with IL-15, TGFβ and PGE2 

evidently prevented NK cell inhibition. Importantly, TGFR-1 inhibitors were already reported 

as promising small molecules in combination with adoptive NK cell transfer to preserve 

cytotoxic function of ex-vivo activated NK cells also in-vivo when encountering the TME.56 

Interestingly, RepSox recovered NK cytolysis activity to a similar level of NK cells that were 

only treated with IL-15. Hence, TGFβR1 inhibition not only impacted TGFβ-mediated NK cell 

inhibition, but also seemed to abolished PGE2-mediated NK cell suppression. Both 

suppressive factors alone inhibited NK cell activity only partially and the combination of TGFβ 

and PGE2 showed an additive effect. Accordingly, modulating the effect of one suppressive 

factor should revert NK cell activity only partially. The observed influence may be explained 

by the secretome analysis of A549 cells. A549 cells secret TGFβ, which is further elevated 

under hyperglycemic conditions (25 mM glucose).165, 166 25 mM glucose is a standard 

concentration in cell culture growth medium.  

In addition, VPS34 inhibitors, Syk inhibitors, a DNA-PK inhibitor and a PROTAC for BRD4 

were found to preserve NK cell activity for which no direct mechanistical link to either TGFβ 

nor PGE2 can be made. Generally, the accumulation of kinase inhibitors is noticeable. Often, 

ATP-competitive kinase inhibitors lack selectivity since they bind to a well conserved binding 

site within the kinase family.167 Hit evaluation for potential inhibition of the kinase TGFR-1 is 

mandatory.  

The target protein VPS34 is known to be involved in autophagy and its inhibition prevents 

autophagy. PGE2 activates EP2 and EP4 which results in an increase of cAMP. PGE2-

mediated activation of EP2/4 as well as increased cAMP were reported to activate 

autophagy.168, 169 Grisan et al. showed that the cAMP-dependent protein kinase (PKA) induces 
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autophagy that resembles that of starvation.168 In line, VPS34 inhibitors also reduce starvation 

induced autophagy.170 It might be worthwhile to explore NK cell autophagy in in this context.  

Interestingly, iTeos Therapeutics developed an immunosuppressive cell line/T cell co-culture 

assay and screened the Selleck compound library containing 1,902 compounds which led to 

the identification of 42 compounds which modulate the metabolism, epigenetics, autophagy, 

and TGFβ signaling.171 More information about the hit compounds is not disclosed. In line, the 

identified hit compounds in the TME-like NK cytolysis assay modulate autophagy (VPS34), 

epigenetics (BRD4) and the TGFβ signaling (TGFR-1).  

In summary, the developed novel phenotypic assay is characterized by high physiological 

relevance and screening of a small molecule library might enable the discovery of target 

proteins that were not linked to NK cell suppression yet. Thereby, the understanding of 

immunosuppression by cancer cells can be expanded and may empower the development of 

innovative cancer immunotherapies that preserve NK cell cytotoxicity in the TME.   
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6.2 Cell-based assay for Indolamine 2, 3-dioxygenase 1 modulators 

The development and approval of diverse immune checkpoint inhibitors against PD-1 or 

CTLA4 displays a breakthrough in cancer immunotherapies. However, in the tumor 

microenvironment (TME), multiple mechanisms cooperatively impede effector immune cell 

activity, and, thus, prevent cancer cell elimination. Hence, co- or even multiplex-treatment 

approaches of diverse immune modulatory agents may improve therapeutic outcomes 

Indolamine 2, 3-dioxygenase 1 (IDO1) was found to be overexpressed in the TME in multiple 

tumor types and mediates immunosuppression by depleting L-Trp and producing kynurenine 

metabolites. Subsequently, IDO1 has emerged as a promising target for cancer 

immunotherapies.  

The combination of already approved checkpoint inhibitors, like an anti-PD1 antibody with 

IDO1 inhibitors displayed enhanced efficacy in mouse models and early clinical trials while 

IDO1 inhibitors as single agents are less promising. Phase III clinical trials of the IDO1 inhibitor 

epacadostat in combination with pembrozilumab peculiarly showed limited success in the 

treatment of unresectable or metastatic melanoma. To deepen the understanding of the role 

of the immunosuppressive enzyme IDO1 and to discover more efficient ways to reduce Kyn 

production, novel chemotypes as well as alternative ways of modulating IDO1 activity should 

be explored. 

 

To date, modulators of IDO1 enzymatic activity originate from target-based screening 

campaigns and many different scaffolds were disclosed as IDO1 inhibitors.59, 109, 172-175 

However, IDO1 is a redox sensitive protein, which bears major challenges if enzymatic 

inhibition assays are used for inhibitor discovery. Activity assays of redox-sensitive proteins 

require several additives, such as catalase and ascorbic acid, to maintain the redox cycle. 

Adverse interference with these additives makes the assay vulnerable to false-positive 

screening hits, such as redox-cycling compounds.60, 113, 173 Moreover, IDO1s’ cofactor heme 

was revealed as an obstacle in biochemical assays as IDO1 activity can be diminished by 

heme-competitive inhibitors. However, binding and, thus, IDO1 inhibition by those inhibitors 

are highly dependent on the temperature as well as the presence or absence of reductants 

during IDO1-compound pre-incubation.34, 62, 113 Furthermore, it was recognized that the 

validation of inhibitory potency for many IDO1 inhibitors from in vitro to in cellulo is poor.172, 173 

For instance, Röhrig et al.173 investigated the Prestwick Chemical Library (1,200 compounds) 

and the Maybridge HitFinder Collection (14,000 compounds) in a target-based screen for 

enzymatic IDO1 activity inhibitors.173 Initially, 60 compounds were identified to inhibit IDO1 

enzymatic activity, however only four compounds displayed a dose-dependent inhibition in 

cells.173 Moreover, 2,000 natural products were screened for IDO1 inhibition, and only 30 % 
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of the initial hit compounds also displayed cellular IDO1 inhibition. Compounds’ off-target 

activity or promiscuous enzymatic inhibition might account for this.176  

 

To circumvent these challenges, a phenotypic approach was developed in the course of this 

thesis to identify IDO1 activity modulators in the native cellular environment of IDO1. 

Phenotypic assays empower the identification of small-molecule modulators of diverse target 

proteins that are involved in the signaling pathway of interest and can elucidate cellular 

mechanism that were not yet linked to the explored phenotype. Consequently, the developed 

cell-based Kyn assay allows unraveling alternative mechanisms to downregulate IDO1 activity 

in contrast to a target-based approach that would identify direct IDO1 inhibitors solely. To date, 

no phenotypic HTS has been performed to find IDO1 modulators in cells as neither suitable 

Kyn detection agents nor appropriate cell-based setups for automatization were available. The 

screening assay that was developed in the course of this thesis is the first HTS conducted to 

find IDO1 modulators in cells.  

As IDO1 is not ubiquitously expressed in cells, IDO1 induction was required for the phenotypic 

assay. In the tumor microenvironment, IDO1 expression is mainly stimulated by IFNγ.37 To 

maximize physiological relevance of the assay, cellular IDO1 expression was induced via the 

physiological stimulus IFNγ as it mimics an important disease feature. In addition, other IFNγ-

inducible proteins will be co-expressed, which might be essential for IDO1 regulation and Kyn 

pathway modulation, such as SOCS proteins which are negative regulators of IFNγ signaling 

that interfere with the JAK/STAT pathway.177 

 

Screening a small molecule library of more 150,000 members in the Kyn assay underscored 

the potential of the assay to uncover modulators of cellular Kyn production with diverse 

mechanisms reducing IDO1 activity as illustrated by Figure 6.1, e.g. IDO1 expression 

inhibitors, heme synthesis inhibitors, and IDO1 degraders. IDO1 expression was reduced by 

JAK1/2 inhibitors which prevent IFNγ signaling as well as BRD4 inhibitors as BRD4 is involved 

in the epigenetic regulation of IDO1.178 These findings provide targets that can be beneficial 

for dual treatment approaches to enhance the effectiveness of checkpoint inhibitors as for 

example BET inhibitors are under investigation in several clinical trials.179 
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Figure 6.1: Cellular pathways targeted by the identified hit compounds. Cellular Kyn levels were decreased 

by hit compounds with multiple mechanism: 1. targeting IDO1 transcription (JAK and BRD4 inhibitors) 2. preventing 

heme cofactor incorporation into IDO1 (apo-IDO1 binders and heme synthesis inhibitors) and, thus, inhibition IDO1 

catalytically, 3. Direct holo-IDO1 enzymatic inhibitor and 4. IDO1 degradation (iDeg-1). 

Moreover, small molecules that interfere with cellular heme synthesis reduce the abundance 

of the cofactor essential for IDO1 activity and thereby reduce IDO1 activity and cellular Kyn 

levels.112 Interestingly, reduction of heme synthesis does not display cellular cytotoxicity after 

48 h of treatment. Most heme-containing proteins, such as peroxidases, cytochromes and 

hemoglobin, bind the cofactor heme covalently and their protein half-life expands over several 

days.180-183 In contrast, IDO1 binds heme dynamically (non-covalent) and has a rather short 

half-life, as elucidated in the course of this thesis. Hence, reduced heme levels in cells for up 

to 48 h might affect solely proteins that do not covalently bind the heme cofactor, such as 

IDO1, IDO2 and TDO. Nonetheless, heme shortage might affect heme-responsive sensor 

proteins which are regulated by heme abundance, and reduced heme levels may alter cellular 

transcription or redox signaling.184 Moreover, free heme correlates with the production of 

reactive oxygen species (ROS), which also contributes to immunosuppression in the TME and 

promotes cancer cell survival.185, 186 Together, inhibiting heme synthesis might be interesting 

alternative approach to reduce Kyn production, however, heme is vital for hemoglobin which 

is involved in oxygen transport and, thus, respiration.187 Hence, a TME-specific delivery 

strategies should be considered to avoid disorders, like anemia, which are caused by 

malfunctional heme synthesis.187  
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Several biologically uncharacterized hit compounds were identified to decrease cellular Kyn 

levels by reducing IDO1 enzymatic activity directly: a thiohydantoin-based inhibitor (9), the 

oxazole-4-carboxamide-based inhibitor (10) and the piperazin-2-one-based inhibitor (11). All 

three compounds are novel chemotypes which inhibit IDO1 activity by competing with the 

heme cofactor and, thus, act similarly to BMS-986205. The outstanding potency of apo-IDO1 

inhibitors like BMS-986205 as well as 9 and 10 compared to epacadostat highlights the 

efficacy in reducing cellular Kyn levels by targeting apo-IDO1 in cells. Therefore, the 

interruption of heme incorporation and, thus, the inhibition of IDO1 activity might be an 

effective approach for the reduction of cellular Kyn production. Moreover, targeting apo-IDO1 

may be advantageous as substrate-competitive binders often display structural similarities to 

L-Trp and Kyn and may activate the aryl hydrocarbon receptor (AhR). The AhR is a 

transcription factor and can be activated by kynurenines, among other ligands and promotes 

the differentiation of regulatory T cells and, thus, inhibits effector immune cells.188  

 

Throughout the mechanistic studies for the apo-IDO1 binders 9, 10 and 11, a significant 

discrepancy of approximately 100-fold between the IC50 values in the enzymatic assay 

compared to the cell-based assay was detected. To elucidate this observation, the focus has 

to be on the heme co-factor. In vitro, recombinant human holo-IDO1 was used to evaluate 

IDO1 activity. Hence, IDO1 was loaded with its cofactor heme to facilitate substrate 

conversion. Small molecules that interact only with apo-IDO1 require heme dissociation from 

holo-IDO1 in order to bind and inhibit IDO1 enzymatic activity. Heme dissociation, however, 

only occurs at temperatures of 30 °C or higher.62 Even at appropriate incubation temperatures, 

heme dissociation and, thus, formation of apo-IDO1 in vitro is a reversible and slow process.35 

Thus, heme-competitive IDO1 inhibitors are inactive at 20 °C as heme dissociation only occurs 

at 30 °C or higher. Furthermore, the slow nature of heme dissociation results in a remaining 

fraction of active holo-IDO1 even in the presence of heme-competitive inhibitors and a pre-

incubation at 37 °C, and explains the discrepancy between the cellular and biochemical IC50 

values. In cells, heme-competitive IDO1 inhibitors are more potent because IDO1 is expressed 

in its apo-form and heme-competitive modulators can bind and prevent IDO1 maturation and, 

thus, heme incorporation. Moreover, cellular assays are performed at 37 °C at which apo- and 

holo-IDO1 are in an equilibrium. The opposite is the case when working with the recombinant 

protein as holo-IDO1 is used and heme needs to dissociate first before compound binding can 

occur.  

Subsequently, IDO1’s native cellular environment was important to detect the three highly 

potent apo-IDO1 inhibitors. Intriguingly, not only the three most potent hit compounds of the 

screen were heme-competitive binders, also other investigated hit compounds were identified 

to be heme-competitive (results obtained within the Waldmann group). Substrate-competitive 
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IDO1 inhibitors were not identified among the in-depth investigated hit compounds with IC50 > 

2 µM. On the contrary, although diverse IDO1 target-based assays have been conducted, a 

low number of chemotypes inhibiting IDO1 heme-competitively was described compared to 

substrate-competitive IDO1 inhibitors.189 The above defined challenges of biochemical IDO1 

activity assays might account for this observation. Target-based HTS have been conducted 

by different groups, however, the enzymatic reaction was performed at room temperature and, 

noteworthy, without a pre-incubation step of IDO1 and the compounds which limited the 

outcome.109, 172-175, 190 The identification of apo-IDO1 binders is not possible without a pre-

incubation at > 30°C and should be considered for the identification and confirmation of apo-

IDO1 binders.62  

 

The native cellular environment of IDO1 was not only key for the identification of apo-IDO1 

binders but also for the identification of hit compound named iDeg-1 (12). iDeg-1 was an 

exceptional finding because it is the first monovalent degrader for IDO1. The identified 

compound specifically binds to IDO1 and induces its ubiquitination followed by proteasomal 

degradation.  

 

In the last decade, research and development in the field of targeted protein degradation 

(TPD) has increased noticeably because TPD has great potential as new therapeutic modality. 

Traditional small-molecule modulators change the activity of disease-related proteins, e.g. by 

enzymatic inhibition. In contrast, TPD enables the reduction of cellular protein levels of the 

protein of interest and this significantly has expanded the target scope as “undruggable” 

proteins, e.g. transcription factors which do not have an enzymatic function or even defined 

binding pockets, could be downregulated using TPD.191 For induced protein degradation, the 

cellular protein degradation mechanisms are exploited such as the ubiquitin-proteasome-

system (UPS). 

IDO1’s catalytic activity is successfully modulated by conventional small-molecule inhibitors 

or activators34, 62, 63, 189, 192, 193, however, when IDO1 gets phosphorylated, its enzymatic activity 

is lost and IDO1 functions as signaling molecule.42, 194, 195 IDO1 as signaling molecule promotes 

its self-amplification leading to continuous IDO1 expression and an increase in IDO1 protein 

abundance in dendritic cells (DC), particularly shown for plasmacytoid DCs (pDCs) which 

causes the initiation of a long-term tolerogenic phenotype in pDCs.39, 42, 194, 195 The signaling 

activity of IDO1 was considered as relevant for the failure of the clinical phase III trial of 

epacadostat in combination with pembrolizumab.176 IDO1 inhibitors like epacadostat were 

selected based on their inhibitory potency, however, do not inhibit IDO1’s signaling activity.68    

Epacadostat binds in a substrate-competitive manner into the catalytic pocket of IDO1.113 As 

phosphorylation of IDO1 results in a conformational change, binding of epacadostat to IDO1 
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signaling protein might therefore not be possible. This is supported by experimental data 

demonstrating that epacadostat could not disrupt IDO1 self-amplification in DCs.68   

 

Hence, the development of compounds that can block both, the catalytic and signaling activity 

of IDO1 is of high interest. IDO1 protein degradation as an alternative approach may serve 

both. However, the identification of compounds that induce protein degradation is still an 

obstacle. Most single-ligand molecules that enhance protein degradation like the discovered 

iDeg-1 are serendipitously identified. The development of approaches to monitor changes in 

ubiquitination or protein levels within the whole proteome, e.g. for chemical screening, has 

proven to be very challenging. Highly laborious analysis methods are still required to identify 

TPD by small molecules.196 

 

Nonetheless, in the last decade diverse compounds were discovered for TPD and the number 

of available protein degraders is increasing significantly.197 Depending on the mode of action 

of the chemical entities, target degradation can be classified into three groups: small-molecule 

degraders, molecular glues and bifunctional degraders (Figure 6.2).  

 

 

 

Figure 6.2: Classification of small molecules that induce degradation of target proteins. Adapted from Naito 

et al.198 

Small-molecule degraders directly interact with their targets and induce ubiquitination and 

degradation however without interacting with the hijacked E3 ligase.198 A successful example 

for a small-molecule degrader is Fulvestrant, a selective estrogen receptor downregulator 

(SERD) which is approved as drug for breast cancer.199 In contrast to small molecule 
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degraders, molecular glues mainly interact with an E3 ubiquitin ligase altering its substrate 

specificity and thereby inducing neo-substrate degradation.198 The most noted molecular glues 

are the IMiDs (immunomodulatory imide drugs) such as thalidomide which bind to the 

substrate receptor cereblon (CRBN). CRBN is part of the CRL complex and the interaction 

with thalidomide changes the substrate recognition pocket of CRBN and, thus, elevates the 

degradation of transcription factors Ikaros and Aiolos.200 

 

iDeg-1 is a new chemotype identified as a single-ligand molecule that binds to IDO1 and 

induces its degradation by hijacking a E3 ligase that acts independent of NEDD8. Based on 

the presented experimental data in this thesis combined with the classification from literature, 

it is not clear yet, if iDeg-1 is a small molecule degrader or might acts as a molecular glue. 

The small molecule clearly interacts with IDO1, however, an enhanced interaction of IDO1 

with an E3 or substrate receptor in the presence of iDeg-1 could not be identified by 

immunoprecipitation. To prove the mode of action of iDeg-1, the identification of the involved 

E3 is essential as well as interaction studies of E3, IDO1 and iDeg-1.  

 

The third class of molecules for TPD are bifunctional molecules containing a functional group 

that binds to the E3 ligase and one that binds to the target protein generating a chimeric 

molecule (Figure 6.2). The close proximity of the target protein to the E3 induces target 

ubiquitination and degradation.198 To date, the so-called PROTACs, proteolysis-targeting 

chimera are extensively used to induce degradation of diverse proteins, such as transcription 

factors and kinases.179, 201 In 2019, the first PROTAC for targeted degradation of the androgen 

receptor entered the clinic for the treatment of metastatic castration-resistant prostate 

cancer.202 Most developed PROTACs connect the IMiDs, which bind to the substrate receptor 

CRBN, with a binder for a protein of interest.197 The protein of interest can be any protein for 

which a small molecule binder is available which makes this technique an extremely attractive 

tool as available building blocks can be combined in any way needed.179, 197, 198, 203, 204The 

toolbox of bifunctional molecules is rapidly expanding and not only the UPS is exploited for 

protein degradation by means of PROTACs anymore. Similar strategies use autophagy 

degradation pathways by autophagy-targeting chimera molecules (AUTAC) or the lysosomal 

degradation pathway by lysosome-targeting chimera (LYTAC).197   

 

Accordingly, a PROTAC was developed to degrade cellular IDO1. The known IDO1 inhibitor 

epacadostat was linked to the small molecule lenalidomide, which binds to CRBN and 

mediates IDO1 degradation via the cullin-RING E3 complex 4 (Cul4CRBN). The IDO1-specific 

PROTAC showed effective degradation of IDO1 with a maximal degradation (Dmax) of 93 % 
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and half-maximal degrading concentration DC50 of 2.84 μM in IFNγ-(5 ng/mL) stimulated HeLa 

cells after 24 h.204 

The small molecule degrader iDeg-1 displays higher potency with a DC50 of 0.36 µM in IFNγ-

stimulated (50 ng/mL) BxPC3 cells after 24 h, but the Dmax is substantially lower with 54 %. 

However, comparing two different cell lines with a 10-fold difference in the IFNγ concentration 

used for IDO1 expression might be not appropriate. Moreover, IDO1’s half-life is rather short 

and high IDO1 expression levels induced by a high concentration of IFNγ may mask 

degradation strength. A clear advantage of iDeg-1 compared to the PROTAC is the molecular 

weight as bifunctional molecules exhibit a higher molecular weight which leads to reduced 

cellular permeability. Low cell permeability might account for the high DC50 value compared to 

inhibitory potency of epacadostat alone.204 Moreover, the epacadostat-based PROTAC binds 

substrate-competitive to IDO1 and, hence, presumably only degrades holo-IDO1.113 

Nevertheless, IDO1 as signaling molecule is enzymatically inactive due conformational 

changes within the substrate binding pocket and therefore, epacadostat might not be able to 

bind to IDO1 anymore.195 In contrast, the here presented results demonstrate that iDeg-1 does 

not bind substrate competitive to IDO1 as no enzymatic inhibition is observed. Furthermore, 

the findings during the dissertation strongly indicate that iDeg-1 binds to apo-IDO1 to induce 

IDO1 degradation. Therefore, the utilization of iDeg-1 might be highly beneficial to reduce 

IDO1 signaling in pDC cells and thereby restore anti-tumor immunity. Experimental work is 

ongoing to investigate this hypothesis. Moreover, crystallization studies will be performed to 

analyze the binding mode of iDeg-1 to IDO1.   

 

So far, intensive research on the role of IDO1 in DCs and pDCs was conducted and collectively 

highlights the potential of reducing IDO1 protein levels in pDCs to disrupt IDO1 self-

amplification, reduce the tolerogenic phenotype of DCs and, thus, elevate antitumor 

immunity.42, 68, 194 siRNA-mediated IDO1 silencing in DCs enhanced the antitumor effect of 

DC-based therapy against immunogenic tumors in mice.205 Moreover, the small molecule, 

indoximod (1-methyl-D-tryptophan) which modulates the Kyn signaling pathway but not IDO1 

enzymatic activity, also effected IDO1 expression in DC. Indoximod downregulates IDO1 

protein expression in DCs with an IC50 of 20 μM and reduces the regulatory phenotype of DCs 

(similar trends were observed for pDCs).39, 68 Furthermore, indoximod was able to mediate 

T cell proliferation by opposing L-Trp deprivation-mediated mTORC1-activation. In summary, 

indoximod exhibits various Kyn pathway inhibitory functions by blocking both, the enzymatic 

effects of L-Trp depletion and Kyn accumulation as well as the non-enzymatic signaling 

function of IDO1.68 Phase II clinical trials in patients with advanced melanoma displayed 

enhanced antitumor efficacy of indoximod in combination with anti-PD1 antibody 
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pembrolizumab when compared to pembrolizumab alone.69 Nonetheless, it might be of high 

interest to investigate the influence of iDeg-1 in comparison to indoximod on pDC.  

To conclude, with the identification of iDeg-1 the TPD toolkit has now been expanded by a 

monovalent small-molecule degrader for IDO1. Furthermore, the discussed findings indicate 

that the degradation of IDO1 in DCs as well as in cancer cells might be highly beneficial for 

treatment approaches to enhance anti-tumor immunity. Hence, it provides an alternative 

approach to downregulate IDO1 activity in cells. Moreover, iDeg-1 might contribute to deepen 

the understanding of IDO1 as signaling molecule in tolerance and immunity.  
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7. Perspective 

Herein, two forward chemical genetic screening assays were developed: The NK cell-

mediated cancer cell cytolysis assay and the Kyn assay. Both assays were designed to closely 

mimic the respective disease phenotype and they led to the identification of several bioactive 

immunomodulatory small molecules.  

Among the small molecules identified in the NK cell-mediated cancer cell cytolysis assay were 

inhibitors targeting the autophagy related PI3K kinase, VPS34. VPS34 activity has neither 

been linked to NK cell suppression nor to the maintenance of NK cell activity before. Hence, 

follow up studies should be performed to investigate autophagy in NK cells and the influence 

of TGFβ and PGE2. Furthermore, a few novel chemotypes were found to stimulate NK cell 

activity. Their respective targets and modes of action are yet to be elucidated. 

Secondly, the Kyn assay identified the small molecule iDeg-1 which bind to IDO1 and induce 

its degradation. It was found that iDeg-1 presumably interact with apo-IDO1. To confirm this 

assumption, co-crystallization of IDO1 and iDeg-1 should be performed. Moreover, the crystal 

structure will reveal the exact binding configuration of iDeg-1 in IDO1 which should be used to 

chemically optimize the compound to obtain derivatives that degrade IDO1 with higher 

potency. Furthermore, as iDeg-1 most likely interact with apo-IDO1, which fulfils signaling 

functions in e.g. dendritic cells, the influence of iDeg-1 on IDO1-mediated immune cell 

signaling should be investigated. In addition, it remains to be elucidated if iDeg-1 acts as a 

molecular glue or a small molecule degrader. To further unravel the MoA of iDeg-1 the 

identification of respective E3 ligase is critical. For this, candidate proteins identified in the 

siRNA screen should be validated for their involvement in iDeg-1-mediated IDO1 degradation 

by investigating IDO1 protein levels instead of the Kyn assay. Therefore, either siRNA-

mediated knockdown of the respective proteins can be performed or knockout cell lines can 

be used. Once the E3 ligase responsible for iDeg-1-induced IDO1 degradation is identified, 

interaction studies should be performed to elucidate if iDeg-1 may induce the interaction 

between IDO1 and the E3 ligase. In case the interaction between IDO1 and the E3 ligase is 

promoted in the presence of iDeg-1, the compound acts as a molecular glue. If iDeg-1 does 

not increase the interaction, the compound is more likely a small molecule degrader. 

Moreover, iDeg-1 should be investigated for its potential to degrade TDO and IDO2 as IDO1s’ 

isoform IDO2 as well as TDO also contribute to L-Trp depletion and show structural 

similarities. 

Altogether, the obtained results in the curse of this thesis demonstrates that phenotypic assays 

are powerful tools to discover new drug targets and alternative mechanisms of action to revert 
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a disease phenotype. Thus, phenotypic assays deepen our understanding of cancer 

immunosuppression and may pave the way for the development of novel cancer 

immunotherapies. 
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9.  Appendix 

9.1  Supplementary figures  
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Figure S1: Further derivatives of IDO1 inhibitors 9, 10 and 11. Kyn was detected utilizing sensor 6 in the Kyn 

assay as well as in the IDO1 activity assay. (A) Structures and IC50 values of derivatives of compound 9. (B) 

Structures and IC50 values of derivatives of compound 10. (C) Structures and IC50 values of derivatives of 

compound 11. IC50 values in the automated Kyn assay were determined in BxPC3 cells. IC50 values in the IDO1 

activity assay were determined with recombinant human IDO1 protein. Cell count was evaluated using Hoechst 

33342 for compound cytotoxicity. Data are mean values ± SD, n ≥ 3. 
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Figure S2: UV-VIS spectrum of compounds 9, 10 and 11. Compounds were diluted to 200 µM in 100 mM K-PO4 

buffer and UV-VIS spectrum was monitored. 

 

Figure S 3: IDO1 crystal structure that highlights the not identified lysines and VxP motifs. Crystal structure 

of IDO1 (PDB: 5ek4) in which lysine residues are highlighted that were not identified by MS (orange), K389 is the 

lysine residue that was found to be polyubiquitinated (green) and VxP motif is highlighted in red. The heme cofactor 

of IDO1 is shown in the catalytic pocket.  

 

 



144 
 

 

 

  



145 
 

9.2  Abbreviations 

 

Abbreviation Meaning  

   

1-NMPP N-methyl protoporphyrin IX   

A549Green A549 cells expressing Histone H2B type 1-J-eGFP   

AhR Aryl hydrocarbon receptor   

APS Ammonium persulfate  

BRD4 Bromodomain-containing protein 4   

CAR Chimeric antigen receptor   

CETSA Cellular thermal shift assay  

CFZ Carfilzomib  

CHX Cycloheximide  

Co-IP Co-immunoprecipitation  

COMAS Compound management and screening center  

CRBN Cereblon  

CREB cAMP response element-binding protein  

CRL cullin-RING E3 ligases  

CTL Control  

CUL2 Cullin 2  

Da Dalton  

DC  Dendritic cell  

DC50 Half-maximal degrading concentration  

Dmax Maximal degradation percentage  

DMEM Dulbecco's Modified Eagle Medium  

DMSO Dimethyl sulfoxide   

DNA-PK DNA-dependent protein kinase   

DTE Dithioerythritol  

DTT Dithiotreitol  

DVL3 Dishevelled  

E:T Effector to target ratio   

E2 Ubiquitin-conjugating enzyme  

E3 E3 ubiquitin ligase   

Em Emission wavelength  

Ex Excitation wavelength  

FBS Fetal bovine serum  

GFP green fluorescent protein   

GPDH Glycerol-3-phosphate dehydrogenase  

GzmB Granzyme B  
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Abbreviation Meaning  

h Hours  

HPG L-homopropargylglycine  

HPLC High performance liquid chromatography  

HRP Horseradish peroxidase  

HTS High-throughput screen   

IC50 Half-maximal inhibitory concentration  

iDeg-1 Induced IDO degradation compound-1  

IDO1 Indoleamine 2,3-dioxygenase 1   

IFNγ Interferon gamma  

IMiDs Immunomodulatory imide drugs  

ITIM immunoreceptor tyrosine‐based inhibitory motif  

K Lysine  

Kyn Kynurenine  

LC-MS/MS Liquid Chromatography with tandem mass spectrometry  

LFQ Label-free quantification  

L-Trp L-Tryptophan  

M Molar  

min Minutes  

MoA mode-of-action   

MS Mass spectrometry  

mTOR Mammalian target of rapamycin  

mTORC1 mTOR complex 1  

NFK N-formylkynurenine   

NK cells Natural killer cells  

NKG2D Natural killer group 2-member D   

NKp Natural killer protein   

nm Nanometers  

PAGE Polyacrylamide gel electrophoresis  

PAINS Pan-assay interference   

PBMC Peripheral blood mononuclear cells   

PBS Phosphate-buffered saline  

pDC plasmacytoid DC  

p-DMAB p-dimethylamino benzaldehyde   

PEX10 Peroxisome biogenesis factor 10  

PGE2 Prostaglandin E2  

PHF1 PHD finger protein 1  

PRICKLE1 Prickle-like protein 1   

PSMD14 26S proteasome non-ATPase regulatory subunit 14  

PTGER1-4 PGE receptor EP1 - EP4 subtypes   
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Abbreviation Meaning  

RBX1 E3 ubiquitin-protein ligase RBX1  

RFPL4AL1 Ret finger protein-like 4A-like protein 1  

rhIDO1 Recombinant human IDO1   

S/B Signal to background   

SA Succinylacetone  

SD Standard deviations   

sec Seconds  

SHP1 / SHP2 Src homology 2 domain phosphatases   

SIAH2 Seven in Absentia Homolog 2, E3 ubiquitin-protein ligase   

SKP2 S-phase kinase-associated protein 2  

SOCS3 Suppressor of cytokine signaling 3  

TRIP12 Thyroid hormone Receptor Interacting Protein 12; E3 ubiquitin-protein ligase   

TUBE Tandem ubiquitin binding entity  

Ub Ubiquitin  

UBA6 Ubiquitin-like modifier-activating enzyme 6  

UPS Ubiquitin-proteasome-system  

USP44 Ubiquitin carboxyl-terminal hydrolase 44  

VHL Von Hipple Lindau  
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