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Abstract

In the present work, the charge carrier spin dynamics in lead halide perovskites APbX3,
with X = {I,Br,Cl} are studied. The lead halide perovskites are distinguished with respect
to the groups of purely inorganic perovskites with A = Cs and hybrid organic inorganic
ones with A = {MA,FA} (methylammonium and formamidinium), as well as their size, i.
e. macroscopic single crystals or nano crystals. The spin dynamics of the charge carriers,
electrons and holes, are mainly investigated using picosecond resolution Kerr and Faraday
spectroscopy. In addition, the observation of the spin dynamics is complemented by exciton
spectroscopy (polarization-resolved photoluminescence, reflection, and transmission) and
time-resolved differential reflectometry. Nanosecond spin dynamics are observed and the
underlying interaction mechanisms are revealed by the experimental techniques, with a focus
on interaction of charge carrier and nuclear spins.

Kurzfassung

In der vorliegenden Arbeit wird die Ladungsträger-Spindynamik in Blei-Halogen-Perowskiten
APbX3, mit X = {I,Br,Cl} untersucht. Die Blei-Halogen-Perowskite werden in rein in-
organische Perowskite mit A =Cs und hybride organisch-inorganische mit A = {MA,FA}
(Methylammonium and Formamidinium) sowie in ihrer Größe als makroskopische Einkristalle
und Nanokristalle unterschieden. Die Spindynamik der Ladungsträger, Elektronen und Löcher,
wird hauptsächlich anhand von Kerr- und Faraday-Spektroskopie mit einer Pikosekunden
Auflösung untersucht. Zusätzlich wird die Spindynamik durch Exzitonen-spektroskopie (polar-
isationsaufgelöste Photolumineszenz, Reflektion und Transmission) sowie durch zeitaufgelöste
differentielle Reflektrometrie untersucht. Es werden nanosekundenlange Spindynamiken
beobachtet, deren zugrundeliegende Wechselwirkungsmechanismen durch die experimentellen
Techniken aufgedeckt werden. Ein Schwerpunkt liegt hierbei auf der Untersuchung der
Ladungsträger-Kern-Spinwechselwirkung.
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1
Introduction

Figure 1.0.1 Introduction. a Gustav Rose, who first classified perovskite CaTiO3. b,
Lev A. Perovski, eponym of the perovskites. c, photograph of CaTiO3. d, perovskites are
the most abundant minerals on earth. 93% of the lower mantel is formed by (Mg,Fe)SiO3.
[©a-c the copyright is expired]

Fully inorganic and hybrid organic lead halide perovskites, which will be studied in this work,
are a subclass of the more general perovskite structure. Perovskite defines a crystallographic
structure group, as like for instance the zincblende structure, which can be formed by a wide
range of materials in compositional the form of ABX3, with A, B a pair of cations and X the
anion.
The perovskite crystal group is in fact one of the most abundant mineral groups on earth.
For instance the perovskite bridgmanite, ((Mg,Fe)SiO3), is assumed to form 93% of the lower
earth mantel [Mur12] and thus is with 38% of the total earth mass the most common mineral
[Tsc14]. However bridgmanite is only stable in high pressures, above 24 GPa, and thus absent
on the earth surface [Hem92].
The first perovskite crystal was discovered 1839 by Gustav Rose, a German mineralogist
who studied a mineral originated from Ural mountains. He named the mineral after Lev
A. Perovski (Rus. Ëåâ À. Ïåðîâñêèé), a russian nobleman, later proposer of the Russian
Geographical Society and minister of inner affairs [Att15]. The chemical classification of the
first known perovskite as CaTiO3 by Rose, was then taken up by Goldschmidt in 1926 who
generalized the mineral by a isomorphic class, covering a broad set of chemical compositions
[Gol26]. An enormous range of theoretical and practical works have joined it. Prominent
perovskites are ferroelectric perovskites like BaTiO3 or Pb[ZrxTi1−x]O3 (PzT) (the most used



2 Chapter 1 Introduction

piezoelectric material)[Att15] or high-Tc cuprate superconductors like YBa2Cu3O7 (for which
Bednorz and Müller were awarded with the nobel prize) [Bed88].
Another promising candidate was found 2009 by Kojima et al. [Koj09]. In this work the high
quantum efficiency of solar cells based on hybrid organic lead halide perovskite methylam-
monium lead tri-iodine (MAPbI3) was the first time described. Since then, a lot of progress
was made on the class of lead halide perovskites in terms of composition, crystal quality etc.
whereas a quantum efficiency of 25% was then exceeded [Nre; Jeo21]. Such value is on the
scale of mono crystalline Si or GaAs based solar cells, while lead halide perovskites exhibit
the advantage of being less demanding in production [Jen19]. The rapid progress of such
perovskites is a further incentive for expanded applications. Lead halide perovskites were
shown to operate as luminous, easy colour tunable light emitting diodes [Fu19] (nanocrystals),
high energy scintillators [Naz17; Wei19], a variety of optoelectronic devices [Sut16; Mur20],
and other spintronic applications [Wan19] (like a spin valve).
The huge potential of lead halide perovskites give rise of an important question: what are the
physical reasons for this potential? All-inorganic lead halide perovskites are already in the
scientists scope for decades [Sak69; Fuj74; Hir78; Ito79; Frö79], as they show unique properties
in the very fundamentals of semiconductor physics. Compared to common III-V and II-VI
semiconductors, they have in some sense an inverted band structure: the valence band (VB)
states are formed by s-orbitals, while the conduction band (CB) states are contributed by
p-orbitals. This work is dedicated to the particular problem, to which extend the physical
description, in particular the carrier and nuclear spin as well as optical properties, of III-V
and II-VI semiconductors could be brought to lead halide perovskites. Basically, the method
of optical spin control will be used. It allows for ultrafast manipulation on time scales shorter
than the spin relaxation, giving an in situ observation of spin dynamics.

2



2
Theoretical Basics

In this theory section, a brief introduction to relevant physical properties of lead halide
perovskites will be presented. First, the lead halide perovskite bandstructure will be dis-
cussed, with a particular interests in comparison to common semiconductors, followed by the
interconnected properties of the carrier Landé factor (g-factor) and consequences arising form
the perovskite crystal structure for the carrier spin dynamics and for the process of optical
spin polarization. Lastly, the focus turns from bulk to nanostructures, with a spotlight on
confinement and heterostructure effects.

2.1 Bandstructure

The bandstructure of lead halide perovskite crystals differs, significantly, from materials like
GaAs or similar zincblende like structures. Both experimentally and theoretically many
questions are still unsolved. However, a description based on the Bloch theorem [Ash76;
Mei84; Fox01; Win03; Ivc05; Kit05; Aws08; Gla18] can be given as follows [Nes21; Yu19].
The wavefunction of a carrier in a periodic potential U(r) = U(r + R) can be described by
a plane wave multiplied a function with periodicity of the crystal. This is named the Bloch
theorem .

Ψ(r)E = Ψ(r)
[
−~2∇2

2m0
+ U(r)

]
(2.1.1)

Ψ(r) = eik·ru(r), (2.1.2)

with Eq. (2.1.1) the Hamiltonian of the crystal and Eq. (2.1.2) the wave function. The
solution of the Bloch functions leads to the formation of energy bands in the momentum
k-space, Fig. 2.1.1. The optical band gap is formed between the first unoccupied band and
the last occupied one form the conduction band (cb) and valence band (vb), respectively. For
zinc-blende like structures (e.g. ZnSe, GaAs, CdTe) the spin orbit coupling leads to a total
angular momentum of the cb similar to s-type orbitals with J = L+ S = 0 + 1/2 and of the
vb similar to p-type orbitals with J = 1 + 1/2 = 3/2. In the vb, the orientation quantization
of the total angular momentum of J = 3/2 with the related quantum number mJ leads to the
separation of the higher J = 3/2 bands with mJ = ±3/2,±1/2, the heavy hole (mJ = ±3/2,
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Figure 2.1.1 Perovskite bandstructure in vicinity of band gap. Bandstructure
in vicinity of direct band gap for, a, zincblende type crystals, b bulk perovskite crystals.
Bands are labelled with valence band (vb), conduction band (cb) and respective light/heavy
electron or hole bands (le, he, lh, hh). Optical band gap is formed between cb and vb and
the split off bands separated by spin orbit energy (∆). In upper left corner the respective
sketches of the crystal unit cell is given, in the case of zinc blende with regular tetrahedrons
forming the crystal. Front tetrahedron is kept open (without grey box) to visualize the
atomic basis of red and blue balls (e.g. the name giving zinc (red) and sulphur (blue)).
For lead halide perovskites, the crystal unit cell is formed by corner shared octrahedra
(grey), with red balls halogen, blue enclosed lead, and complex molecule, here exemplary
FA. c The lead halide perovskite band structure can be understood as linear combination
of atomic orbitals. Anti bonding between lead (left) and halogen (right) orbitals forms the
valence and conduction band.

hh) and light hole (mJ = ±1/2, lh) band, and a split off band with J = 1/2,mJ = ±1/2.
The situation is reversed in perovskites. The character of the chemical bonds has here less
covalent but rather strong ionic character, Fig. 2.1.1c [Zei16]. The perovskite crystal lattice
is shown in Fig. 2.1.1b, upper corner. The lattice consists of corner shared octrahedra
composed of lead in the center and the halogen on the corners. In the space between the
corner shared octrahedra, the A cation of ABX3 is located, in this work Cs, FA, MA. For the
ionic description, it is sufficient to consider the atomistic orbital structure of lead and the
halogen, Fig. 2.1.1c¶. The band gap of the perovskite crystals is mainly given by the energy
difference between lead 6p and the corresponding halogen p orbital. Thus, the lowering of the
atomic number n from n = 5 iodine, n = 4 bromide to n = 3 chlorine clearly increases the
band gap. However, in detail, lead and the halogen form sp bonding and antibonding orbitals.
with the band gap composed of the two antibonding orbitals 6p-ns (cb) and 6s-np (vb) ‡. The
anti bonding orbital is higher in energy as compared to the composing atomic orbitals thus
vacancy states originating from the halogen X p and s have energy levels below the valence
band [Bra17]. Unbound lead 6p orbitals, however, are located within the band gap.
The orbital configuration leads to a conduction band being nearly p-type and the top of
the valence band s-type. Note that according to previous atomistic discussion and total
consideration of the density of states (DOS), a significant p-type character for the rest of the

¶See further, the linear combination of atomic orbitals (LCAO). The band gap is formed between the highest
occupied molecular orbital and lowest unoccupied molecular orbital (HOMO-LUMO).

‡spσ∗-bond

4



Chapter 2 Theoretical Basics 5

valance band would be given. The VB Pb-I mixing ratio is estimated to be close to 1:3, while
the CB has only about 5% I contribution [Nes21; Fro14; BR16; Tar18; Yu19].
However, anticipating the experimental results, it will be shown that the top of the valence
band, and hence the optical properties of the hole, show a dominant coupling to the lead
6s-orbital. It is therefore sufficient to regard the valence band as s-type. The p-type conduction
band splits into the lower energy split off band J = 1/2 and the higher J = 3/2 heavy and
light electron bands.
For perovskite crystals, a Rashba splitting is discussed [Nie16; MY21; Kep15; Kim14; Hua21]
but is so far not strongly evidenced [Saj20]. In the following it will be neglected.

2.1.1 Tight-Binding

Figure 2.1.2 Band structure. Left, numerically calculated band structure for CsPbBr3
calculated in the empirical tight-binding method, adopted from [Nes21; Kir21b]. The
topmost valence band (greens) and the lowest conduction bands (reds) form a direct band
gap at the R-point, see Fig. 2.1.1a. Right, sketch illustration of crystallographic directions
in Brillouin zone.

The band structure of CsPbBr3 can be calculated by using the density functional theory (DFT)
as well as by the tight-binding (TB) approach [Nes21]. DFT and TB have similar results,
thus one can focus on only one theory, the TB theory. The TB is an approach to approximate
the (numerical) solution of the band structure of a crystal under only consideration of the
nearest neighbour orbital interaction. For TB, an sp3d5s∗ basis and pseudo cubic symmetry
was chosen. Lower symmetry classes could be derived from this as perturbations [Eve15]. The
results of the calculus is shown in Fig. 2.1.2. A direct band gap forms at the R-point of the
Brillouin zone and is in general good agreement with experimental results discussed in this
work.

2.1.2 Carrier g-factor

The Zeeman effect, so the spin coupling to a magnetic field, differs for a free carrier, i.e. an
electron in vacuum and a carrier spin inside a solid state matrix. In the first instance, the
Zeeman effect for an electron in vacuum EZ = g0µBB · S with the vacuum electron g-factor
g0 = 2.0023, µB the Bohr magneton, B the magnetic field vector, and S the spin vector,

5



6 Chapter 2 Theoretical Basics

can be rewritten with by replacing g0 → gc to an effective g-factor gc where the subscript c
specifies typically the carrier type and other parameters [Rot59].
To derive the carrier g-factor, one needs to start with the explicit treatment of the spin-orbit
Hamiltonian of the crystal [Yug07; Sir97; Ivc05; Kir21b]. The Bloch function for perovskite
crystals reads for the valence band,

valence band:

uv, 12 (r) = iS(r)|↑〉 ,
uv,− 1

2
(r) = iS(r)|↓〉 ,

(2.1.3)

with |↑〉 , |↓〉 the basic spinors, and S(r) the invariant function according to the valence band
s-orbital [Kir21b]. The Bloch functions for the conduction band are

bottom conduction band (c.b.):


uc, 12

(r) = − sinϑZ(r)|↑〉 − cosϑ X
(r) + iY(r)
√

2
|↓〉 ,

uc,− 1
2
(r) = sinϑZ(r)|↓〉 − cosϑ X

(r)− iY(r)
√

2
|↑〉 ,

(2.1.4)

excited (light electron) c.b.:


ule, 12

(r) = cosϑZ(r)|↑〉 − sinϑ X
(r) + iY(r)
√

2
|↓〉 ,

ule,− 1
2
(r) = cosϑZ(r)|↓〉+ sinϑ X

(r)− iY(r)
√

2
|↑〉 ,

(2.1.5)

excited (heavy electron) c.b.:


uhe, 32

(r) = − X
(r) + iY(r)
√

2
|↑〉 ,

uhe,− 3
2
(r) = X (r)− iY(r)

√
2

|↓〉 ,
(2.1.6)

with X ,Y,Z the representation of p-orbitals (P). The parameter ϑ determines the relation
between the crystalline splitting and the spin-orbit interaction, with values cosϑ =

√
2/3,

sinϑ = 1/
√

3 in cubic crystal symmetry approximation.

With the definition of the interband momentum matrix elements

p = i〈P|px,y,z| S〉,P ∈ {X ,Y,Z} (2.1.7)

the g-factor dependence can be derived, p is assumed to be real. The g-factor dependence
reads

gvb = 2− 4p2

3m0

(
1
Eg
− 1
Eg + ∆

)
(2.1.8)

gcb = −2
3 + 4p2

3m0

1
Eg

(+∆g). (2.1.9)

Note, the term ∆g is not part of this derivation but rather taking into account the higher

6



Chapter 2 Theoretical Basics 7

and lower energy remote bands contributions, see [Kir21a]. It is worth noting that the carrier
effective mass has a similar dependence as the g-factor, 1

mvb
= 1

m0
− 2p2

3m2
0

(
1
Eg

+ 2
Eg+∆

)
, 1
mcb

=
1
m0

+ 2p2

3m2
0

1
Eg

.

2.1.3 g-factor Anisotropy

A g-factor anisotropy may arise if the symmetry of the carrier wave function is lowered, e.g.
due to crystallographic anisotropy, see Sec. 2.1.4.
To start with one symmetry breaking, as e.g. it is present in tetragonal configuration a = b 6= c-
axis, the light and heavy electron band degeneracy lifts ∆→ ∆le,∆he due to non zero crystal
field splitting ∆c. The heavy and light electron spin orbit splitting reads

∆le =
√

∆2
SO + ∆2

c + 2
3∆SO∆c, ∆he = ∆le + ∆SO + ∆c

2 , tan (ϑ) = 2
√

2∆SO

∆SO − 3∆c
, (2.1.10)

with ϑ the relation between the crystalline splitting and the spin orbit splitting (∆SO). Further
the interband momentum matrix elements split p→ p‖, p⊥,

p⊥ = i 〈X |px|S〉 = i 〈Y|py|S〉 , p‖ = i 〈Z|pz|S〉 . (2.1.11)

The anisotropic electron and hole g-factors are

gvb,‖ = 2− 2p2
⊥

m0

(
cos2 (ϑ)
Eg

+ sin2 (ϑ)
Eg + ∆le

− 1
Eg + ∆he

)
, (2.1.12)

gvb,⊥ = 2−
2
√

2p‖p⊥
m0

cos (ϑ) sin (ϑ)
(

1
Eg
− 1
Eg + ∆le

)
, (2.1.13)

gcb,‖ = −2
3 + 2p2

⊥
m0

cos2 (ϑ)
Eg

, (2.1.14)

gcb,⊥ = −2
3 +

2
√

2p‖p⊥
m0

cos (ϑ) sin (ϑ)
Eg

. (2.1.15)

‖ and ⊥ relate to a, b and c-axis respectively. In a further broken symmetry, e.g. if a 6= b, a
3× 3 g-tensor needs to be used, whereas in the experiment the g-factor magnitude

g =
√
g2
xx cos (ϕ) sin (θ) + g2

yy sin (ϕ) sin (θ) + g2
zz cos (ϕ) cos (θ) (2.1.16)

is the relevant quantity which defines the Zeeman splitting, with the angles ϕ and θ chosen to
suit the experimental configuration e.g. with light propagation along z-axis, see Fig. 3.3.2.

2.1.4 Perovskite Crystallography

All perovskites are of aristotype cubic symmetry. However, depending on the stoichiometry
a related symmetry reduction occurs. Glazer identified 23 relevant point groups for the
perovskite crystal class in 1972 and became patron of the Glazer notation [Gla72; Gla75;
How98; Ale76; Ale01]. The perovskite crystals form a network of corner shared BX6 octrahedra

7
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Figure 2.1.3 Octahedral tilting. The lattice of cubic symmetry (a), undergoes a phase
transition with octahedral tilting. b, tilting all sequenced layers in phase (a0a0c+), c,
tilting the first layer in phase but the next layer out of phase (a0a0c−). c Symmetry class
hierarchy for organic lead halide perovskites. Cubic Pm3m reduces to tetragonal I4/mcm
(MAPbI3) or P4/mbm (FAPbI3) and ends for both MA and FA based in orthorhombic
Pnma.

encapsulating the A cation in the formed gaps. Essentially, all subgroups of perovskite crystals
can be derived via octrahedra tilting from the cubic parent. In the Glazer notation a0a0a0

refers to a cubic phase with each position corresponding to one of the principal axis [100] [010]
[001]. The tilt along a specific axis is then indicate by a letter representing the magnitude
and a direction, e.g. a0a0b+ refers to an in phase tilt (+) along the c axis with magnitude b.
Superscripts reads as 0 no-, + in-,− out of phase tilt. The corner shared octrahedra tilting is
sketched in Fig. 2.1.3b.
The octrahedra tilting is closely linked to the close packaging of the crystal whose tendencies
can be quantified via the Goldschmidt tolerance factor t [Gol26]. It describes the size ratio
of the cation B radius rB inside the corner shared octrahedra to the outer A cation rA
together with the anion size rX , t = rA+rX√

2(rB+rX) . For organic cations, as they are present in
hybrid organic perovskites, the ion radius corresponds to an averaged radius of a statistically
orientated ion, i.e. ball like shape [BR16]. The average atom and molecule radii are given
in table 2.1.1. The optimal tolerance factor is close to unity. Too far away from unity, the
incorporated organic molecule either exceeds the space given by the octahedron or does not
fill it sufficiently. Both cases render the perovskite crystal unstable. One finds for different
iodine based perovskites: MAPbI3 t = 0.91 and CsPbI3 t=0.85 and FAPbI3 t=0.99.
The octrahedral tilting occurs as temperature-induced transition. In elevated temperatures,
the perovskites typically exhibit cubic symmetry. When the temperature is lowered M and
R-zone boundary phonon modes condensate [Fuj74; Tre82] and in case of hybrid organic
inorganic perovskites, the organic cation nutation freezes [Fro16]. The role of the frozen cation
therein is not yet fully clarified but suggested to have a significant influence [Har18; Var19]. In
contrast to all inorganic crystals (A =Cs), in case of an organic molecule cation, the specific
stereochemistry (with MA (C-N) an axial molecule and FA (N-C-N) showing a triangular
shape) and a highly reactive hydrogen surrounding needs to be considered.
The possible paths of symmetry reduction is shown exemplary for MAPbI3 and FAPbI3 in
Fig. 2.1.3c. For MAPbI3 and FAPbI3, the first phase transition is accompanied by a different
tilt of the octrahedra. For MAPbI3, an out of phase tilt (red square) and for FAPbI3 (green

8
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Table 2.1.1 Ionic radii taken from [Oku15; Kie15; Oku20] as well as various tolerance
factors for hybrid organic and fully inorganic lead halide APbX3 perovskites. For non pure
A-side or X-side perovskites, a weighted average of ionic radii are taken.

Cation r [Å] Anion r [Å] Material t

Pb2+ 1.18 I− 2.20 MAPb{I3/Br3/Cl3} {0.91/0.93/0.94}
Sn2+ 0.93 Br− 1.96 FAPb{I3/Br3/Cl3} {0.99/1.01/1.02}
Cs+ 1.88 Cl− 1.81 CsPbI{I3/Br3/Cl3} {0.85/0.86/0.87}
MA+ 2.17 FA0.9Cs0.1PbBr0.2I2.8 0.97
FA+ 2.53

Figure 2.2.1 Optical excitation. a, selec-
tion rules of a spin 1/2 electron and hole. From
groundstate |0〉, circular polarized light σ± ex-
cites to J = 1 =⇑↑ and J = −1 =⇓↓, respec-
tively. b, representation of a Wannier-Mott exci-
ton. Blue (red) electron (hole) radius, black dots
crystal lattice.

square) an in-phase tilt was observed [Whi16; Sto13; Epe14; Oku20; Mas20; Fab16]. Both
space groups are tetragonal. With further cooling, a phase transition towards orthorhombic
(blue square) Pnma occur. For MAPbI3 and FAPbI3, the phase transition from cubic to
tetragonal is of 2nd-order. The phase transition from tetragonal to orthorhombic phase is
for MAPbI3 of 1st-order and for FAPbI3 of 2nd. Typically, the phase transition towards
orthorhombic phase occurs at temperatures far above liquid helium, e.g. 160 K for MAPbI3.
In general, the lead halide perovskites are in orthorhombic phase at temperatures where
the spin dynamics are observed in this work. Note, of the most direct consequences of the
octahedral tilting is a change of the optical band gap energy [Pra17].

2.2 Optical Polarization of Carrier Spins

The optical polarization of carrier spins is achieved, by lifting an electron out of the valence band
to the conduction band resulting in a photoexcited electron and hole pair. The photoexcited
carriers typically relax rapidly to the band extrema and recombine within few hundreds of
picoseconds under emission of a photon giving the characteristic photoluminescence. First in
order to realize optical spin polarization, the angular moment conservation needs to be fulfilled.
Circular polarized light (σ±) carries an angular momentum of ±1, thus a combination of both
spin 1/2 conduction and valence band in form of ⇑↑ and ⇓↓ is allowed, called selection rules
(Fig. 2.2.1a) [Mei84]. Linear polarized light (s,π) has an angular moment equal to zero, so
doesn’t establish, a spin polarization. Second it is beneficial to use a resonant energy and
avoid above band excitation which gives rise of a carrier relaxation to the band extrema
via phonon emission. Typically, the spin polarization of localized carriers is established by
resonant excitation of states below the band gap energy, by the excitation of an exciton (X),
see next section, donor bound excitons (D0X), trions (T ) etc.

9
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2.2.1 Exciton

An electron and hole attract each other by the Coulomb interaction EC = e2

4πεε0|re−rh| , with
e the elementary charge, ε0 the vacuum permittivity, ε the dielectric constant and |re − rh|
the distance between electron and hole. Similar to the hydrogen problem, a bound state
forms the exciton. The exciton follows a hydrogen like energy series EX(n) = −Ry µ

m0
1
ε2

1
n2

with the n the principal quantum number and Ry = m0e4

8ε20h2 = 13.6 eV the Rydberg energy,
1/µ = 1/me + 1/mh the exciton reduced mass µ ≈ 0.1 me (see Sec. 2.9.1). The exciton radius
aX calculates to aX = aB

εm0
µ n2 with the Bohr radius aB = h2ε0

πm0e2
= 0.529 Å. For a typical

exciton, in APbX3, the exciton binding energy is in the range of tens of meV (e.g. 16 meV
for MAPbI3 [Miy15]) and the exciton radius for instance, amounts to aX(CsPb{Cl,Br,I}) =
{2.5, 3.5, 6} nm [Nes18]. The exciton size is bigger than the lattice constant and treated as
Wannier-Mott exciton [Bö18]. Note, one can find in agreement to the above statements a
dielectric constant of ε ≈ 4− 9 [Miy15; Nes18].

2.3 Electron and Hole Spin Dynamics

2.3.1 Spin in Magnetic Field

A spin, in the semiclassical picture a magnetic dipol, which is subject to a magnetic field, will
experience a force, described by the Zeeman Hamiltonian HZ = gµBBS. In case of a magnetic
field Bz pointing in the same direction as the spin (Sz = ±1/2) (typical Faraday geometry),
it is intuitive to express it as a magnetic dipol being attracted or repelled by the parallel
or anti parallel magnetic field. The degenerated spin energy level splits proportional to the
magnetic field by EZ = gµBB. If the magnetic field is inclined out of parallelity the magnetic
dipol will experience a torque, hence in a non-parallel magnetic field the spin will precess,
named Larmor precession. The Larmor precession frequency equals the Zeeman splitting
~ωL = gµB|B|.
In quantum mechanical terminology, the spin dynamics described via the time evolution
operator U = e−i

HZ t

~ , with HZ = gµBBS = ωLS. Assuming a magnetic field applied in
x direction (typical Voigt geometry), the spin states Sx will become the eigenstates and
time independent, while Sy and Sz evolve in time. Analytically, it can be shown that the
expectation values of 〈Sy〉 and 〈Sz〉 give

〈Sx〉 = 0, 〈Sy〉 = 1/2~ sin (ωLt), 〈Sz〉 = 1/2~ cos (ωLt) (2.3.1)

[Bes05; Sak11]. With a spin initially excited in Sz, the Larmor precession, in the plane
orthogonal to the magnetic field (z-y plane), is reproduced.

10
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Figure 2.3.1 Spin relaxation mechanisms. a, Dyakonov-Perel mechanism, between
scattering events, the spin precesses in the effective spin orbit field. Inversion of movement
direction inverses the precession direction. b, Elliott-Yafet mechanism, a scattering moment
may cause a spin flip. c, Bir-Aronov-Pikus mechanism, electron hole exchange scattering. d,
Hyperfine interaction, different nuclear spin surrounding gives different local net magnetic
fields for different spins.

2.3.2 Spin Relaxation

The spin orientation can get lost after some time. One distinguishes between the spin relaxation
time T1, the spin decoherence time T2, and the spin dephasing time T ∗2 . The spin relaxation
time T1 describes the relaxation of the spin polarization along an external field axis and
therefore characterises the timescale of energy dissipation, e.g. towards the crystal lattice
via angular momentum transfer to phonons. The relaxation ultimately stops once the higher
entropy, random, thermal equilibrium orientation is reached. The decoherence time T2 is
the time it takes for the state to lose its coherence, e.g. for a single spin, the decoherence
time describes the timescale on which the spin orientation can be continuously expressed
by a superposition of eigenstates, with a well-defined phase relation. The loss of phase does
not require an energy transfer [Bes05]. T2 is also named transverse relaxation time. The
dephasing time T ∗2 describes, as T2, the loss of phase information but for an ensemble of spins.
If one considers a set of spins which experience all a slightly different local environment, as to
crystal imperfections or inhomogeneities, all spins will precess slightly different, i.e. faster or
slower, and thus the full ensemble, even if each individual spin holds its coherence, will be, as
an ensemble, out of phase. The dephasing time T ∗2 is given by the inverse sum of T2 and an
inhomogeneous contribution Tinh, 1

T ∗2
= 1

T2
+ 1

Tinh
[Yak08]. The mentioned effect of different

precession frequencies can be characterised, for example, by a spread of g-factor ∆g, leading
to a inhomogeneous dephasing term 1

Tinh,∆g
= ∆gµBB

~ .
It is worth to note, that the inhomogeneous part Tinh is again a collection of multiple individual
terms. If to rule out one, e.g. by measuring a series of magnetic fields and extrapolating to
zero field or by observing a dependence on the excitation light intensity and extrapolation
to the low intensity of single spin excitation, still multiple uncontrollable terms will bring a
deviation from the observed time towards T2. However, it is possible to access T2 even in the
presence of an ensemble, with the spin echo technique [Abr94]. The technique is not used in
this work and is therefore not discussed in detail.
Next, sources for, carrier spin relaxation shall be discussed [Pri21; Bes05]. Most of the
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relaxation mechanisms are inspired by studies based on zincblende semiconductors, but will
be presented here in order to evaluate their influence on the perovskite system. In zincblende
crystals the inversion symmetry is broken, enabling spin orbit effects leading to the Dyakonov-
Perel (DP) and the Elliot-Yafet mechanism (EY). Further carrier-carrier exchange, namely
electron hole exchange, is considered with the Bir-Aronov-Pikus mechanism. Finally the
carrier–nuclear spin, hyperfine, interaction is regarded. A sketch of each mechanism is shown
in Fig. 2.3.1.

2.3.3 Dyakonov-Perel Mechanism

A major spin relaxation mechanism for free charge carrier spins is the Dyakonov-Perel
mechanism [Dya72]. In non-centrosymmetric crystals, e.g. zincblende crystals like GaAs,
the spin orbit interaction manifests as effective spin orbit field causing a spin precession
between scattering events. The situation is sketched in Fig. 2.3.1a. The spin precession leads
to a phase change proportional to the time between scattering events τ and the effective
precession frequency Ωk in the wavevector k dependent spin-orbit field, given by the spin
orbit Hamiltonian H = ~Ωk · S [Kir21b] with S being the charge carrier spin operator. The
relaxation rate for the Dyakonov-Perel mechanism reads

1
τ

(DP )
s

∼ 〈Ω2
kτ〉, (2.3.2)

the angular brackets denote the averaging over the thermal distribution. The proportionality
of the relaxation rate to the scattering time, i.e. a longer relaxation time with more scattering
events, may seem unintuitive, but can be motivated as an analogue to the effect of motional
narrowing [Kos19]. At each scattering event, the precession in the effective spin orbit field is
disturbed and the phase accumulation appears towards a different angle. Partly, the phase
accumulated before the scattering event may get reversed in that way. The more often the
reorientation happens, the more the absolute phase accumulation sums up to zero.
For perovskite crystals centrosymmetry, in particular for the case of hybrid organic-inorganic
lead halide perovskites and the complex shaped organic cation, is not ensured. In cubic
realization, at high temperatures where the cation orientation smears out, perovskite crystals
should show a central symmetry. However, in the various symmetry reductions which occur
in perovskite crystals evidences are present that the central symmetry is broken, e.g. this
would lead to the formation of Rashba- and Dresselhaus-effects [Kim14; Kep15; Nie16].

2.3.4 Elliott-Yafet Mechanism

The Elliot-Yafet (EY) mechanism referees to a spin orbit effect which occurs at a scattering
event with phonons or impurities [Gla18]. In real centrosymmetric semiconductors, Bloch states
are not real eigenstates and thus the spin orientation can mix at a scattering event [Bes05],
Fig. 2.3.1. For the Elliot-Yafet model, the more scattering events take place, the shorter the
relaxation time is

1
τ

(EY )
s

∼ 1
τ
. (2.3.3)

Uncertainties in the actual perovskite symmetry under study can not fully neglect this model.
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2.3.5 Bir-Aronov-Pikus Mechanism

Another relaxation mechanism arises, if one considers, the presence of both electron and
hole spins. They may interact in terms of an exchange interaction, H = πa3

BD̂δ(re − rh),
with D̂ as exchange operator applied on both electron and hole spins, aB the Bohr radius,
re and rh the carrier position-vectors for electron and hole, Ke and Kh the electron and
hole wavevectors. The exchange operator can be considered as a short range and long range
interaction D̂ = D̂short + D̂long. The short range interaction D̂short = ∆(Se ·Sh) is a pure spin-
spin exchange with Se(h) the spin operator of electron and hole and ∆ an interaction parameter.
The long range exchange is of excitonic character and reads D̂long = ~ωLT

[
1− (Ĵ · K

K )2
]
with

~ωLT the longitudinal-transverse splitting of an exciton in a bulk crystal, K = Ke + Kh the
exciton wavevector and Ĵ its angular momentum. The Bir-Aronov-Pikus (BAP) mechanism
calculates to

1
τ

(BAP )
s

∼ 〈D̂
2〉

E2
B

τ−1
eh , (2.3.4)

with τeh the electron hole scattering rate and EB = ~2/(2mea
2
B) the Bohr energy. The

BAP mechanism is efficient if one of the carriers is unpolarized e.g. if a strong imbalance of
relaxation times is present or e.g. a non polarized residual doping exist [Kir21b].

2.3.6 Hyperfine Interaction

An important relaxation channel is driven by the hyperfine interaction [Kir21b; Gla18]. Within
the carrier localization volume with a radius of a few nanometer approximately ten thousands
of atoms, are located. Of this atoms, a significant amount shows a non vanishing spin moment,
see table 2.3.1. In a simplistic picture, this nuclear spins give rise to a small magnetic field
which leads to spin precession (see Fig. 2.3.1d) and, in a quantum mechanical picture, a
mixing of spin states following the Hamiltonian

Hhf,e(h) = Ae(h)I · Se(h), (2.3.5)

with Ae(h) the carrier hyperfine constant. The hyperfine interaction is considered to be
isotropic [Kir21b] and will further lead to a damping of the carrier spin polarization in
the absence of an external magnetic field, see polarization recovery curve Sec. 2.5 and the
phenomenon of dynamic nuclear polarization, Sec. 2.4.

2.4 Hyperfine Interaction - Dynamic Nuclear Polarization

A major aspect of the hyperfine interaction, despite providing a relaxation channel (Sec.2.3.6)
or damping of the spin polarization (Sec. 2.5), is the chance to transfer the carrier spin
polarization to the nuclear spin system (NSS). The Hamiltonian

H = HZ,e(h) +HZ,N +Hhf,e(h) (2.4.1)

with the hyperfine term Hhf,e (Eq. (2.3.5)), and HZ,e(h) +HZ,N the carrier and nuclear Zeeman
terms, implies spin flips between carrier S and nuclear spins I. Thus continuous pumping of
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Table 2.3.1 Major abundant non-zero nuclear spin isotopes in FA0.9Cs0.1PbI2.8Br0.2.
The table columns give: isotope number, natural abundance α, nuclear spin I, relative
dipole moment of the isotope µ relative to the nuclear magneton µN, gyromagnetic ratio
γ [Kir21b].

Isotope α I µ/µN γ [MHz/T]
207Pb 22.1% 1/2 0.58 8.882
133Cs 100% 7/2 2.58 5.623
127I 100% 5/2 2.81 8.578
79Br 50.7% 3/2 2.1 10.704
81Br 49.3% 3/2 2.27 11.538
35Cl 75.8% 3/2 1.06 4.176
37Cl 24.2% 3/2 0.88 3.476
14N 100% 1 0.4 3.077
13C 1% 1/2 0.7 10.708
1H 100% 1/2 2.8 42.577

Figure 2.4.1 Dynamic nuclear polarization. a, Carrier spin system (CSS) acts on
nuclear spin system (NSS) which in turn interacts with CSS. b, Polarization of nuclear spin
polarization (blue arrows) depend on carrier spin polarization (green arrows) and magnetic
field direction (black arrow B). Thus the resulting Overhauser field (red arrow) depends
on the carrier g-factor sign, the excitation helicity (σ±). If the g-factor of the carrier is
positive (like for electrons in lead halide perovskites) and σ+ polarized light is applied,
the Overhauser field acts additive to the external magnetic field (for σ− subtractive). c,
for a negative g-factor the situation is reversed, for σ+ excitation, the Overhauser field is
subtractive and for σ− additive. B =

√
B2
‖ +B2

⊥
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the carrier spin polarization may lead to a nuclear spin polarization out of thermal equilibrium
(see Fig. 2.4.1a). The rise of a nuclear polarization will in turn act back on the carrier spin
system (CSS). As seen from the Hamiltonian, Eq. (2.3.5) and Eq. (2.4.1), a non vanishing
hyperfine term will dependent on the spin polarization sign, sgn(Se(h)), lower or raise the
carrier energy level. In the same way with additional multiplier, the sign of g-factor, the
Zeeman splitting is structured. Thus, the Larmor frequency of the carrier will either increase
or decrease with the nuclear polarization in respect to the bare Zeeman splitting case. Hence,
the back action of the nuclear polarization on the carrier spin can be understood as a change
of the magnetic field, B → B +BN, experienced by the carrier,

ωL = gµB
~

(B + BN). (2.4.2)

BN is named Overhauser field [Ove53]. In a material like GaAs, an Overhauser field of up to
5.3 T was predicted [Pag77] and also observed [Moc17].
The nuclear polarization 〈I〉 can be derived as

〈I〉 = `
4I(I + 1)

3
B(B · S)

B2 (2.4.3)

[Abr94; Mei84; Gla18; Bel19] with B the magnetic field, S the steady state carrier spin
polarization and I the nuclear spin number, 0 < ` < 1 refers to a phenomenological leakage
factor.
The leakage factor is related to the spin dynamics of the nuclear spin system. As introduced
in Sec. 2.3.2, T1, T2 and T ∗2 need to be considered. In general, the dephasing and decoherence
times range above µs and are much longer than the carrier spin relaxation times, and are
therefore neglected for the carrier nuclear spin interaction. The nuclear spin relaxation is
composed of a carrier nuclear spin flip term Tsf and a part, Td, collecting all other losses, e.g.
phonon emission etc., such as T−1

1 = T−1
sf + T−1

d [Gla18]. The leakage factor is defined as the
ratio between this two times via

` = Td
Tsf + Td

. (2.4.4)

2.4.1 Hyperfine Constant

Dominant for the hyperfine interaction is the contact type interaction, as used previously
(Eq. (2.3.5)), but in more general it is a dipol-dipol interaction. For s-type orbitals, the
(Fermi-)contact interaction is driven with a hyperfine coupling constant

As = µ0
4π

8π
3 (gnµN )(ge(h)µB)|Ψ(0)|2, (2.4.5)

here µ0 the magnetic permittivity, µN and µB the nuclear and Bohr magneton with respective
g-factors and |Ψ(0)|2 the wavefunction integral, evaluated at the position of the nucleus. For
p-type, and higher order, orbitals |Ψ(0)|2 = 0 and the much weaker general dipol-dipol term
becomes important [Gla18; Dya08; Sli90; Den06]

Ap = µ0
4π

2
5(gnµN )(ge(h)µB) 〈 1

r3 〉 〈3 cos2 θ − 1〉 (2.4.6)
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Figure 2.5.1 PRC principle. a, A carrier spin (green) is subject to a nuclear spin
surrounding (blue) giving rise of a nuclear fluctuation field BNF. In a rising magnetic
field in Faraday geometry (see, light wave in respect to magnetic field direction Bext) the
fluctuation field can be overcome. In a polarization recovery curve (PRC), b, this leads to
an increase of recorded polarization. As 1/3 of BNF points in the same direction as the
carrier spin still the carrier spin polarization doesn’t drop to zero at zero magnetic field.

where r is the carrier vector, and θ the angle between p-orbital and nuclear dipol axis, while
〈· · ·〉 stands for averaging over the carrier wavefunction.
To estimate the hyperfine constants for lead halide perovskites one needs to estimate the
p- and s-type character of the carrier wavefunctions. The valence band has a high lead
s-orbitals admixture (Eq. (2.1.3)), with a percentage ≈ 1/3 . . . 1, giving a hyperfine constant
of Avb ≈ 10 . . . 100 µeV. [Gla18; Kir21b]. The values for the hyperfine constants are given for
a carrier as if it would be localized on a single nucleus.
The conduction band consists mainly of p-type lead orbitals with a small admixture (Cs) of
s-halogen orbitals. The conduction band hyperfine constant calculates as weighted sum of
both parts Acb = α207Pb(1− Cs)Acb,p + αXCsAcb,s, with α the abundance of non zero nuclear
spin isotopes of lead (αPb) and the halogen (αX). With Acb,s ≈ 90 µeV, Acb,p ≈ 6 µeV,
Cs ≈ 0.05 . . . 0.1, α207Pb = 22.1% and αX = 100%, the hyperfine constants for s- and p-type
interaction become of comparable quantity on the order of a few µeV. The dominance of s- or
p-type contribution is difficult to distinguish but in general, the hyperfine interaction for the
conduction band will be much weaker than for the valence band.

2.5 Polarization Recovery

If one polarizes the carrier spins with circular polarized light, they will be oriented along the
light propagation, due to the presence of non zero nuclear spins, a permanent background
of statistically oriented magnetic moments is present, see Fig. 2.5.1. Thus, even in absence
of an external magnetic field a carrier spin is subject to magnetic fields. Partially, the fields
will be oriented parallel to the carrier spin and partially perpendicular to it. Those which are
perpendicular will lead to a spin precession or, in other words, to a mixing of spin up and
spin down eigenstates. One can overcome the regime of nuclear spin fluctuations (BNF) by
applying a magnetic field along the carrier spin direction (Faraday geometry), Bext � BNF,
pinning the carrier spin direction to the eigenstates. From the total amount of the fluctuating
nuclear spins in average 1/3 will point in the direction of the carrier spin and act like a parallel
magnetic field while 2/3 will be perpendicular and induce a mixing. Hence, the carrier spin
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Figure 2.6.1 Spin Inertia. The spin polariza-
tion (green) follows the sequence of excitation
(red), a period of σ+ excitation is followed by a
period of σ− polarization. The spin polarization
is reaching an equilibrium polarization after a
certain time Ts. If the periods of excitation are
shortened (red shaded area), the equilibrium po-
larization is not reached before the next helicity
change occurs, hence a decreased polarization will
be measured (see, crossing points indicated by
arrows).

polarization will be 3 times higher, as a maximum, in a sufficiently strong magnetic field along
the light propagation as compared to the carrier spin polarization subject to the nuclear spin
fluctuations alone. The polarization recovery curve reflects this. To trace a PRC curve, the
carrier spin polarization is observed while a magnetic field applied in Faraday geometry is
driven up or down. A Lorentzian shaped dip is typically observed. A more complex shape
can also occur, in the form of double Lorentzians (M-shape) [Smi18], but was not observed in
perovskite structures in this work. The PRC is measured, see method section, at long time
delays (e.g. -10 ps before the arrival of the next pump pulse) in order to avoid influences of
the PRC amplitude by short living components.

2.6 Spin Inertia

If an ensemble of spins is excited with circular polarized light, a carrier spin polarization
will build up. However, the build up is not instantaneous but hindered by the spin flip rate,
represented by the longitudinal relaxation time T1, S(t) = S(1− exp (−t/T1) with S the spin
polarization. If the excitation is stopped or its polarization is inverted before the steady state
spin polarization has build up, a smaller spin polarization is reached, see Fig. 2.6.1. Hence,
by measuring the dependence of the spin polarization over a decreasing pump period length
1/fm, a measure of T1 can be given. The recorded spin polarization signal L reads

|L(fm)| = 2
π

n0|S0|√
1 + (2πfmTs)2 , (2.6.1)

with TS the cutoff time and n0 the amount of resident carriers [Hei15; Smi18]. Still, the steady
state spin polarization is an equilibrium between spin relaxation and generation rate (the
light intensity), dS(t)

dt = Si−S
τ − S

τs
, with Si/τ the spin initialization rate, −S/τ the escape rate

due to carrier recombination and −S/τs the relaxation rate, with the steady state solution
S = SiτS/(τS + τ). For a better approximation of the spin relaxation time τs ≈ T1, it is
sufficient to correct the experimentally observed value Ts by a term proportional to the
generation rate T−1

s ≈ τ−1
s +GP , with P the power of the exciting light and G the generation

rate [Hei15].
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Figure 2.7.1 Resonant spin amplification. RSA build up from a time resolved spectra
(blue curves). If time evolution of initial spin polarization by pump pulse (Ip, red arrow)
prevails up to the next pulse excitation, the amount of spin polarization before pump
arrival (Ib, golden arrow) adds to the signal after (Ia, green arrow). This sequence is
repeated for a high number of pulses and the sum signal recorded (Ib,∞ or IRSA, turquoise).
With a magnetic field scan sharp RSA peaks will be observed. b RSA curves for spread
of g-factor zero. The peak separation is given by the carrier g-factor and the peak width
determined by inverse T ∗2 . b For non zero spread of g-factor T ∗2 decreases with magnetic
field, leading to a broadening of RSA peaks and decrease of amplitude.

2.7 Resonant Spin Amplification

The resonant spin amplification (RSA) is a phenomenon which is showing up if the spin
relaxation times, and particular T ∗2 exceeds the laser repetition rate TR. For pulsed spin
excitation the ensemble dephasing time can be such high that still a non zero spin polarization
is present when the next excitation occurs. In particular this case is important to consider if
a spin precession is present, so an external magnetic field in Voigt geometry is applied. For
a precessing spin ensemble the upcoming excitation pulse could be either in phase with the
ongoing spin precession or counter phase, which is called the phase synchronization condition
(PSC). If the spin is counter phase the excitation pulse acts counter to the ongoing polarization
and even a smaller amplitude than with infinite pulse separation would be observed, see
Fig. 2.7.1a second curve. The opposite is happening for the inphase excitation, the new
pulse enhances or amplifies the signal, Fig. 2.7.1a first and third curve. The PSC reads
ω(B) = nT−1

R , with n an integer number. The RSA curve is a measurement of this effect. As
measurement point a long time delay, see method Sec. 3.3.2, also called negative time delay,
is chosen and a magnetic field, applied in Voigt geometry, scanned while the spin polarization
amplitude is recorded. Thus, with increasing of the magnetic field the PSC is alternating
fulfilled and unfulfilled. A series of Lorentzian shaped sharp peaks occur with fulfilment of
the PSC condition. The periodicity follows the spin precession frequency change with the
magnetic field, hence is a measure for the carrier g-factor. The width of the RSA peaks is a
measure for the ensemble dephasing time T ∗2 . The narrower the line the longer is T ∗2 . If T ∗2 is
short the peaks will become such broad that the shape appears to be like a sinusoidal curve.
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Figure 2.8.1 Spin modelocking. a, if in a given magnetic the distribution of Larmor
frequencies (grey upper curve) consist of several frequencies multiple to inverse laser
repetition rate (1/TR) (coloured lines), in time domain the interference of signals

∑
f(t)

(blue bottom curve) can show after a decreasing envelope also an increase. The increase
is given by constructive interference of contributing signals as sketched by superimposed
individual curves above. b Feedback cycle of nuclear focusing. A carrier spin e.g. in a
quantum dot shows a frequency which is not consumable to the modelocking frequency.
However a small polarization can cause a nuclear polarization which induces an Overhauser
field detuning the precession frequency closer to a mode, this causes a higher carrier spin
polarization enhancing the Overhauser field build up and finally pushes the carrier spin
precession onto a mode.

The RSA equation reads

fRSA(B) = S0

2 exp
(
− t
T ∗2

) exp
(
−TR
T ∗2

)
cos (ω(B)t)− cos (ω(B)(t+ TR))

cosh
(
TR
T ∗2

)
− cos (ω(B)TR)

, (2.7.1)

with ω(B) = gµBB/~ [Yug12].
In case of a non zero spread of g-factor, T ∗2 is magnetic field dependent, and will decrease
with an increase of the external magnetic field, see Fig. 2.7.1c. With a simple replacement of
(T ∗2 )−1 = (T ∗2,0)−1 + ∆gµBB/~ one can model this behaviour. In comparison of Fig. 2.7.1b
and Fig. 2.7.1c only the central peak for B = 0 is unaffected. For increasing of the absolute
magnetic field strength (independent on the magnetic field sign) the RSA peaks become
broader and the RSA amplitude drops. For high fields then a close to sinusoidal dependence
is found.

2.8 Spin Modelocking

Analogue to RSA, spin modelocking is an effect which can occur if the spin relaxation time
exceeds the laser repetition frequency and a spin precession is present [Gre06b; Gre07]. In
the spin modelocking regime however not an extremely high T ∗2 is driving the presence of
this effect but rather a long T2 in combination with a high spread of g-factor, as being the
cause of a short T ∗2 . The decrease of T ∗2 with increasing magnetic field is accompanied by a
broadening of the precession frequency distribution of the ensemble. Thus in higher fields
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the frequency distribution can become such high that the PSC condition is fulfilled for not
only ω(B) = nT−1

R = gµBB but also for spins within nT−1
R = (∆g ± g)µBB. While the full

ensemble might be already dephased, the individual spins prevail as long as T2 and those
precession modes fulfilling the PSC will be amplified by the continuous series of pump pulses.
Hence, those modes contribute with a higher amplitude. The frequency distribution of the
ensemble turns from a homogeneously broadened type into a comb like distribution, see
Fig. 2.8.1. In the regime of a time resolved spin polarization signal, first a decreasing signal
envelope, as the ensemble dephases, followed by an increasing envelope, as more and more
modes rephases, will be observed, see Fig. 2.8.1a.

Nuclear Induced Frequency Focussing Spin modelocking can be accompanied by the
phenomenon of the nuclear induced frequency focussing. This effect is driven by a specific
dynamic nuclear polarization process [Mar19; Gla12b]. As it was shown in Sec. 2.4 a spin
polarization can induce a dynamic nuclear polarization, which in turn can shift the Larmor
frequency of the carrier. In the regime of modelocking a feedback cycle with the DNP occurs.
The DNP is proportional to the carrier spin polarization magnitude. Thus if the Larmor
frequency of a carrier gets affected by an Overhauser field in such a way, that it shifts into
the direction of a mode, the carrier spin polarization gets higher, causing an even stronger
build up of the Overhauser field which in turn shifts it further. The mechanism is sketched
in 2.8.1b. Note, a more elaborated description needs to take into account the optical Stark
effect and leads to a slightly different description of the feedback mechanism [Car09; Kor11].

2.9 Nanocrystals

Decreasing the size of a crystal down to the size of the carrier wave functions, i.e. down
to the de Broglie wavelength, the carriers get confined. With the confinement, analogue
to the quantum mechanical particle in a box model, the respective energy levels lift and
the wavefunctions will penetrate into the surrounding material. The latter is, for instance,
important for heterostructures consisting of similar inner and confinement materials, i.e. with
close chemical composition like GaAs/InxGa1−xAs quantum wells, whereas the carrier g-factor
can be formulated as a weighted sum over both materials [Ivc05]. In this study the barrier
material for nanocrystals is glass. A penetration of the carrier wavefunction will be neglected
as for the absence of energetically close bands to the excited states.

2.9.1 Carrier Confinement

The lift of the energy levels for a confinement carrier follows an inverse parabolic dependence
Ec = ~2π2

2µd2 + E0, with 1/µ = 1/m∗e + 1/m∗h exciton reduced mass and d the nanocrystal
size [Ivc05]. For the presented case in this study, of all inorganic nanocrystals, reports combin-
ing structural analysis using transmission electron microscopy (TEM) together with photolu-
minescence spectra are considered, [Don18] (CsPbCl3), [Zha20b] (CsPbI3),[Kri21](CsPbBr3).
The data given by [Don18] are reproduced in Fig. 2.9.1 and a respective fit is performed
with E(d) = E0 + Ec(d). The fit gives E0 = 2.367 eV (524 nm), a reasonable value for bulk
CsPbBr3 crystals [Bel19], and a = ~2π2

2µ = 4.2358 eV nm2. For exemplary nanocrystals, with
size of 7 nm ±1 nm, this results in Ec = 86 meV (66–118) meV. This fit yields a reduced
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Figure 2.9.1 Confinement for CsPbBr3 NCs.
Energies of PL maxima versus corresponding NC
size (dots), reproduced from Ref. [Don18]. Fit
with inverse parabolic curve (dashed line) shows
good agreement.

exciton mass of µ = 0.0907me, derived from parameter a, which is in line with the literature
value of µ = 0.104me [Miy15]. Note that this estimates does not take into account a renor-
malization of the exciton binding energy or change of an exciton fine structure splitting [Bay02].

As additional consequences from the confinement, the heavy and light electron band degeneracy
is lifted and respective mixing with the conduction band in magnetic fields occur. A preliminary
estimate by M. A. Semina, M. M. Glazov, M. O. Nestoklon and E. L. Ivchenko uses parts of
the k · p-Hamiltonian,

〈c,+1/2|H|he,+3/2〉 = D√
e
kz(kx + iky), 〈c,+1/2|H|le,−1/2〉 =

√
3D√
e
kz(kx − iky) (2.9.1)

together with its Hermitian conjugated and time reversals, with kx,y,z the wavevectors and
D the band structure parameter for an estimate. In the presence of a magnetic field B ‖ z,
[kx, ky] = ie

~cBz do not commute and the correction of the conduction band g-factor derives
approximately as

δgnce ≈ −
4p2

3m0Eg

Ec
∆ (2.9.2)

with Ec the confinement energy and ∆ the spin orbit energy. The conduction valence band
mixing term 4p2

3m0Eg
in Eq. (2.1.8) is replaced by 4p2

3m0Eg
→ 4p2

3m0Eg
(1− Ec

∆ ). For the s-type valence
band, no mixing with the heavy or light electron band is present thus the g-factor renormalizes
by confinement without deviation from the universal law Eq. (2.1.8), i.e. according to the
renormalized energy as sum of the band gap energy and the confinement energy Eg → Eg +Ec.
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3
Experimental Methods

In the methods section, the experimental apparatus will be described. First, the synthesis of
the studied crystals, then its X-Ray characterisation and a detailed description of the optical
setup, in terms of time resolved pump probe spectroscopy and related measurement setups
are presented.

3.1 Perovskite Samples - Growth

One of the key advantages of perovskite crystals, in contrast to traditional MBE grown
II-VI, III-V and IV structures, is the ease of synthesis. Two types of crystals were studied,
macroscopic (bulk) single crystals and dot like, zero dimensional, nanocrystals embedded in a
glass matrix.

Figure 3.1.1 Single crystal sample growth The growth of single crystals follows a
sequenced protocol, from left to right. First, all ingredients need to be dissolved and stirred.
Next, the solution is filtered from undissolved parts. Finally, the solution is heated in a
water-bath whereas the single crystals are formed.
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3.1.1 Single Crystals

The basic principle of perovskite single crystal growth is the so called inverse temperature
crystallization (ITC) technique, see Fig. 3.1.1. The single crystals were grown in the groups of
M. Kovalenko (ETH Zürich) and V. Dyakonov (University Würzburg). In a polar solvent like
γ-butyrolactone (GBL), an aprotic polar solvent, all reagents (a lead salt and a salt with the
organic cation or a caesium salt) are dissolved and carefully mixed. The mixture, or precursor,
is then filtered and transferred to the crystallization pot. The pot is heated in a water-bath
(Bain-marie). The increase of temperature decreases the solubility product thus the perovskite
crystals are formed under precipitation. A similar method, usage of an antisolvent (also
reducing the solubility product), was not used for crystal synthesis in this study. In detail,
small changes in the growth protocol needed to be implemented for the growth of specific
crystals, which will be described in the following [Naz17; Hö21]. Note, exemplary the growth
protocol for an all inorganic lead halide perovskite CsPbBr3 single crystal is additional given,
though the observation of spin dynamics will be not treated explicit in this study, and only
refereed on it in Ch. 6 indirectly.

3.1.1.1 FA0.9Cs0.1PbI2.8Br0.2 Crystals

The growth of α-phase FA0.9Cs0.1PbI2.8Br0.2 is discussed in detail in Ref. [Naz17]. Basically,
all salts, CsI, FAI, PbI2, and PbBr2, are mixed, proceeded as previously described and
crystallization was obtained at a temperature of 130◦C. The as grown crystals are of deep
black colour with a structural size of ≈ 2× 3× 2 mm3. Although the outer sides show rhombic
and trapezoid shape, the crystal is of cubic symmetry. The facets correspond to inclined
directions within the cubic unit cell, diagonal [110] etc. A figure of the sample is shown in
Fig. 3.1.2.

3.1.1.2 MAPbI3 Crystals

The ITC recipe was modified for the growth of MAPbI3. Here, the reacting salts were desolved
in a mixture of GBL with an addition of a mixture of alcohols. The admixture of 1-propanol,
1-butanol, 1-pentanol or 1-hexanol alcohols allows one the control of the solvent polarity and,
consequently, a lowering of the crystallization temperature. As a drawback, a longer dissolving
time of the salts may be present, though not studied in detail. The growth of MAPbI3
single crystals was obtained at a temperature of 85◦C. The crystal shape is comparable to
FA0.9Cs0.1PbBr0.2I2.8, showing mainly rhombic and trapezoid facets. At room temperature
MAPbI3 exhibits a tetragonal phase, while at the crystallization temperature, MAPbI3 has
a cubic phase. Additional X-ray characterisation measurements are presented in the XRD
Sec. 3.2.

3.1.1.3 CsPbBr3 Crystals

For the growth of CsPbBr3 crystals, an ITC receipt as described in Ref. [Dir16] was used.
Here, first the salts, CsBr and PbBr2, were dissolved in an aprotic polar solvent, dimethyl
sulfoxide. Into the precursor, a mixture of cyclohexanol and N,N-dimethylformamide was
given, both also being aprotic solvents. The crystallization occurs at 105◦C. In the post
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Figure 3.1.2 The
samples. From left
to right, three single
crystals, the fourth
nanocrystals (NC).

processing, the crystals were not directly filtered and cleaned but put into a 100 ◦C warm
N,N-dimethylformamide bath and slowly cooled down to 50 ◦C. The resulting crystals are of
cuboid shape with a side length ≈ 3× 2× 7 mm3, whereas the longest side can be identified
as c-axis and the both other as [1̄10] and [110] sides [Fen20]. CsPbBr3 exhibits orthorhombic
phase already at room temperature.

3.1.2 CsPb(ClxBr(1−x))3 Perovskite Nanocrystals Embedded in a Glass Matrix

Nanocrystals embedded in a glass matrix are typically grown in two separate ways [Kol21;
Gle13]. One way, is to grow them in a solid glass piece, by phase segregation with above glass
transition temperature treatment (Tg)∗, i.e. heating of the glass to 400–500◦C. Second, to
have an supersaturated glass melt, from which nanocrystals are directly formed at the glass
quenching process. In this case, the quenching speed and thus the heat transfer is the control
parameter for the crystal size. The density of the obtained NCs with the use of post quench
heat treatment (first method) is low, therefore the latter method was used.

The synthesis process is sketched in Fig. 3.1.3. First, all ingredients, listed in table 3.1.1, are
mixed and heated together in a glassy carbon crucible, at a temperatures of 1000–1050◦C.
For an amount of 50 g melt, this takes about 20 min. The melt is then cast on a cold glassy
carbon plate and immediately pressed to form a glass with a thickness of about 2 mm. The
low viscosity of the fluorophosphate glass melt, over a wide temperature range, is favourable
to form a thin plate. The presence of nanocrystals can be directly confirmed by the colour of
the glass. The glass consists of 60Ba(PO3)2 − 15NaPO3 − 12AlF3 − 1Ga2O3 − 4Cs2O−8PbF2
(mol%) with a doping of 16 mol% NaCl, 3.4 mol% BaBr2. A nanocrystal size of about 7 nm
was confirmed via X-Ray and luminescence analysis, Sec. 3.2.5.2. The shape of the formed

∗Not to mix with melting temperature, see e.g. polystyrene thermoplast, which is solid at room temperature,
becomes flexible at 100◦C, and will melt at higher temperatures.

Figure 3.1.3 Proceeding of all inor-
ganic lead halide perovskite nanocrys-
tals embedded in a glass matrix. In
essence, the ingredients are mixed by
melting, followed by a rapid cast, press
procedure on a cold plate vice.
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Reactant Mass
CsCO3 2.0 g
BaBr2 0.5 g
NaCl 0.5 g
PbF2 1.0 g

Table 3.1.1 Ingredients for the growth of CsPb(ClxBr(1−x))3 perovskite
nanocrystals. With BaBr2 297.14 g/mol and NaCl 58.44 g/mol, an initial
ratio of 28% Br and 72% Cl is present in the solution. The actual NC composi-
tion may differ due to the formation of the initial salts (BaBr2 and NaCl instead
forming perovskite), Cl and Br halogens dissolved in the fluorophosphate glass
or evaporation.

nanocrystals is assumed to be pseudo spheric, though experimental confirmation is difficult.
For the specific samples used in this study no TEM studies were performed. As reference,
reports for comparable melt quenched samples, using high resolution transmission electron
microscopy (HRTEM) to resolve the nanocrystal structure, can be considered [Ary21; Liu19a;
Xu21; Lon21]. In these works, spherical and flake like shapes were observed. With an average
nanocrystal size of 7 nm, as studied in this work, the deviations from spherical shape are
assumed to be small. A sphere of 7 nm diameters corresponds to an diameter of 14 unit cells,
thus a typical size distribution of 10 % would result only in a change of ±1 unit cell.
The growth of perovskite nanocrystals could be performed, in principle, analogue to the
growth of bulk single crystals in a wet chemistry process. In this case, to prevent the for-
mation of bulk crystals and limiting the growth to nanocrystal size, additional chemicals
would be needed to be introduced to the precursor [Yin05]. However, nanocrystals grown
in such way, colloidal nanocrystals, differ strongly from their bulk counterparts and melt
quenched nanocrystals. As in general in nanocrystals, the ratio of volume to surface shrinks
in favour to a higher importance of the surface, the added chemicals for growth of colloidal
nanocrystals become important. Often the surface of colloidal nanocrystals is covered by
ligands. Further, the colloidal nanocrystals are either dispersed in a liquid or deposited on a
glass carrier. In the first situation, the floating particles will scatter among each other and in
the case of a deposition on a glass carrier, either in a very diluted case, only a coverage of a
single layer of nanocrystals is achieved or more likely the nanocrystals may stack and thus
could interact with each other. Floating particles, a single layer or stacked layer deposition
are all unfavourable for this studies. Last the chemical stability of colloidal nanocrystals is poor.

Hence, the choice was made to use nanocrystals embedded in glass matrix. Nanocrystals in
glass exhibit a passivated surface, are (nearly) homogeneously diluted in the glass matrix, i.e.
each nanocrystal is well separated from the next neighbours and are chemical stable due to
perfect encapsulation.

3.1.3 Perovskite Degradation Channels

Degradation of the perovskite single crystals is a major threat and the main issue to be
solved before a commercial roll out could be done. Several degradation channels have been
identified. First, the perovskite crystals degrade rapidly in contact with water, like in humidity
in ambient condition. Water takes the role of a catalyst for the formation of PbX2, mainly
shown for the formation of PbI2 for hybrid organic lead halide iodine crystals [Fro14]. To
prevent this process, it would be needed to encapsulate the crystals. Several approaches, like

26



Chapter 3 Experimental Methods 27

polymer encapsulation, glass barriers etc. have been proposed and implemented, as for NCs.
The discussion of pros and cons is out of scope in this work. In this work, the bulk single
crystals were stored under vacuum and placed in an inert pure helium atmosphere for optical
measurements, which even act as cold trap, ensuring that no water could come into contact
with the sample. Within a measurement session, of approximately 1-2 weeks time, no notable
degradation was obtained. However, the exchange of the samples from the cryostat gave an
inevitable contact of the cold sample to ambient air, leading to a small condensation of water
on the sample surface.
A further degradation channel is the ion migration [Mus21]. Especially for hybrid organic lead
halide perovskites, this is the next major concern [Wil21]. In this case, the hydrogen atoms
of the organic molecule may react or scatter ballistically with different sites of the crystals
lattice [Har18]. The process of ion migration, and chemical activity of the organic cation, is
assumed to be hindered at low temperatures and no significant changes within time frame of
the measurement periods were found.
In sum the results of the mentioned degradation processes can be ruled out to influence
the results obtained in this work. In the water catalyst process, yellow PbI2 or its halogen
analogues PbX2 are formed. PbX2 has a higher band gap as the corresponding perovskite
and would be a transparent layer in the measurements. As the result of the ion migration,
additional vacancies and atom interstitials might be present. The vacancies and interstitials
are of larger concern, but differ in their energy levels in respect to the, resonantly excited,
exciton. Further the energy levels of the defects should mostly be located outside of the band
gap [Bra17].

3.2 X-Ray Characterisation

3.2.1 Basic Principle

X-Ray diffraction (XRD) is a method to measure the lattice periodicity. In a nutshell, the
lattice acts as optical grating for the X-Ray beam and under certain conditions, one obtains
a constructive or destructive interference, Bragg reflexes. The X-Ray diffraction scheme is
shown in Fig. 3.2.1. The optical paths length, for the X-Ray beam reflected on the surface
and the one on the next layer of atoms, differ by ∆s = 2a0 sin (θ), with a0 the lattice constant
and θ the angle of incidence. However, if ∆s equals a full wavelength period λX , the in-phase

Figure 3.2.1 Sketch of XRD principle. The X-RAY beam
(green) is reflected on the crystal surface and beneath laying
periodic layers, separated by the lattice constant a0, (red balls)
under normal incidence (dashed line). Constructive interference
occurs if the path difference of the scattered beam on surface
and layer below equals a multiple of the X-ray wavelength λX .
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oscillation is restored and one obtains constructive interference,

nλX = 2a0 sin (θ). (3.2.1)

In the experiment, a wavelength of λ = 0.154 nm from copper (Cu K-α) emission is used
typically and the angle is scanned.

3.2.2 Powder and Single Crystal XRD

The case given above is suitable to measure the lattice periodicity a0 for a single crystal,
Fig. 3.2.2a. In the experiment the X-Ray source and X-Ray detector are rotated together with
an opening angle of 2θ towards the sample mount, e.g. the sample surface. If the source is
rotated clockwise the detector is rotated counter clockwise by the same amount and vice versa.
This configuration allows only to measure crystallographic planes, for which the plane normal,
is centred between 2θ. If the crystal has several symmetry directions, e.g. the diagonal planes
in Fig. 3.2.2b, the plane normal s′, does not coincide with the rotation centre s, and the
constructive interference of the X-Ray beam on this plane would fall outside of 2θ. If to
reorient the crystal, Fig. 3.2.2c, with the plane normal parallel to the rotation centre s′ = s,
the issue is solved. To gain information of all crystal symmetry axis, one would need to
manually scan all possible crystal directions. This might be very time consuming. A common
method to gain information of all possible crystal orientations at once, is to use a powder of
the given single crystal, see Fig. 3.2.2d. In a powder, all possible crystal directions, are given
at once and one can always find a grain for which the parallelism of crystal symmetry plane
and the rotation centre is realized. One should note, that a polycrystalline bulk sample gives,
an XRD pattern comparable to the powder XRD spectrum. Thus, the amount of XRD lines
obtained for a bulk crystal, in comparison to its powder XRD spectrum, is a good indicator
to characterise the amount of the present domains. Again, one should find only peaks of a
single plane in a single crystal.
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Figure 3.2.2 X-Ray
Diffraction. a-c,
single crystal XRD. a,
For the [001] direction
constructive interfer-
ence occurs according
Eq. (3.2.1). b, for
the diagonal plane,
with plane normal
s′ =[011], a construc-
tive interference falls
outside of opening
angle 2θ. c, tilting of
the crystal resolves this
issue. d, in powder, all
possible orientations
are realized at once.

3.2.3 Nanocrystal Size

The line width of XRD measurements is inverse proportional to the crystal size, i.e. for
nanocrystals, a significant broadening is observed. While the XRD line width for single
crystals is described by the Laue equation, instead for nanocrystals the Scherrer equation is
to be used [Sch12]

d = Kλ

βcos(θ) , (3.2.2)

with d the average nanocrystal size, K a dimensionless shape factor with a value close to
unity and β the full width half maximum of the XRD peak in radian.

3.2.4 Rocking Curve

The Rocking scan technique is a tool to analyse the amount of polycrystalline domains,
which converges for our single crystals in a single domain. It is a subdiscipline of the XRD
topography. In fact, it is an integral topography, as the topological information is accumulated
over the X-Ray beam size, which may cover the full crystal surface. In the rocking curve
measurement, the diffraction angle is kept constant, at a Bragg reflex, and the sample is
rotated instead. An angular line broadening exceeding the natural X-Ray line width (also
called Prins-Darwin width [Dar14]) will occur, if the crystal deviates from a perfect single
crystal [Mas14]. For X-Rays, the Darwin-width is typically about 1-10 arc sec. The rocking
scan is sensitive to various crystal imperfections like voids, phase boundaries, cracks, stacking
faults, dislocation, point defects, strain etc.

3.2.5 XRD Characterisation of Perovskite Crystals

3.2.5.1 MAPbI3 Single Crystal

An X-Ray characterisation of the used MAPbI3 single crystal was performed by Höecker et al.
[Hö21]. In their work, powder XRD, single crystal XRD and a rocking scan was performed.
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Figure 3.2.3 Rocking scan of the studied
MAPbI3 sample at room temperature at (400)
Bragg reflex, measured for front (blue) and bot-
tom (red) facet. The bottom facet had contact
with the curved beaker base while growing, re-
sulting in a slightly broader peak. Data provided
by J. Höcker, University Würzburg.

The rocking scan, Fig. 3.2.3, shows an inhomogeneous line width of 0.016◦ (57.6 arc sec)
for the front and 0.034◦ (122.4 arc sec) for the bottom facet, where in the Lorentzian fit,
the amplitude was fixed to the maximum amplitude of the signal (7240 counts for the front
and 19500 counts for the bottom facet). The inhomogeneous line profile, in contrast to a
homogeneous, and a narrow line width, confirms that the crystal consist of a single domain.
The powder XRD spectrum is not reproduced here and can be found in [Hö21]. It confirms a
tetragonal phase for MAPbI3 at room temperature, with a = b = 0.893 nm 6= c = 1.25 nm.
The powder XRD measurement was used as a reference for the angle and the plane assignment
of the single crystal measurements.

In the single crystal X-Ray characterisation, the front facet was measured. The scan was
only performed in small angle areas close to the predicted peak positions, to keep the ex-
posure time short and a potential damaging of the crystal small. A set of four peaks at
θ = 19.89◦, 40.44◦, 62.46◦ and 87.44◦ was found. For these angles, a simulation of XRD peaks
in tetragonal MAPbI3 predicts the presence for multiples of the (002) and (112) plane peaks in
the vicinity. Note, Miller indices written in square brackets denote a crystallographic direction,
while round brackets denote a plane. In comparison of the single crystal measurement, with
the powder XRD spectrum, in which distinguishable peaks for the [224] and [400] direction
were found, while those peaks for the [112] and [200] direction coincide, leads to the conclusion
of a single crystal orientation to match best with the [200] direction. For the following analysis
in this study, a [200] orientation of the single crystal is assumed. Still, for completeness, a
short discussion of possible concerns should be given.

Doubts concerning the crystal orientation arise, if to compare the given analysis with literature
and simulated data. An initial review of the literature, including the reports [Din18; Din17;
Lv17; Din16; Lia15; Dan14], is supportive towards the identification of the front facet normal
pointing along the [200] direction. Special attention should be taken towards the reports
[Dan14; Din16], where the difficulty to distinguish between the two facets, is shown. Another,
more theoretically inspired, analysis is presented in Fig. 3.2.4. The single crystal XRD data
is compared to a simulated spectrum, obtained with lattice constants given by [Wal20]. In
this case, a slightly better separation of the peaks is given. First, the simulation shows an
increasing separation between the n-(112) and the n-(200) plane peak with rising integer
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Figure 3.2.4 XRD of MAPbI3. a, XRD spectra of the studied MAPbI3 sample at room
temperature compared with XRD simulation for tetragonal MAPbI3 via program vesta.
b–e Narrow angle zoom for peaks indicated by arrows in a. Position of XRD data (blacked
filled curve) is compared with multiple of (112) [red] and (200) [green] plane. f Dependence
of measured peak intensity (black dots) extracted from a–e versus peak number n. Red
dots and green diamonds give calculated qualitative peak dependence of respective peaks.
For n(200) plane a constant drop is expected, for n(112) an increase followed by a drop.
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Figure 3.2.5 CsPb(Cl,Br)3 NCs XRD spectrum. a, raw XRD spectrum. Measured
at room temperature. b, XRD spectrum with subtracted background. c, Comparison
of the XRD spectrum for the studied sample with literature data from Ref. [Ned15] for
perovskite NCs grown by colloidal chemistry.

number n. While for n = 1, the separation is below 0.5◦, it reaches 3◦ for n = 4, see 3.2.4
b–e. Also, the simulation predicts a small non zero peak for the (500) plane at 52.59◦,
while no corresponding peak from the (112) plane would be present. Unfortunately, this
angle was not measured, see Fig. 3.2.4a. Further, the simulation shows a remarkable angular
overlap of the n-(112) plane peaks and the measured values. Lastly, the simulation predicts
a monotonic decrease of the peak amplitude with increasing n for the [200] direction and a
non-monotonic hill like behaviour for n-[112] direction, Fig. 3.2.4d. The observed amplitude
behaviour matches perfectly the amplitude prediction for the n-(112) planes. However, the
XRD peak amplitude is hard to predict and is strongly influenced by the real realization of
the carrier orbitals, which may differ significantly form the simulation. The smooth decrease
of the amplitude for the [200]-direction was also not observed for any powder XRD spectra in
literature.

3.2.5.2 Nanocrystals

The precipitation of NCs in the glass matrix was identified using a Rigaku X-Ray diffractometer
with a wavelength of λ = 0.154 nm (Copper K-α). Two parameters will be accessed via the
XRD: the lattice constant, as a measure of the Cl/Br ratio, and the NC size. The lattice
constant was extracted explicitly, and compared with other XRD data. In Fig. 3.2.5c, it can
be seen, that the XRD data for the sample used in this study falls in between the data for
CsPbBr3 and CsPbCl3 NCs grown by colloidal chemistry [Ned15]. It reproduces well the peak
behaviour of the 35◦ peak (Fig. 3.2.5b), which is increasing in amplitude for a higher Br and
decreasing for a higher Cl content.
The planes are labelled according to Ref. [Kir19]. It should be noted that the positions of all
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characteristic peaks in the range of the angles 2θ = 20−35◦ for the orthorhombic CsPbBr3 and
the cubic CsPbCl3 phases effectively coincide and cannot be used to identify the crystal phase
of the nanocrystals due to broadening of signals, being characteristic for small nanocrystal
sizes. The main difference between the X-Ray diffraction patterns of the perovskite crystals in
the cubic and orthorhombic phases is the position of the peaks in the range of angles 37− 55◦.
The peaks at an angle 39.3◦ (211) and 45.4◦ (220) are characteristic for CsPbCl3 in the cubic
phase. If the orthorhombic phase of CsPbBr3 is formed, these peaks should be shifted towards
43.70◦ (224) and 37.60◦ (312). The main argument in favour of the cubic phase in the present
NC sample is the presence of the peak at 51.5◦ (310) which is absent in the orthorhombic
phase. Further, one can see that the XRD spectrum shows a comparable peak structure as
the powder XRD spectrum of colloidal grown NCs, thus a nearly random orientation of the
NC in the glass matrix can be assumed.

The NC size was estimated via the Scherrer equation, Eq. (3.2.2), via the XRD peak at 38.7◦.
With the given parameters, a dimensionless shape factor K = 0.9, λ = 0.154 nm, FWHM
β = 0.012 rad, and θ = 19.35◦ (cos θ = 0.9455), a NC size of d = 7± 1 nm is evaluated.

3.3 Optical Measurements

All measurements were carried out with the crystals placed in an inert atmosphere and mostly
in a low temperature regime. For this purpose, the samples were placed in a helium cryostat
equipped with superconducting magnets. Two different cryostat designs were used. One with
a single solenoid and the other with 3 pairs of superconducting magnets. For temperatures,
from room temperature down to 5 K, the samples were cooled down with helium gas, while
for 1.6 K, the crystals were immersed in superfluid helium. The single solenoid cryostat can
provide magnetic fields of up to 8 T, in either Voigt or Faraday geometry, according to the
choice of the optical axis window. In Faraday geometry, the magnetic field points along the
optical axis while in Voigt geometry, the magnetic field is set perpendicular to it. The other
cryostat is equipped with a set of 3 perpendicular magnet pairs, with individual drivers, and
it thus allows one to create a magnetic field in any spatial direction. The total magnetic field
value, B =

√
B2
x +B2

y +B2
z , is restricted to 3 T. In the following, the cryostats are named

by its magnet specifics, so 8 T or 3D magnet. For the 3D magnet, the typical focal distance
from outside the cryostat to the sample is 500 mm while for the 8 T magnet, it amounts to
250 mm. A typical laser spot on the sample is ocused to a diameter of 100 µm (3D magnet)
or 50 µm (8 T magnet)..
In this work, the optical axis is defined as z-axis which lays in the horizontal plane. In the
plane perpendicular to the z-axis, the vertical direction is defined as y-axis and the one in the
horizontal plane as x-axis. The angle between the z and x-axis is defined as θ and the angle
between z and y as ϕ. The zero angle axis θ = ϕ = 0◦ points along the z-axis. A magnetic
field applied along the z-axis refers to the Faraday geometry and, if not stated otherwise, for
the Voigt geometry the magnetic field is oriented along the x-axis. An axis cross, as used
in the g-factor anisotropy measurements, is sketched in the pump probe setup description,
Fig. 3.3.2.
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Figure 3.3.1 Illustration of PL setup. The sample (red) is placed into a cryostat
(black frame) and illuminated by a laser beam for a PL spectrum or a halogen white light
lamp for reflectivity (purple beam). The emitted or reflected light from the sample (green),
passes several cryostat windows and is collimated by a lens (double arrow). After the
first lens, polarization optics (typically a λ/4 retarder together with a Glan Prism) can be
placed (red dashed squares). Note, if to use a motorized mount for λ/4, a high distance to
the cryostat should be chosen to ensure function if a magnetic field is applied. Afterwards,
the emitted light is focused by a lens onto the entrance slit of the monochromator. Inside
the monochromator, the light is collimated onto a reflection grating and afterwards focused
on a peltier cooled charge-coupled device (CCD) camera array.

3.3.1 Photoluminescence and Reflectivity

The photoluminescence (PL) and reflectivity measurements were performed according to the
scheme shown in Fig. 3.3.1. The samples were exited either by a cw laser (the purple beam
in Fig. 3.3.1), with an energy higher than the estimated band gap, or, for the reflectivity
measurements, with a white light source (typically a [gooseneck] halogen lamp). The emitted
or reflected light is collected by a lens and collimated †. If the polarization of the PL or
reflection spectrum is of interest, a λ/4 or λ/2 retarder plate followed by a Glan prism, were
placed after the collecting lens. After this, the light is focused onto the entrance slit of a
monochromatator, in Czerny–Turner design. If not stated otherwise, a monochromator with
a dispersion length of 0.5 m was used. Inside the monochromator, the light is directed via
focusing mirrors onto a diffraction grating, dispersing it into its colours. The first order of
interference is collected by a focusing mirror and directed towards a peltier cooled charged
coupled device (CCD) array.
For measurements of the nanocrystals, a back illumination instead of a front illumination,
with the whitelight source (giving a transmission spectrum) or a cw-laser (for PL), was used.
The whitelight back illumination allowed one further an easy reference measurement of the
whitelight spectrum, maintaining the same optical path, with removed sample. For practical
reasons, most of the times the collected light of the sample was not focused directly onto the
monochromator entrance slit but guided via a 200 µm optical fiber to the monochromator.
Last, the first collimating lens could be placed also out of focus, giving an intermediate image.
In this case, an additional lens was used, with the focus set on the intermediate image, to
collimate the light.

†for adjustment, a monocular can be used
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Figure 3.3.2 Time resolved pump and probe setup. Pump and probe (PP) setup is
shown here for Kerr spectroscopy. For Faraday spectroscopy and time resolved differential
reflection and transmission measurements, the detection arm needs to be replaced as given
in text Sec. 3.3.2.6. The PP setup is fed by a ps-pulsed Ti:Sa laser system. If needed, the
laser output can be further frequency doubled by a second harmonic generation (SHG)
system with a beta-barium borate crystal (closed boxed system). The laser beam is further
directed via a beamsplitter, separating it into pump- (blue) and probe- (green) beam.
After passing a 1 m mechanical delay line, the pump beam is brought to a modulator
stage (typically resulting in a helicity modulated circular polarization) and then directed
towards the sample. The probe beam is directed via a modulator, giving an amplitude
modulation of a linear polarized beam, to the sample. The reflected probe beam passes
a polarization separation stage (retarder [Kerr ellipticity λ/4 or Kerr rotation λ/2] plus
Wollaston prism) and further detected by a balanced photo diode (BPD). The signal of
BPD and the modulators is given to a Lock-In amplifier.

3.3.1.1 Photoluminescence excitation

To analyse the specific coupling of an emission line towards the excitation energy, e.g. through
resonant excitation of a coupled energy level, one can fix the recorded wavelength and measure
the detected signal strength in dependence of the excitation wavelength. For this purpose, it is
needed to suppress the detection of stray light of the exciting laser. This can be achieved, either
by crossed polarization of the excitation laser towards the detected polarization, by usage of a
bandpass filter or by narrowing the recorded wavelength region by replacing the CCD at the
monochromator output with a narrow slit in combination with a diode or photomultiplier
tube. The latter approach is typically used. Further, a spectrally tunable laser system for the
excitation is needed. A cw titanium-sapphire (Ti:Sa) laser was used.

3.3.2 Time Resolved Pump-Probe Kerr and Faraday Spectroscopy

With a time resolved pump probe setup, ultra fast processes can be measured [Yak08]. In a
pump probe setup, two laser beams are used, one for excitation and the second for read out.
To gain the temporal information, pulsed lasers are employed and the excitation and read out
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pulses are delayed in respect to each other. The realization of a time resolved pump probe
setup is shown in Fig. 3.3.2.
A titanium-sapphire laser with a pulse repetition rate of TR = 76 MHz (13.2 ns) and a pulse
duration of ≈ 2 ps is used. The Ti:Sa laser can be tuned in the range of 700 − 980 nm
(1.265− 1.771 eV) and can be frequency doubled with the use of second harmonic generation
(SHG) in a non-linear β barium borate (BBO) crystal. In the degenerate pump probe scheme,
both pump and probe beams are generated by the same laser source. The laser beam was
split by a wedged beam splitter, with a ratio of 9:1, pump and probe. The pump beam is
guided via a 1 m mechanical delay line.
The delay line is equipped with a retro reflector giving a full time delay span of 6.6 ns (2×1 m
/c with c being the speed of light). Potentially, the delay line path can be doubled with
an additional retro reflector placed at the entrance of the delay line, for a full extension
of TR = 13.2 ns. Afterwards the pump beam is polarized with the use of a photo elastic
modulator (PEM), an electro optical modulator (EOM), or a set of Glan prism plus λ/4
retarder (used together with a chopper), see Sec. 3.3.2.2.
The probe beam is essentially linear polarized, and depending on the amount of stray light
collected from the sample, either not modulated or amplitude modulated, see Sec. 3.3.2.2.
The angle of incidence of the pump and probe beams is set to a few degrees, allowing easy
spatial separation of the reflected pump and probe beams after reflection (or transmission) from
(through) the sample. The polarization of the reflected (or transmitted) probe beam is analysed,
named Kerr (or Faraday) effect by a balanced photo diode. The Faraday and Kerr effect will
be discussed in Sec. 3.3.2.3. The modulation of the pump and probe beam are demodulated
via Lock-In technique. In essence, the signal is multiplied with the modulation frequencies,
returning the constant measurement signal Asignal(ω1, ω2)×cos (ω1)×cos (ω2) = ASignal,DC. To
compensate different signal propagation delays, the multiplication of the signal with reference
signals need to be done with an appropriate phase. The DC signal is additionally filtered by
a lowpass filter (LP) reducing further noise components and giving a integration of the signal
according to the chosen time constant (1/fLP ≈ 100 ms).

3.3.2.1 Laser Pulses

The Ti:Sa laser system used for the pump and probe experiments has a pulse duration of
about 2 ps. As a check, one can measure the spectral width of a pulse (FWHM), see Fig. 3.3.3.
From the uncertainty principle the pulse duration is given by δτδν = 1/2 and δλ = λ2δν/c
thus

δτ = λ2

2c · δλ. (3.3.1)

For an exemplary pulse, presented in Fig. 3.3.3, a fit with a Gaussian profile gives a central
wavelength of λ = 757.5 nm and a full width half maximum δλ = 0.45 nm, which corresponds
to δτ = 1.9 ps.
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Figure 3.3.3 Example of spectrum of used laser pulses, e.g.
used for MAPbI3 bulk crystals. The FWHM is mainly determined by
the time duration of a laser pulse, here 1.9 ps.

Figure 3.3.4 Configurations of different modulators. a–b, usage of an EOM gives a
square like laser beam modulation in a full σ+ to σ− regime and b to one polarization,
here σ+, to zero. Note, typically its more stable to use the EOM in λ/2 regime and to
place a λ/4 afterwards in order to get a helicity modulated beam. c, the chopper gives
a square type amplitude modulation between one helicity, here σ+, to zero amplitude.
d–g, modulation with PEM gives a sinusoidal signal. d, in helicity modulation the PEM
modulates between σ+ and σ− in maxima with undergoing a change to linear polarization
in saddle points. e, in λ/2 regime of PEM modulation, the PEM operates as alternating
λ/2 plate, so gives a polarization cycle of s to π to s to −π - linear polarization. As π
equals −π the PEM modulation frequency is twice the driving frequency (2f). f for a
linear amplitude modulation one linear polarization (e.g. s) is cut by a Glan prism. g, for
constant helicity with amplitude modulation, an additional λ/4 retarder is installed. Note,
typically configuration d is used for pump (50 kHz) and f for probe (2x42 kHz), resulting
in a mixed frequency detection on 34 kHz.
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3.3.2.2 Laser Beam Modulation

To improve the signal to noise ratio it is useful to use the Lock-In technique. For this, it
is needed to modulate the signal, which can be achieved by modulating the pump or the
probe beams. In this study, typically both beams were modulated. Further, in order to
fulfil the selection rules, Sec. 2.2, it is needed to control the polarization of the pump and
probe beam. For the spin excitation, the pump beam needs to be circular polarized and for a
measurement of the population dynamics, with use of the time resolved differential reflection
and transmission, the pump beam needs to be linear polarized. In all cases, the probe beam is
needed to be kept linear polarized. A circular polarization with simultaneous modulation can
be achieved in several ways. In this study 3 types of modulators were used, electro optical
modulators (EOM), photo-elastic modulators (PEM) and a chopper. The installation of the
modulators and the resulting modulated beam profile is sketched in Fig. 3.3.4.
To gain an alternating polarization between σ+ and σ−, a helicity modulation, an EOM or
PEM can be used. The EOM provides a squared modulation of variable frequency (DC-
20 MHz), i.e. a time interval of one circular polarization is instantaneously changed to an
equivalent time interval of the opposite circular polarization. For the PEM, the modulation
follows a sinusoidal shape. In the maxima (+1 and -1), a full circular polarization is given
while in between the change of polarization undergoes a transient via linear polarization at
the saddle points (zeros). The PEM operates at a fixed frequency of 50 kHz.
An amplitude modulation of an either circular or linear polarized beam, is created with use
of a PEM, EOM or chopper, see Fig. 3.3.4b-c,f-g. The use of an EOM or chopper gives an
amplitude modulation of squared type, with the driving frequency equal to the modulation
frequency. In case of a PEM, the modulation frequency is the double of the driving frequency.
The PEM modulation operates as an oscillating λ retarder. An initially vertically polarized
beam is rotated plus and minus 90◦, so to π and a pseudo "−π" polarization in the maxima.
Thus, results in a periodicity of π to s polarization, twice often as the PEM is driving
frequency. With blocking of one polarization, e.g. s, and a downstream λ/4 retarder an
amplitude modulated constant circular polarized beam is created. The PEM used for an
amplitude modulation of the linear polarization of the probe beam operated at 42 kHz, i.e.
84 kHz effective.
Note, although the PEM, in λ/4 mode, is only 50% of the time circular polarized, in contrast
to a full time circular polarization of the EOM, typically the PEM has still a better signal to
noise ratio, thus it is preferential to work with PEMs.
The double modulation of pump and probe beam can be demodulated in either a tandem or
mixed frequency demodulation. The mixed frequency demodulation operates with a difference
frequency between pump and probe modulation frequency, e.g. 50 kHz - 84 kHz = 34 kHz for
the two used PEMs, allowing to adjust only a single phase between reference and measurement
signal. In the tandem approach, the measurement signal is demodulated one after the another,
e.g. first by 50 kHz and afterwards by 84 kHz. For both demodulations steps, a proper phase
is needed to be set between measurement signal and modulation reference signal, resulting in
a difficult alignment.
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Figure 3.3.5 Scheme
of Faraday Rota-
tion/Ellipticity. As
the light travels through
the sample it is subject to
two parameter changes; the
first is a change of group
velocity for left or right
circular polarized light,
giving a phase difference
proportional to polarization
and length of crystal; second,
a disbalanced absorption
may occur, giving an
elliptical polarized beam
(not depicted). Inspired by
[Mer05]

3.3.2.3 Faraday and Kerr Effect

The Faraday effect and Kerr effect are both magneto optical effects sharing the same principles.
Experimentally, it was observed in the year 1845 by Faraday [Far46]. A linear polarized beam
transmitted through an optical medium, like glass, changed its polarization if a magnetic
field was applied into the direction of the light propagation. A similar effect, a change of
polarization of light which was reflected from a metal surface while a magnetic field was
applied parallel to the light propagation direction, was found in year 1876 by Kerr [Ker77].

The basic principle of the Faraday effect is shown in Fig. 3.3.5. A linear polarized light
beam can be understood as being composed of a phase matched equal amount of circular left
σ− and circular right σ+ polarized parts. In the light transmitting medium, the magnetic
field causes a circular birefringence n+ 6= n−, with n± the refractive index for respective
σ± polarized light, via off diagonal terms in the relative dielectric tensor εr and the relative
magnetic susceptibility tensor µr (n = √εrµr). The circular birefringence is proportional to
the magnetic field strength B, n± ∝ B. Consequently, the time of flight t± = c/n±l, with
l the path in the birefringent medium, differ for different polarization and causes a phase
difference of σ+ to σ− polarized light, so in total a rotation of the linear polarization axis,
which is the Faraday Rotation (FR). Empirically, the strength of the effect is characterised
with the Verdet constant V.
Similar to the retardation through the medium, a non equal circular absorption a± may occur,
a+ 6= a−. The unbalanced amount of σ+ to σ− polarization causes an elliptical polarization
of the transmitted beam, called Faraday Ellipticity (FE). Rotation and ellipticity are coupled
via the Kramers–Kronig relation ñ = n+ ıκ, with ñ the total refractive index, n the refractive
index, and κ the absorption.
The same principle, an unbalanced intensity and phase, in the polarization of a reflected
beam, named Kerr Ellipticity (KE) and Kerr Rotation (KR). Note, the circular and linear
polarization of a light beam can be described together as a set of Stokes parameter, a different
naming which is sometimes used in literature.
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In the time resolved pump probe experiments, the Faraday/Kerr effect is also present in the
absence of an external magnetic field. In the experiment, the polarized spins act analogue to
the magnetic field, i.e. the z projection of the spin is detected. Further, the Faraday/Kerr
effect is only sensitive to the energy band to which the probe beam is tuned n(λ), e.g. reflecting
an exciton or a trion resonance. For an exciton or a trion resonance, the expected spectral
dependencies of the Faraday(Kerr) effect differ. The Faraday (Kerr) ellipticity, signal is
following in both cases a bell and the rotation signal a dispersive shape [Gla12a; Fok10]. In
detail, exciton and trion resonance are distinguishable. The ellipticity peak for the trion
resonance shows a regular bell shape while the exciton resonance peak is following the form
of a second derivative of this peak. Also, the signs of exciton and trion resonance differ,
though this is difficult to identify in the experiment. In general the spectral dependence
of the Faraday/Kerr signal reflects the sum of the excited states and can be of a complex
shape [Fok10].

3.3.2.4 Extended Time Resolved Pump-Probe Technique

The extended time resolved pump-probe technique is used to achieve an extended time
measurement span exceeding the laser repetition rate TR = 13.2 ns, while maintaining the
same temporal resolution. To achieve this, both pump and probe beam need to be pulse
picked, with only pulse remaining in an interval of the desired time span, e.g. blocking of 4
pulses and only the 5th pulse being transmitted. If this would be done in the same manner
for both pump and probe, one would need a mechanical delay of several tens of meters to
probe the full timespan. However, the trick is to implement a trigger delay between the pulse
picking of pump and probe. In this case, an integer number of TR delays between pump and
probe pulses can be set. The measurements then can be sequenced in steps of scanning 13.2 ns
via the mechanical delay line and a followed increase of the trigger delay by 1 TR [Bel16].
Experimentally, this is realized by the combined use of a commercial pulse picker, on basis of
an AOM, pulse picking the probe together with an EOM pulse picking the pump beam. The
EOM can be driven with an arbitrary signal generator and the respective pulse picking signal
is triggered with a delay towards the probe pulse.

3.3.2.5 ODNMR Measurements with (TR)KR Detection

For the optical detection of the nuclear magnetic resonance (ODNMR), the time resolved
pump probe scheme was extended by a small radio frequency (RF) coil, placed on top of the
samples [Hei16; Sli90]. The RF coil consists of about 5 turns, ≈ 1 mm aperture and 5 mm
diameter. The RF coil is mounted flat on the sample surface with a magnetic field direction
parallel to the z-axis. The impedance of the RF coil is small compared to the internal
termination of the RF driver, so nearly frequency independent in the applied frequency
range of DC–10 MHz. The RF is driven by a constant voltage driver, whereas a voltage of
VRF = 10 V=̂BRF = 1.1 mT is used.

3.3.2.6 Time-Resolved Differential Reflectivity/Transmission

The time resolved pump probe scheme can also be used for the detection of the time resolved
differential reflectivity or transmission. In this case, not the spin polarization but the
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population is probed. Essentially, if a photon excites the sample, the sample is transparent
for the following photon. With the use of differential reflectivity/transmission, the time which
is needed for a followed excitation is probed.
For this, both pump and probe are linear polarized, which prevents spin polarization according
to the selection rules. For the pump beam, this is the only change. From the probe beam,
a beam is separated by a non polarizing beam splitter and used as a reference beam. It
is directed to the balanced photodetector and its intensity is levelled to be equal to the
reflected/transmitted probe beam while the pump beam is closed. The settings for the
modulation of the pump and probe beams are described in Sec. 3.3.2.

3.3.3 Spin-Flip Raman Scattering (SFRS)

Figure 3.3.6 Spin Flip Raman Scattering.
The incident photon (green arrow) with resonant
energy to a transition |0〉 to |1〉 may cause the
resident spin (red ball) to flip under emission or
absorption of a phonon (short, curved arrow).
The scattered light is either increased (purple
arrow) or decreased (orange arrow) in energy.

The basic principle of the spin flip Raman scattering (SFRS) is sketched in Fig. 3.3.6 [Hä91].
If a photon undergoes a scattering event with a spin, the spin may flip under emission
or absorption of a phonon. Then, the scattered light energy is either lowered (Stokes) or
increased (Anti Stokes) by the amount of energy difference of the two spin states. The
SFRS is only efficient for light which is resonant to the energy of a band to band transition
in the semiconductor, e.g. the optical band gap energy, which would allow one to observe
electron and hole spins. Further, the light needs to be polarized according to the selection
rules, circular (linear) for a magnetic field applied in Faraday (Voigt) geometry. While in the
ordinary Raman scattering, the shift in energy reaches several meV, in accordance with the
involved phonon [Ram28; Lan28], the shifts in SFRS are usually observed in the µeV scale.
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4
Carrier Spin Dynamics in FA0.9Cs0.1PbI2.8Br0.2 Bulk Single

Crystals

As first material of these studies, the carrier spin dynamics in bulk FA0.9Cs0.1PbI2.8Br0.2
(FA=formamidinium, CH(NH2)2) shall be presented. As discussed in the method section,
FA0.9Cs0.1PbI2.8Br0.2 has a tolerance factor close to one and a high chemical and crys-
tallographic stability [Jeo15; Zha21b]. An image of the sample is shown in Fig. 4.1.1a
repeated from Fig. 3.1.2. In this section it will be shown, that the carrier spin dynamics in
FA0.9Cs0.1PbI2.8Br0.2 single crystals are well observable and give a descriptive picture. Both
carriers, the electron and the hole spin dynamics will be observed simultaneously, and their
underlying couplings will be revealed by application of external perturbations, like a magnetic
field or a varied thermal environment. It will be shown, that hyperfine interaction of the
carrier spin with the lead nuclear spins is dominant.
The results presented in this section, were published in [Kir21b].

4.1 Basic Optical Properties

The FA0.9Cs0.1PbI2.8Br0.2 single crystals are of a deep black colour with a slight metallic
shimmer, suggesting a high light absorption in the visible range and a spectrally flat reflection
of the remaining light. The single crystals show rhomboid facets with partially not fully
evolved corners. The front facet was excited with a 3.05 eV (405 nm) continuous wave (cw)
laser for the photoluminescence (PL) excitation (see methods Sec. 3.3.1). The PL, recorded at
T = 6 K, Fig. 4.1.1a, shows a single peak emission, with an emission maximum at 1.495 eV, a
FWHM of 6.4 meV, and a broad low energy shoulder with a low intensity. While the main
peak can be assigned to the exciton emission, the origin of the low energy shoulder is less
clear. If the main emission is related to the recombination of free excitons, the emission at a
lower energy might be related to either bound excitons or shallow defects. The close vicinity
of the low energy shoulder to the main emission, with approximate only 5 meV separation
makes the emission of bound excitons more probable, as the energetic separation of shallow
defects is estimated to be higher [Mus21]. The exciton character is further proofed by a
measurement of the photoluminescence excitation (PLE). Here, the PL amplitude is studied,
in respect to its excitation energy. The PLE profile is shown in Fig. 4.1.1a. The PLE profile
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Figure 4.1.1 Linear spectroscopy of FA0.9Cs0.1PbI2.8Br0.2. a, Photoluminescence
(PL) (blue) and Photoluminescence excitation (PLE) (green) spectra at T = 7 K in absence
of magnetic field. PL spectrum was excited with λ = 750 nm (1.653 eV) laser power
0.5 mW, while for PLE the excitation energy is tuned and the intensity of emission intensity
at 1.495 eV recorded. In upper left corner a photography of FA0.9Cs0.1PbI2.8Br0.2 crystal
is shown. b, Time resolved differential reflectivity ∆R/R (black dots) for reflected laser
energy of 1.514 eV. Bi-exponential fit (dashed line) gives time constants τ1 = 0.45 ns
and τ2 = 5.4 ns. T = 6 K c, Time resolved photoluminescence intensity of line 1.49 eV
excited with 2.33 eV (10 kHz pulsed) laser (blue line), T = 1.7 K. Fit with 3 decaying
exponents gives τ1 = 0.2 µs, τ2 = 3.3 µs and τ3 = 44 µs. d Temperature dependence of
photoluminescence as 2D colour map. Excited with 2.541 nm. All individual spectra are
normalized on respective highest measured intensity.

can be described as a single peak on top of a step-like function. The peak maximum is
at 1.508 eV and the FWHM is 13.2 meV. The step-like profile can be described with a fit
function, inspired by the Fermi–Dirac statistics,

(
f(E) ∝ 1

exp (−(E−E0)/∆E)+1

)
, with resulting

in a central energy of E0 = 1.516 eV, a width ∆E = 5.9 meV, and an arbitrary amplitude A.
The difference of 13 meV between the PLE and the PL maximum is related to the Stokes shift
(see ≈ 97 cm−1(12 meV) Raman line observed in the orthorhombic phase of MAPbCl3 crystals
[TN20]). The differential reflectivity (∆R/R), giving a measure of the exciton population
relaxation time, is shown in Fig. 4.1.1b. A double exponential decay is seen, with a fast
component with a time constant of 450 ps, and a longer one with 5.4 ns. Further, the dynamics
of the photoluminescence was measured, Fig. 4.1.1c. The PL dynamics, measured with a fast
time of flight card and a pulsed 532 nm, 10 kHz laser source, shows a strong non exponential
decay with recombination times between 0.2 and 44 µs, exceeding by far the typical exciton
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recombination times, and being a characteristic for a slow recombination of spatially separated
carriers. Finally, the temperature dependence of the photoluminescence spectrum in a range
of 5–150 K is shown, in Fig. 4.1.1d as a colour map. Focusing only on the strongest emission
energy, the PL emission energy is for the range of 150 K down to 70 K almost constant and
then shifts monotonously from 70 K to 10 K, by about 30 meV, towards a lower energy. In
the range of 10 K to 5 K, the shift settles down and the maximum PL emission energy stays
constant at 1.49 eV. One should note a signature of a small splitting of the PL line around
70 K (a small drop in intensity in between the peaks, at 1.525 eV, identifies the presence of
two peaks), which could be an indicator of an occurred crystal phase change, e.g. as seen in
the PL spectrum of MAPbI3, Fig. 5.1.1. However, in the case of MAPbI3 the crystal phase
change is much stronger pronounced. Overall, the shift of maximum PL emission energy is
stronger than the corresponding thermal energy (kBT = 86.17 µeV · 150 K = 12.9 meV), and
can be fully attributed to a change of the crystal lattice, e.g. the lattice contraction leads to
an increased chemical bonding energy, which decreases in turn the distance of the valence
band anti bonding level (Pb 6s-I 5p) to the conduction band lead (6p) orbital.

4.2 Coherent Spin Dynamics of Electrons and Holes

With a measurement of the time resolved Kerr rotation or ellipticity, one turns from the
dynamics of a population to the magnetic, so carrier spin, dynamics. The measurements of
the carrier spin dynamics features several correlated aspects, thus some aspects will be needed
to be discussed before the experimental evidence can be shown. First, the general spectral
response of the carrier spins shall be shown, followed by a discussion of the spin relaxation in
terms of T1. Then, with a switch to a magnetic field applied in Voigt geometry, the carrier
g-factors and dephasing times T ∗2 will be discussed. Lastly, the hyperfine interaction will be
studied in terms of a dynamic nuclear polarization and related aspects.

4.2.1 Time-resolved Kerr rotation of electron and hole spins

The spectral dependence of the Kerr Rotation (KR) amplitude is shown in Fig. 4.2.1a. The
KR amplitude represents the amplitude of a time resolved KR (TRKR) signal at a time
equal to zero. In the TRKR, for both carrier spins, of electrons and holes, a signal can
be found. Both KR amplitudes follow an asymmetric dispersive profile, typical for the KR
response [Gla12a]. The KR amplitude maxima coincide for electron and hole, located at
1.512 eV for the maximum and 1.521 eV for the minimum. Though the KR amplitude
magnitude is not identical for electron and hole. While they are of the almost same strength
in the low energy region, they strongly differ for the high energy region. Interestingly, one can
find spectral positions, in between the conversion from positive to negative amplitude sign,
where the hole amplitude sign has already flipped but the electron amplitude not. The Kerr
Rotation amplitude is taken from measurements in Voigt geometry, as shown in Fig. 4.2.2,
which allow the carrier identification. The full spectral series of TRKR signals is not shown
here.

45



46 Chapter 4 Carrier Spin Dynamics in FA0.9Cs0.1PbI2.8Br0.2 Bulk Single Crystals

P
LE

 in
te

ns
ity

0 50 100 150
0

0.2

0.4

0.6

0.8

1

Time (ns)

K
er

r 
R

ot
at

io
n 

(a
rb

. u
.)

1.49 1.5 1.51 1.52 1.53 1.54

−0.5

0

0.5

1

1.5

Energy (eV)

K
er

r 
R

ot
at

io
n 

(a
rb

. u
.)

 T = 6 K 

a

T = 6 K

T
1 
= 45 ns

B
|| 
=100 mT

Pump Energy =

0 50 100 150 200 250

−0.5

0

0.5

1

Time (ns)

K
er

r 
R

ot
at

io
n 

(a
rb

. u
.)

1.513 eV
1.519 eV
1.521 eV
1.524 eV

T = 6 K
B

|| 
=100 mT

Pump energy=
1.513 eV

T
1,h 

= 27 ns

T
1,e 

= 430 nsb

c

hole

electron

Figure 4.2.1 Carrier spin dynamics introduction - Spectral response and spin
lifetime. a, Right, spectral dependence of time resolved Kerr Rotation amplitude at
t = 0 ps with magnetic field in Voigt geometry (θ = 90◦, ϕ = 0◦), B = 0.1 T, for electron
(red) and hole beats (blue) at T = 6 K. Left, PLE profile as in 4.1.1a for reference. b,
Spin dynamics in a magnetic field in Faraday geometry B‖ = 100 mT (dots) and T = 6 K
measured with extended pump probe technique (see methods 3.3.2.4). A mono-exponential
fit (line) gives T1 = 45 ns. A pump and probe laser energy of 1.513 eV was used. c,
Spectral series of spin dynamics in Faraday magnetic field B‖ = 100 mT (symbols), as
shown in panel b. With higher excitation energy, according to the spectral dependence of
the Kerr Rotation amplitude, shown in panel a, at an energy of 1.517 eV, the hole should
show a negative KR amplitude while the electron has positive sign. Indeed, a KR signal is
found (green squares) consisting of two components with opposite signs for the components.
However, as the magnetic field geometry and the excitation regime (regular pump probe in
a and extended pump probe in c) differs, the components can’t unambiguously assigned,
but the hole is taken as the earlier flipping and as the a higher amplitude component. The
data was fitted giving T1,h = 27 ns and T1,h = 430 ns.

4.2.2 Spin Relaxation Time T1

As a next step, the extended pump probe Kerr Rotation technique (exPP KR) was used to
determine the spin relaxation time T1, shown in Fig. 4.2.1b. The exPP KR signal was recorded
at a magnetic field in Faraday geometry of 100 mT, to ensure that the applied condition is
dominant in respect to any other perturbation fields, like nuclear fluctuations or else (see.
PRC curve Fig. 4.3.1). This allows a clean separation between T1 and T2 in a longitudinal
magnetic field, as T1 = T2 in absence of a magnetic field. A long decay is seen, which can be
fitted, in good agreement, with a single exponential curve, giving a carrier relaxation time T1
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of 45 ns at T = 6 K. The exPP KR curve was measured with a laser energy corresponding to
the maximum KR signal. In absence of a spin oscillation a carrier identification is difficult.
However, as it was shown, in Fig. 4.2.1a, the carrier amplitude sign changes at different
spectral positions for electron and hole spin. Hence, a carrier identification might be possible
with the analysis of the spectral dependence of the exPP KR signal, shown in Fig. 4.2.1c.
The exPP KR signal indeed follows roughly the spectral response as previously shown. The
signals have a fully positive amplitude for energies below 1.519 eV, are partially flipping at an
energy of 1.521 eV, and are fully negative above energies of 1.524 eV. Interestingly, the signal
for an energy of 1.521 eV, shows the presence of two individual components. Both components
are exponential damped curves, one with a high amplitude and a short time constant, the
other with a lower amplitude but a longer time constant. In comparison to the previously
shown KR amplitude spectral response, Fig. 4.2.1a, the spectral position of the amplitude
sign change, is slightly detuned, and also the total amplitude of the negative signal is higher
then before, which makes the comparison not strictly valid. Still, in general, the component,
which flips earlier with an increasing energy, shows also a slightly higher signal amplitude.
This gives rise to the assumption, that this component can be identified as an hole signal
and the second one as originated by electron. Following this assumption, T1,h = 27 ns and
T1,e = 430 ns. As this assignment is not without doubts, a general carrier relaxation time of
T1 ≈ 45 ns should be considered.

4.2.3 Spin Dynamics in Voigt Magnetic Field Geometry T ∗2 and Carrier g-factors

If a magnetic field in Voigt geometry is applied, the spin dynamics undergoes a Larmor
precession with an accompanied decay time (spin dephasing T ∗2 ). An exemplary time resolved
Kerr Rotation (TRKR) signal is shown in Fig. 4.2.2a, for a magnetic field B⊥ = 100 mT at a
temperature T = 6 K. The signal can be analysed with a Fast Fourier Transformation (FFT),
Fig. 4.2.2b, giving two distinct peaks. The lower frequency peak can be assigned to originated
from the hole spin, and the higher frequency peak from the electron spin beating. A slightly
more narrow peak width is seen for the hole spin as compared to the electron spin, suggesting, a
slightly longer dephasing time. This can be evaluated more precisely, if one fits the TRKR signal
with two damped oscillating components (TRKR(t) = ∑

m=e,hAm cos (ωmt) · exp (−t/T ∗2,m),
with m being either electron or hole, ωm the magnetic field dependent Larmor frequency, and
T ∗2,m the magnetic field dependent ensemble dephasing time). For this curve an electron g-
factor |ge| = 3.57 and T ∗2,e(100 mT) = 1.9 ns and for hole |gh| = 1.21 and T ∗2,h(100 mT) = 2.4 ns
can be evaluated. Although the KR signal is insensitive to the g-factor sign, the k · p theory,
as atomistic estimates, suggests a positive electron and a negative hole g-factor sign ge > 0,
gh < 0 [Yu16; Nes21].
The dependence of the TRKR signals, with a present spin precession, upon the magnetic
field magnitude is shown in Fig. 4.2.2c. With increasing magnetic field, the Larmor preces-
sion frequency increases and the spin dephasing rate accelerates. The carrier spin Larmor
frequencies, Fig. 4.2.2d, evolve linearly with the magnetic field and show a vanishing zero
field Larmor precession frequency (offset). The dephasing rate (1/T ∗2 ), Fig. 4.2.2e, follows a
linear dependence upon the magnetic field,

1/T ∗2 = 1/T ∗2,0 + ∆gµBB, (4.2.1)
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with the spread of g-factor ∆ge = 0.06 and ∆gh = 0.02 [Yak08]. The zero field dephasing time
is limited, by a non vanishing residual fields such as the nuclear field fluctuation. This is can
be seen by the saturating behaviour of T ∗2 , if the magnetic field approaches zero, Fig. 4.2.2f.
For electrons, T ∗2,0 = 8 ns, is longer than for holes, T ∗2,0 = 5.5 ns, as suggested by the higher
hyperfine interaction of holes compared to electrons. More on that in Sec. 4.3. Further the
long dephasing time, longer than the estimated exciton recombination time, combined with
the absence of a zero field Larmor precession frequency offset, and an inequality of the electron
and hole Kerr amplitude, denies the signal to be originated by excitons, but rather suggests
resident carriers, being weakly localized at different crystal sites, to be the origin [GA21]. The
weak localization of the resident carriers will be also evidenced by the relative low thermal
activation energy, presented in Sec. 4.2.4.
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Figure 4.2.2 Spin dynamics of resident carriers in Voigt geometry. a, Time-
resolved Kerr rotation signal at B⊥ = 100 mT (black). Superimposed spin beatings are
decomposed by fit and shown vertically shifted below, electron (red) and hole (blue).
T = 6 K. b, Fast Fourier transformation (FFT) spectrum of the KR signal in a. Low
frequency ωL,h = 11.30 rad ns−1 hole- and higher frequency ωL,e = 33.90 rad ns−1 electron-
peak are labelled correspondingly. c, TRKR signals for increasing magnetic field strengths.
Signals are shifted vertically for clarity and are not normalized. With increasing field,
the Larmor frequency grows and T ∗2 shortens. Note slight overtones in the signal which
indicate the presence of a minor additional contribution. As it is invisible in FFT, it is
neglected in the following. d, Larmor frequency dependence on magnetic field extracted by
fit from c (symbols). Linear fits (lines) give |ge| = 3.57 and |gh| = 1.21. {f} e, {inverse} T ∗2
dependence on magnetic field for electrons and holes (symbols). Note the logarithmic scale
for the magnetic field in f. Lines are fits along Eq. (4.2.1) with ∆ge = 0.06 and ∆gh = 0.02.
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4.2.4 Temperature Dependence
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Figure 4.2.3 Spin dynamics temperature dependence. a, TRKR dynamics for
temperatures from 6 K to 33 K at B⊥ = 100 mT (θ = 90◦, ϕ = 0◦). Data are shifted
vertically for clarity and are not normalized. Pump power is kept low at 0.5 mW. b,
KR amplitude at zero time delay versus temperature for electron (red) and hole (blue).
The KR amplitude is interpolated via a fit and not phase corrected. c, Temperature
dependence of T ∗2 (symbols). Lines are Arrhenius-fits with EA,e = 3.8 meV for electrons
and EA,h = 2.9 meV for holes.

In a magnetic field in Voigt geometry, a dependence of the TRKR signal on the bath
temperature was measured. In Fig. 4.2.3a, a corresponding series is shown. Starting from a
clearly pronounced signal in low temperatures, T = 6 K, the signal decreases and vanishes
already at earlier time delays, when the temperature rises. Already at a slightly elevated
temperature, of T = 15 K, the signal is almost absent. From the series, the KR amplitude
and dephasing times were extracted by fits, Fig. 4.2.3b–c. Indeed, the amplitude drops
rapidly, whereas a small discontinuity is seen around T = 15 K, which corresponds to a
careful sample readjustment. Which was needed, in order to compensate a small thermal
expansion of the sample holder. The dephasing time temperature dependence can be described
by an Arrhenius-like function 1/T ∗2 (T ) = 1/T ∗2,0 + w exp (−EA/kBT ), with a constant w
characterizing the strength of the carrier-phonon interaction (0.03 ps−1 for electrons and
0.06 ps−1 for holes), EA the activation energies (EA,e = 3.8 meV and EA,h = 2.9 meV), and kB
the Boltzmann constant. The activation energies quantify the carrier localization in shallow
potential fluctuations. In order to keep the influence of the pump laser-induced heating of the
charge carriers and the lattice low, the pump power was set to 0.5 mW.
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Figure 4.2.4 Carrier g-factor anisotropy. a {b}, TRKR signals within the Voigt-Voigt
(VV) {Faraday-Voigt (FV)} plane (B = 100 mT, θ = 90◦, ϕ scanned {B = 100 mT,
ϕ = 90◦, θ scanned}), T = 1.6 K, P = 10 mW. All curves are shifted vertically for clarity.
c–d, g-factor dependence on solid angle ϕ (blue), θ (red). inset, Sketch of magnetic field
orientation with respect to the incident light vector k. Red (blue) plane corresponds to
Voigt-Voigt (Voigt-Faraday) plane. ϕ = θ = 0◦ corresponding to B‖,z.

4.2.5 Carrier g-factor Anisotropy

Perovskite crystals undergo several phase changes when they are cooled down, e.g. leading
to an asymmetry in the lattice periodicity distance of the a, b and c-axis, Sec. 2.1.4. Thus,
also an anisotropic carrier g-factor might be expected, see theory Sec. 2.1.3. A measurement
series was performed, where the magnetic field vector length (B =

√
B2

x +B2
y +B2

z ) is kept
constant and only the angle towards the exciting beam direction k is rotated. The laboratory
spherical coordinate system is fully described by the following three coordinates: the magnetic
field vector length B, the horizontal angle θ, and the vertical angle ϕ, see sketch in Fig. 4.2.4c.
An angle of (θ = 0◦, ϕ = 0◦) equals a magnetic field aligned in Faraday geometry and the
Voigt geometry is given in the plane with θ = 90◦ under variable ϕ. The special Voigt field
direction B⊥ corresponds to (θ = 90◦, ϕ = 0◦).
Series of TRKR signals for the Voigt-Voigt plane (VV-plane) and Faraday-Voigt plane (FV-
plane) are shown in Fig. 4.2.4a-b, respectively. Remarkably, the TRKR signal stays almost
identical for the VV-plane and only shows a change in the FV-plane. In the FV-plane the
TRKR signal turns from two exponentially damped oscillatory signal (in Voigt geometry) into
a simple exponential damped signal (in Faraday geometry). The rise of an non oscillatory
signal is expected, as with inclining the magnetic field, the spin exhibits a constant projection
onto the z-direction, see Sec. 2.3.1 and Sec. 3.3.2.3. From the extracted Larmor frequencies,
the corresponding g-factors were directly calculated, assuming a vanishing magnetic field offset
and linearity of the Larmor frequency upon the magnetic field, Fig. 4.2.4c–d. However, as
the magnetic field vector length was chosen to be 100 mT, for the sake of long spin dynamics,
already small imperfections in the magnetic field installation, could give rise of a relatively high
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error. Thus, it is remarkable, that the g-factor anisotropy is not exceeding 3% for electrons
and 4% for holes. The results were additionally confirmed by spin flip raman measurements,
presented in [Kir21b]. The results show, that the orthorhombic phase of FA0.9Cs0.1PbI2.8Br0.2
single crystals, is only small distorted towards a cubic phase realization. Furthermore, the
knowledge of an isotropic g-factor and the knowledge of its spin dynamics in tilted magnetic
fields, will be used if one wishes to identify the presence of a dynamic nuclear polarization,
seen in the next section.

4.3 Carrier Nuclear Spin Hyperfine Interaction

One of the major spin interactions, even the dominant one, for localized carrier spins is the
hyperfine interaction. In particular for the hole spins, which exhibit an s-type orbital, the
hyperfine interaction with lead spins is supposed to be strong. In a first, step the nuclear
spin surrounding is measured via its passive influence, as providing a nuclear spin fluctuation
field BNF. This is seen as a remaining magnetic field spin perturbation, in the absence of
an external magnetic field. Next, a protocol will be applied to create a dynamic nuclear
polarization (DNP), giving rise to a net effective nuclear magnetic field, acting on the carrier
spins, the Overhauser field. Last, while a dynamic nuclear polarization is present, a radio
frequency is applied and tuned in resonance with the nuclear Zeeman splitting, which will
perpetuate the dynamic nuclear polarization, giving a nuclear isotope specific signature, and
enables one to identify the interacting nuclear spin species.

4.3.1 Nuclear Spin Fluctuations

Even in long time delays, the spin dynamics don’t vanish. The method of polarization recovery
and resonant spin amplification can be applied to gather clean informations about a long
prevailing spin system, even of time scales exceeding the laser pulse repetition time, without
overlap of short time scale signals and perturbation, e.g. photo generated carriers, complex
spin excitation protocols etc., see Sec. 2.5 and 2.7.
The resonant spin amplification (RSA) curve is shown in Fig. 4.3.1a (turquoise curve). The
RSA curve, measured in Voigt geometry, shows a complex shape, clearly composed of several
components. First, no sharp peaks are found but rather sinusoidal beatings, as assumed from
spin dephasing times below the laser repetition period. A combined analysis, with a fitting of
the RSA with four RSA curves (Eq. (2.7.1)), combined with a Fast Fourier Transformation
(FFT), Fig. 4.3.1b, reveals the presence of multiple contributing signals, of whom one can be
identified as originated from electron and one as hole signal by the respective g-factors. In
good agreement, with previous high field TRKR measurements, only a rather small spread
of g-factor magnitude is needed to be taken into account. In fact, for the electron and hole
signals, it was set to zero. However, at least two more components are superimposed to the
RSA signal, one with a g-factor of 1.37 and another with 1.94, both with a high spread of
g-factor, > 10%. Due to high spread of g-factor, they vanish at small magnetic fields and are
fully hidden in the TRKR signals. Further experiments need to be carried out, to identify
their origin.
The polarization recovery curve (PRC), obtained in Faraday geometry, shows a shape of two
superimposed Lorentzian type dips. The width of the PRC curves is proportional to the
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Figure 4.3.1 Resonant spin amplification (RSA) and Polarization Recovery
Curve (PRC). a, Kerr rotation signal at small negative time delay t− 10 ps, with swept
magnetic field in Voigt (RSA) and Faraday (PRC) geometry. Top, the PRC curve (purple)
is fitted by two Lorentzian dips (yellow line), with one narrow (HWHM= 1.4 mT) (dark
blue curve), and one broader (HWHM= 7 mT) (light blue curve). An indicator of the
FWHM is shown by the arrows. Both fitting components (light and dark blue) were
shifted vertically to the PRC curve amplitude maximum for clarity. The classification of
PRC components to a carrier type is not clear. Still, due to the smaller amplitude and
smaller hyperfine interaction of the electron in typical TRKR experiments, the narrow
component (2.9 mT) could be assigned to the electron while the broader with higher
hyperfine interaction and amplitude (14 mT) might originate from the hole. Bottom,
RSA curve (turquoise) with best agreement fit (yellow). The fit is composed from several
RSA curves. The hole component (blue) and electron component (dark red) are separately
plotted and shifted vertically for clarity. b, Fast Fourier Transform (FFT) of RSA signal
(a). The FFT axis of a RSA curve is natively in scale of B−1, here directly converted with
g = h/TRµBB, with 1/TR = 13.2 ns, the laser repetition frequency, into a g-factor scale. A
complex peak structure is visible, while peaks for electron and hole (g = 3.56 and g = 1.19)
are coloured. Note, the peaks at g = 1.37 and g = 1.94 correspond to additional RSA
components with a high spread of g-factor (> 10%), also used in the fit in a. The peak at
g = 2.55 was not found as separate component in the TRKR fitting, but is marked for its
clear separation.

strength of the nuclear fluctuation field BNF, thus the broad one can be related to holes and
the narrow one to electrons, BNF,h = 7 mT and BNF,e = 1.4 mT. One needs to note, the PRC
Kerr rotation amplitude and RSA KR amplitude don’t share the same amplitude scale in
Fig. 4.3.1. They have been measured, as for experimental reasons, ∗ on a slightly different
spot on the sample, and a slightly different quality of the reflected probe beam.

∗rotation of 7 T cryostat
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4.3.2 Dynamic Nuclear Polarization
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Figure 4.3.2 Dynamic nuclear polarization. a, TRKR signals in regime of dynamic
nuclear polarization (DNP), constant helicity excitation with σ+ (red) and σ− (blue) at
high pump power P = 30 mW, T = 1.6 K and oblique magnetic field B = 100 mT, θ = 60◦,
ϕ = 0◦. Both signals show pronounced differences in the hole beating frequency. The 2nd

minimum is indicated by an arrow. Note, naturally the Kerr Rotation angle would show an
opposite sign for σ+ and σ− excitation. For easier comparison, the signals were calculated
to show both positive t = 0 ps Kerr angle. Both curves were shifted vertically for separation.
b, KR signal for a fixed time delay of t = 0.5 ns and conditions as in a, only slightly lower
pump power of 20 mW. The signal represents the dynamics of the hole Larmor frequency
change with build up of an Overhauser field due to DNP. Sequence of polarization: 2 min
σ−, 40 s σ+, 2 min σ−. Repolarization of nuclei occurs with a time of 5.5 s. c, TRKR
measured at pump powers of 4–30 mW. The change of Larmor frequency ωL is traced for
the 1st and 2nd minima with purple dashed lines for the hole precession, and for the 5th

maximum for the electron with the green line. T = 1.6 K. Note, the opposite sign for the
change of the Larmor frequency of electrons and holes. For the holes the Larmor frequency
is decreasing while it is increasing for the electrons. d-e, Dependence of BN,e(h) on pump
power at T = 1.6 K (black) and 6 K (red), with magnetic field conditions as prior. Right
scale shows the change of Larmor frequency. Dashed lines give lines for the eye.

In the presence of a carrier spin polarization, not only an influence of the nuclear spin bath
on the carrier spins is present, but also the carrier spin polarization can lead to a nuclear
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spin polarization, the dynamic nuclear polarization (DNP), by carrier nuclear spin flip flop
processes. The nuclear spin polarization 〈I〉, see also theory Sec. 2.4, reads

〈I〉 = l
4I(I + 1)

3
B(B · 〈Se(h)〉)

B2 , (4.3.1)

with I being the nuclear spin, Se(h) the steady-state polarization of carriers induced by the
optical orientation, and l the leakage factor characterizing the losses of the nuclear polarization
due to relaxation processes other than the hyperfine coupling [Mei84; Abr94]. As seen, by the
scalar product B · 〈S〉, a perpendicular configuration of the magnetic field and the carrier spin
polarization (Voigt geometry) would not result in a build up of a nuclear spin polarization. In
a semiclassical picture, the carrier Larmor precession averages to zero, from the perspective
of the, far slower, nuclear spin dynamics. The maximal nuclear spin polarization could be
achieved in a pure Faraday configuration. However, in a pure Faraday geometry no Larmor
precession occurs, and one could not measure the amount of the Larmor frequency change,
as a result of the build up of an Overhauser field. Hence, as compromise, the magnetic field
is inclined from the Faraday geometry towards the Voigt direction, by an angle of θ = 60◦.
Further, the sign of the nuclear polarization depends on the sign of the carrier polarization,
i.e. the helicity of the pump beam. Thus, in order to avoid an effective averaging effect, it is
needed to install a constant helicity excitation and avoid, as commonly used, an excitation
with an alternating helicity. In Fig. 4.3.2a, two TRKR signals are shown, measured in similar
conditions, with only a changed helicity of the pump beam. While for the right circular
polarized light, σ+, within 3 ns, only two and a half oscillations for the hole spin precession
are observed. In case of the left circular (σ−) polarized light, the amount of oscillations is
tripled, seven and a half full oscillations are observed. For the electron spin precession, the
effect is weaker. A fit of the TRKR curves confirms a change of the hole Larmor frequency,
ωL,h = 16 rad ns−1 for σ− and 5 rad ns−1 for σ+, and for electrons ωL,e = 28 rad ns−1 for σ−
and 32 rad ns−1 for σ+.
The nuclear spin dynamics is assumed to be slow, and can be directly measured, when the
helicity of the pump beam is changed. In Fig. 4.3.2b, a slow exponential change of the DNP
with a time constant of τ = 5.5 s is shown. For this experiment, the KR signal was recorded at
a constant time delay of 0.5 ns and the pump helicity abruptly switched. The repolarization
time of nuclei is comparable to the times observed in III-V or II-VI semiconductors [Vla17;
Hei16].
According to Eq. (4.3.1), the nuclear polarization is further proportional to the carrier spin
polarization magnitude. An increase in the pumping power, as shown in Fig. 4.3.2c, leads to
an increase of the carrier spin polarization and thus also to an increase of the nuclear spin
polarization. In turn, it increases the Larmor frequency, due to the rising Overhauser field.
The change of the TRKR signal from a low pumping power of 4 mW towards high pumping
power of 30 mW is traced by dashed lines, Fig. 4.3.2c. A strong decrease of the hole Larmor
frequency is seen, while for the electron, it slightly increases.
From the Larmor frequency, the Overhauser field can be calculated, as halved Larmor frequency
difference between the helicities normalized with the corresponding g-factor

BN,h(e) = ~
gh(e)µB

ω+,h(e) − ω−,h(e)
2 . (4.3.2)
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The calculated values are shown in Fig. 4.3.2d–e. The Overhauser field for holes approaches
a value of up to 50 mT while for electrons, it reaches ten times less, up to 5 mT. This is
in accordance with the theoretical assumption of a higher nuclear interaction of holes as
compared to electrons. Further, the opposite directionality (sgn (BN,h) = − sgn (BN,e)) of
the Overhauser field is in line with the opposite carrier g-factor sign ge > 0 and gh < 0 for
FA0.9Cs0.1PbI2.8Br0.2, see Sec. 2.4.
Interestingly, the Overhauser field build up with excitation power is almost linear for electrons
while it shows a saturating dependence for holes. Further, an increase of the bath temperature
from T = 1.6 K to T = 6 K, leads to a damping of the Overhauser field experienced by the
hole spin after its saturation point. The damping of the Overhauser field is given by a change
of the leakage factor, depending on the temperature and the pumping power, see Sec. 2.4.
The different dependencies of the Overhauser field for electrons and holes show clearly, that
different nuclei affect them. Either the nuclear type needs to be different, or if the type is
identical, at least the electrons and holes need to be localized on different sites. Both scenarios
seem likely, therefore, in a next step, the nuclear type will be identified.

4.4 Optically-Detected Nuclear Magnetic Resonance
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Figure 4.4.1 Optically detected nuclear magnetic resonance (ODNMR). a,
ODNMR resonance of 207Pb for σ+ (red line) and σ− (blue line) pump measured at time
delay of t = 960 ps and pump power of 20 mW, T = 1.6 K, B = 100 mT (θ = 60◦ and
ϕ = 0◦) and radio frequency driving with URF = 5 V. Curves are fitted (dashed lines) with
single Lorentzian peaks, neglecting the visible comb like structure on the ODNMR signal.
The difference in central RF frequency for σ+ and σ− ODNMR curves are indicated by
vertical dashed lines and arrows show the Knight field BK. b, ODNMR resonances (average
value between σ+ and σ−) (dots) with linear fit (dashed line). The fit gives a slope of
8.80 MHz/T in accordance with the nuclear magnetic resonance frequency of 207Pb.

The polarized nuclear spins also exhibit a Zeeman splitting. As it is three orders smaller
than the carrier Zeeman splitting, µB = 57.65 µeV/T � µN = 0.03152 µeV/T, it ranges,
in a magnetic field of hundreds of millitesla, in the radio frequency range of kHz to MHz.
Such frequencies can be easily applied by small coils, giving a radio frequency excitation
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of the sample, see also Sec. 3.3.2.5 and the illustration in Fig. 4.4.2a. In the case if the
radio frequency is resonant to the specific Zeeman splitting of an isotope, these nuclear spins
get depolarized. Thus, the Overhauser field acting on the carrier spins decreases, and in
turn, a change of the carrier Larmor frequency can be observed. In Fig. 4.4.1, the signal
of such an optically detected nuclear magnetic resonance (ODNMR) experiment is shown.
A time delay of 960 ps was installed under conditions, where a DNP is present (θ = 60◦,
B = 100 mT, pump 20 mW either σ+ or σ−) and the radio frequency, with an amplitude
of 5 V, swept. A pronounced peak at 0.840 MHz for σ+ and at 0.880 MHz for σ− pump
helicity is observed. In average, the resonance occurs at 0.860 MHz, whereas the 20 kHz
difference can be attributed to the polarized carriers, providing an effective magnetic field,
the Knight field, of BK = 2 mT to the nuclear spins. The radio frequency peak, corrected
for BK, shifts in the magnetic field linearly, Fig. 4.4.1b, with a slope of 8.880 MHz/T. From
the abundant isotopes in FA0.9Cs0.1PbI2.8Br0.2, lead (207Pb) and iodine (127I) have a vacuum
nuclear magnetic ratio in the vicinity to the observed value, 207Pb of γ = 8.882 MHz/T
(natural abundance of 22.1%, IPb = 1/2) and 127I with γ = 8.578 MHz/T (natural abundance
of 100%, II = 5/2) [Dra83]. The gyromagnetic ratio of lead is closest to the experimental
value but also doesn’t match exactly. It is known that the gyromagnetic ratio, in a material,
may differ to the value in vacuum, e.g. shielding of the nuclear spins, known as chemical
shift, needs to be taken into account. For metallic lead, the chemical shift reaches values
up to -11 kppm, giving an effective gyromagnetic ratio of 8.784 MHz/T [Wra90]. Further,
in Fig. 4.4.2, it is shown, that the nuclear resonance occurs for hole spins. For hole spins,
a dominant interaction with lead, rather then with iodine, is predicted from the respective
orbital contribution, see Sec. 2.4.1. In conclusion, lead 207Pb spins can be identified as major
nuclear hyperfine interaction contributors. In the ODNMR signal, side peaks are seen. In the
magnetic field dependence, those side peaks show a constant separation towards the central
peak position, and don’t shift with the increase of the RF power, and only change if the RF
signal is amplitude modulated. As 207Pb has a spin 1/2, quadrupole effects and also, from
the absence of an RF power dependence, Rabi oscillations can be excluded. The satellite
peak distance is stable in all measured magnetic fields, so a specific RF resonance of the
coil is excluded. Overall, the origin of those side peaks is not clear yet. A comparable, but
not equal, phenomenon was discussed in the literature in the framework of a nuclear scalar
coupling [Aeb20]. The scalar coupling shows a much smaller separation of the side peaks and
seems not to be the origin for the side peaks observed in this work.
The full width half maximum (FWHM) of the ODNMR peak, ΓN, is not a result of the narrow
RF line width, but rather originating by the inhomogeneous broadening by the nuclear spin
dynamics. The nuclear spin dynamics can be estimated to T ∗2,Pb = 1/(πΓN) ≈ 3 µs [Jam75].

4.4.1 Time-Resolved Kerr Rotation Signals with Applied RF

The effect of a, carrier specific, depolarization of the DNP can be visualized by recording
of time resolved Kerr Rotation spectra with and without an applied resonant RF field,
Fig. 4.4.2a. Here, in a higher magnetic field of B = 750 mT, θ = 60◦ the ODNMR
resonance is obtained at higher frequencies of 6.66 MHz. The corresponding ODNMR
spectrum is shown in Fig. 4.4.2b. It was recorded for a time delay of 320 ps. The TRKR
spectra, Fig. 4.4.2a, were fitted and both electron and hole components separately plotted
in Fig. 4.4.2c-d. The Overhauser field acting on holes is significantly reduced with the
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Figure 4.4.2 Effect of RF on DNP. a, Example of time-resolved KR signals with (red)
and without (black) resonant RF radiation at 6.66 MHz for B = 750 mT and P = 25 mW
of σ+ polarized pump. T = 1.6 K. b, ODNMR resonance at given field, 200 kHz FWHM.
t = 320 ps. RF amplitude was amplified. c-d, Fit components after decomposition for hole
(c) and electron (d) at long time delays. For the hole (dashed red and black lines) the
difference is evident, while for the electron (solid black and dashed yellow line), no change
is visible. Dashed lines are with RF applied, solid without.

applied RF field, ∆BN = BN(no RF) − BN(with RF) = 14.3 mT, from an Overhauser field
BN(no RF) = −37.3 mT, corresponding to a change of 40%. For the Overhauser field acting
on the electron spins, the change is nearly invisible. The Overhauser field changes by 5% from
BN,e = 3.8 mT by an amount of ∆BN,e ≈ 0.18 mT.
The results suggest that the DNP arises from different isotopes. In the pump probe scheme,
a repetitive spin excitation is present. With a certain probability, a carrier spin excitation
affects a carrier close to a nucleus site where previously a carrier of the opposite type was
excited. For instance, an excited hole could flip with a lead isotope, relax and within the long
lifetime of the nuclear spin, an electron could be excited at a similar place, now interacting
with the excited nuclear spin and being affected by an Overhauser field. As the RF is affecting
all lead spins, and if the Overhauser field for an electron spin would be given by lead, the
same relative decrease of the Overhauser field with applied RF power should be observed as
for the hole spins. As this is not the case, it can be assumed, the Overhauser field experienced
by electron spins is most likely originated by the small s-orbital admixture of the halogen,
here iodine, spins.
The iodine spins are most likely less sensitive to a RF field as to their spin is higher than 1/2
and thus obtain a non zero quadrupole moment [Dra83; Piv20].
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4.4.2 ODNMR Anisotropy

2 2.2 2.4 2.6 2.8 3
RF (MHz)

K
er

r 
R

ot
at

io
n

θ = 90°

θ = 35°

<

40 50 60 70 80 90
0

0.2
0.4
0.6
0.8

1

θ (°)

A
m

pl
itu

de
 

40 50 60 70 80 90

−30
−20
−10

0
10
20

−10000

−5000

0

5000

10000

θ (°)

Δ
f 0 

(k
H

z)

Δ
f 0 

(p
pm

)

θ = 60°

B = 275 mTa b

c

Figure 4.4.3 ODNMR anisotropy. a, ODNMR signals (blue line) for different angles
θ of the external magnetic field, in horizontal plane ϕ = 0◦. B = 275 mT, T = 1.6 K,
P = 25 mW, 613 ps time delay and σ− pump polarization. All curves are shifted vertically
for clarity. The red dashed line shows a fit of the resonance with a Lorentz dip on top of
an offset. Resonance FWHM is 170 kHz. b, Amplitudes of the ODNMR signal normalized
to the maximum. c, Relative shift of the central ODNMR peak positon ∆f0 = fθ − f90◦ ,
f90◦ = 2.39 MHz. Right axis is linear scaled in parts per million (ppm).

Analogue to the g-factor anisotropy of carrier spins, also the nuclear spin gyromagnetic ratio
might be anisotropic, e.g. an anisotropic chemical shift might be present [Sha87; Nol77]. In
Fig. 4.4.3a, a series of ODNMR curves under rotation of the magnetic field angle, between
the Faraday and the Voigt geometry, in horizontal plane is shown. The set of curves was
measured at a time delay of 613 ps, with a magnetic field vector length of 275 mT, a bath
temperature of 1.6 K and a constant helicity of σ− 25 mW pumping. The curves were fitted
with a single Lorentzian type dip and the dip amplitudes and the central positions plotted
versus the magnetic field angle in Fig. 4.4.3b-c, respectively.
The amplitude shows a pronounced dependence over the magnetic field angle, peaking around
an angle of θ = 60◦, and decreases for both increasing and decreasing angles. This dependence
reflects the optimum, which needs to be found between Faraday and Voigt configuration for a
high DNP together with a good ODNMR detection. For the highest achievable DNP an angle
close to Faraday magnetic field is preferential, while for an optimal readout, an angle close to
Voigt magnetic field is optimal [Kal91].
The ODNMR anisotropy is shown as a difference to the ODNMR frequency at θ = 90◦,
∆f0 = fθ−f90◦(2.391 MHz), in Fig. 4.4.3c. Within an estimated experimental accuracy range,
the resonance frequency is nearly isotropic. As comparison, the ODNMR FWHM is 170 kHz
broad and the magnetic field reproducibility better then 0.5 mT (0.2%). However, with the
estimated ODNMR anisotropy, in the order of hundreds or thousand parts per million (ppm),
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a certain deviation from the isotropic behaviour is found. Still, no clear trend is visible, thus
one can consider the ODNMR resonance, and therefore also the nuclear gyromagnetic ratio,
as isotropic. This is in agreement with an isotropic s-type hole orbital and a lead spin of 1/2.

4.5 Summary/Discussion

For the first time, the carrier spin dynamics in a hybrid organic FA based lead halide perovskite
was observed. Both carrier spins of the electron and the hole were observed and show relatively
high g-factors. For the hole spins, gh = −1.21 and for the electron spins ge = 3.57. The
absolute values will be explained in Ch. 6 with the use of the modified Roth equation (Ch. 2).
The relatively long spin precession, T ∗2,0,e = 8 ns and T ∗2,0,h = 5.5 ns, exceeds the exciton
life time and can be attributed to resident carriers. The dephasing time was shown to be
affected by a magnetic field applied in Voigt geometry, with a characteristic spread of g-factor
∆g ≈ 1.7% and by temperature with a relatively low activation energy of EA = 2.9− 3.8 meV.
Further, in this study the hyperfine interaction was explored. A pronounced dynamic nuclear
polarization for holes and electron spins was observed. A measurement of an optically detected
nuclear magnetic resonance lead, to the identification of the lead nuclear spin as dominant
contribution. While the linear combination of the atomic orbitals suggests that the energy
level of the valence band is dominated by the halogen atoms, the observations of a dominant
hole spin interaction with lead spins suggest the dominant role of the lead 6s orbital at the
top of the valence band.
Interestingly, the gyromagnetic ratio of lead, observed by the ODNMR experiment, shows a
high chemical shift, which is absent in conventional NMR experiments [Aeb20]. Signatures of
the influence of the carrier surrounding onto the nuclear resonance were found, for instance
by the presence of a Knight field, shifting the nuclear magnetic resonance.
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5
Carrier Spin Dynamics in MAPbI3 Bulk Single Crystals

The discovery of the high quantum efficiency of methylammonium (MA, CH3NH3) lead
iodine bulk crystals (MAPbI3) motivated the proposal of lead halogen perovskites as solar
cell material [Koj09; Jeo21], and initial studies on the spin dynamics in polycrystalline
MAPb(Cl1−xIx)3 and MAPbI3 crystals [Ode17; GA21]. In this chapter, the carrier spin
dynamics in single crystalline MAPbI3 will be studied in a comprehensive manner. The spin
dynamics of electrons and holes will be identified, the g-factors determined and a pronounced
g-factor tensor anisotropy characterised. The spin dynamics exceeds nanoseconds and will
be discussed in terms of the times T ∗2 and T1. Interestingly, a pronounced dynamic nuclear
polarization was observed, with minute long dynamics. The findings for carrier spins will be
supported by an exciton g-factor and lifetime characterization. For the measurements three
samples were used. Two were of a high quality (1st and 2nd) while the 3rd showed a tendency
of polycrystalline domains. If not stated otherwise the results discussed in this chapter, were
obtained with use of the high quality 1st and 2nd sample. The results of the spin inertia and
temperature dependence of the T ∗2 , were measured on the 3rd sample. Historically, the 3rd

sample was the initial one which was studied. The results of the spin inertia and temperature
dependence of the T ∗2 for localized carrier spins assumed to be not strongly affected by a
possible multi domain structure of this sample. However, for the g-factor anisotropy and other
measurements a multi domain structure would have been crucial and thus were measured on
the 1st and as control on the 2nd sample. The results are submitted for publication [Kir22].

5.1 Basic Optical Properties

For the measurement of the spin dynamics, it is needed to cool down the crystals to low
temperatures. For MAPbI3, it is known that a phase transition occurs with cooling down.
Hence, as a first step it is important to understand the link between the reported room
temperature crystal characteristics and the low temperature regime. A robust tool is the
investigation of the photoluminescence (PL). In Fig. 5.1.1a, a series of PL measurements for
varying bath temperature is shown. The PL was excited with a 405 nm (3.05 eV) laser, using
an average power of 1.2 mW and dispersed with a grid with 1800 lines per mm, methods
Sec. 3.3.1. For a high temperature (e.g. T = 234 K), the PL signal shows a single bell shaped



62 Chapter 5 Carrier Spin Dynamics in MAPbI3 Bulk Single Crystals

no
rm

al
iz

ed
 P

L 
in

te
ns

ity

1.5 1.6 1.7
Energy (eV)

P
L 

in
te

ns
ity

 (
no

rm
al

iz
ed

)

37 K

234 K

161 K

10 60 110 160 210

1.5

1.55

1.6

1.65

1.7

1.75

1.8

0

0.2

0.4

0.6

0.8

1

Temperature (K)

E
ne

rg
y 

(e
V

)

te
tr

ag
on

al

orthorombic

a b

Figure 5.1.1 Temperature dependent PL. a, Photoluminescence spectra recorded for
T = 234 − 37 K. The spectra are shifted vertically for clarity. Spectra for 234, 161 and
37 K (orange, green and red) are filled and labelled. All curves were normalized to their
respective highest count. b, 2D colour map of PL spectra. The temperature regions of
high temperature, tetragonal, and low temperature, orthorhombic crystallographic phase,
are on the right and left side of the arrow and labelled respectively. Measured on the 2nd

sample.

peak centred at 1.560 eV with FWHM 58 meV. The shape is neither fully Gaussian nor fully
Lorentzian, but best represented by a Voigt profile, which numerically can be approximated
by a linear combination of both peak shapes with equal width and central line position
fVoigt = η exp [− ln (2)(E − E0)2/∆E2] + (1− η) + (1− η) · 1/(1 + (E −E0)2/∆E2), reflecting
a composition of numerous homogeneous and inhomogeneous line broadening effects. With
decreasing the temperature, the PL central position red shifts from T = 234 K to T = 161 K by
about 13.1 meV towards E0(161 K) = 1.547 eV. At a temperature of T = 155 K, an additional
peak at 1.659 eV appears, according to the 1st order phase transition of the tetragonal to the
orthorhombic phase. Indeed, both phases seem to exist simultaneously in the crystal close to
the transition temperature [Whi16]. For lower temperatures, the PL peak originating from
the tetragonal phase vanishes and only the orthorhombic one prevails. The orthorhombic
peak also red shifts with decreasing temperature, with a comparable rate of 0.16 meV/K, with
an end at T = 10 K at 1.634 eV. With decreasing temperatures, the PL width narrows with a
rate of 0.2 meV/K and a set of side peaks, located at lower energies, appears. The origin of
the side peaks is most likely from shallow defects, as it will be shown, that no polarization in
magnetic field will be observed for them. For illustration, a colour map representation of the
PL temperature dependence is shown in Fig. 5.1.1b. Note, the measurements below 40 K
have been carried out at a following day of those above, and thus a small mismatch in the
amount of sidepeaks is observed. It might happen that another spot on the sample was used,
an certain amount of defects, or stress relaxed over the time.
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5.1.1 Degree of Circular Polarization

−3 −2 −1 0 1 2 3

−200

0

200

B
F
 (T)

R
B
-R

0 
(µ

eV
)

1.625 1.63 1.635 1.64 1.645
Energy (eV)

∂R
/∂

E
 (

co
un

ts
/e

V
)

−3 −2 −1 0 1 2 3

−400
−200

0
200
400

B
F
 (T)

E
Z

 (µ
eV

)
g = 2.3

1.625 1.63 1.635 1.64 1.645
Energy (eV)

R
efl

ec
tiv

ity
 (

co
un

ts
)

R
0

R
B

E
Z

∂R/∂E
σ+σ-

σ+σ-

σ+σ-

σ+σ-

Τ = 10 K

B
F 
= 0 T

B
F 
= 3 T

B
F 
= 0 T

B
F 
= 3 T

a

b

e

c

d

f

Figure 5.1.2 Magneto Reflectivity. a, Reflectivity spectrum recorded at T = 10 K
using an unpolarized white halogen lamp and polarization resolved for reflected σ+ and
σ− polarized light (red/blue). Arrows with label ∂R/∂E symbolize the numerically
differentiation used for the curves in c-d. b, Signals of a split in Faraday magnetic field of
BF = 3 T. c-d, Signal shown in a-b were numerical differentiated to suppress (pseudo)
linear white light background emerging from the halogen lamp and to get higher contrast
for the saddle point identification. The dip maxima are labeled R0 and RB for zero
and non-zero magnetic field. e, Shift of energy positions R0 −RB versus magnetic field.
Splitting of energy lines is proportional to the Zeeman splitting EZ . The lines go linear and
show no visible quadratic term arising from a diamagnetic shift. f, Linear Zeeman splitting
(green dots) with linear fit (red dashed line). The fit gives a g-factor of 2.3. Measured on
the 2nd sample.

A reflectivity spectrum for T = 10 K is shown in Fig. 5.1.2a. A characteristic dispersive
profile is observed, with a width of 3 meV. For a simple and robust analysis, it is useful to
numerically differentiate the curve, shown in Fig. 5.1.2c. In this way, the signal converts into
a narrower single dip (the saddle point of the dispersive curve) which central position R0 can
be easily determined, R0 = 1.6369 eV. The measurements were carried out helicity sensitive,
either detecting only σ+ or σ− polarized light being reflected from the unpolarized, halogen
lamp, source. For zero magnetic field, the amount of light which is reflected in σ+ or σ− is
exactly the same. However, if a magnetic field in Faraday direction BF is applied, a splitting
between σ+ and σ− polarized reflection is appearing, shown for BF = 3 T in Fig. 5.1.2b
and the numerical differential in Fig. 5.1.2d. If the shift of the lines RB − R0, where RB
is the magnetic field depended numerically differentiated reflectivity dip, is traced via the
magnetic field a nearly linear rise for σ+ and a decrease for σ− is observed, Fig. 5.1.2e. The
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energy difference between σ+ and σ− reflects a Zeeman splitting with corresponding g-factor
g = EZ/(µBBF) = 2.3, Fig. 5.1.2f.
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Figure 5.1.3 Magneto Photoluminescence. a, Photoluminescence spectrum for
T = 10 K resolved for σ+ and σ− polarized light (red and blue). The spectra are shifted by
energy of PL peak maximum E0 = 1.63485 eV, for an easier identification of the Zeeman
shift. b, Evolvement of PL peak maximum with rise of magnetic field BF. Note for σ+, the
parabolic diamagnetic shift adds to the linear Zeeman term while for σ−, the Zeeman term
has reversed sign, hence both parts compensate each other resulting only in a small shift.
c, The PL spectra for σ+ and σ− polarization show a splitting of their energy maxima
(green arrow) and a difference in amplitude. The amplitude difference, i.e. the degree of
circular polarization (DCP), is treated in Fig. 5.1.4. The linear (Zeeman splitting EZ)
and parabolic term (Diamagnetic shift, Edia) in d and e. d, The Zeeman splitting (green
line) versus magnetic field is in good agreement with a linear fit with g-factor g = 2.3 (red
dashed line). e, The diamagnetic shift, calculated as the mean value of the polarization
resolved PL maxima, was fitted with a diamagnetic constant ∆dia = 15 µeV. Measured on
the 2nd sample.

The method of polarization resolved photoluminescence was applied for comparison. The
helicity resolved detection was kept in the same configuration, but instead of excitation with
a halogen white light lamp, a linear polarized 405 nm (3.06 eV) cw laser was used. The
excitation energy of the laser is so high, that all polarization characteristics initialized by the
excitation laser are assumed to be lost by the carrier relaxation down to the vicinity of the
band gap. In Fig. 5.1.3a, first a PL spectrum for σ+ and σ− detection for a zero magnetic
field BF = 0 is shown. Here, only on the small range in the vicinity of the main PL emission
(E0 = 1.6348 eV) is zoomed, giving a rather clean but broad peak. With increasing magnetic
field strength in Faraday direction (BF), the peak splits and the amplitudes become uneven.
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The difference in emission amplitudes is treated in the next paragraph, here the splitting
is analysed. The non-linear shift of each peak is shown in Fig. 5.1.3b, reflecting a linear
splitting according to the Zeeman splitting and a quadratic shift according to the diamagnetic
shift. As the first is helicity dependent and the latter not, one can easily separate both effects
by calculation of the average drift Edia = (Eσ+ + Eσ−)/2 − E0, with Eσ± the respective
peak energies (Fig. 5.1.3e), and the difference ∆EZ = Eσ+ −Eσ− (Fig. 5.1.3d). The average
drift is originated by the diamagnetic shift with a characteristic constant Edia = ∆diaB

2,
∆dia15 µeV/T2. The observed diamagnetic shift value is an order higher than the reported
values by absorption measurements [Bar20; Hir94; Tan03], with the most recent value of
3.5µeV/T2 [Miy15]. A diamagnetic shift of about 3±1 µeV can be also received from a fit of
the previously shown reflectivity data, Fig. 5.1.2, but is not shown explicit, as it is to inaccurate.

The discrepancy between the diamagnetic shift obtained in the PL and the reflectivity could
show that one resonance doesn’t originate from the exciton absorption or emission but rather
from something else, though a possible candidate is the appearance of an exciton with higher
radial quantum number (2s or 2p) [Bla18; Bar20]. As the diamagnetic shift is influenced by
several more factors only a deeper structure analysis could give an answer and is neglected
here [Bug86; Gal17; Gal16; Yu16]. Still more important, and experimentally remarkable, the
exciton g-factor of 2.3 for MAPbI3 single crystals, was confirmed even with usage of small
magnetic fields only.
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Figure 5.1.4 Degree of circular polarized photoluminescence emission. a, PL
spectra for T = 10 K resolved for σ+ and σ− emission. b, In a magnetic field, the polarized
PL emission splits and differs in amplitude. c, Spectral dependence of the DCP. From
zero DCP at BF = 0 T (red line), the DCP is growing with positive sign for B > 0 and
negative for B < 0. Each line represents a step of 0.2 T. The lines are shifted vertically
for clarity. Note, in the DCP peaks, which were present in the PL spectrum vanished. d,
The maximum amplitude of the DCP versus the magnetic field (blue dots). Two lines give
a theoretical estimate of evolving DCP according to Eq. (5.1.1) for T = 10 K and 1.6 K
(blue/red) with used g-factor 2.3 and κ = 1. Measured on the 2nd sample.

In Fig. 5.1.4, the magneto luminescence, previously shown in Fig. 5.1.2, is further analysed for
its amplitude dependence over the magnetic field, the degree of circular polarization (DCP).
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The DCP is calculated as DCP= (I− − I+)/(I− + I+). One finds for zero magnetic field an
absence of an amplitude difference, so no DCP, Fig. 5.1.4a, while for an increasing magnetic
field in Faraday geometry, an amplitude difference becomes apparent, Fig. 5.1.4b. Interestingly,
the low energy shoulder shows a much smaller difference, and also no relation to the specific
peaks is present. In Fig. 5.1.4c, the DCP for various magnetic fields is shown. The DCP shows
a smooth dependence in both, its magnetic field change, as well as its energetic dependence.
The lower energy features fully vanish and thus seem to originate from unpolarized trap states
or are phonon replica. The maximum DCP value is extracted and plotted in Fig. 5.1.4d.
A linear dependence is found which is in good agreement with the expected dependence
according to

DCP = κ tanh
(
gµBB

2kBT

)
(5.1.1)

, with κ being a fitting parameter, which could take into account the exciton lifetime, but is set
here to 1. κ = τ

τ+τs
, with τs the exciton spin-relaxation time and τ the exciton lifetime [Liu14;

Ivc18], typically τs � τ (τs < 10 ns). With a decreasing temperature, the slope of the DCP
should rise and saturate at smaller magnetic fields, which could be reached by the used magnet.
However, a measurement series performed at T = 1.6 K was not successful, and needs to be
further investigated.

5.2 Carrier Spin Dynamics

To turn to the spin dynamics in bulk methylammonium lead iodine, first of all, the Kerr
amplitudes derived from time resolved Kerr spectra are anticipated. In Fig. 5.2.1a–b, the
Kerr amplitude is shown for electron and hole spins, each taken with a time resolved Kerr
measurement, like those shown in Fig. 5.2.3, with a magnetic field applied in Voigt geometry
BV = 0.5 T and a helicity modulated σ± excitation at low temperatures T = 5 − 10 K.
The electron and hole spin amplitudes vary from series to series and are normalized on their
respective absolute amplitude maximum. The amplitude scale of a spectral series depends
on the specific measurement point on the sample, the chosen pump power and other factors.
However, the general spectral shape is independent on such factors and reflects the excited
states. For the electron spin, in Kerr Rotation, a 2.8 meV narrow (FWHM) bell shaped
dependence with a central resonance at 1.637 eV is obtained, just at the minimum of the
reflectivity spectrum, i.e. at energy of highest absorption, shown in the panel below. For the
hole spins, Fig. 5.2.1b, the Kerr Rotation shows a dispersive like profile. The ellipticity shows
a bell shape with a slight expression of M-shape. The spectral amplitude dependence of the
hole spin resonance is in good agreement with the theory, see Fig. 4 in [Gla12a], while the
electron resonance differs. The spectral dependence of both Kerr signals reflects a full set of
Stokes parameters. For the experiment, it is important to consider, that at a maximal hole
signal, the electron signal is minimal and vice versa. It is beneficial to use a slightly detuned
laser energy for the experiments and to optimize it according to the chosen experiment. The
presented results were obtained with use of the 2nd sample, but are in good agreement with
similar measurements on the 1st sample, which will be presented in [Kir22]. The 3rd sample
showed a superposition of multiple oscillating signals, a signature of a multi domain structure,
which will be not discussed in detail.
In Fig. 5.2.1c, a time resolved differential reflectivity measurement is shown recorded for a
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Figure 5.2.1 Carrier spin dynamics - Introduction. a-b, Spectral dependence of
electron (a) and hole (b) spin Kerr amplitude in terms of rotation (green) and ellipticity
(reddish). The amplitude corresponds to a spin beating at t = 0 ps in a Voigt magnetic
field of BV = 0.5 T at temperature T = 5 K and 10 K for TRKR and TRKE respectively.
Below, the reflectivity spectrum recorded at T = 8 K is given as reference. c, Time resolved
differential reflection ∆R/R. The experimental data (blue line) was fitted (red dashed line)
with a mono-exponential decay with an exciton lifetime TX = 300 ps. The laser was set to
EdR/R = 1.638 eV, indicated by the red arrow in the lower panel of b. Measured on the
2nd sample. The spectra are comparable to those obtained on the 1st sample [Kir22].
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pump and probe energy of 1.6377 eV. A single exponentially damped curve is observed with a
time constant TX = 300 ps, associated with the exciton lifetime.

5.2.1 Spin Relaxation Time T1 by Spin Inertia
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Figure 5.2.2 Spin Inertia. a-b, TRKR in zero magnetic field for pump powers of
P = 7.5 mW (a) and 20 mW (b) at T = 1.6 K. Experimental data (symbols) were fitted
with double exponential decaying curves (dashed lines). c, Spin Inertia curves for fixed
time delay (indicated by black dashed line in panel a) of 1.5 ns and pump power of 7.5 mW
and 20 mW (blue and red dots). Curves were fitted with Eq. (2.6.1) (dashed lines) and
respective times Ts inverted and plotted in the inset. inset, inverse T−1

s times versus
pump power P (blue dots) with linear fit (red dashed line). The offset of linear fit is
indicated by arrow and gives T1 = 37 ns. Measured on the 3rd sample.

The spin relaxation time T1 was measured with the spin inertia technique, Fig. 5.2.2. A
positive time delay of 1.5 ns was installed, higher than the exciton lifetime but still short
enough to not lack in sufficient signal amplitude, see Fig. 5.2.2a–b, where a double damped
exponential signal is observed, with time constants τ1 = 360–275 ps and τ2 = 2.1–1.8 ns,
depending on the respective pump excitation power †. The external magnetic field was turned
off, B = 0 T, and the temperature set to T = 1.6 K. Up to the MHz range of the pump
modulation frequency (f(σ+ ↔ σ−)), nearly no amplitude change is observed. A further
increase of the modulation frequency, up to the limit of the electro optical modulator of
20 MHz, leads to a decrease of the signal amplitude. According to the spin inertia theory, the
signal can be fitted with use of Eq. (2.6.1),

|L(fm)| = 2
π

n0|S0|√
1 + (2πfmTs)2 , (5.2.1)

†Note, for reasons unknown, in the used 3rd sample a slightly higher excitation energy of 1.6489 eV was used
instead of 1.638 eV. A detuning of 4 nm.
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giving a power dependent relaxation time Ts of 29.5 ns and 21.8 ns for 7.5 mW and 20 mW
pump power, respectively. The dependence of the inverse relaxation time T−s 1 over the power
P is Ts(P )−1 = GP + T−1

1 , with the spin generation rate G and the time T1. A generation
rate of G = 1 mW−1µs−1 and T1 = 37 ns is fitted.

5.2.2 Spin Precession - Dephasing Time T ∗2 and Carrier g-factor Characteristics
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Figure 5.2.3 TRKR resolved spin precession. a, TRKR signal (black dots) for a
magnetic field of vector length B = 0.5 T and an angle towards the light propagation
direction θ = 60◦ and ϕ = 0◦ (tilted 30◦ out of pure Voigt geometry at T = 7 K). The
observed superimposed spin beatings are decomposed by fit (orange dashed line) in hole
and electron beatings (blue and red line). The curves are shifted vertically for clarity. The
fits give for holes ωL,h = 29.33 rad ns−1, T ∗2,h=2.26 ns while for electron ωL,e = 119.94 rad
ns−1, T ∗2,e=0.48 ns. b, Fast Fourier Transform (FFT) of TRKR signal shown in a (red
dotted line). Arrows indicate hole and electron Larmor precession frequencies. FFT and fit
are in good agreement. Note, the observed peak at 60.26 ns−1 is a FFT artefact, originating
by the finite measurement interval which gives rise to components resulted by FFT of
square like signals (the second harmonic 2ω of ωL,h). c, Temperature dependence of T ∗2
of hole spins for B = 0.5 T in Voigt geometry (θ = 90◦, ϕ = 0◦) (red open squares). The
data is fitted with an Arrhenius-like function (dashed line). a-b, Measured on the 1st and
2nd sample with an identical result and on 3rd with a comparable result. c Measured on
the 3rd sample.

The electron and hole spins can be distinguished by their specific coupling to magnetic fields
via their characteristic g-factors. In a pump probe experiment, with a magnetic field aligned
in Voigt geometry, the spin precession can be made visible. In Fig. 5.2.3, a time resolved Kerr
Rotation spectrum is shown. Anticipating the main g-factor anisotropy axis, the magnetic
field solid angle is rotated out of the Voigt geometry horizontally by 30◦ towards the Faraday
geometry, θ = 60◦. Two oscillating components can be observed. A decomposition by a fit
gives a hole spin component with ωh = 29.33 rad ns−1, T ∗2,h(B = 0.5 T) = 2.26 ns and an
electron spin component with ωe = 119.94 rad ns−1, T ∗2,h(B = 0.5 T) = 0.48 ns. The finding
can be further emphasized by a Fast Fourier Transformation (FFT), Fig. 5.2.3b. In the FFT
(absolute of real and imaginary part), two clear resonance are found, in accordance with the
fitted frequencies and widths (being proportional to inverse T ∗2 ). Further, a third peak in
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between at ω = 60 rad ns−1 is seen. For this frequency, no oscillation is present in the TRKR
signal and the peak in the FFT disappears, as soon the damped oscillatory sinus of the hole
spin is subtracted from the TRKR signal (baseline operation). The ω = 60 rad ns−1 peak in
the FFT can be fully attributed to a harmonic of the hole frequency (ωh = 29.3 rad ns−1),
which appears from the step like ending of the TRKR signal. Further, in Fig. 5.2.3c, the
temperature dependence of the hole spin dephasing time is shown. The drop of T ∗2 follows an
Arrhenius-like activation function, 1

T ∗2 (T ) = 1
T ∗2,0

+R exp
(
−EA
kBT

)
, with T ∗2,0 the spin relaxation

time without temperature effects, R the relaxation rate, and EA the activation energy. The
corresponding TRKR series was measured a bit different than the previous in TRKR example.
The 3rd sample was used, the magnetic field was set to BV = 0.5 T in pure Voigt geometry
and as consequence of the temperature dependence the signal was less stable. Hence, the
absolute numbers of the dephasing time are a bit smaller and the relaxation time without
temperature effects reaches only T ∗2,0 = 2.3 ns. More important is the observation that, as like
in bulk FA0.9Cs0.1PbI2.8Br0.2, again the TRKR signal vanishes for temperatures above 30 K,
which is expressed by an activation energy of EA = 1.3 meV. The activation energy for the
electron spin was not analysed, due to the low signal quality.

Additionally, on 1st and 2nd sample, a magnetic field series with an azimuthal angle of θ = 60◦
and one with θ = 150◦, with a zero altitude ϕ = 0◦ for both were performed, at T = 7 K,
Fig. 5.2.4. To start with θ = 60◦, Fig. 5.2.4a, the magnetic field series shows an acceleration
of the spin precession beatings and an earlier disappearance of the signal with rising magnetic
field. Motivated by the 90◦ symmetry of g-factor, a second series an azimuthally rotated
field θ = 150◦ was performed. The TRKR signals were fitted and the corresponding Larmor
frequencies for electron and hole spins plotted in Fig. 5.2.4c–d and the corresponding T ∗2 in
Fig. 5.2.4e. The non oscillating components, damped exponentials, arising from a magnetic
field vector component along the z-axis are neglected here. The Larmor frequency shows
a strict linear dependence in the measured magnetic field range. The extrapolation to a
zero magnetic field shows a vanishing frequency offset, which was also proven by additional
measurements under different magnetic field angles, not presented here. The minimal measured
Zeeman splitting is as low as 9.5 µeV at 0.5 T for θ = 150◦. The linear dependencies of the
Larmor frequency gives for the hole spin gh,θ=60◦ = 0.68 and gh,θ=150◦ = 0.33, while for the
electron spin ge,θ=60◦ = 2.78 and ge,θ=150◦ = 2.56. The drop of T ∗2 with an increasing magnetic
field is best expressed by the linear dependence of the inverse (T ∗2 )−1, Fig. 5.2.4f, according
to (T ∗2 )−1 = (T ∗2,0)−1 + ∆gµBB. The value T ∗2,0 expresses here the extrapolated time at a
zero magnetic field, which needs to be taken with care, as the natural zero magnetic field
limit is provided by a non vanishing nuclear fluctuation field. Thus, in Fig. 5.2.4e, instead
of an unlimited rising of T ∗2 , a saturation should be observed. The spread of g-factor is
found to depend also on the magnetic field angle. For the hole spin ∆gh,θ=150◦ = 0.003 and
∆gh,θ=60◦ = 0.008, while for the electron spin ∆ge,θ=150◦ = 0.03 and ∆ge,θ=60◦ = 0.04. It is
worth to note, the relative spread of g-factor ∆g/g is isotropic and for both carriers about 1%.
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Figure 5.2.4 Carrier spin dynamics - Magnetic field dependence. a-b, TRKR
spectra for rising magnetic field magnitude under an angle of θ = 60◦ and θ = 150◦
respectively, with each ϕ = 0◦ (horizontal plane). For both measurement sets, T = 7 K.
c-d, Dependence of Larmor frequency on magnetic field for (c) hole, (d) electron, with
symbols for experimental data (full symbols for θ = 60◦, open for θ = 150◦) with linear fits
(dashed lines). Values of fitted g-factors are given in panel (colour coded). e {f}, {inverse}
dephasing time T ∗2 over magnetic field (symbols) and fits (dashed lines). From the linear
dependence of inverse T ∗2 , a more precise evaluation can be performed. Values for the
spread of g-factor ∆ge(h) noted in panel. Measured on the 1st sample with an additional
control series on the 2nd sample.

5.2.3 g-factor Anisotropy

In the previous section, in Fig. 5.2.4, a g-factor anisotropy in the azimuthal plane between
θ = 60◦ and θ = 150◦ was observed. Indeed a smooth transition of the g-factor values between
this angles exist. In Fig. 5.2.5a, a TRKR series for different horizontal angles is shown.
Starting from a signal with two oscillating components, with an increase of the magnetic field
tilt angle closer to the Faraday geometry, a non oscillating component becomes dominant.
The non oscillating component does not affect the precession frequency and is neglected. More
important, a significant change of the Larmor precession frequency of the slower oscillating
component, the hole, is observed. If to trace the third negative beating over the magnetic
field angle, it continuously shifts from >1 ns at θ = 150◦ towards ≈0.5 ns at θ = 240◦, see
the circular markers in Fig. 5.2.5a. As optimum between the magnetic field accuracy (less
sensitive to small perturbations if it is higher) and a reasonable signal strength (accelerated
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Figure 5.2.5 g-factor anisotropy. a, TRKR series with different angles (θ in Faraday
Voigt plane [FV]) and ϕ = 0◦ constant. Magnetic field magnitude B = 0.5 T and
Temperature T = 7 K. The minima of the 3rd hole beating are indicated by open circles for
each curve. The curves are shifted vertically for clarity. b-c, g-factors of electron and hole
spins collected from the respective TRKR series like presented in a via fit. With black
open symbols for, θ horizontal Faraday Voigt plane (FV) (azimuthal angle), and ϕ vertical
Voigt Voigt plane (VV) (altitude angle). Note, angles of VV plane where shifted by an
offset of 90◦ in order to have the same Voigt x-axis for both curves at angles 90 and 180◦.
Green and blue symbols referring to g-factors evaluated from series in Fig. 5.2.4a. d-e,
three dimensional representation of g-factors for hole and electron, with stars measurement
data and coloured volumes best approximation calculations representing the measurement
data for illustration. With radius and colour proportional to g-factor value. A sketch of
experimental geometric configuration is given inside, with ~k the direction of light incident,
Bx,y,z the laboratory frame magnetic field directions. Measured on the 1st sample with an
additional control series on the 2nd sample
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dephasing with increasing magnetic field) a vector length of B = 0.5 T was chosen. The
measurements were carried out at a temperature T = 7 K.
The curves were fitted and the corresponding g-factors depicted versus the respective magnetic
field angle, the open markers in Fig. 5.2.5b–c. Simultaneously the g-factor values for a
Voigt (x-axis) to Voigt (y-axis) magnetic field rotation series are included (full markers, the
respective TRKR series is not shown). For both electron and hole spins, an anisotropic
g-factor dependence is found

g =
√

(gzz cos (θ) cos (ϕ))2 + (gxx sin (θ) cos (ϕ))2 + (gyy sin (ϕ))2 (5.2.2)

. Remarkably, the g-factor symmetry does not coincide with the laboratory frame axis defining
Voigt geometry, Faraday geometry and so on. Instead, the horizontal angle θe(h) needs to be
rotated by θh → θ + 57◦ in order to match the hole g-factor maximum and θe → θ + 33◦ for
electron g-factor maximum. In the Voigt Voigt plane, further ϕe(h) needs to be replaced by
both ϕh → φ+ 54◦ and ϕe → ϕ+ 54◦.
A three dimensional interpolation surface, Fig. 5.2.5d–e, illustrates the g-factor anisotropy.
For the hole, a peanut like shape with oblique symmetry axis is observed while for electron
the shape is more sphere like and only slightly elliptical. The g-factor tensors

ge =

2.56 − −
− 2.46 −
− − 2.80

 , and gh =

−0.71 − −
− −0.44 −
− − −0.28

 (5.2.3)

were found.

5.2.4 Dynamic Nuclear Polarization (DNP)

For low temperatures, in the regime of a localized carrier, the interaction with nuclear spins is
dominant. While for most situations, a build up of nuclear polarization is suppressed, to study
the nuclear spin interaction, it is also possible to drive the nuclear spins out of equilibrium
and to induce a dynamic nuclear polarization (DNP). The DNP can be achieved if a constant
helicity for the carrier spin excitation is used and the magnetic field is rotated towards
Faraday direction. In Fig. 5.2.6a, an experiment is shown where the magnetic field angle
was rotated out of Faraday geometry to horizontal Voigt geometry by an angle of θ = 60◦,
magnetic field vector length 0.1 T, 15 mW pump excitation, whereas the corresponding
helicities are colour-coded. The signals for σ+ and σ− excitation show both two oscillating
components of roughly a similar amplitude and enveloping damped exponential curve. The
smaller frequency beating, from hole spins, however, shows a significant change between the
two helicities, for σ+ it is slower than for σ−. For the faster oscillation, the electron spin,
the frequency dependence is reversed, slower for σ− than for σ+. All four frequencies are
extracted by fitting and plotted separately. The frequency difference ∆ω = ω+ − ω− can be
directly related to the appearance of an Overhauser field BN due to the presence of a dynamic
nuclear polarization. The Overhauser field adds or subtracts to the external magnetic field,
increasing or lowering the carrier Larmor precession. The Overhauser field can be calculated
to BN,e(h) = ∆~ω/(2ge(h)µB), with ge(h) the absolute electron and hole g-factors ge = 2.7
and gh = 0.5. Note, for calculation, the g-factor sign was not taken into account in order to

73



74 Chapter 5 Carrier Spin Dynamics in MAPbI3 Bulk Single Crystals
a

0 1 2 3 4
Time (ns)

K
er

r 
R

ot
at

io
n 

hole

electron

σ+σ-

0 5 10 15 20
Time (min)

K
er

r 
R

ot
at

io
n

σ+→σ-

Τ
1,N 

= 16 min

b ca

σ- σ+

σ-σ+

B
N,h 

= 10.8 mT

B
N,e 

= -1.7 mT

Figure 5.2.6 Dynamic nulcear polarization (DNP). a, TRKR signals (red, orange)
for constant σ− or σ+ polarization of pump beam, respectively. Magnetic field is inclined
B = 100 mT, θ = 60◦, ϕ = 0◦, T = 1.6 K, under strong pump beam intensity with
P = 15 mW. The curves were fitted with two superimposed oscillating components, which
are plotted individually, vertically shifted below. The difference in oscillation frequencies for
σ− to σ+ (hole light blue and dark blue, electron light green and dark green) originates from
dynamic nuclear polarization. The DNP gives rise to an Overhauser field BN,e(h) increasing
or lowering the Larmor precession, see sketch in panel b. The calculated Overhauser
fields are BN,h = +10.7 mT and BN,e = −1.7 mT. b, sketch of the process of DNP. If
the carrier spin polarization S (green arrow) has a non zero projection onto the magnetic
field direction B (black arrow) with azimuthal angle θ 6= 90◦, a nuclear spin polarization
I occurs (blue arrow) in direction of B. If the carrier g-factor is positive (electron case)
a nuclear polarization parallel to B, for σ+ pump polarization, gives rise to an additive
Overhauser field BN and to a subtractive one in the anit-parallel case. The situation is
vice versa for a negative g-factor, hole case, for parallel I to B, the Overhauser field is
subtractive while it is additive for anti-parallel orientation. c, a constant time delay was
installed, t = 3.4 ns, with conditions as in a and the pump polarization rapidly changed by
rotation of a λ/4 retarder from σ+ to σ−, while the Kerr signal was recorded. The change
of the polarization causes a rapid flip of the polarization sign accompanied by a slower
continuous shift as the nuclear polarization reverses. The curve follows a mono exponential
decay with a time constant t = 16 min, being representative for the nuclear lifetime under
illumination. Note, the KR zero amplitude level is in the middle of the graph but likely
originates from scattered light and is not shown. Measured on the 2nd sample.

illustrate the directionality of the Overhauser field, and the values taken as average values
between the anisotropy axis.
The sketch how the DNP builds up, is shown again in Fig. 5.2.6b for convenience and a
detailed explanation is given in the theory Sec. 2.4.
The nuclear dynamics is assumed to be much slower than the carrier dynamics, and may even
reach minutes or hours. In a simple experiment, it can be measured for the present case. A
time delay of 3.43 ns was fixed and, rapidly, the laser polarization changed from σ+ to σ−
while the Kerr signal is recorded over time. A rapid change, as for the carrier polarization
change, is observed, followed by a slow decaying signal, as the Larmor frequency of the hole
spins change when the DNP builds up. The time constant was fitted with an exponential,
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giving a time constant of T1,N = 16 min, which can be assumed as longitudinal nuclear
relaxation time. Note, in literature, typically the nuclear relaxation time is distinguished
between a relaxation time in darkness and one under illumination, i.e. in presence of a carrier
polarization background. The relaxation time in darkness was not measured here [Hei16].

5.3 Summary/Discussion

A pronounced carrier spin dynamics in MAPbI3 single crystals was observed. In fact, the
spin dynamics are comparable with FA0.9Cs0.1PbBr0.2I2.8 single crystals. Both show a spin
relaxation T1 of tens of nano seconds and a dephasing on the nanosecond scale. For both,
a low activation energy and about 1% spread of g-factor were observed. Also, the dynamic
nuclear polarization was achieved, giving rise to an Overhauser field of 10.8 mT and −1.7 mT
for hole and electron spins, respectively. Interestingly, the build up time of a the DNP is on a
scale of minutes in MAPbI3, and significantly prolonged in respect to the seconds time scale
observed for FA0.9Cs0.1PbBr0.2I2.8 single crystals.
The most astonishing aspect arises from the carrier g-factor anisotropy. Both carrier g factors
show a pronounced anisotropy, being close to each other in absolute numbers between 0.3 –
0.5, but strongly differ in relative terms. Further, the main g-factor symmetry axis are tilted in
respect to the laboratory frame. While a theoretical estimate, eqs. (2.1.12-2.1.15), suggests an
interconnected g-factor anisotropy between the electron and hole by a conduction and valence
band mixing, and can provide an understanding of the similar absolute g-factor anisotropy
values (the tilting of the g-factor symmetry axis need to originate from a different source, not
clarified yet). One reason might be a hidden crystallographic phase transition to a monoclinic
system, or the misidentification of the front facet pointing along (200) and in fact being (112),
as discussed in Sec. 3.2.5.1, or it might originate from a non orthogonal reorientation of the
crystallographic axis, in the phase transition from tetragonal to orthorhombic system. The
latter is backed from observation of [Whi16], where it was shown that from the tetragonal
case with a = b < c, the axis configuration changes to a ≈ b � c and an explicit rotation
matrix is even given in [Swa03]. Still, this matrix could not fully explain the transition. One
still would need to assume, that the crystal had an initial rotation of 45◦ in the vertical plan.
This is plausible, as the crystal was oriented with a corner pointing upwards. To conclude,
no scenario could be ruled out yet. Still the experimental evidence is solid, and the g-factor
anisotropy needs to be taken into account if to consider the carrier spin dynamics in MAPbI3
single crystals.
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6
Unified Perovskite Lead Halide Carrier g-factor

On basis of the measured single crystals, a prove of the modified Roth equation, describing
the g-factor dependence in perovskites (Eqs. (2.1.8,2.1.9)), can be given. For the analysis,
additional evaluations of the carrier g-factor values in other materials, e.g. of CsPbBr3 [Bel19],
were taken into account. The results will unify the all inorganic and hybrid organic inorganic
lead halide perovskites via a shared value of the spin orbit coupling and value of the interband
momentum. The results will be published in [Kir21a].

6.1 Experimental Results

The obtained g-factor values for several perovskite materials, in a wide range of visible band
gap energies, are summarized in table 6.1.1. To start with the electron g-factors, the values
for all compositions are above or close to the free electron g-factor of g = 2.0023, with a trend
of decreasing g-factor with an increase of the band gap energy. The hole g-factor instead rises
with increasing band gap energy, starting from negative values in the infrared region, crossing
zero at about 1.8 eV (red), to a positive value. The assignment of the g-factor sign was backed
by DNP measurements and the analysis of the exciton g-factor, composed of the sum of the
electron and hole g-factor.
The anisotropy of the electron and hole g-factors in perovskite lead halide crystals tends to

Table 6.1.1 Electron and hole g factors for lead halide perovskite crystals at cryogenic
temperatures. Minimum and maximum values are presented together with the degree of
anisotropy defined as Pe(h) = 100% × (gmax − gmin)/(gmax + gmin). Note, the values for
MAPbBr1.5Cl1.5 and FAPbBr3 are so far unpublished and should be taken with care.

Material Eg (eV) ge Pe gh Ph Comments
FA0.9Cs0.1PbI2.8Br0.2 1.527 +3.48 to +3.60 2% −1.15 to −1.22 <4% isotropic

MAPbI3 1.652 [Gal16] +2.46 to +2.98 10% −0.28 to −0.71 43% anisotropic, tilted
FAPbBr3 2.189 +2.47 to +2.49 0.4% 0.37 to +0.39 2.6% isotropic
CsPbBr3 2.352 [Bel19] +1.69 to +2.06 10% +0.65 to +0.85 13% anisotropic

MAPbBr1.5Cl1.5 2.592 +1.47 – – SFRS
CsPb(ClxBr(1−x))3 2.8 – +1.1 – Nanocrystals
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Figure 6.1.1 Unified lead halide carrier g-factor. a, Electron and hole g-factors
versus band gap energy. For each material, the larger value corresponds to electrons the
lower to hole g-factor. Theory curves of g-factor band gap dependence, after Eq. (2.1.8)
and Eq. (2.1.9), are indicated by lines. b Theory curves as in a together with sum the
curve of electron and hole g-factor, representing the exciton g-factor (purple dashed line).

depend on the first cation, A side of APbX3 composition, though for a precise evaluation,
more perovskite compositions would be needed to be taken into account. One can see a
remarkable isotropy of the g-factors, for FA based materials both in absolute and relative
numbers. For caesium as the A cation, only data for one single crystalline sample is available,
which shows the next higher anisotropy compared to FA and MA. The highest anisotropy
values are observed for MA based crystals, where even the axis of the g-factor symmetry can
tilt, see the discussion in Sec. 5.3. Note, the samples MAPbBr1.5Cl1.5 and CsPb(ClxBr(1−x))3
were not included in the considerations as for the first, only a single magnetic field axis spin
flip Raman scattering measurement is available and the second is a nano crystalline sample
which will be discussed in next section.
The obtained values are shown in Fig. 6.1.1a. For illustration, the colour code was chosen to
identify the material, while the marker was chosen to represent the A cation (FA,MA,Cs),
the spin species, either electron or hole, and anisotropic value is only indicated by its value.
Theory lines, following the equations (2.1.8) and (2.1.9)

gvb = 2− 4p2

3m0

(
1
Eg
− 1
Eg + ∆

)
(6.1.1)

gcb = −2
3 + 4p2

3m0

1
Eg

+ ∆g (6.1.2)

, with parameters ~p/m0 = 6.8 eV Å, −2
3 + ∆g = −5

3 and ∆ = 1.5 eV, are depicted†. The
measured values are in good agreement with the theory curve. The anisotropy of each material
gives a value range for the g-factors of each material, which is small compared to the general
trend of g-factors.. The theory curves are also summed to form the exciton g-factor value,
with gX = gvb + gcb. Interestingly, the strong bending of electron and hole g-factors upon
the energy slightly cancels each other in the combined exciton g-factor, giving a flat, pseudo

† 4p2

3m0
= 7.9169 eV
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linear, dependence of the exciton g-factor within values of +3 to +2 in the visible energy
range. The same cancellation, of non linear terms, can be also seen in the theoretical analysis
of the exciton g-factor anisotropy (Sec. 2.1.3), but is not investigated in detail.

6.2 Summary/Discussion

In this chapter, the results of the carrier spin dynamics of several single crystals were combined
by their characteristic g-factors. It was shown that in the range of the visible energy spectrum,
the g-factors of this materials are in good agreement with the developed theory, presented
in theory Ch. 2. The theory further relies on a minimal set of parameters, the interband
momentum, spin orbit splitting and, for electron spins, the remote band contribution. The
general description is close to the established Roth equations, valid for a broad range of II-VI
and III-V semiconductors.
It is worth to note that with this description, the perspective of an individual description of
spin orbit effects in individual lead halide persovkite crystals turns to a description of a class.
While it might be assumed, that the spin orbit effect differs between hybrid organic and all
inorganic lead halide perovskites, now the limits for such deviations are set. For both classes,
the values need to fulfil the same trends.
An individual description of those crystals is still needed, in terms of the observed g-factor
anisotropy. As trend, the FA based lead halide perovskites show nearly isotropic carrier
g-factors, while the all inorganic Cs and hybrid organic MA based perovskite crystals give
rise to an anisotropic carrier g-factor.
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7
Spin Dynamics in CsPb(ClxBr(1−x))3 Nanocrystals

So far, the carrier spin physics in bulk single crystals, in different stoichiometry, has been
discussed. Another important approach to investigate the fundamentals of carrier spin
dynamics in perovskites is the use of nanostructures. In this chapter, the carrier spin dynamics
in CsPb(ClxBr1−x)3 nanocrystals embedded in a phosphorous glass matrix is discussed.
Nanocrystals embedded in a glass matrix offer, not only, an additional path towards a
fundamental understanding of the spin dynamics in lead halide perovskites, but further are
also motivated by advantageous application aspects. Nanocrystals show a high quantum
yield in their luminescence. While for bulk crystals, the carrier separation leads to a high
light to current conversion efficiency, beneficial for solar cells, in nanocrystals, it is prohibited
by the carrier confinement, which in turn enhances an efficient luminous recombination. In
nanocrystals, a high luminescence quantum yield of above 90% was obtained [Kri21].
Another major advantage arises from this particular chosen nanocrystal system. While even
fully inorganic lead halide perovskites, in general, are already chemically more stable, than the
hybrid organic counterparts, this nanocrystals are further nearly inert, due to the surrounding
glass matrix. No degradation by water can take place and also the ion migration in the about
thousand atoms sized crystals is limited.
In fact, the spin dynamics in this perovskite nanocrystal system are well observable. While in
general, many aspects of the spin dynamics can be already derived from the bulk properties,
an important difference will be shown. In nanocrystals, a revival of a dephased spin ensemble
is observed, the spin modelocking. This gives the opportunity to access T2 and inspires for
application, as the main disadvantage of nanocrystals, namely the crystal inhomogeneity in
size, orientation and other aspects, can be turned into an advantage of a collective behaviour,
with the use of the spin modelocking.

7.1 Linear Spectroscopy

The sample of perovskite nanocrystals in glass (internal number EK3-3), shown in Fig. 7.1.1c,
is a below one millimetre thin, 12 mm wide, hard, yellow, glossy slab, in contrast to the
relatively soft frosted single crystal samples. A sample sketch, Fig. 7.1.1c, illustrates the
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Figure 7.1.1 Linear spectroscopy. a, photoluminescence (PL) and b, Transmission
spectra of the CsPb(ClxBr(1−x))3 nanocrystal sample. Transmission edge at 2.733 eV
coincides with the PL maximum at 2.736 eV. Transmission edge stiffness is 3 meV, PL
FWHM 27 meV. Red dashed line gives a fit according to Eq. (7.1.1). c Photography of
the sample, length of lower edge 12 mm. Sketch illustrates nanocrystal size and shape.
Average nanocrystal size of 7 nm (see Sec. 3.2.5.2). d, Differential transmission dynamics
(blue dots) with fitted exponential curve (red dashed line) with time constant 160 ps. Note
the amplitude scale is normalized to the maximum and does not represent percentage of
transmission change. Laser energy is set to 2.738 eV, which is indicated by a cross and
arrow in b.

implementation of the embedded nanocrystals in glass. In the process of melt quenching,
a patternless stochastic distribution is formed. Nanocrystals don’t align in a grid and will
differ in size, shape and orientation. A characterisation could be performed with the use of
high resolution transmission electron spectroscopy (HRTEM) but is difficult to perform for
non conductive samples where a charge accumulation distract the electron beam. For this
study, the characterisation is less important and only an estimate by references is used [Ary21;
Liu19a; Xu21].
The yellow colour of the sample is well expressed by the transmission spectrum, Fig. 7.1.1b,
showing a high absorption in the blue part of spectrum, with an sharp absorption edge at an
energy of E = 2.733 eV for T = 5 K. This estimate of the band gap energy is, for instance,
close to the one of ZnSe being also a yellowish crystal [Zhu18]. The transmission line is well
described by a Fermi function

T =
(

A

exp (E−E0)
∆ + 1

)
, (7.1.1)

with ∆ being proportional to the slope of the edge (indicated by the bar in Fig. 7.1.1b). The
stiffness of 3 meV represents a relatively short interval of the edge, the full width of the edge
is approximately ≈ 15 meV.
In the photoluminescence (PL), Fig. 7.1.1a, one peak is observed, with the amplitude maximum
at 2.737 eV. The PL maximum lays slightly higher in energy than the transmission edge,
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Figure 7.1.2 Temperature dependence of transmission of CsPb(ClxBr(1−x))3 NCs.
a, Transmission spectra for various temperatures, shifted vertical for clarity. Vertical arrow
indicates central energy E0, horizontal bar stiffness of transmission line. b, Dependence
of central energy over temperature. Data (red dots) and line for the eye (red dashed line,
spline). c, Dependence of the stiffness of the transmission line over temperature. Data
(green diamonds) and linear fit (red dashed line).

which is in contrast to an expected red shifting (Stokes shift), but however reflects the fact,
that the drop in the transmission is due to the absorption by exciton states, which is then
remitted as PL.
The dynamics of the transmission, measured as time resolved differential transmission (∆T/T ),
is shown in Fig. 7.1.1d with laser an energy of 2.7377 eV and T = 1.6 K. The differential
transmission shows a single exponential decay, with a time constant of τ = 160 ps. In-
terestingly, for this sample, no additional long decay is observed as compared to the bulk
FA0.9Cs0.1PbBr0.2I2.8, Fig. 4.1.1b.

The temperature dependence of the transmission spectrum is shown in Fig. 7.1.2a. For a
decreasing temperature, the transmission curve shifts slightly in energy and becomes more
stiff. All curves were evaluated with Eq. (7.1.1) in respect of the stiffness ∆, and central
energy E0. The width narrows with decreasing temperature, Fig. 7.1.2c. The decrease is
almost linear with a value of 3 meV at 1.6 K, up to 8 meV at 220 K and mostly originated by
a decrease of the thermal line broadening.
The central energy E0 shifts non monotonic with decreasing temperature, Fig. 7.1.2b. With
lowering of the temperature, it first blue shifts down to 130 K and then red shifts. These
findings are similar to those observed for similarly produced, pure CsPbBr3, nanocrystals
embedded in a glass matrix measured by G. Qiang et al. ∗ and by [Sar17] observed for colloidal
CsPbX3 nanocrystals, and may indicate a phase transition of 2nd-order of the nanocrystals.
The transition temperature is close to the tetragonal-orthorhombic phase transition in MA-
based bulk lead halide perovskite single crystals, which occurs at 160 K (see Sec. 5.1), but
in contrast to observations of the phase transition temperature in Cs-based bulk lead halide
perovskite single crystals [He21; Ala21; Ito79; Fuj74], for which the tetragonal to orthorhombic

∗private communication, unpublished
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phase transition is already observed at room temperature. In fact, several indicators suggest a
significant different morphological behaviour for bulk single crystals and nanocrystals [Liu19b;
Zha20b; Ala21]. For this study, it is mostly important, to understand up to which temperatures
the spin dynamics might be extrapolated, to give indicators to estimate the real nanocrystal
chemical composition, and further, to consider that the nanocrystals are randomly oriented in
two aspects. First, by a random growing direction, so lattice orientation, and second, by the
respective octahedral tilting. Even if a pseudo alignment of the crystallographic nanocrystal
axis along an axis of the laboratory frame exists, e.g. for cubic nanocrystals on a flat carrier,
two of the a, b, c-axis will lay in the horizontal x− z plane of the laboratory system, but an
octahedral tilting, e.g. a0a0c+ in direction of c-axis, will break this axis alignment.

7.1.1 Estimate of Bromide to Chlorine Ratio

As for melt quenched grown nanocrystals, due to different evaporation points of bromide
to chlorine, in the melting process an unequal amount of the halogens get lost, the ratio
of bromide to chlorine, forming the nanocrystals, should be estimated by the accumulated
spectral information.
For pure CsPbBr3 and CsPbCl3, the respective band gaps for bulk crystals are known to
be 2.3274 eV at 10 K [Bel19]) (at room temperature 2.254 eV [Dir16]) and 3.056 eV at
2 K [Bar20]. A linear transition of the band gap on the halogen ratio is assumed. From the
obtained transmission edge (2.733 eV) of the nanocrystal sample, a pseudo bulk value can be
calculated by subtracting an amount of 86.4 meV, due to the confinement of 7 nm nanocrystals.
With this numbers a chlorine concentration of 44% is calculated, which is rounded up, to
50% for simplicity. The non linear dependence of the band gap energy on the temperature
is here not included, though a better estimation would be obtained in a high temperature
cubic crystallographic configuration, instead of an orthorhombic (or lower one), at which the
band gap energies were obtained. Further, a better analysis of the transmission edge e.g. to
take into account the exciton binding energy, stokes shift etc. should be done, but for a rough
estimate, this analysis is sufficient.

7.2 Hole Spin Dynamics

The nanocrystal sample is transmissive enough to avoid working in reflection geometry for the
probe beam and to use a transmission configuration instead. First, the spectral response of the
time resolved Faraday rotation (TRFR) and ellipticity (TRFE) is investigated. The TRFR
signal, Fig. 7.2.1a, shown as a time resolved colour map, shows a high amplitude around
2.738 eV, with a simple beating pattern, slowly decaying in time. The Faraday Rotation
amplitude and ellipticity amplitude for t = 0 is shown, in Fig. 7.2.1b, with a transmission
spectrum for reference. Both, TRFE and TRFR, follow a simple Gaussian profile, with
FWHM 13.2 meV. The Gaussian profile width reflects the size distribution of the nanocrystals.
For 7 nm nanocrystals, a range of ±0.3 nm can be estimated, according to the confinement
energy, see Sec. 2.9.1. The curves lay slightly higher in energy than the transmission edge, but
coincide perfectly with the PL spectrum (see Fig. 7.1.1). Anticipating the upcoming analysis,
it is worth to note, that the observed spin beating will be attributed to the precession of hole
spins.
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Figure 7.2.1 Hole Spin Dynamics. a, Spectral dependence of TRFR spectrum at
T = 5 K and magnetic field in Voigt geometry, B = 0.5 T. b, Amplitude of Faraday
rotation (ellipticity) signal, green (red) markers as a function of energy. Dashed line with
filling under curve show Gaussian fits. Both peaks have maxima at 2.738 eV and widths of
7 meV. c Selected TRFR measurements for T = 70, 35 and 5 K at a Voigt magnetic field of
B = 0.35 T, laser energy was set to 2.738 eV. Red dashed line gives fit of curve at 5 K. All
curves are shifted vertically. d, Temperature dependence of dephasing rate at B = 0.35 T
(dots). Arrhenius fit (dashed line) gives an activation energy EA = 17 meV.

The spin dynamics is shown for increasing temperatures in Fig. 7.2.1c. With increasing temper-
ature, the TRFR signal drops in amplitude, but is still well resolved up to the liquid nitrogen
temperature of about 80 K. The spin dephasing, the envelope of the signal, for a huge ensem-
ble needs to be described with a Gaussian function, TRFR(E)= A cos (ωLt) exp (−(t/T ∗2 )2),
instead of an exponential decay. While for T = 5 K T ∗2 = 478 ps, the dephasing time decreases
for increasing temperatures down to a value of T ∗2 = 290 ps at T = 75 K. As the spin
dephasing time exceeds the decay time of the differential transmission in Fig. 7.1.1d, the
spin dynamics are attributed to resident carriers. As will be shown in Sec. 7.3, these carriers
can be identified as holes. The temperature dependence of 1/T ∗2 , Fig. 7.2.1d, is flat below
T < 40 K, and shows a moderate increase for higher temperatures. The dependence can be
described by an Arrhenius function, giving an activation energy EA = 17 meV. Comparing the
temperature dependence with bulk perovskites, one can find a significant increase from about
EA,bulk ≈ 4 meV to EA,NC = 17 meV [Bel19; Ode17], due to the strong carrier localization
within the nanocrystals.
Tuning of the magnetic field strength, B, increases the Larmor precession frequency ωL and
shortens T ∗2 , the envelope, with rising B, Fig 7.2.2a. The dependence of ωL on B is linear,
and without a notable offset at a zero magnetic field. With a fit of ωL = |g|µBB/~, a hole
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Figure 7.2.2 Magnetic field dependence. a, Time-resolved Faraday rotation (TRFR)
signals for increasing magnetic field of 50 mT to 2.5 T, T = 5 K. All curves are shifted
vertically. b Zeeman energy, taken from Larmor frequency, dependence on magnetic field
(dots). Fit with linear dependence (dashed line) gives |g| = 1.20 at T = 5 K. c, Dephasing
rate 1/T ∗2 (dots) as a function of magnetic field with fit (dashed line). Fit parameters give
T0 = 0.5 ns and ∆g = 0.03 at T = 5 K.

g-factor of +1.2 was determined for these CsPb(ClxBr1−x)3 NCs. The sign of the g-factor is
positive, according to k·p theory, see Fig. 6.1.1. The characteristic damping, the dephasing
time T ∗2 , shortens with increase of B, due an increased precession phase mismatch, caused
by the spread of g-factor ∆g (Fig. 7.1.1g). This dephasing time can be described by the
equation 1/T ∗2 = 1/T ∗2,0 + ∆gµBB/~, from which a spread of g-factor ∆g = 0.03 is determined.
From the energy to g-factor relation, presented in Fig. 6.1.1, for the size distribution of
±0.3 nm, one can determine a g-factor distribution of gNC = 0.008 within the ensemble width
of 13.2 meV. As, only a small selection of NC sizes is covered by the limited energy width of
the exciting laser pulse, the spread of g-factor needs to originate from another source than
the size distribution. A suggestion would be the g-factor anisotropy.

7.2.1 Modelocking of Spin Coherence

The TRFR signal changes dramatically, when the temperature is lowered towards T = 1.6 K,
Fig. 7.2.3a. Surprisingly, before the pump pulse appearance time, for t < 0, a pronounced
oscillation with a rising amplitude is observed. The rising signal, at negative delays t < 0,
occurs as a result of spin modelocking, sketched in Fig. 7.2.3b. The signal is a sum of a
huge ensemble of NCs. While the ensemble spins dephase rapidly (T ∗2 ), each individual NC
is neither relaxed (T1) nor has lost coherence (T2). Hence, for nanocrystals which have a
Larmor precession frequency equal to a multiple of the laser repetition frequency, i.e. the
precession is in phase with the train of re-excitations, the phase synchronization condition
(PSC) is fulfilled, described in detail in the theory Sec. 2.8. A train of periodic laser pulses
leads to a build-up of a spin polarization for those NCs fulfilling the PSC. Taking, for instance,
a spread of g-factor of ∆g = 0.03, in a magnetic field of B = 0.35 T, precession frequencies of
ν = (g ±∆g)µBB/h = 8.19− 8.61 GHz are present. This corresponds to n = 107.7− 113.3
times the laser repetition frequency of 76 MHz, giving the main contributions of the spin
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Figure 7.2.3 Spin modelocking. a, TRFR at low temperature T = 1.6 K. The signal
(blue line) is composed of two oscillations. One for times t > 0, one for t < 0. The signal for
t < 0 is the spin modelocking signal (SML). Contributions are decomposed by fit, (green
and dark-red curves), both with g-factor of +1.20 and shifted vertically from the original
curve. The SML amplitude ASML and signal amplitude Apos extrapolated to t = 0 ps,
have a ratio of 11%. b, Schematic illustration of SML. Top, gaussian larmor frequency
distribution of a nanocrystal ensemble undergoes a transition to comb like distribution due
to the spin modelocking. Below, composition of SML signal (lowest curve, blue) out of
exemplary four oscillating components (red, blue, yellow, green). While the oscillation is
in phase for t = nTR, n = {0, 1, 2} and TR the laser repetition time (13.2 ns), marked by
turquoise markers, the oscillation is out of phase for n = {0.5, 1.5} (purple markers). The
signal is a sum of all components

∑
f(t), being zero for half integer n and maximum for

full integer n. c, Amplitude of SML extrapolated to t < 0 (red curve in a) as a function of
the laser pulse area P 1/2. Dashed line is a guide for the eye, indicating Rabi oscillations.

modelocking signal.
With increasing of the excitation power (the pulse area, as time integrated energy of a single
pulse, θ ∝

√
P ) the SML amplitude is expected to show a Rabi oscillation [Gre06a], shown in

Fig. 7.2.3c. The two states, |0〉, as resident hole and |1〉 as full binding of said resident hole
in a hole singlet state, form the eigenstates of a Bloch sphere. The spin-selective excitation
with circular polarized light leads to a hole spin polarization with the SML amplitude directly
dependent on the pulse area. The maximum therein correspond to a pulse area θ = π, while
the minima correspond to 2π [Gre06a].
In combination with the information of the spin ensemble distribution (∆g) and the excitation
efficiency (θ), the coherence time T2 can be estimated by a theoretical modelling of the
signal [Fra12; Yug09]. The details of this methods will be presented in a more theoretical
elaborated publication. Still, it can be stated, that the best agreement was found for times
T2 ≈ 10− 30 ns.
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Figure 7.3.1 Optically detected nuclear magnetic resonance (ODNMR). a, The
DNP scheme for carriers with positive g-factor sign. Repeated for convenience from Sec. 2.4,
Fig. 2.4.1 and Fig. 5.2.6. b, Time-resolved Faraday ellipticity signals for σ+ (red) and σ−
(blue) excitation polarization shows a difference in precession frequency due to presence
of a DNP. c, ODNMR signals in various magnetic fields. On signal as in (b) for labelled
magnetic fields and σ+ excitation on a fixed time delay, a frequency-swept RF signal was
applied. The time delay was set in accordance to a given precession frequency, to be at
the maximum amplitude difference between σ+ to σ− signal, e.g. 490 ns at B = 0.2 T. d,
Magnetic field dependence of the ODNMR resonance frequency (dots), red line is linear fit.
Dependence matches gyromagnetic ratio γ of 207Pb= 8.8 MHz/T.

7.3 Hole Spin – Nuclear Spin Interaction

The investigation of the carrier spin nuclear interaction can provide an insight into the
identification of the type of carrier spin, g-factor sign and the cause of the spin dephasing. In
a first step, the scheme of dynamic nuclear polarization (DNP), as discussed in the theory
Sec. 2.4, was applied, see Fig. 7.3.1a. In a small magnetic field of B = 0.2 T, under an angle of
θ = 75◦, at a low temperature of T = 1.6 K and under a constant helicity excitation, a dynamic
nuclear polarization was observed, Fig. 7.3.1b. For positive time delays and σ+ excitation, the
Larmor spin precession frequency is increased, while for σ− it is decreased. Also for negative
time delays, a difference in the Larmor frequency can be obtained, and the phase between the
oscillations points in a reversed direction (indicated by arrows in the figure). The shift of the
Larmor frequency is driven by the Overhauser field BN build up, caused by the DNP. For
the evaluation of BN, only the positive time delay is taken into account. The difference of
νσ+ = 3.53 GHz to νσ− = 3.34 GHz corresponds to a BN = (νσ+ − νσ−)h/(2gµB) = 5.7 mT.
Interestingly, in respect to the upcoming observation of nuclear induced frequency focussing
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(NIFF), the Overhauser field exceeds slightly the mode separation for a spin with g = 1.2,
∆BRSA = 4.5 mT and the measured frequencies of 3.34 GHz and 3.53 GHz are neither
multiples of the laser repetition frequency. The NIFF and DNP apply independent of each
other.
The origin of the DNP can be investigated by the application of a radio frequency field,
the optically-detected nuclear magnetic resonance (ODNMR), Fig. 7.3.1c. The nuclear spin
polarization can be reduced and even erased by the RF field, heating the NSS, of the Overhauser
field driving nuclear isotope, when the RF frequency coincides with the Larmor frequency.
This nuclear magnetic resonance (NMR), can be optically detected via a change of the Larmor
frequency of the carriers interacting with the nuclear. In the experiment, it is useful to detect
the TRFE signal amplitude at a fixed time delay. In a configuration as shown in Fig. 7.3.1b,
the time delays were chosen in a way, that the NMR appears as minimum, but would be in
general of arbitrary shape (folding of Lorentzian shaped NMR with the sinusoidal spin signal).
From a magnetic field of 0.1 to 0.5 T, ODNMR resonances are observed as pronounced signal
dips, Fig. 7.3.1c. The ODNMR resonances shift to higher frequencies with the magnetic
field, remain of a similar width ( ≈ 30 kHz FWHM, T ∗2,N = 1/(πΓN) = 10.6 µs), but decrease
slightly in amplitude. The ODNMR resonance frequency shifts linear, Fig. 7.3.1d, and follows
the Zeeman splitting of 207Pb with a gyromagnetic ratio γ = 8.80 MHz/T. This gyromagnetic
ratio shows a chemical shift of 11000 ppm to the vacuum value [Wra90]. Note, a shift due
to the Knight field should appear as frequency offset at zero magnetic fields rather than a
difference in the gyromagnetic ratio (slope). Similar to the bulk hybrid organic inorganic
perovskite samples, the identification of the nuclear spin, as being 207Pb, allows to assign the
resident carrier spin as hole spin, see also Sec. 4.4 [Kir21b]. Further, this carrier identification
is in line with the observation of holes in CsPbBr3 nanocrystals with a g-factor of 0.86 by
Crane et. al. [Cra20]. The identification for the nanocrystals by Crane et al. is mainly
driven by the g-factor value, being close to the hole g-factor value observed in bulk CsPbBr3
gh = 0.74, and the contrast to the electron g-factor ge = 1.96 [Bel19]. See also Fig. 6.1.1 in
Ch. 6.

7.3.1 Nuclear Induced Frequency Focusing

Turning back to the spin modelocking, an additional experiment was performed to test the
spin modelocking mechanism, and further to identify the role of nuclei in this process. An
unambiguous proof of the spin modelocking is to study the phase synchronisation condition.
The previously shown regime of PSC can be extended, by applying an additional excitation
pulse in between the 13.2 ns pulse interval. In Fig. 7.3.2a, an experiment is shown where
the pump beam was, after passing of the mechanical delay line, separated by a beam splitter
into two beams. While the first pump beam was not changed in its beam path, the second
beam was passed via an additional delay line, giving 1/10 of TR delay 1.3 ns, before reuniting
with the beam path of the first pump. By blocking either the first or the second beam,
a regular SML signal is observed and the phase synchronisation condition is not changed.
Letting both pump beams pass, the pulse separation splits to a separation of 1/10 TR and
9/10. Only the first condition is of importance here. As last curve, in Fig. 7.3.2a, and
magnified in Fig. 7.3.2b, at times multiple to 1/10TR, the signal recovers as oscillation with
bell shaped envelope. It is important to emphasize that these bursts are purely driven by the
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Figure 7.3.2 Spin modelocking with nuclear frequency focussing. a, Development
of two pulse excitation scheme. Blue curve corresponds to TRFE dynamics with 1st pump
only, green with 2nd only, red with combined 1st and 2nd. Excitation powers for the first
and second pumps are 25 mW and 13 mW, respectively. b, TRFE signal with 1st+2nd

pumps, at t1st = 0 and t2nd = +1.3 ns, in zoomed y-scale. Two additional bursts appear,
labelled "−1", "+1" at t = −1.3 ns and t = 2.6 ns, respectively. c, PRC (blue) and Hanle
(red) curve at the probe delay t = −10 ps. For PRC, the magnetic field points along light
propagation direction, while for the Hanle measurement, the magnetic field is perpendicular.
Ten times magnified Hanle curve is given by dashed line. Excitation power is 20 mW. d,
Dynamics of burst amplitude (signal as in a-b) (the time delay is indicated in the inset)
decay after closing the 2nd pump with a fast shutter. The exponential fit gives τ = 0.5 s.

changed phase synchronisation condition and no influence of any reflected, or in another way
parasitically added pump pulse, could be origin of these bursts. The burst appears from the
constructive superposition of spin oscillations according to a pattern with 1.3 ns separated
pulses. Interestingly, the burst in a positive time delay (+1) and the one in a negative time
delay (-1) differ slightly in shape and amplitude. The negative one is much clearer and
stronger in shape, than the one in the positive delay, giving rise of the assumption, that
another nanoseconds long living influence is present for positive time delays but disappears
up to the negative time delay.
To recall the possibility of a hole spin Larmor frequency tuning by nuclear spins, Sec. 7.3, a
nuclear influence on the spin modelocking might be expected. The nuclear spin influence may
manifest in terms of the nuclear induced frequency focusing (NIFF). As each NC exhibits a
non zero nuclear spin surrounding, the respective Overhauser field BN could tune the hole
spin frequency in such a way, that it matches the phase synchronisation condition. The
nuclear induced frequency focusing can be described as a positive feedback loop [Mar19]. If a
nanocrystal carrier spin is detuned from the phase synchronisation condition in such a way,
that an additive BN would be needed to fulfil it, a slight increase of BN leads to a partial
fulfilment and an increase of the carrier spin polarization. With increasing of the carrier
spin polarization, the nuclear polarization rises and the nanocrystal is even further tuned to
fulfil the phase synchronization condition, and so on. Finally, if the phase synchronization
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condition is matched, a further build up of BN would decrease the carrier spin polarization.
Thus, blocking a further increase of BN . It is worth to note that this effect works also for
nanocrystals, for which a smaller negative BN than a positive BN would fulfil the PSC, as
it is arbitrary to either increase or decrease the Larmor frequency to fulfil the PSC. The
mode separation, corresponding to a field of BRSA = 4.5 mT, can be even exceeded by the
Overhauser field, as shown in Sec. 7.3.
Still, one needs to be aware of the differences in the mechanisms of NIFF and DNP in an
external field parallel to the optical axis. In the parallel DNP, the nuclear polarization is
proportional to the scalar product of spin polarization and magnetic field (B ·S), which equals
to zero in the NIFF regime, hence a non zero spin projection along the magnetic field is
needed. This can exist due to a misalignment of the sample plane in respect to the magnetic
field [Mar19] or if to consider the optical Stark effect induced by the pump pulse [Car09].
The optical Stark effect becomes important, if to consider that a carrier spin, which is not
fulfilling the PSC, is excited during its precession in the z-y plane. Due to the optical Stark
effect the exciting pulse can be than considered as an effective magnetic field applied along
the z direction, which rotates the non zero y component of the spin along the x-y direction.
Thus leading to a projection of the carrier spin along the external magnetic field direction,
B · S 6= 0 .
The presence of a NIFF can be proven with an observation of the time dynamics of the burst
disappearance, if to change from two pulse to single pulse regime. In Fig. 7.3.2d, a time
delay equal to -1 burst maximum is fixed, and the signal amplitude recorded, before and
after closing of the 2nd pump beam. After the closing, a single exponential decay is seen with
a fitted time constant of 0.5 s. This time exceeds the carrier spin longitudinal relaxation
time T1 (presented in upcoming Sec. 7.4) and is comparable to a typical nuclear relaxation
time T1,N = 5.5 s [Kir21b]. To elaborate, at the time of the closing of the 2nd pump, still,
an Overhauser field was imprinted into the nanocrystals, for the fulfilment of the 1/10 TR
PSC, prevailing the burst amplitude for 0.5 s. Further, the presence of a NIFF assisted spin
modelocking is in line with the observation of an enhanced spin modelocking amplitude in low
temperatures, as typically in low temperatures a higher nuclear polarization can be observed,
see also Fig. 4.3.2.

Last, a measure of the nuclear spin fluctuations shall be obtained. In Fig. 7.3.2c, a regular
single pulse polarization recovery curve and a resonant spin amplifiaction experiment is shown,
see Sec. 2.5 (PRC) and 2.7 (RSA). At a fixed time delay of t = −10 ps as a function of a weak
magnetic field in Faraday geometry, the PRC is observed. The PRC shows two superimposed
Lorentzian peaks, with FWHM of 88.4 mT and 10.4 mT, representing the spread of the
nuclear fluctuation field. The appearance of an RSA peak comb, separation BRSA = 4.5 mT,
in Voigt geometry in dependence of the magnetic field is suppressed, due to the presence
of the spin modelocking. Instead, two super imposed Lorentzian curves (Hanle curves) are
observed. One with a FWHM of 5.4 mT and another with 53.2 mT.
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Figure 7.4.1 Spin Inertia. a–b, PRC curves for various modulation frequencies, as
recorded by Lock-In - X (Y)-channel a(b). The Lock-In phase of the reference signal
was set to 0◦ and kept constant for all curves. c, X versus Y-channel of amplitudes for
B = −20 mT. Black arrows indicate vectors for specific frequencies and red arrow gives an
estimate of the negative offset. T = 1.6 K for all panels. A theoretical spin inertia curve
gives a best fitting with T1 = 6 µs

7.4 T1 Measured by Spin Inertia

To complete the set of spin dynamics characteristics, the longitudinal relaxation time T1 was
determined. T1 can be measured using the spin inertia technique, see Sec. 2.6 [Hei15; Smi18].
In Fig. 7.4.1a, a set of PRC curves for increasing pump modulation frequencies fmod are
shown. With an increase of fmod, the amplitude drops, in accordance with the theory. Further,
the PRC curves become broader, which might be a sign of decreasing nuclear fluctuations in
a low frequency modulation, but is not analysed in detail. Interestingly, the amplitude turns
even into a negative amplitude for high frequencies as 1 MHz. This effect can be explained, if
one takes into account the specifics of the signal detection by the Lock-In technique. In the
spin inertia technique, not only the amplitude drops, but also the spin polarization is delayed
in respect to the exciting pulse sequence [Mik18]. Thus, in the Lock-In, a phase difference
between the detected and the reference signal appears. In the Lock-In technique, the detected
probe signal is multiplied with the reference frequency S = FE exp (iωt+ ϕ) × exp (−iωt),
where the oscillating terms cancel. If the phase is zero, the signal gets fully projected to the
(real part) X-channel of the Lock-In. However, with appearing of a phase, the signal starts
to be also partly projected into the (imaginary part) Y-channel. In a typical measurement,
thus, the phase is all the time adjusted in accordance to the used modulation frequency, in a
way that all the signal is projected into the X-channel. In this case the Y-channel is typical
ignored. Here, the phase set in the Lock-In was kept constant on the value adjusted for a slow
modulation frequency (0.2 kHz) and both channels, X and Y, analysed, shown in Fig. 7.4.1a-b.
The Y-channel signal shape matches the X-channel signal of two superimposed Lorentzians
and increases in amplitude with the rise of the modulation frequency. For a full analysis, both
the X and Y channel signals are plotted against each other in a Lissajous-like way, with the
respective values for B = 20 mT. In this way both, the amplitude drop and the phase change,
can be seen clearly by the deviation of the observed egg like shape, from a point type (no spin

92



Chapter 7 Spin Dynamics in CsPb(ClxBr(1−x))3 Nanocrystals 93

inertia effect) or line (amplitude drop without phase change). The vector length towards each
point gives the real signal amplitude. In fact, it is experimentally unavoidable to have a small
amount of a parasitic signal, being independent from the modulation frequency, for instance,
from a small amount of scattered light adding to the signal. Thus, at some point of the phase
rotation, the sum of spin signal plus offset, crosses the zero line. This reflects the observed
sign change of the 1 MHz PRC curve, in Fig. 7.4.1a. In combination of, the amplitude drop,
phase rotation, and the offset, the signal can be simulated and a longitudinal relaxation time
of T1 = 6 µs extracted (red dashed curve in Fig. 7.4.1c).

7.5 Summary/Discussion

The all inorganic lead halide nanocrystals embedded in a fluorophasphate glass matrix turned
out to show a very clear spin response. Interestingly, in this nanocrystals only one carrier
type, the hole spin, is observed. Also, the spectral shape of the Faraday amplitude shows only
a single, Gaussian-type, resonance in contrast to the typically dispersive resonances observed
in bulk crystals, assuming a dominant trion type spin excitation mechanism in contrast to the
superimposed exciton-trion like excitation mechanisms found for bulk structures.
With a spin dephasing time T ∗2 about one nanosecond at small magnetic fields, the hole spin
ensemble shows a comparable, but smaller, dephasing time as carrier spins in all inorganic
lead halide perovskite CsPbBr3 [Bel19]. The accelerated dephasing in elevated Voigt magnetic
fields does not drastically differ, here a spread of g-factor of 0.03 was obtained, while in bulk
CsPbBr3 single crystals ∆g = 0.05 was measured.
The most drastic difference occur in different aspects. In nanocrystals, an enhanced carrier
spin lifetime T1 up to microseconds, an increased activation energy, an increased nuclear
spin interaction, and the effect of spin modelocking, was observed. All these are assumed to
originate from the increased carrier localization in nanocrystals.
To conclude, the all inorganic nanocrystals embedded in a glass matrix are very promising
for application. Undemanding synthesis and a good protection against environmental factors
come together with a spin dynamic prevailing above the temperature of liquid nitrogen. Even
the unavoidable drawback of an inhomogeneous nanocrystal system seems to be solvable, as
with the observed spin modelocking effect, the ensemble can be driven to a collective mode.
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Summary. In this thesis, the carrier spin dynamics in several lead halide crystals were
studied. Explicitly, the hybrid organic, single crystals MAPbI3 and FA0.9Cs0.1PbBr0.2I2.8
single crystals and the all inorganic, CsPb(ClxBr(1−x))3, nanocrystals were treated in detail.
The main focus were studies using the large toolbox of the time resolved pump probe technique
established in conventional semiconductors. In all crystals, pronounced resident carrier spin
signals were obtained and, apart from the nanocrystal case, both electron and hole spin
simultaneously. The resident carriers showed a nanosecond long spin precession, which allowed
to determine precisely their g-factor and the g-factor anisotropy. Further, the change of T ∗2
with tuning of external parameters like the bath temperature and the magnetic field, proofed
a small thermal activation energy, leading to delocalization, and a spread of g-factor of a
magnitude common for resident carriers. The differences in the Kerr amplitude between
electron and hole spin further showed an independence of both carriers. They are not equally
populated, thus not bound in an exciton or a photogenerated electron hole pair.
In comparison of the spin signals with the reflectivity and photoluminescence measurements,
those evaluations were further strengthened. For both single crystals, the exciton lifetimes
were determined to fall into the range of ≈ 300 ps, well below the observed spin relaxation
times of the carriers. Also, the exciton g-factors, for MAPbI3 treated explicit and for FAPbI3
taken from literature [Miy15], both being g ≈ 2.3, matches well the combined g-factor of the
resident carriers, which reflects a proper determination of the g-factor values and signs.
The experimental observations together with a theoretical estimate, lead to a comprehensive
picture of carrier g-factors in hybrid organic and all inorganic lead halide perovskites. An
universal law of the g-factor upon the band gap energy was formulated. Within this model, the
g-factor trend was well reproduced and the g-factor anisotropies turned out to be individual
for each crystal, leading to small deviations from the predicted uniaxial dependence.
Studying the carrier-nuclear spin interaction revealed as a versatile tool. As the hole spins
showed a much stronger nuclear interactions than electron spins, a clear identification could
be provided. Further, in the present, iodine based, single crystal cases, the build up of a
dynamic nuclear polarization, giving rise to a strong Overhauser field, was observed. The
Overhauser field pointed in different directions for electron and hole spins, which confirmed
the assumption, from the exciton g-factor, of a negative g-factor sign of holes. From all nuclear
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isotopes the dominant role of lead 207Pb hyperfine interaction was identified, by an optically
detected nuclear magnetic resonance measurement.
A promising approach to improve the chemical stability of the perovskite crystals is to embed
them in a protective surrounding. Here, the approach of a glassy surrounding was chosen.
Stable, nanometer sized, all inorganic CsPb(ClxBr(1−x))3 nanocrystals form, which results
in strongly confined and therefore localized carriers. In the nanocrystals, the electron spin
signal vanished, while a clear hole spin signal remained. The spin dynamics of the hole spins
showed a significant higher thermal activation energy, giving rise to a remaining signal above
liquid nitrogen temperature. Inevitably, the nanocrystal spin ensemble is inhomogeneous,
leading to a shorter ensemble dephasing time, as compared to the bulk case. The higher
inhomogeneity and so the presence of a distribution of Larmor frequencies, covering multiples
of the laser repetition rate, lead in turn to the presence of spin modelocking, a revival of the
spin coherence long after the dephasing time T ∗2 . With the use of the spin modelocking, the
observable resident hole spin polarization of the nanocrystal ensemble is not longer limited
by T ∗2 but rather by T2. The presence of the spin modelocking effect was proven and a spin
control was demonstrated by a two pulse protocol, giving rise to characteristic spin revival
bursts, well separated from the excitation pulses.
The hole spins in those nanocrystals showed a strong hyperfine interaction. A dynamic
nuclear polarization was achieved, and the interaction with 207Pb spin revealed by an optically
detected nuclear magnetic resonance. The prior demonstrated spin revival bursts, in the spin
mode locking, were used to reveal the presence of nuclear induced frequency focussing.
Overall, the well-established physical description and observation of the charge carrier and
nuclear spin dynamics of III-V and II-VI semiconductors was successfully extended to the
inorganic and hybrid organic inorganic lead halide perovskites.

Outlook. For the future, the presented studies motivate for several new perspectives. First
of all, so far no limits of the chemical composition were found. Both all inorganic as well
as hybrid organic inorganic lead halide perovskites showed pronounced carrier spin signals.
Numerous substitutions within the ABX3 structure are conceivable.
The A-cation divides the class of lead halides into the hybrid organic inorganic and all inorganic
class. As the quantum efficiency for the hybrid organic inorganic class is typically higher than
for the all inorganic class, a perspective would be to study several A cations.
In particular, in a remarkable study of a broad variety of material compositions, Ref. [Zha21b],
a chemical composition close to FA0.9Cs0.1PbI2.8Br0.2, namely MA0.1Cs0.05FA0.85PbI2.85Br0.15,
showed a promising durability (device lifetime >1200 h) and performance (19.5% quantum
efficiency), motivating a gradual admixture of MA, FA and Cs. In this study, further, the
alkali metal caesium was substituted successfully by potassium. Such a substitution may also
help to identify the role of caesium.
Another approach is to vary the organic A-cation. For instance, the next candidate of the
nitrogen series MA (CH3NH3) and FA (CH(NH2)2) is guanidine (GA, HNC(NH2)2). Though,
as for its molecular size, the respective tolerance factor of a guanidine lead halide crystal
rapidly exceeds one, a certain pathway would be to use an admixture to MA1−xGAxPbI3
crystals [Zha20a].
In particular, recently, the role of hydrogen was pointed out to influence the perovskite
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performance in a solar cell application [Zha21a]. A promising way to study the role of the
hydrogen surrounding would be a replacement with deuterium [Har18; Var19]. Instead of a
spin IH = 1/2, the heavier deuterium has a spin ID = 1, which should result in a change of
the interaction with the carrier spins, e.g. broadening of PRC curve etc.
An engineering of the nuclear spin environment would be also interesting in respect to a
nuclear purification of the lead isotopes. It is possible to either enrich the amount of 207Pb
to 100% abundance or to purify it to 0%. The latter case might be the more interesting
one. While both, enrichment and purification may lead to a better understanding of the
electron spin hyperfine interaction, in the latter case, the erased background of lead spins,
may facilitate to reveal the presence of a halogen spin interaction with both carrier spins,
which is difficult in other approaches [Fu20].
On the B-cation side, it is frequently discussed to replace lead by the non toxic tin. Tin based
perovskite solar cells reach an efficiency of about 13% [Nis20]. Again, studies of the carrier
spin dynamics might help to improve the physical description of such systems.
Besides the chemical composition, a promising perspective is the nanostructuring of perovskite
crystals. In this case, the confinement and surface effects should be studied by variation of
the nanocrystal size and form. The chances of doping the crystals should be explored. It
would be beneficial to study both, electron and hole spins. A doping might also extend the
field of studies towards the area of diluted magnetic semiconductors, by the introduction of
manganese, or localized surface plasmons, by the introduction of silver particles [Che21].
Lastly, two dimensional perovskite layers (2D Ruddlesden-Popper), may give rise to interesting
physical phenomena, like a strong Rashba-Dresselhaus effect [Pha22].
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