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Dortmund, Dezember 2023



Amtierender Dekan:
Prof. Dr. Philipp Doebler

Gutachter:
Prof. Dr. Markus Pauly (Technische Universität Dortmund)
Prof. Dr. Andreas Groll (Technische Universität Dortmund)

Tag der Prüfung:
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Abstract

This thesis focuses on the study of tree-based ensemble learners, with particular attention
to their behavior as a prediction tool for multivariate or time-dependent outcomes
and their implementation for efficient execution. In particular, well-known examples
such as Random Forest and Extra Trees are often used for the prediction of univariate
outcomes. However, for multivariate outcomes, the question arises whether it is better to
fit univariate models separately or to follow a multivariate approach directly. Our results
show that the advantages of the multivariate approach can be observed in scenarios
where there is a high degree of dependency between the components of the results. In
particular, significant differences in the performance of the different Random Forest
approaches are observed. In terms of predictive performance for time series, we are
interested in whether the use of tree-based methods can offer advantages over traditional
time series methods such as ARIMA, particularly in the area of data-driven logistics,
where the abundance of complex and noisy data - from supply chain transactions to
customer interactions - requires accurate and timely insights. Our results indicate the
effectiveness of machine learning methods, especially in scenarios where data generation
processes are layered with a certain degree of further complexity. Motivated by the trend
towards increasingly autonomous and decentralized processes on resource-constrained
devices in logistics, we explore strategies to optimize the execution time of machine
learning algorithms for inference, focusing on Random Forests and decision trees. In
addition to the simple approach of enforcing shorter paths through decision trees, we
also investigate hardware-oriented implementations. One optimization is to adapt the
memory layout to prefer paths with higher probability, which is particularly beneficial
in cases with uneven splits within tree nodes. We present a regularization method that
reduces path lengths by rewarding uneven probability distributions during decision tree
training. This method proves to be particularly valuable for a memory architecture-aware
implementation, resulting in a substantial reduction in execution time with minimal
degradation in accuracy, especially for large datasets or datasets concerning binary
classification tasks. Simulation studies and real-life data examples from different fields
support our findings in this thesis.
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1 Introduction

The rapid rise of digitization and increasing computing power have recently led to vast
amounts of data being generated worldwide daily. For example, social media platforms
such as Facebook and Instagram produce a huge amount of data through user interactions,
posts, comments and shared content. The growing popularity of connected devices such
as smart fitness trackers and home security systems also creates a wealth of data about
user behavior and interactions with the devices.

As these data sources become increasingly complex, extracting relevant and accurate
patterns for predictive models becomes a significant challenge. This complexity can
result in mathematical problems where a traditional modeling strategy can be either too
time-consuming or even too complex to provide satisfactory results. This has led in part
to a change in approach to statistical modeling. Instead of modeling the complex data
structure and searching for suitable analysis tools, the focus is on developing algorithms
that are tailored to solve the problem. The development of such techniques has mainly
emerged from the field of machine learning.

Formally, machine learning is defined as the study of systems that can learn from
data without explicit programming. Following Mitchell (1997), it is assumed that a
computer program is considered to learn data within a particular class of tasks and a
defined performance measure if its capabilities in these tasks improve with additional
data. Machine learning algorithms are in particular used to process classification or
regression tasks. For both types of tasks, a learning algorithm requires two datasets:
one that is used to train the algorithm and another for evaluating performance measures,
which consists of previously unseen observations. If the outcomes of interest in the
training set are known, the learning problem is categorized as supervised learning. In
contrast, in scenarios where the outcome of interest is unknown during the training
phase, the learning problem falls under unsupervised learning, specifically categorized
as clustering. Both types of problems can encounter challenges in the modeling phase if
the information in the features is of mixed type, including nominal, ordinal or metric
scaled data. This variety of learning scenarios places high demands on the algorithms
used in machine learning processes.
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1 Introduction

Ensemble learning is a possible solution to these challenges, especially in the context
of supervised learning. In this machine learning technique, the predictions of multiple
individual models are combined to make a more robust and accurate prediction. In
particular, ensembles of decision trees are preferred over trees as a learning method
due to the instability of decision trees and their computational efficiency in training
and testing (Hastie et al., 2009). These tree-based ensemble learning methods often
achieve top performance on many supervised learning problems (Dietterich, 2000;
Fernández-Delgado et al., 2014; Zhang and Ma, 2012; Sagi and Rokach, 2018).

Two popular ensemble strategies, boosting (Freund et al., 1999) and bootstrap aggrega-
tion (bagging) (Breiman, 1996), have been extensively studied. Gradient tree boosting
(Friedman, 2001) has gained great popularity due to its iterative learning process in
which errors are corrected with each subsequent tree. Random Forests, a well-known
tree-based ensemble method, uses bagging (bootstrap aggregation) to create an ensemble
of decision trees. As shown in Figure 1.11 the number of publications citing the original
Random Forests publication (Breiman, 2001) is increasing, highlighting the growing
research interest in this approach.
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Figure 1.1: Number of publications with citation of the initial Random Forest paper of
Breiman (2001) between 2000 and 2023.
© Copyright Clarivate 2023. All rights reserved.

1This figure was created based on data from the Web of Science in November 2023.
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The aim of this thesis is to analyze tree-based ensembles from both performance and
efficiency perspectives, with a focus on supervised learning. While these methods have
proven successful in predicting univariate outcomes, e.g., (Wang et al., 2018; Liu and
Wu, 2017; Everingham et al., 2016), extending them to multivariate or time-dependent
outcomes presents a number of complex challenges and opportunities.

In multivariate analysis, the question arises: Should univariate models be fitted separately,
or is a direct multivariate approach more appropriate? Univariate models treat each
component of the outcome independently and capture individual relationships within
the data. In contrast, a direct multivariate approach considers the joint distribution
of outcomes, allowing for the capture of potentially more complex interactions or
dependencies (De’Ath, 2002; Segal and Xiao, 2011). A special case of multivariate data
is repeated measures (Crowder and Hand, 2017) that we treat within another research
project, where the aim is to investigate the potential of multivariate tree-based models
to predict learning trajectories. Note that repeated measures are essentially a subset of
multivariate data with a temporal dimension that connects the domains of multivariate
data and time series (Littell et al., 1998).

For time-dependent outcomes, tree-based ensemble methods have proven to be practical
tools (Kane et al., 2014), offering the advantage of capturing nonlinear relationships and
accommodating different data types. Despite their frequent use, the comparison of the
performance of tree-based ensembles with traditional time series methods, which are
generally faster to compute and easier to interpret, has not yet been widely discussed,
especially not in the context of logistics, where time series forecasts are important at
all levels of the supply chain (Syntetos et al., 2016). In addition to the importance of
time series forecasts for logistics, there is also a trend towards increasingly autonomous
and decentralized processes, such as autonomous robots (Krüger et al., 2020; Shamout
et al., 2022). These often go hand in hand with the switch from a centralized control
system to a decentralized one with less (computational) resources (Delfmann et al.,
2018; Venkatapathy et al., 2017). In such scenarios with resource-constrained devices,
optimizing the execution time of machine learning models is essential. In this thesis, the
concept of regularizing the training process is presented as a way to achieve this goal.

This thesis is organized as follows: Chapter 2 describes the underlying statistical models
and methods, such as the tree-based ensembles considered in our work. Chapter 3
provides a summary of the three main research articles underlying this dissertation,
followed by Chapter 4, which offers a short overview of the results from additional
projects undertaken during my doctoral studies. Chapter 5 contains a discussion of
the results, as well as an outlook for future research. Finally, Part II contains the three
articles summarized in Chapter 3.
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1 Introduction
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2 Statistical Methods

2.1 Supervised Learning Problems

Supervised learning is a branch of machine learning that deals with extracting knowledge
from datasets to make predictions when the outcome variable of interest is known (Hastie
et al., 2009).

In supervised learning, an algorithm is trained with training data Dn consisting of pairs
of input featuresX ∈ X and their corresponding known outcomes Y ∈ Y , where both X
and Y are metric spaces. More precisely, Dn is given by Dn = {(Xi, Yi) ∈ X × Y , i =
1, . . . , n}, where n ∈ N and (Xi, Yi), i = 1, . . . , n, are often assumed to be independent
and identically distributed random variables with the same distribution as (X, Y ).

A central object of supervised learning is modeling a functional mapping f : X → Y
between the features X and the corresponding outcomes Y . Since f is usually unknown,
a method for determining an approximation f̂ is used. The quality of this estimate is
evaluated using loss functions L(Y, f̂(X)) that measure the discrepancy between the
predicted results and the actual values. The main goal is to determine f̂ such that it
minimizes the expected loss over all possible data points. In practice, however, the
multivariate distribution of (X, Y ) is usually unknown. Therefore, f̂ is determined by
optimizing the estimated generalization error instead. Since we are often interested
in predicting unseen data, the original dataset Dn is usually split (several times) into
a training and a test dataset, where the training dataset is then used to fit the model,
while the test dataset is used to evaluate the model’s performance. Various resampling
techniques such as cross-validation and bootstrapping can be used to create training and
test datasets from the original dataset (Hastie et al., 2009).

Classification One application of supervised learning is classification. In classifi-
cation, the goal is to assign class labels to the input features. In other words, in this
case, the support of Y is a countable set with finite cardinality. This type of learning
finds extensive applications in various fields, e.g., Zhang et al. (2018); Angelini et al.
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2 Statistical Methods

(2008); Conneau et al. (2017). In medical diagnosis, for example, the aim is to determine
whether a disease is present or not based on patient data and symptoms (Gupta et al.,
2019; Kourou et al., 2015). Another example is given by human activity recognition in
warehouses, which I also studied during my thesis (Kirchhof et al., 2021b,a; Nair et al.,
2023). Here, the aim is to classify typical activities of workers based upon video and
sensor data.

Classification problems are often categorized based on the number of class labels. In
binary classification, there are two classes, while in multi-class classification, there are
more than two.

Regression In contrast to classification, regression problems deal with outcomes
whose support is not finitely countable. Regression finds applications, for example, in
predicting housing prices based on size and location (Park and Bae, 2015) and forecasting
the annual growth of a country’s gross domestic product based on historical data and
economic indicators (Yoon, 2021). Further examples are concerned with the prediction
of school performances based upon certain interventions and personal information (see
Section 4.3) or forecasting of quantitative time series in logistics (Schmid et al., 2023b).
If X = Rp and Y = Rd, p, d ∈ N, a regression task is often described as follows

Y = f(X) + εεε,

where εεε denotes the error variable. It is often assumed that the error variable has an
expected value of zero and an existing covariance matrix. If d > 1, the task is referred
to as a multi-output regression problem.

In this thesis, we explore both classification and regression problems. The first two
articles focus on regression, while the third addresses classification. Moreover, my
additional research projects conducted during my studies (Section 4) also deal with both
tasks, particularly covering application fields such as logistics (Section 4.1), agriculture
(Section 4.2) and social sciences (Section 4.3) and additional methods such as capsule
networks (Section 4.4).

2.2 Tree-Based Methods

Tree-based methods divide the feature space into a series of regions and then fit simple
models to each partition. They are conceptually relatively simple but often powerful
(Hastie et al., 2009). We first describe the well-known CART method, which serves as

8



2.2 Tree-Based Methods

the basis for more advanced models, including Random Forests, Extreme Randomized
Trees and Extreme Gradient Boosting. These advanced models are ensemble learners
combining multiple decision trees to improve prediction performance. In the following,
we assume that X = (X(1), . . . X(p))⊤ ∈ X = Rp and Y ⊂ R.

2.2.1 CART

Classification and regression trees (CART) (Breiman, 2017) are a class of nonparametric
algorithms that can handle classification and regression learning problems. As single
decision trees, they fall into the category of weak learners (Zhou, 2012). Consequently,
the predictions for X can vary if the training set Dn is changed. The general principle of
CART is to partition the support of X into disjoint regions R1, . . . , RJ , where J ∈ N.
These regions are often referred to as leaves. Each region Rj, j = 1, . . . , J, is assigned a
constant value cj ∈ Y , resulting in the final CART model fCART which is given by

fCART : Rp → Y , x →
J∑

j=1

cj1Ix∈Rj
.

CART grows the tree greedily in a top-down fashion using binary splits. It starts with the
entire feature space of X at the root node. To define a split at a node, let A ⊂ X = Rp

be the corresponding region and let Nn(A) denote the number of observations (Xi,Yi)

in the training dataset Dn with Xi ∈ A. A split is then given by (i, zi)
⊤, where

i ∈ {1, . . . , p} is the split dimension and zi is the split value from the support of the
i-th coordinate within A. The choice of a split is determined by optimizing a criterion
dependent on the type of problem under consideration.

In the case of a regression problem (Y = R), the split is determined by maximizing the
decrease in empirical variance, also known as L2 loss (Loh, 2011). Let CA be the set of
all possible splits for a given node and its corresponding region A. Then, the best split
(i∗n, z

∗
n) based on the L2 loss is given by

(i∗n, z
∗
n) = argmax(i,z)∈CA

{
1

Nn(A)

(
n∑

k=1

(Yk − Y A)
21IXk∈A

−
n∑

k=1

(
Yk − Y AL

1I
X

(i)
k <z

− Y AR
1I
X

(i)
k ≥z

)2
1IXk∈A

)}
,

where AL = {x ∈ A : x(i) < z}, AR = {x ∈ A : x(i) ≥ z} and Y A, Y AL
and
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2 Statistical Methods

Y AR
denote the corresponding arithmetic means of the outcomes belonging to A, AL

and AR, respectively. To save computing resources, the algorithm selects the middle
of two consecutive observations as possible split values in the optimization step (Loh
and Shih, 1997). Note that the definition of the best split is only valid if the i-th
component of X is continuous. If it is categorical, the criterion slightly changes. The
indicators are now given by 1I

X
(i)
k =χi

for all categories χi of the i-th component and

AL = {x ∈ A : x(i) ̸= χi}, AR = {x ∈ R : x(i) = χi}, see Breiman (2017).

The L2 loss is not suitable for classification problems. Here, impurity measures are used
to evaluate splits. These measures assess the purity of a region, indicating the extent to
which it contains observations of a single class label. The most commonly used impurity
measures QK for K ∈ N classes and a region A are (Hastie et al., 2009):

(i) Misclassification error: QK(p̂(A)) = 1−maxk=1,...,K p̂k(A),

(ii) Gini index: QK(p̂(A)) =
∑K

k=1 p̂k(A) (1− p̂k(A)),

(iii) Cross entropy: QK(p̂(A)) = −∑K
k=1 p̂k(A) log (p̂k(A)),

where p̂(A) = (p̂1(A), . . . , p̂K(A))
⊤ and p̂k(A) denotes the proportion of observations

that fall into A with the class label rk, 1 ≤ k ≤ K. The optimum split of such an
impurity measure is then given by (Hastie et al., 2009)

(i∗n, z
∗
n) = argmax(i,z)∈CA

{
QK(p̂(A))−

Nn(AL)

Nn(A)
QK(p̂(AL))

−Nn(AR)

Nn(A)
QK(p̂(AR))

}
.

After applying these splits recursively until a stopping criterion is fulfilled, the goal
is to appropriately estimate the constant values (regression) respectively class labels
(classification) {c1, . . . , cJ}. For regression problems, the region Rj assigned estimated
constant ĉj is given by ĉj =

∑
i:Xi∈Rj

Yi, while in classification problems majority
voting is performed in each region to obtain the class label, i.e., ĉj = modei:Xi∈Rj

(Yi).

Parameters that control the complexity of the tree are often used as stopping criteria.
Examples include limiting the maximum tree depth, specifying a minimum number
of samples in each leaf or using a minimum improvement threshold for the selected
splitting criterion (Therneau and Atkinson, 1997). If a CART tree grows too deep, the
number of regions J is very large and overfitting can occur, i.e., the tree fits the training
data too well but has difficulties in correctly predicting new, unseen data. Ways to reduce
the effect of overfitting are pruning, the subsequent reduction and optimization of the
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2.2 Tree-Based Methods

trees, or bagging, where a bootstrap sample of the training data is used when creating
the trees (Hastie et al., 2009).

2.2.2 Random Forest

Random Forest is an ensemble learning method for regression and classification tasks
based on the construction of multiple decision trees. Different randomness sources are
introduced into the tree construction process to obtain various decision trees from a
single dataset. This randomness can include randomizing the dataset itself (Breiman,
1996), the feature set (Ho, 1998) or a combination of both (Breiman, 2001; Cutler and
Zhao, 2001).

The most popular Random Forest algorithm (Breiman, 2001) aims to eliminate the
prediction deficiencies of CARTs (Breiman, 2017), such as overfitting and the strong
dependence on the training dataset. By growing multiple trees in parallel, the biases and
variance of the model are reduced simultaneously (Breiman, 2001). The main principles
of Random Forests are bagging and feature sub-selection. This means a random selection
of training data is used when creating an unpruned tree. During construction, only a
small and fixed number of randomly selected mtry features are used as split candidates
instead of all available features. The same split criteria are used as for CART, i.e., the
L2 loss for the regression and the Gini index for the classification. However, many
other splits, such as the absolute deviation from the median, can also be used. To
make predictions for new data, Random Forest aggregates results from multiple trees by
calculating the arithmetic mean for regression tasks and applying majority voting for
classification.

The most essential hyperparameters for the Random Forests are:

(i) The number of decision trees B ∈ N in the ensemble.

(ii) The number of pre-selected features mtry for conducting splits.

(iii) The number of sampled data points in each tree an ∈ {1, . . . , n}.

(iv) The sampling strategy S .

(iv) Various tree complexity parameters that can be used as stopping criteria, such as
the minimum number of observations that each leaf node should contain nmin ∈
{1, . . . , an} or the number of leaves in each tree maxnodes ∈ {1, . . . , an}.

The choice of hyperparameters is task-dependent and can be determined through tech-
niques like cross-validation or random search (Bartz et al., 2023). Several packages
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2 Statistical Methods

already implement automatic tuning procedures for Random Forests (Kuhn, 2008; Bischl
et al., 2023). However, it is known that Random Forests often provide good results in
the default settings (Probst et al., 2019a; Fernández-Delgado et al., 2014). The number
of trees in a forest is a parameter that is usually not tuned as it is known that more trees
are better (Dı́az-Uriarte and Alvarez de Andrés, 2006; Scornet, 2017). The common
default value is B = 500 or B = 1, 000 (Probst et al., 2019b).

One of the central hyperparameters is the number of pre-selected features mtry ∈
{1, . . . , p}. Lower values of mtry lead to more different and less correlated trees,
enhancing stability during aggregation. However, lower mtry values can also cause the
trees to perform worse on average, as they may be based on a small suboptimal subset of
randomly selected candidate features (Probst et al., 2019b). Breiman (2001) proposes
to use mtry = ⌊p

3
⌋ for regression and ⌊√p⌋ for classification as default values, which

is still the standard choice in many software implementations such as the fast ranger
implementation in R (Wright and Ziegler, 2017). There are often two options for the
sampling strategy: Sampling with or without replacement. By default, the number of
sampled data points in each tree an is set to n, which means resampling is performed with
replacement (Hastie et al., 2009). However, in theoretical investigations sampling without
replacement is often assumed as it is easier to handle (Scornet et al., 2015; Ramosaj,
2020). The default value for nmin is five for regression and one for classification
(Dı́az-Uriarte and Alvarez de Andrés, 2006). Typically, trees are fully grown, i.e.,
maxnodes = an, or in the case of sampling without replacement, maxnodes = ⌊0.632an⌋
(Wright and Ziegler, 2017).

Several modifications and extensions of the original Random Forest algorithm have
been developed, encompassing alterations in various aspects, including the random
feature selection process, bagging procedures and the split criteria (Meinshausen, 2006;
Clémençon et al., 2013; Ishwaran et al., 2008). In our research, we investigate the use of
random forests for multi-output regression (Schmid et al., 2023a) and explore the use
of regularization to improve performance in classification tasks (Schmid et al., 2024).
Furthermore, we investigate its application in different domains such as social sciences
(Section 4.3) and data-driven logistics (Schmid et al., 2023b).

2.2.3 Extremely Randomized Trees

Extremely Randomized Trees (Extra Trees) (Geurts et al., 2006) is an ensemble method
that aims to obtain trees that are more decorrelated than trees from the Random Forest
approach by introducing an additional source of randomness into the method. The tree
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2.2 Tree-Based Methods

construction process is very similar to that of Random Forests, with some differences.
In the original Extra Trees algorithm, no bagging is performed, i.e., each tree is built
using the entire available training dataset. Instead of computing each feature’s locally
optimal split value through a greedy search, Extra Trees randomly selects a set of split
values (Geurts et al., 2006).

Most of the primary hyperparameters are the same as for Random Forests. An additional
hyperparameter is the number of random split values at each node, denoted as nsplits.
Geurts et al. (2006) investigate the influence of this parameter in a benchmark study.
Typically, nsplits is set to one (Simm et al., 2014).

Although bagging is not included in the original Extra Trees method, some implementa-
tions, such as ranger (Wright and Ziegler, 2017), have integrated it. Moreover, Simm
et al. (2014) has extended the method to multi-task learning. In Schmid et al. (2023a),
we investigated the use of Extra Trees for multi-output regression and compared their
performance with the extension of Simm et al. (2014).

2.2.4 Boosting

Boosting is a powerful class of learning algorithms that combine multiple sequentially
constructed weak learners. In general, a boosting model f boost has the form

f boost(x) =
M∑

m=1

fm(x),

where f1, . . . fM ,M ∈ N are some weak learners, often referred to as base functions in
the following. Friedman et al. (2000) showed that boosting can be viewed as an additive
expansion in a set of elementary functions. Therefore, f boost can be rewritten as

f boost(x) =
M∑

m=1

αmh(x; am),

where α1, . . . αM ∈ R are expansion coefficients and h : Rd → R with x → h(x; a) are
simple base functions characterized by a set of parameters a ∈ RD. For example, if
CART learners are chosen as base functions h, the parameters a1, . . . , aM refer to the
parameterization of the decision trees.

To fit such a model, the base functions are selected and then their parameters {αm, am}Mm=1
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are determined by minimizing a loss function L averaged over the training dataset Dn:

{αm, am}Mm=1 = argmin{α̃m,ãm}Mm=1

1

n

n∑

i=1

L

(
Yi,

M∑

m=1

α̃mh(Xi, ãm)

)
.

As this process can be computationally intensive, a forward stagewise additive modeling
approach is often used (Friedman et al., 2000). Here, the optimization is performed by
sequentially adding new basis functions to the additive expansion without adjusting the
parameters and coefficients of those that have already been added. At each iteration m,
m = 1, . . . ,M, we determine

(αm, am) = argminα,a

n∑

i=1

L(Yi, gm−1(Xi) + αh(Xi, a)), (2.1)

with g0(x) = 0 and gm−1(x) =
∑m−1

i=1 αih(x; ai), which results in

gm(x) = gm−1(x) + αmh(x; am),

see Hastie et al. (2009) for details. The understanding of boosting algorithms as numeri-
cal optimization methods in the function space was developed by Breiman (1998, 1999).
Based on this, more general boosting algorithms were developed to optimize any differ-
entiable loss function (Friedman, 2001; Mason et al., 1999). They employed functional
gradient descent to solve Equation (2.1). The negative gradient for a differentiable loss
function L based on the training dataset is given by

−γm(xi) = −
[
∂L(Yi, g(Xi))

∂g(Xi)

]

g(x)=gm−1(x)

.

Note that the negative gradient is only available at the data points given in Dn. Thus, to
generalize to other points, we approximate the negative gradient −γm(x) by h(x; am),

where

{αm, am} = argmin
α,a

n∑

i=1

(−γm(Xi)− αh(Xi; a))
2 .

The step length ρm to take in this step direction is then determined using a line search of
the form

ρm = argmin
ρ

n∑

i=1

L(Yi, gm−1(Xi) + ρh(Xi; am)).

Friedman (2001) additionally introduces a regularization parameter 0 < ν ≤ 1, which
is multiplied to the step length at each iteration. The factor is also referred to as the
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2.2 Tree-Based Methods

learning rate. The step taken at each iteration m is given by

νρmh(x; am).

The gradient boosting method for arbitrary supervised learning problems is outlined in
Algorithm 1. Instead of initializing g0(x) = 0 as in Equation (2.1), the optimal constant

Algorithm 1 Gradient Boosting
1: Input: Training dataset Dn, number of iteration M , loss function L, learning rate ν.
2: Initialize: f0(x) = argminρ

∑n
i=1 L(Yi, ρ);

3: for m = 1, . . . ,M do
4: Compute for each i = 1, . . . , n : −γm(xi) = −

[
∂L(Yi,g(Xi))

∂g(Xi)

]
g(x)=gm−1(x)

;

5: Set {αm, am} = argminα,a

∑n
i=1[−γm(Xi)− α · h(Xi; a)]

2;
6: Set ρm = argminρ

∑n
i=1 L(Yi, gm−1(Xi) + ρh(Xi; am));

7: Update: gm(x) = gm−1(x) + νρmh(x; am)
8: end for
9: Output gM(x)

model is initialized (line 2) (Hastie et al., 2009).

A well-known implementation of gradient boosting is Extreme Gradient Boosting (XG-
Boost) proposed by Chen and Guestrin (2016). It uses the Newton step instead of the
gradient step, which, according to Friedman et al. (2000), can reduce susceptibility
to overfitting and lead to improved performance. In this approach, in addition to the
negative gradients, the second-order derivatives are also taken into account, which are
given by

δm(xi) =

[
∂2L(Yi, g(Xi))

∂g(Xi)2

]

g(x)=gm−1(x)

.

The Newton step is found by solving:

am = argmin
a

n∑

i=1

(
γm(Xi)h(Xi, a) +

1
2
δm(Xi)h(Xi, a)

2
)
,

which amounts to a weighted least-squares regression problem. The step length is then
given by νh(x; am).

Furthermore, XGBoost incorporates randomization and regularization techniques to
reduce overfitting while increasing training speed. In particular, when using CART as
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the base learning method, XGBoost applies several strategies to speed up training. In
particular, it addresses the computational complexity of identifying the optimal split, a
particularly time-consuming aspect of decision tree construction algorithms. Instead of
evaluating all possible candidate splits, XGBoost employs a method based on percentiles
of the data, where only a subset of candidate splits is tested and their gain is computed
using aggregated statistics (Chen and Guestrin, 2016).

In general, the hyperparameter for XGBoost can be divided into the following categories:

(i) General boosting parameters, including the number of iterations M and the learn-
ing rate ν.

(ii) Base learner dependent parameters.

Friedman (2001) shows that smaller values of ν tend to improve the generalization
performance. Note, however, that a reduction of ν usually requires more iterations.
Consequently, the reduction of ν is associated with an increased computational effort. In
fact, Bühlmann and Hothorn (2007) mention that too large a choice of iterations M can
lead to a slow overfitting problem. When trees are used as base learners, the additional
hyperparameters are very similar to those discussed for the previously presented methods
and control the complexity of the individual trees.

Since XGBoost has demonstrated state-of-the-art performance across diverse problem
domains (Chen and Guestrin, 2016), we have investigated its effectiveness in time series
prediction (Schmid et al., 2023b). Some mathematical background for the latter is
provided, assuming a basic knowledge of time series analysis. For a more detailed
description, the reader is referred to Box et al. (2015) and Brockwell and Davis (2002).

2.3 Time Series Forecasting

A time series process is given by a sequence {yt, t ∈ T} of realization of real-valued
variables Yt, where t belongs to an at most countable index set T , typically T = N or
T = Z, with equidistant elements (Hamilton, 2020). The goal of time series prediction
is to approximate a future variable yt+H by a function

ŷt+H = v(yt, yt−1, . . .)

of the observed values up to the present time t, where H > 0 is the so-called prediction
horizon. Typically, this function v is chosen from a class of functions such that the
prediction error is minimal.
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Commonly used for modeling time series, Autoregressive Integrated Moving Average
(ARIMA) processes (Box et al., 2015) combine autoregressions (AR) and moving aver-
ages (MA) with differencing to make the time series stationary. The ARIMA(q1, q2, q3)

model is defined as

φ(∆)(1−∆q3)yt = θ(∆)εt,

where {εt} is a white noise process, ∆ the backshift operator, φ(z) and θ(z) are poly-
noms of order q1 and q2, respectively.

To use this approach for prediction, appropriate values for the parameters have to be
estimated. This typically involves a two-step procedure: determining the model order
parameters q1, q2, q3 and then estimating the coefficients of the polynomials φ(z), θ(z)
based on these parameters (Hyndman and Athanasopoulos, 2018). The estimation meth-
ods presented in the following are based on the approach of Hyndman and Khandakar
(2008) which is implemented in the R-package forecast. The differentiation parame-
ter q3 is determined through successive unit root tests (Kwiatkowski et al., 1992). The
procedure consists of testing the data for a unit root. If the result is significant, the
differenced data is tested for a unit root, continuing until a non-significant result is ob-
tained. The values of q1 and q2 are selected by minimizing a model information criterion
(Konishi and Kitagawa, 2008) such as AIC, AICc or BIC after differentiating the data
q3 times. Instead of considering every possible combination of q1 and q2, the algorithm
uses a stepwise search to explore the model space. Once the model order parameters,
i.e., the values of q1, q2 and q3, are identified, the coefficients of the polynomials φ(z)
and θ(z) are estimated using maximum likelihood estimation.

Seasonality in a time series refers to recurring patterns or fluctuations that exhibit
regular and predictable behavior over fixed time intervals m. A seasonal model contains
coefficients of order q1 and q2 and includes observations with lags of multiples of m. The
order of these terms is denoted by qs1 for the seasonal AR part and qs2 for the seasonal MA
part. The polynomials Φ(x) and Θ(x) are constructed similarly to their non-seasonal
counterparts, resulting in a seasonal ARIMA(q1, q2, q3)(qs1, q

s
2, q

s
3)m model (Shumway

and Stoffer, 2017), which is given by

Φ(∆m)ϕ(∆)(1−∆m)q
s
3(1−∆q3)yt = Θ(∆m)θ(∆)εt.

Exponential smoothing offers an alternative approach for time series forecasting. By
iteratively updating weighted averages of historical observations, exponential smoothing
adapts to changing trends and captures seasonality. The TBATS model (De Livera et al.,
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2011), which is based on exponential smoothing, is designed to model time series with
multiple trigonometric seasonalities. It uses a combination of Fourier terms with an
exponentially smoothing state space model and a Box-Cox transformation (Box and
Cox, 1964).

To be more precise, a TBATS model at time t with S seasonal pattern is given by

y
(ζ)
t =

{
yζt−1

ζ
, if ζ ̸= 0

log yt if ζ = 0,

y
(ζ)
t = ℓt−1 + ψbt−1 +

S∑

i=1

s
(i)
t + wt,

ℓt = ℓt−1 + ψbt−1 + ηwt,

bt = (1− ψ)b+ ψbt−1 + βwt,

wt =

q′1∑

i=1

φ′
iwt−i +

q′2∑

i=1

θ′iεt−i + εt,

where ζ is the Box-Cox transformation parameter, ℓt is the local level at time t, b is the
long-run trend, bt the short-run trend at time t, wt denotes an ARIMA(q′1, q

′
2, 0) process

and εt is Gaussian white noise process with zero mean and constant variance σ2. The
smoothing parameters are given by η and β. The local level is incorporated to capture
short-term variations or fluctuations in the data (Brockwell and Davis, 2002). In addition,
a damped trend (Gardner Jr. and McKenzie, 1985) with a damping parameter ψ ensures
predictions of future values of the short-run trend bt, which refers to fluctuations or
patterns associated with periodic or cyclical movements that repeat over a short time
horizon, converge to the long-run trend b (Gardner Jr. and McKenzie, 1985). This
long-run trend represents the general tendency of the time series. For the seasonal
component’s process s(i)t , i = 1, . . . , S, a trigonometric representation based on Fourier
series is used (West and Harrison, 2006; Harvey, 1990):

s
(i)
t =

κi∑

j=1

s
(i)
j,t ,

s
(i)
j,t = s

(i)
j,t−1 cos(ω

(i)
j ) + s

∗(i)
j,t−1 sin(ω

(i)
j ) + ξ

(i)
1 wt,

s
∗(i)
j,t = −s(i)j,t−1 sin(ω

(i)
j ) + s

∗(i)
j,t−1 cos(ω

(i)
j ) + ξ

(i)
2 wt,

where ω(i)
j = 2π j

mi
, ξ(i)1 and ξ(i)2 are smoothing parameters and κi denotes the number of
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summands in the Fourier series for the i-th seasonal component.

Selecting the final model in the TBATS algorithm involves a systematic evaluation of
various model specifications. TBATS explores a spectrum of alternatives by fitting
multiple models with distinct characteristics, including the consideration of:

(i) The inclusion or exclusion of the Box-Cox transformation.

(ii) The presence or absence of trend components.

(iii) The incorporation or omission of trend damping effects.

(iv) The utilization or non-utilization of ARIMA(q′1, q
′
2, 0) processes for modeling

residuals.

(v) The exploration of non-seasonal models.

(vi) The assessment of different quantities of harmonics to effectively model seasonal
effects.

The final model is chosen based on the model information criterion AIC and is imple-
mented in the R-package tbats (De Livera et al., 2011).

In addition to traditional time series approaches such as ARIMA and TBATS, machine
learning methods are increasingly being used for time series forecasting. These methods
are able to capture complex patterns and non-linear relationships and have proven their
effectiveness in various areas (Kane et al., 2014; Khaidem et al., 2016; Dudek, 2015;
Wang et al., 2018). In finance, for example, XGBoost approaches are used to predict
crude oil prices (Gumus and Kiran, 2017) and electricity loads on the Australian energy
market (Abbasi et al., 2019). In retail, XGBoost approaches are being explored for
predicting store sales (Zhang et al., 2021), while in transportation they are used to predict
NYC cab travel time (Huang et al., 2020).

Random Forest models have been applied to generate hour-ahead wind power forecasts
(Lahouar and Slama, 2017). In the domain of online retailing, Random Forest approaches
are employed to model real-time delivery time forecasts (Salari et al., 2022) and for
predicting product demand for grocery items (Vairagade et al., 2019). Notably, modifi-
cations of Random Forest tailored for time series, particularly in resampling strategies,
have been explored (Härdle et al., 2003). Goehry et al. (2021) have investigated the use
of different block bootstrap strategies, preserving dependency structures by grouping
data into blocks and incorporated their findings into the rangerts package (Goehry
et al., 2017). Fokam (2022) has examined the use of an AR-sieve bootstrap (Bühlmann,
1997) that applies residual resampling by fitting an AR process to the data. In a sim-
ulation study, Fokam (2022) compared the block bootstrap strategy with the standard
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one. The results indicate that the block bootstrap method may not offer a statistically
significant advantage over the classic bootstrap method.

In Schmid et al. (2023b), we conduct a comparative analysis in which we evaluate the
performance of Random Forest and XGBoost compared to traditional time series meth-
ods in the context of data-driven logistics, where robust forecasting methods are essential
for optimizing inventory management, ensuring on-time deliveries and optimizing supply
chains (Syntetos et al., 2016).
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3 Summary of the Main Articles

3.1 Article 1: Tree-based ensembles for multi-output
regression: Comparing multivariate approaches
with separate univariate ones

We consider the case of multi-output regression described in Section 2.1, where our goal
is to establish a functional relationship between a multivariate outcome Y ∈ Rd, d ≥ 2

and some features X ∈ Rp. The motivation behind such multivariate analyses arises
from the possibility of capturing dependencies between outcomes, which may lead to
improved prediction performance compared to separate univariate analyses. While the
need to develop valid multivariate methods has already been recognized in inferential
statistics, there is still a gap in comprehensive studies that fully exploit the potential
of multivariate machine learning regression methods for prediction. Our focus is on
tree-based ensemble methods and we aim to fill this gap by comparing the predictive
accuracy of separate univariate analyses with a simultaneous multivariate analysis using
exhaustive simulation.

To be more precise, we consider Random Forests and Extra Trees. The multivariate
extension of these methods aligns with established work by De’Ath (2002); Segal and
Xiao (2011). We determine the impurity of a node τ using the multivariate L2 loss

L2(k) =
∑

j:Yj∈τ
(Yj −Yt)

⊤(Yj −Yt),

where Yt is the arithmetic mean of the outcome vector at node τ . In addition, we also
consider the multivariate L1 loss, which is defined by

L1(k) =
∑

j:Yj∈τ

d∑

i=1

∣∣∣Y i
j − Ỹ i

t

∣∣∣ ,

where Ỹt = (Ỹ 1
t , . . . Ỹ

d
t )

⊤ is the vector of marginal medians of the outcome at node τ .
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For comparison, we use the extension of Extra Trees for multi-task learning (Simm et al.,
2014). To ensure a fair evaluation with respect to computational time, we implemented
our tree construction algorithm, except for the extra trees for multi-task, for which we
used the R-package extraTrees (Simm et al., 2014).

Our simulation study employs runtime and mean squared error as evaluation metrics
to assess performance. We focus on a three-dimensional outcome with ten real-valued
features, each specified with different distributions, dependencies and underlying mod-
els. Specifically, we explore three distinct dependency structures among the features:
complete independence, weak dependence and strong dependence. Following Loh
(2002), we define six relationships between outcomes and some of the features. For
each relationship type, we consider models where all outcomes are generated by the
same data generating process, resulting in high correlation. Additionally, we examine
models where the data generating process remains constant, but the features used in the
process to compute outcomes differ. Moreover, we introduce models where the data
generating process varies for each component of the outcome. We also cover a spectrum
of dependency structures in the outcome, ranging from complete independence to high
dependence. To ensure comprehensive analysis, we consider three different sample sizes
and conduct 1,000 simulation runs.

The results indicate that when comparing the predictive accuracy of multivariate ap-
proaches with their univariate counterparts, the latter have performance advantages in
scenarios where the data generating processes for the outcome components are different.
However, in all other simulation configurations, the multivariate approaches have at
least similar or even better performance than their univariate counterparts. In particular,
when comparing Random Forests, the multivariate approaches are strongly superior to
the univariate approaches in certain scenarios. Furthermore, all methods are sensitive
to different dependency structures within the features, with similar effects observed
for univariate and multivariate approaches. As for the two algorithmic approaches,
either the Random Forest or the Extra Tree approaches have outperformed the others.
With regard to runtime, multivariate approaches demonstrate a clear runtime advantage
over univariate approaches with comparable implementation. There are only minor
differences in runtime and performance results concerning the multivariate loss function
used.

We also compare the methods on five datasets from the UCI repository (Dua and
Graff, 2017). These data analyses show that the multivariate approaches can improve
performance when considering multivariate outcomes, especially for the Extra Trees.
For the Random Forests, the multivariate counterpart only improved performance in a
few of the considered datasets.
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3.1 Article 1: Tree-Based Ensembles for Multi-Output Regression

To sum up, we propose the use of multivariate extensions of tree-based ensemble methods.
In an extensive simulation study, we compare these with their univariate counterpart and
a multi-task extension of Extra Trees. Finally, all methods are analyzed on five real-life
multi-output regression datasets of varying complexity, considering performance and
runtime.
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3.2 Article 2: Comparing statistical and machine
learning methods for time series forecasting in
data-driven logistics - A simulation study.

Accurate forecasts derived from historical data play a central role in data-driven logistics.
They enable informed decisions, ensure timely delivery or minimize disruption in the
dynamic logistics domain. Therefore, forecasting methods are essential for strategic
planning in various logistics areas, including warehousing, transportation and supply
chain management (Syntetos et al., 2016). While time series models are widely used for
forecasting, the increasing prevalence of large and complex data sets in logistics has led
to a growing interest in machine learning methods for demand forecasting. To address
the ambiguity often faced when choosing the most appropriate forecasting method,
we conduct a comprehensive comparison of the forecasting performance of time series
models and machine learning methods. More precisely, different forecasting methods are
evaluated in terms of their out-of-the-box performance on a large number of simulated
time series that are important for logistics.

Our study focuses on (seasonal) ARIMA and TBATS as time series models. The
former model is one of the best known in time series forecasting and is often used as
a benchmark model (Zhang et al., 2001; Al-Saba and El-Amin, 1999). In addition,
TBATS models contain various approaches commonly used in forecasting, such as the
Box-Cox transformation or exponential smoothing (De Livera et al., 2011). Since the
use of machine learning approaches is already widely explored (Zhang and Qi, 2005;
Siami-Namini et al., 2018), we decided to focus on tree-based ensemble learners. In
particular, we consider XGBoost, which is known for its predictive power (Chen and
Guestrin, 2016) and Random Forests, one of the most popular tree-based ensembles that
is quite robust to hyperparameter tuning (Probst et al., 2019a). To provide a baseline,
a naive approach utilizing the last observation of the time series as prediction is also
considered.

We investigate twelve distinct data generating processes, each presenting different
challenges. These processes range from minimally nonlinear, such as AR, to strongly
nonlinear relationships between past and current values, such as seasonal AR. To increase
the complexity of the time series, we add a jump process and a random walk to each
data generating process. The jump process leads to sudden regime changes, while the
random walk introduces noise into the data. Our study encompasses four scenarios: (1)
the data generating process with no added complexity, (2) the process overlaid with the
jump process, (3) the process superposed with random noise and (4) the process subject
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to both the jump process and the random noise.

In addition, we apply the methods to a real-life dataset from logistics and to datasets
generated from two queuing models, M/M/1 and M/M/2. These models are commonly
used to analyze the dynamics of queues with one (M/M/1) or two (M/M/2) servers,
taking into account factors such as the expected waiting time, the expected number of
customers in the queue and the expected server utilization.

For each setting, we generate a time series of length n from the respective data generation
processes with n ∈ {100, 500, 1, 000}. In our simulation study, we use the mean
absolute percentage error and the mean squared error as evaluation measures for the
predictive power since these metrics are widely used in forecasting time series in logistics
(Kuhlmann and Pauly, 2023).

In our simulation study, we employ a sliding window (Dietterich, 2002) approach for
forecasting using machine learning algorithms. This approach involves moving a fixed-
sized window over the time series data, using the data within the window as input for
prediction at each step. Furthermore, we explore the impact of time series differentiation
on the prediction performance of machine learning algorithms. This is motivated by the
aim of making the time series more stationary through differentiation.

When analyzing the simulation results, we find that in all simulation settings the Random
Forests outperform the XGBoost approaches. In general, either Random Forests or
time series methods show superior performance compared to the other approaches. In
particular, Random Forests perform better in scenarios with queueing models and in
cases where a Poisson process overlaps with the data generating processes. In all other
simulation settings, however, Random Forests perform comparably or slightly worse
than time series methods. Regarding the effect of data differentiation on the performance
of the two machine learning methods, we observe similar patterns. Differentiation
improved performance, especially in queuing scenarios and in situations where additional
complexity is introduced into the data generation process. Introducing a jump process
into the data generation process leads to a significant drop in performance for all methods
and settings while overlaying the data with additional noise can lead to differences in
performance depending on the setting.

To sum up, we investigate the forecasting performance of several tree-based ensembles
and time series models in an extensive simulation study. Based on these simulations,
we were able to derive recommendations for practitioners. Furthermore, we analyzed a
real-life dataset on demand forecasting from logistics.
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3.3 Article 3: TREE: Tree Regularization for Efficient
Execution.

The optimization of machine learning model execution time on resource-constrained
edge devices has been widely studied (Murshed et al., 2021; David et al., 2021). A
central aspect in this context is the limited availability of energy and time for executing
inference due to resource constraints. A well-known strategy to speed up inference is
to reduce the model size, e.g., by limiting the maximum tree depth. While this leads to
a significant reduction in execution time as fewer computations are required, it often
comes at the expense of accuracy. Another effective approach is using CPU cache
behavior, especially in the area of tree-based ensembles (Chen et al., 2022; Tabanelli
et al., 2022). Chen et al. (2022) have shown that a cache-friendly reordering of the nodes
improves execution time. In their approach, the split probabilities of the nodes are used
to determine the new order in memory, with unequal splits being beneficial as they lead
to nodes that are accessed more frequently.

We propose an alternative method to reduce the overall model size effectively. Our ap-
proach involves optimizing the decision tree construction by introducing a regularization
term into the split criterion. More precisely, the regularization term Ξτ , defined by

Ξτ = 1− |NnMu(AL)−Nn(AR)|
Nn(A)

,

for a given node τ and the corresponding cell A serves as a control parameter to establish
a trade-off between tree size and prediction accuracy. This modification aims to increase
the occurrence of uneven splits, favoring shorter paths to leaf nodes.

To control the amount of penalization, we introduce the weighting factor λ ∈ R+ into
the regularization term. This factor has to be chosen effectively to obtain a balanced
compromise between accuracy and asymmetric splits. Note that there is a limit to which
each split can be usefully regularized, as at some point, all samples would go to one child
node. Therefore, the impact of the regularization factor reaches a limit the larger the
factor becomes. We quantify the expected performance improvement by the expected
depth dexpo of a single tree o, which is given by

dexpo =
∑

τ∈To
pτ · do,τ ,

where To is the set of all leaves τ of a tree o. The probability of a leaf τ is denoted by pτ
and do,τ defines the depth of leaf τ in the tree o.

26



3.3 Article 3: TREE: Tree Regularization for Efficient Execution.

Reducing the expected depth indicates increased performance as fewer nodes need to be
loaded during inference. As soon as the expected depth stabilizes, the influence of the
regularization factor is less evident and a lower performance gain is to be expected. To
estimate the optimal regularization factor, we iteratively increase λ until the difference
in expected depth falls below a certain threshold.

To evaluate the impact of regularization in the training of Random Forests, we perform
extensive experiments on eleven datasets from the UCI repository (Dua and Graff, 2017),
focusing on classification tasks. Furthermore, we investigated different implementations
in terms of cache awareness of Random Forests as proposed by Chen et al. (2022) using
Gini impurity as the split criterion. The experiments are evaluated with respect to the
balanced accuracy and relative mean execution time of the inference that compares the
regularized implementation with the comparable non-regularized counterpart over 50
repetitions. For Random Forest hyperparameters, we varied the maximal depth and the
size of the inner bootstrap sample mtry across a set of recommended default values.

The results show that certain datasets, especially those with binary classification or a
large sample size, can benefit significantly from a high degree of regularization. This
improvement is seen in an improved runtime without significant loss of accuracy. While
regularization for shallow decision trees generally cannot offer a large spectrum for the
trade-off and quickly degrades to extreme cases, a broader spectrum for the trade-off
is generally offered for deeper tree models. Moreover, our observations show that both
cache-optimized and non-cache-optimized implementations yield similar results, which
supports the design principle of orthogonal optimization.

In order to better understand the effects of tree regularization on binary classification
datasets, we conducted a simulation study. We focused on a binary classification
problem with ten features and modeled three different dependency structures ranging
from independence to strong dependence while systematically modifying the class
balances. Various relations between the outcome and the features are considered. For
each setting, we generated samples of size n ∈ {100, 200, 500}. The regularization
strength λ and the other tree hyperparameters are varied as in the data analyses.

The results show that class balance and sample size are the driving factors that influence
the effects of regularization. Analyzing the effects of sample size revealed trends consis-
tent with previous results from analyzing real-world datasets. A significant improvement
in execution time was observed with increasing sample size, accompanied by a slight
decrease in accuracy. Furthermore, our results showed that highly imbalanced classes in
the results allowed for a significant improvement in speed with only a slight degradation
in accuracy.
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To sum up, we introduce a regularization term for the provoking uneven splits in decision
tree training, including an implementation in scikit-learn (Pedregosa et al., 2011). We
examine its influence on several real-life datasets from UCI and on simulated data. We
show that, especially for binary classification data sets and data sets with many samples,
this form of regularization can lead to a reduction of up to ≈ 4× in the execution time
with only a slight accuracy degradation.
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4 Further Research

During my doctoral studies, I was involved in several other research projects. These
cover a wide range of topics, such as human activity recognition, interpretable transfer
learning, multi-label stacking, image-based analysis, predictive modeling and theoretical
foundations of machine learning algorithms. The following sections summarize the main
results of these works.

4.1 Human Activity Recognition in Logistics

All the results presented in this section were developed in collaboration with colleagues
from the Department of Statistics and the Chair of Materials Handling and Warehousing
at TU Dortmund University dealing with different aspects of human activity recognition
(HAR), see our joint research papers Kirchhof et al. (2021b,a); Nair et al. (2023) for
details.

The aim of HAR is to automatically identify and classify human activities based on
sensor or multi-channel time series data. It has applications in various fields, including
healthcare (Wang et al., 2019; Osmani et al., 2008), sports (Tian et al., 2013; Hsu et al.,
2018), smart homes (Yang et al., 2011; Van Kasteren et al., 2010) and logistics (Reining
et al., 2019; Rueda et al., 2018).

4.1.1 Interpretable Multi-Label Stacking

Recent developments in HAR focus on the introduction of multi-label representations of
human motion. These developments show that exploiting the structure between these
classes is essential to achieve better performance than with isolated classifiers (Pakrashi
et al., 2016).

For example, consider a warehouse worker’s human activity recognition task shown
in Figure 4.1 (Kirchhof et al., 2021b). Three embedded sensors provide probabilistic
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Figure 4.1: The three embedded machine learning sensors tell us: P (overhead work) =
0.5, P (standing) = 0.95, P (hands high) = 0.7. Given the rules: if standing
and hands high then often overhead work and if normal work then almost al-
ways hands centered or low, what is the new probability P (overhead work)?

information about the worker’s posture and hand position, as well as an initial guess
about whether the worker is performing overhead tasks. Intuitively, we would combine
these beliefs to understand the worker’s situation. In addition, we can use rules to decide
whether certain assumptions contradict or support each other, as shown in Figure 4.1.
The challenge is mathematically applying these non-deterministic rules to uncertain
input beliefs to compute updated beliefs.

Most models that address such problems are often stacked on top of ground learners
and refine the probabilistic estimates of the ground learners by modeling the structure
between labels in various ways: attribute class methods, knowledge graphs, Bayesian
networks and probabilistic rule-based approaches.

Attribute class methods introduce a layer of semantically interpretable attributes between
input data and output labels (Lampert et al., 2013; Atzmon and Chechik, 2018; Liu et al.,
2020), facilitating zero-shot learning (Xian et al., 2019). In contrast, other approaches
do not partition labels into attributes and classes but use knowledge graphs (Wu et al.,
2018; Lee et al., 2018), which allow for more comprehensive relationships between
labels and more straightforward interpretation but often require ground truth graphs.
Bayesian networks can extend these relationships to the probabilistic framework (Chen
et al., 2020; Shen et al., 2018), while probabilistic rule learners account for uncertainty
in labeling (Ding et al., 2015; Rapp et al., 2021).

In Kirchhof et al. (2021b), we introduce the probabilistic rule stacking learner (pRSL),
which combines elements from these methods by using Bayesian networks with a bipar-
tite connection of labels through rules, allowing complex and probabilistic relationships
between labels while maintaining acyclicity. These rules can either be based on prior
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knowledge or learned.

In a benchmark study, we compare pRSL to three methods: a neural network with
two hidden layers, MLWSE (Xia et al., 2021) and BOOMER (Rapp et al., 2021),
which has similarities to pRSL. The benchmark study includes six datasets from Mulan
(Tsoumakas et al., 2011). Random Forests (Malley et al., 2012) serve as binary relevance
(BR) learners and for evaluation, we examine joint accuracy, joint log-likelihood and
label-wise Hamming loss.

The results show that pRSL can compete with other interpretable and black-box al-
gorithms in modeling inter-label dependencies in various metrics. The multi-label
algorithms studied generally outperform the BR baseline in all datasets and metrics.
Each of the four multi-label algorithms show strengths on different datasets and metrics.
However, it should be noted that there are datasets where pRSL does not lead to im-
provements and may even worsen the results of the underlying classifiers. The reasons
for these differences are not yet fully understood, although calibration is considered a
possible factor. Further research is required to determine the causes of these differences
in performance.

4.1.2 Transfer Learning for Human Activity Recognition in
Warehousing

Since manual processes in warehouses account for more than half of total operating costs
(De Koster et al., 2007; Grosse et al., 2015), human activities need to be quantifiable to
enable their evaluation and improvement in terms of economy and ergonomics (Calzavara
et al., 2017). Note that different labels are of interest in each warehouse scenario. Ideally,
a classifier would be trained with scenario-specific data. However, collecting and labeling
such data is a labor-intensive endeavor.

Motivated by the large number of emerging HAR datasets that have activities and labels
that resemble warehouse activities (Niemann et al., 2020), we investigate the extent to
which existing datasets can be used for HAR in different warehouse scenarios using
transfer learning (Kirchhof et al., 2021a). The goal here is to connect the labels of an
existing dataset with the possibly different labels of a related target dataset. Transfer
learning can be performed using both interpretable and non-interpretable means. In
the former case, other HAR classes are associated with rules or structures that are
semantically interpretable.

Non-interpretable transfer learning usually involves fine-tuning neural networks (Zhang
et al., 2023). Here, a temporal convolution neural network (Rueda and Fink, 2021) is
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initially trained on a HAR dataset to recognize certain classes. During this process, the
network must learn how to summarize the input data in a more compact form, its internal
latent representation space, which is usually a black box. This internal representation
space is then used as a starting point for learning the classes of a new data set, typically
requiring only a few labeled examples of the new dataset, a scenario known as few-shot
learning (Cheng et al., 2013).

We focus on localizing the border between zero-shot interpretable and few-shot non-
interpretable transfer learning in HAR. Therefore, we apply pRSL and fine-tuning to
both a transfer from ergonomics to logistics and a transfer from sports to logistics.

The results of the experiments show that interpretable feature-based transfer learning
enables competitive zero-shot recognition but relies on semantically related features
between the reference and target datasets. On the other hand, non-interpretable fine-
tuning promotes transfer learning even in the face of significant domain shifts, e.g.,
switching from sports to logistics. Fine-tuned learners outperform fast-learned nulls
with only a few annotated examples from the target dataset. These results suggest that
transfer learning can significantly reduce the amount of labeled target data required, an
essential cost when using deep learning techniques in novel warehousing scenarios.

In analyzing the semantic meaning of the self-learned rules by pRSL, the example of
Figure 4.2 (Kirchhof et al., 2021a) shows that label-based transfer learning can produce
interpretable rules in the real world. Still, we emphasize that the interpretation strategy
needs to be fully developed.

(Stand) ∧ (Bulky Unit / Computer / No Item) → Right Hand ∨ Left Hand ∨
(Step / Standing Still)

Figure 4.2: A self-learned rule from the domain-related transfer learning task together
with examples where the rule has a high impact on the classification decision
(as measured by the L1 distance to prediction without the rule).
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4.1.3 Dataset Bias

Ensuring the accuracy, fairness and generalizability of HAR models is essential for
their practical use and compliance with ethical and legal principles. It requires the
development of a robust classifier with respect to several criteria, such as personal
features. The efficient creation of high-quality datasets is a critical aspect of training
such a classifier (Cruz-Sandoval et al., 2019; Reining et al., 2020; Avsar et al., 2021).
The issue of classifier robustness is complex and often involves biases introduced by the
dataset. Recent research has explored dynamic inductive biases to address challenges
such as varying sensor placements (Chang et al., 2020), domain shifts (Khan et al., 2018),
inconsistent labels (Reining et al., 2020) and class imbalances (Niemann et al., 2020).

The latest attention to bias in classification, especially within deep network models,
has highlighted the influence of human characteristics. However, the significance of
subject-specific characteristics in multi-channel time series HAR datasets still needs to
be explored. Each individual exhibits unique motion patterns when performing activities,
which can be recognized through short-term signal patterns (Retsinas et al., 2020).
Consequently, when training and testing data involve subjects with varying physical
characteristics, a drop in performance is to be expected.

In our study (Nair et al., 2023), we investigate the extent to which biases in human
physical features in the training and testing datasets affect classifier performance. The
experiments are performed on different HAR datasets from different domains, consid-
ering the heterogeneity introduced by different features in the training dataset. As a
classifier, we use the established method proposed by Rueda et al. (2018) and evaluate
the performance based on the accuracy and weighted F1 score.

We have found that training data containing a wide range of physical features leads to
better accuracy for unseen test data containing objects with different physical features.
In addition, systematically increasing the size of the training sample to include subjects
with different features further improves accuracy. We therefore recommend that dataset
creators ensure that they have subjects with varying characteristics in their datasets.
Thus, the number of subjects and the diversity of their physical features can be increased
to improve the classifier’s performance if the effort to collect more data is reasonable.
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4.2 resKIL: Resource Efficient AI for Embedded
Systems in Agricultural Machinery

The three-year project ”resource-efficient artificial intelligence for embedded systems
in agricultural technology” (resKIL), funded by the German Federal Ministry of Food
and Agriculture (BMEL), is being carried out in collaboration with industrial partners
CLAAS and Zauberzeug as well as academic institutions such as the University of Os-
nabrück and the German Research Center for Artificial Intelligence (Bundesministerium
für Ernährung und Landwirtschaft, 2022).

The goal of the project is to develop a scalable and adaptable solution to significantly
expand the use of machine learning in agriculture in the near future. The project
focuses on specific areas, such as quality assessment of harvested crops and feature
recognition in the machinery environment, with an agile development strategy to ensure
continuous quality improvement. The project planning revolves around three harvest
periods, determining the workflow and iterations of individual work packages. The
transfer of developments across multiple harvests is a crucial aspect of demonstrating
the generalizability, robustness and improved quality of the approaches.

In this project, my main tasks can be divided into three components. First, I am
involved in developing a statistical framework for data collection and processing, which
includes the creation of detailed experimental designs for the subsequent training of
intelligent methods, i.e., to cover the artificial intelligence (AI) training solutions space
comprehensively. Based on CLAAS’ experience, detailed test plans are designed by
means of surrogate models, statistically evaluated and expanded to achieve optimal
coverage of the solution space. In addition to field or harvest trials, trials are conducted
on test parcels to minimize uncertainties in harvesting, such as data collection problems
or unsuitable trial conditions. Moreover, sequential experimental designs are used
because they can be adapted quickly. A small extraction of the experimental plans for
the harvest in 2022 is presented in Figure 4.3.

Figure 4.3: Extraction of the experimental design for the harvest 2022.
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Another aspect of my involvement is providing statistical support to the collaboration
partners. This includes advising on the selection and evaluation of models in the devel-
opment of a scalable AI platform product line for embedded systems or the evaluation
of the various annotation tools developed.

The final aspect is the evaluation of crop quality, with a focus on corn harvesting. The
primary metric used for this purpose is the Corn Silage Processing Score (CSPS), which
evaluates the efficiency of corn grain processing during harvest and ensiling (Ferreira
and Mertens, 2005). In general, it indicates how much of the corn kernels were processed
appropriately. To calculate the CSPS, a harvest sample is sent to a laboratory where it
is dried and sieved through a 4.74 mm sieve. Whole, unprocessed kernels are usually
left on the sieve. Starch content is determined in the whole sample and in the fraction
smaller than 4.75 mm. CSPS is then given by the percentage of starch content in the fine
fraction relative to the total starch content. Percentages above 70 % are considered very
good, while percentages between 70 % and 50 % are considered good and those below
50 % are considered unsatisfactory (Drewry et al., 2019).

In order to optimize this labor-intensive and costly process and to overcome the dis-
advantage that the results are only available after harvesting when adjustments to the
machine settings are no longer possible, an algorithm was developed with the following
objectives: The algorithm is intended to closely approximate the CSPS determined in
the laboratory while ensuring that the algorithm operates with high resource efficiency
so that it can be applied in real-time during the harvesting process. The algorithm
uses images captured during the harvesting process as input and then applies an image
segmentation procedure, see Figure 4.4 from CLAAS. This allows the calculation of an
optical CSPS based on the segmented data.

Figure 4.4: Harvest set up (left), example image captured during harvest (center) and its
segmented version (right).

In our study, we perform a comprehensive analysis of the optical CSPS and make
a direct comparison with the laboratory CSPS. We also compared the algorithm for
calculating the optical CSPS with alternative statistical methods. These methods use
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all the information obtained from image segmentation as input. In this analysis, we
evaluated the trade-off between accurate CSPS determination and associated resource
allocation to gain a better understanding of the practicality and effectiveness of these
resource-efficient approaches. We plan to publish the results of this study together with
our partners from CLAAS soon.

4.3 Predicting Effects of Math Training with
Multivariate Random Forests

Predicting the success of interventions is essential in education because it is critical
to realizing the full potential of individual learners, reducing educational disparities
and allocating societal resources efficiently. These predictive efforts span multiple
educational approaches, including adaptive interventions, in which learning experiences
are adjusted based on real-time data (Collins et al., 2004; Almirall and Chronis-Tuscano,
2016); response to intervention, a system for identifying and supporting students at
risk of learning disabilities (Grosche and Huber, 2012); and personalized education,
which includes tailored strategies and technologies (Tetzlaff et al., 2021). Educational
outcomes are often multidimensional, reflecting performance in different domains or
showing trajectories across different points in time.

Standard methods for modeling learning trajectories include latent growth curve models
(LGCMs) and multilevel regression models. LGCMs are used to capture individual-level
changes over time. De Koning et al. (2014) used LGCMs to predict clickstream data
trajectories. Another approach, multilevel regression models, considers the hierarchical
structure of data and includes repeated measures within individuals or clustered data.
Interestingly, multilevel regression models can often be expressed as LGCMs (McNeish
and Matta, 2018). However, they can be limited in their applicability, especially for
small sample sizes, high dimensionality, unidentified data, or noisy datasets. Alterna-
tive approaches, including machine learning, can provide solutions to overcome these
limitations.

Based on this and the findings of our previous work (Schmid et al., 2023a), we started
together with our colleagues Susanne Frick, Philip Doebler and Jörg-Tobias Kuhn from
the interdisciplinary research group FAIR 1 to investigate the use of multivariate and
univariate Random Forests to predict learning trajectories based on digital training data

1https://fair.tu-dortmund.de/en/
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from the Meister CODY Talasia app from January 2018 to December 2019. The project
is in the final stages and will be submitted soon.

The math training app CODY Talasia is designed to support children in second and third
grades who have problems with math. Developed by researchers at the University of
Münster, designed and marketed by Meister CODY GmbH, the app follows a structured
training concept with a detailed training plan. The training plan consists of various
components:

1. CODY-M 2-4 Test (Kuhn et al., 2013): This test is a validated mathematical
assessment to determine a user’s training profile and is categorized as A, B, or C.
It is recommended to perform it at the beginning and to repeat it if necessary.

2. Training sessions (Kuhn and Holling, 2014): Users are required to attend training
sessions five times per week. Each session consists of two tasks, each lasting
around ten minutes. The level of difficulty is adaptive and aims for a success
rate of 80%. The tasks follow a specific training plan determined by the training
profiles. Figure 4.5 shows some example tasks from the training (Chromik, 2021).

3. Status test: This test, done after every five days of training (approximately once a
week), evaluates the user’s performance in three subdomains: addition, subtraction
and number lines. It uses a gold coin scoring system that combines speed and
accuracy and has been shown to perform better than separate assessments, as
shown in Schwenk et al. (2017).

Figure 4.5: Excerpts from the app training tasks.

In our study, we use two different models to identify features that influence the predic-
tions. The first model, referred to as the base model, includes key variables such as
pretest score, grade and their interaction. In contrast, the second model extends the base
model to include additional training-related features such as average response time and
difficulty level. The evaluation of both models for each status test included univariate
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and multivariate approaches. In the univariate approach, we developed separate models
for each subdomain. In the multivariate approach, however, we created a single model to
predict performance in all three subdomains. For our analysis, we used Random Forests
and regularized linear regression with lasso penalty as prediction methods.

The results indicate that feature selection has a significant impact on prediction per-
formance. Models with more features show better performance, therefore information
on the training data is a useful source for early predictions. Comparison between mul-
tivariate and univariate approaches shows minimal differences in performance, with
multivariate models favoring the baseline setting and the opposite in the training set-
ting. Furthermore, we find no significant differences in predictive performance between
Random Forests and regularized linear regression.

The decision to adopt systems like Meister Cody based on these results involves both
statistical and technical considerations. On the statistical side, it requires achieving
low prediction errors and recognizing intervention effect heterogeneity. Simultaneously,
from a technical standpoint, we need to assess the feasibility of implementing these
statistical insights.

4.4 Capsule Network

Capsule networks are a recent advance in deep learning that aims to overcome some
limitations of traditional convolutional neural networks. They were introduced by Sabour
et al. (2017) to improve computer vision tasks, particularly in handling hierarchical and
spatial relationships within images. Capsule networks use capsules as basic building
blocks instead of traditional neurons. These capsules are designed to capture and
represent different parts and attributes of an object, allowing for better generalization
and improved recognition of complex patterns (Hinton et al., 2011).

A neuron computes the weighted sum of its scalar inputs and applies a nonlinear activa-
tion function to produce a scalar outcome. In contrast to that, the multivariate outcome
from a capsule is determined as follows: Let p, d ∈ N be arbitrary and x1, . . . ,xn ∈ Rp

be the p-dimensional input vectors of a given capsule. Denote by Wi ∈ Rd×p the
corresponding weight matrices. Then, the d-dimensional outcome y ∈ Rd is given by

y = Ψ

(
n∑

i=1

uiWixi

)
,

where ui ∈ R is the so-called i-th coupling coefficient (calculated via the dynamic

38



4.4 Capsule Network

routing algorithm Sabour et al. (2017)) and Ψ : Rp → Rp is the activation function.

Hinton et al. (2011) also introduces a new nonlinear activation function, the squash func-
tion, which limits the length of a vector to a maximum value of one while maintaining
the original direction of the vector, i.e.,

squash : Rp → Rp, x → ∥x∥
∥x∥+ 1

x,

where ∥ · ∥ denotes the euclidean norm. The universal approximation theorem in neural
networks (Devroye et al., 2013) states that a single hidden layer in a feedforward
neural network with a sufficient number of neurons and a suitable activation function
can approximate any continuous function with arbitrary accuracy. We have extended
this theorem for multivariate functions in the context of capsule networks for certain
activation functions and network structures. This work is in the final stages of preparation
for submission, contributing to the ongoing exploration and advancement of neural
network capabilities in handling complex multivariate relationships.
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In this work, we investigated the application of tree-based ensembles and evaluated
their effectiveness in multi-output regression and their adaptability in time-dependent
outcomes. Driven by the increase of autonomous and decentralized processes, especially
on resource-constrained devices in logistics, we investigate the impact of regularization
techniques to improve the execution efficiency of these algorithms.

Our investigation of multi-output regression has shown the potential advantages of
simultaneously considering dependencies between outcomes. A comparative analysis
of multivariate approaches, in particular Random Forests and Extra Trees, with their
univariate counterparts revealed that the multivariate methods show comparable or better
performance in scenarios where the data generation process does not differ significantly
between all outcome components. Conversely, the univariate approaches showed a
performance advantage in scenarios with different data generation processes for each
component. In our implementation, the multivariate methods outperformed the univariate
methods in terms of runtime efficiency. However, it is important to acknowledge that our
implementation still has room for improvement compared to the effective implementation
of Simm et al. (2014) and Wright and Ziegler (2017). While our simulations focused
primarily on continuous features, analogous results are observed when applied to mixed
features in real-world datasets. In a joint project with colleagues from FAIR (Section
4.3), we extended our analysis to a real-life dataset derived from a digital learning app
to predict the effects of math training. Here, we focus on the comparative analysis
of multivariate tree-based ensembles with other regression methods, such as lasso
regression. Simultaneously, the variable importance measure and the effective tuning of
hyperparameters in the context of multi-output regression is being explored. Another
direction for future research could be exploring hybrid approaches for multi-output
regression. These hybrid models, in which components are modeled in part using both
univariate and multivariate approaches, promise more flexibility in the modeling process.

Further, we conducted an exhaustive comparison between traditional time series models
such as (seasonal) ARIMA and TBATS and tree-based ensembles, including Random
Forests and XGBoost, to forecast time series in the dynamic landscape of data-driven
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logistics. Our simulations uncovered nuanced performance variations, showcasing the
superiority of machine learning methods in specific scenarios, particularly when ad-
dressing queuing situations and data overlaid with additional (nonlinear) complexity.
The out-of-the-box performance of Random Forests, which outperformed XGBoost in
all considered scenarios, underlines its robustness in terms of hyperparameter tuning.
Training on differentiated time series can significantly improve the machine learning
resilience. Our findings are relevant to the logistics domain as they represent a care-
fully considered, data-driven approach to improving forecasting accuracy, inventory
management and operational efficiency. Based on these findings, we have developed
recommendations for practical researchers, providing guidance for implementing robust
forecasting strategies in real-world logistics scenarios. Extending our research to multi-
step forecasting, considering multivariate time series and dealing with uncertainty in
forecasts are interesting potential topics.

Due to the increasing trend towards autonomous and decentralized processes, we intro-
duced a regularization approach in the construction of tree-based methods to improve the
efficient execution time of inference. Our proposed approach, leveraging regularization,
aimed to balance model size reduction and maintaining prediction accuracy, effectively
addressing challenges posed by limited energy and time resources. The experimental
results highlighted significant improvements in runtime, particularly for datasets con-
cerning binary classification problems and those with large sample sizes. An interesting
application perspective arises in projects like resKIL (Section 4.2) as well as in au-
tonomous robots in logistics, where it is important to use resource-efficient algorithms
to enable real-time applications. Future considerations involve extending regularization
to the entire structure of the tree-based ensemble instead of individual trees, offering a
promising approach for further investigation. For instance, stratifying the dataset into
subsets with strong dependencies for training different trees could potentially enhance
the effectiveness of the regularization approach.
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Abstract

Many planning and decision activities in logistics and supply chain management are based on forecasts of

multiple time dependent factors. Therefore, the quality of planning depends on the quality of the forecasts.

We compare different state-of-the art forecasting methods in terms of out-of-the-box forecasting performance.

Different to most existing research in logistics, we do not do this case-dependent but consider a broad set

of simulated time series to give more general recommendations. We therefore simulate various linear and

nonlinear time series that reflect different situations.

Keywords: Machine Learning, Time Series, Forecasting, Simulation Study

1. Introduction

Forecasting methods are essential for efficient planning in various logistics domains such as warehousing,

transport, and supply chain management. They enable companies to anticipate and plan for future demand,

capacity needs, and supply chain requirements. Thereby, different logistics applications require different

forecasts due to their unique characteristics. In the transport domain, e.g., accurate transportation fore-

casting enables logistics companies to optimize their transportation networks, reduce transportation costs

and enhance delivery reliability (Huang et al., 2020; Wu et al., 2004; Lin et al., 2005; Garrido and Mah-

massani, 2000; Wu and Levinson, 2021). Precise forecasting allows warehouse managers to optimize space

use, reduce stock-out risk, and improve overall efficiency (Shi et al., 2018; Ribeiro et al., 2022). In supply

chain management, accurate forecasts are, e.g., used to optimize resource use across the entire supply chain

(Feizabadi, 2022; Kuhlmann and Pauly, 2023; Syntetos et al., 2016). The above references show that the use

of forecasting techniques such as time series models and machine learning methods has become increasingly

popular in logistics in recent years. However, there is still a lack of consensus on which method is more

effective, especially as most methods of comparison in logistics solely rely on comparing the performance on

a few data sets (Ensafi et al., 2022; Ribeiro et al., 2022). In fact, different to other fields (e.g. Wu et al.,

2018; Weber et al., 2019) there do not exist rigorous benchmark studies in data-driven logistics to the best

of our knowledge. In our opinion, the key reason for this is that, outside of specific examples (e.g. Niemann

∗Corresponding Author
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et al., 2020; Arora et al., 2022), there is a lack of freely accessible and well-characterized data sets for bench-

marking (e.g. Reining et al., 2019; Awasthi et al., 2023) in the logistics research domain. This hampers the

analysis of domain-specific pros and cons of method choices or the formulation of general recommendations.

To overcome this and to be in line with recent recommendations (Friedrich and Friede, 2023), we therefore

focus on simulating data from various statistical time series models that reflect potential logistic scenarios.

Time series models have been used in forecasting for several decades and are widely used in logistics for

sales or demand forecasting, see e.g. Kuhlmann and Pauly (2023); Shukla and Jharkharia (2011) and the

references cited therein. These models are based on historical data and use statistical techniques to identify

patterns and trends in the data, which can then be used to make predictions about future demand. Some

commonly used time series models in logistics include (seasonal) autoregressive integrated moving averages

(ARIMA) and exponential smoothing models. For example, Gilbert (2005) developed an ARIMA multistage

supply chain model that is based on time series models. Another example is Prophet (Taylor and Letham,

2018), a forecasting tool for time series analysis developed by Facebook, which includes additive modeling

with components such as seasonality, holidays and trend flexibility. Kumar Jha and Pande (2021) exam-

ined ARIMA and Prophet models for predicting supermarket sales. The Prophet models showed superior

predictive performance in terms of lower errors. Hasmin and Aini (2020) investigated the performance of

double exponential smoothing for inventory forecasting.

More recently, machine learning (ML) methods have become increasingly popular for demand forecasting

in logistics due to their ability to handle large and complex data sets. There are many literature reviews

(Carbonneau et al., 2008; Wenzel et al., 2019; Sharma et al., 2020; Ni et al., 2020; Baryannis et al., 2019),

that discuss the use of machine learning techniques in forecasting for supply chain management, including

an overview of the various techniques used and their advantages and limitations. However, our comment

regarding a lack of neutral benchmarking studies still applies.

Several studies have shown that ML methods such as neural networks, support vector regression, and

Random Forests can outperform traditional time series models for specific demand forecasting problems. For

example, a study by Ensafi et al. (2022) compared the prediction power of more than ten different forecasting

models, including classical methods such as ARIMA and ML techniques such as long short-term memory

(LSTM) and convolution neural networks, using a single data set containing the sales history of furniture

in a retail store. The results showed that the LSTM outperformed the other models in terms of prediction

performance. Another study by Kohzadi et al. (1996) also compared the forecasting power of ARIMA and

neural networks using a single commodity prices data set. Again the neural network performed better than

the ARIMA model. Similar results were obtained in Weng et al. (2019) or Siami-Namini et al. (2018). How-

ever, other studies have found mixed results, with some suggesting that time series models perform better

than ML methods. For instance, Palomares-Salas et al. (2009) compared the forecasting accuracy of ARIMA

and neural network models in predicting wind speed for short time intervals. The results showed that the

performance of both can be very similar, indicating that a more simple and interpretable forecasting model

could be used to administrate energy sources. A comparison of daily hotel demand forecasting performance

of SARIMAX, GARCH and neutral networks also showed that both time series approaches outperformed
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the neural networks (Ampountolas, 2021). In the latter examples, one reason may also be the difficulty of

tuning complex machine learning procedures. That’s one reason why we focus on out-of-the-box machine

learning methods in our study.

The comparison of the forecasting performance of ML methods and time series models in logistics has

significant implications for businesses seeking to improve their forecasting accuracy. By identifying the most

effective forecasting methods, businesses can make better-informed decisions about production, inventory

management, and resource allocation. Thus, this work aims to provide a comprehensive comparison of the

forecasting performance of time series models and ML methods. Different from the above-mentioned works

that merely focus on single use cases, this task needs more variation in the data sets under study. To

this end, we compare various forecasting methods in terms of out-of-the-box forecasting performance on a

broad set of simulated time series. We thereby simulate various linear and nonlinear time series that are of

importance for logistics and study the one-step forecast performance of different statistical learning methods.

This work is structured as follows: Section 2 presents the different used forecasting methods. More

precisely, the (seasonal) ARIMA and TBATS models are presented. In addition, the machine learning

approaches (Random Forest and XGBoost) are described in more detail. Section 3 presents the simulation

design and framework, while Section 4 summarizes the main simulation results. In Section 5, an illustrative

real-world data example is analyzed before the manuscript concludes with a discussion of our findings and

an outlook for future research (Section 6).

2. Methods

In this section, we explain the one-step forecasting methods under investigation. There are various

strategies for modeling and forecasting time series. Traditional time series models, including moving averages

and exponential smoothing, follow a linear approach in which the predictions of future values are linear

functions of past observations. Due to their relative simplicity in terms of understanding and implementation,

linear models have found application in many forecasting problems (Fan et al., 2021; Nyoni, 2018; Benvenuto

et al., 2020). To overcome the limitations of linear models and account for certain nonlinear patterns observed

in real-world problems, several classes of nonlinear models have been proposed in the literature. Examples

cover the threshold autoregressive model (TAR) (Tsay, 1989) or the generalized autoregressive conditional

heteroscedastic model (GARCH) (Francq and Zakoian, 2019). Although some improvements have been

noted, the utility of their application to general prediction problems is limited (De Gooijer and Kumar,

1992): Since these models were developed for specific nonlinear patterns, they are often unable to model

other types of nonlinearities. Here, machine learning methods have been proposed as an alternative for time

series forecasting (Bontempi et al., 2012; Ahmed et al., 2010). Since it is impossible to cover the entire

spectrum of machine learning models and time series methods in our simulation study, we limit ourselves

to a selection of what we consider the most common algorithms in data-driven logistics. To evaluate the

performance, we compare these methods with a naive approach, where the last observation of the time series

is used as a prediction. The time series (Subsection 2.1) and machine learning methods (Subsection 2.2)

under study are explained in more detail in the next two subsections.

3



2.1. Time Series Methods

We focus on three different time series models: ARIMA, SARIMA, and TBATS. The first two models are

among the most popular models in traditional time series forecasting (Brockwell and Davis, 2002; Hyndman

and Athanasopoulos, 2018) and are often used as benchmark models for comparison with machine learning

algorithms (Al-Saba and El-Amin, 1999; Zhang et al., 2001b; Hwarng, 2001). In addition, TBATS models

combine many different approaches that are commonly used in forecasting.

ARIMA. Autoregressive integrated moving average (ARIMA)(Box et al., 2015) model is a generalized model

of the autoregressive moving average (ARMA) model and builds a composite model of the time series

(Shumway et al., 2000). Denoted as ARIMA(p, d, q), p, q, d ∈ N, the model is characterized by three key

components:

• AR (Autoregression): Represents the regression of the time series on its own past values, capturing

dependencies through lagged observations. The number of lagged observations included in the models

is given by p.

• I (Integrated): The differencing order (d) indicates the number of times the time series is differenced

to achieve stationarity. This transformation involves subtracting the current observation from its d-th

lag, which is crucial for stabilizing the mean and addressing trends.

• MA (Moving Average): Incorporates a moving average model to account for dependencies between

observations and the residual errors of the lagged observations (q).

In general a time series {xt}t generated from an ARIMA(p, d,q) model has the form

p∑

i=1

ϕi∆
dxt−i =

q∑

j=0

θjεt−j ,

where p, d, q ∈ N, ϕ1, . . . , ϕp ∈ R are the autoregressive coefficients, θ1, . . . θq ∈ R are the moving average

coefficients and εt denotes the residuals or the errors at time t. The residuals are often assumed to follow a

white noise process, represented by a sequence of uncorrelated random variables with zero mean and finite

second moment. The difference operator ∆ is defined as ∆ : R → R with xt → xt − xt−1.

SARIMA. With seasonal time series data, short-term non-seasonal components likely contribute to the

model. Therefore, we need to estimate a seasonal ARIMA model incorporating non-seasonal and seasonal

factors into a multiplicative model (Shumway et al., 2000). The general form of a seasonal ARIMA model

is denoted as SARIMA(p, d, q)(P,D,Q)m, where p is the non-seasonal AR order, d is the non-seasonal

differentiation, q is the non-seasonal MA order, P , D and Q are the similar parameters for the seasonal

part. The parameter m denotes the number of time steps for a single period.

TBATS. For time series data exhibiting complex and diverse seasonal patterns, TBATS (Trigonometric

Seasonal Exponential Smoothing) is a robust modeling approach. Introduced as an extension of exponential

smoothing methods, TBATS accounts for different seasonalities through a combination of trigonometric

functions and exponential smoothing (De Livera et al., 2011). The model is particularly effective in handling

multiple seasonal cycles, making it suitable for data sets with intricate temporal structures.

The general form of a TBATS model consists of several components as described below:
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• T (Trend): Captures the overall trend in the time series using an exponential smoothing mechanism.

• B (Box-Cox Transformation): Applies the Box-Cox transformation (Box and Cox, 1964) to stabilize

variance and ensure the homogeneity of variances.

• A (ARIMA Errors): Incorporates ARIMA errors to capture any remaining non-seasonal dependencies.

• S (Seasonal): Utilizes trigonometric functions to model multiple seasonal components, accommodating

various seasonal patterns.

2.2. Machine Learning Methods

Machine learning methods are increasingly being used to address time series prediction problems. In

fact, there exist too many approaches to consider in a comparison study like ours. We therefore restricted

ourselves to a class that has already been successfully used for predictions in the logistics context (Ji et al.,

2019; Islam and Amin, 2020; Ma et al., 2018; Huang et al., 2020; Kuhlmann et al., 2023): Tree-based

ensemble learners. We thereby focus on two models, each studied with and without differencing: Random

Forest and XGBoost on trees which are briefly introduced below.

XGBoost. Gradient boosting is an ensemble machine learning technique often used in classification and

regression problems and is particularly popular in predictive scenarios (Aguilar Madrid and Antonio, 2021).

As an ensemble technique, gradient boosting combines the results of several weak learners, referred to as

base learners, with the aim of building a model that generally performs better than the conventional single

machine learning models. Typically, gradient boosting utilizes decision trees as base learners. Like other

boosting methods, the core idea of gradient boosting is that during the learning procedure, new models

are built and fitted consecutively and not independently to provide better predictions of the output vari-

able. Thereby, new base learners are constructed with the aim of minimizing a loss function associated

with the whole ensemble. Instances that are not predicted correctly in previous steps and score higher er-

rors are correlated with larger weight values so that the model can focus on them and learn from its mistakes.

XGBoost stands for Extreme Gradient Boosting and is a specific implementation of gradient boosting

(Chen and Guestrin, 2016). It incorporates randomization and regularization techniques to reduce over-

fitting while increasing training speed. Moreover, it computes second-order gradients of the loss function,

which provides more information about the gradient’s direction, making it easier to minimize the loss func-

tion.

In general, the hyperparameters for XGBoost can be divided into two categories (Chen and Guestrin,

2016): General boosting parameters, including the number of iterations and the learning rate, which controls

how much information from a new tree will be used in the boosting step. Second, in base learner dependent

parameters. When trees are used as base learners, the additional hyperparameters are used to control the

complexity of the individual trees. Examples include limiting the maximum tree depth or specifying a

minimum number of samples in each leaf (Therneau and Atkinson, 1997). There also exists other boosting

variants (Schapire and Freund, 2013; Friedman, 2002; Mayr et al., 2014), but we concentrate on XGBoost

as it has emerged as one of the key machine learning models for prediction and was also referred to as ‘the
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Queen of Machine Learning’ (Morde) in this context. XGBoost models have also been used for time series

forecasting, e.g., Luo et al. (2021); Alim et al. (2020). For example, in Zhang et al. (2021) the potential

of XGBoost in retail for predicting store sales was investigated while (Huang et al., 2020) studied this for

predicting the travel time of NYC cabs.

Random Forest. A Random Forest (Breiman, 2001) is a machine learning method based on building en-

sembles of decision trees. It was developed to address predictive shortcomings of traditional Classification

and Regression Trees (CARTs) (Breiman et al., 2017). Random Forests consist of a large number of weak

decision tree learners, which are grown in parallel to reduce the bias and variance of the model at the same

time (Breiman, 2001). For training a Random Forest, bootstrap samples are drawn from the training data

set. Each bootstrap sample is then used to grow a(n unpruned) tree. Instead of using all available features

in this step, only a small and fixed number of randomly sampled mtry features are selected as split candi-

dates. A split is chosen by the CART-split criterion for regression, i.e., by minimizing the sum of squared

errors in both child nodes. Instead of the CART-split criterion, many other distances, such as the least

absolute deviations of the mean (L1-norm), can also be used. These steps are repeated until B such trees

are grown, and new data is predicted by taking the mean of all B tree predictions. The most important

hyperparameters for the Random Forest (Wright and Ziegler, 2017) are:

• B as the number of grown trees. Note that this parameter is usually not tuned since it is known that

more trees are better.

• The cardinality of the sample of features at every node is mtry.

• The minimum number of observations that each terminal node should contain (stopping criteria).

Though there exist other variants of bagged tree-based ensembles (Geurts et al., 2006; Goehry et al., 2023),

we concentrate on the Random Forest as it is the best known method that is often seen as the machine

learning benchmark procedure (e.g. Pórtoles et al., 2018). In addition, Random Forests have also been

frequently used for time series forecasting (Huang et al., 2020; Kane et al., 2014). For example, in Salari

et al. (2022), a Random Forest approach was used to model real-time delivery time forecasts in online

retailing while Vairagade et al. (2019) applied Random Forest to predict product demand for grocery items.

While machine learning methods are quite en vogue, we should not neglect the advantages of time series

methods in terms of interpretability. Here, time series approaches enable a clearer understanding of the

factors influencing the predictions.

3. Simulation Set-up

In our simulation study, we compare the one-step forecast prediction performance of the methods de-

scribed in Section 2. All simulations were conducted in the statistical computing software R (R Core Team,

2022). We use the forecast package (Hyndman and Khandakar, 2008) for all time series approaches un-

der consideration. For the machine learning methods, we used the ranger (Wright and Ziegler, 2017) and

xgboost(Chen et al., 2022) packages for Random Forest and XGBoost, respectively. The concrete simulation

settings and data generating processes (DGPs) are described below.
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Data Generating Processes. We consider twelve DGPs in total - an autoregressive model (AR), two bilinear

models (BL), two nonlinear autoregressive models (NAR), a nonlinear moving average model (NMA), two

sign autoregressive models (SAR), two smooth transition autoregressive models (STAR) and two TAR mod-

els. They are summarized in Table 1, where the error terms εt are independent and identically distributed

with a standard normal distribution.

Table 1: Data generating processes (DGPs) used in the simulation study. The error terms εt are i.i.d N (0, 1).

Model Type Variant(s) Data generating process

Autoregressive AR xt = 0.5xt−1 + 0.45xt−2 + εt,

Bilinear BL 1 xt = 0.7xt−1 · εt−2 + εt,

BL2 xt = 0.4xt−1 − 0.3xt−2 + 0.5xt−2 · εt−1 + εt,

Nonlinear Autoregressive NAR 1 xt =
0.7|xt−1|
|xt−1|+2 + ε,

NAR2 xt =
0.7|xt−1|
|xt−1|+2 + 0.35|xt−2|

|xt−2|+2 + ε,

Nonlinear Moving Average NMA xt = εt − 0.3εt−1 + 0.2εt−2 + 0.4εt−1εt−2 − 0.25ε2t−2,

Sign Autoregressive SAR 1 xt = sign(xt−1) + εt,

SAR 2 xt = sign(xt−1 + xt−2) + εt,

Smooth Transition STAR 1 xt = 0.8εt − 0.8εt−1

1+exp(−10xt−1)
+ εt,

Autoregressive STAR 2 xt = 0.3xt + 0.6xt−2 +
0.1−0.9xt−1+0.8xt−2

1+exp(−10xt−1)
+ εt,

Threshold Autoregressive TAR 1 xt =





0.9xt−1 + εt if |xt−1| ≤ 1

−0.3xt−1 − εt if |xt−1| > 1

TAR 2 xt =





0.9xt−1 + 0.05xt−2 + εt if |xt−1| ≤ 1

−0.3xt−1 + 0.65xt−2 − εt if |xt−1| > 1.

Similar models have been used to evaluate time series forecasts (Zhang et al., 2001a) and are of im-

portance in data-driven logistics. In particular, autoregressive models (AR, NAR1, NAR2) were chosen

to capture the persistence observed in historical logistics demand (Luong, 2007). Bilinear models (BL1,

BL2) reflect the complex interactions within logistics networks where different components contribute to

the observed patterns. The non-linear moving average (NMA) model is suitable for scenarios with com-

plex interdependencies between multiple factors. Sign autoregressive models (SAR1, SAR2) are suitable

for situations in which events or conditions have a directional influence on future events. Smooth transi-

tion autoregressive models (STAR1, STAR2) mimic logistics systems where demand changes gradually due

to external factors (Ubilava, 2012) and threshold autoregressive models (TAR1, TAR2) represent logistics

processes with different regimes based on specific conditions (Ricky Rambharat et al., 2005). This diverse
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set of DGPs depicts many aspects of the multi-layered nature of logistics data, which includes persistence,

interactions, complicated dependencies, directional influences, smooth transitions and different regimes. In

the absence of comprehensive benchmark problems, this set-up allows us to evaluate the adaptability of

forecasting methods in dynamic logistics scenarios.

Additional Complexities. To add additional complexity to the analysis, we have incorporated settings with a

jump process and a random walk (Shumway et al., 2000) into each DGP. The jump process introduces sudden

regime changes (which may occur in logistics due to unforeseeable events), while the random walk adds noise

to the data (which may occur in logistics settings with increased complexity or less accurate measurements).

Thus, our study considers four different scenarios: (1) the DGP without additional complexity, (2) the DGP

superposed with the jump process, (3) the DGP superposed with random noise, and (4) the DGP superposed

with both the jump process and random noise. The jumps are modeled using a compound Poisson process

{pt}t (Kingman, 1992). The original DGP {xt}t is then superposed by pt as follows

x∗
t = xt + pt,

where x∗
t denotes the resulting DGP, and the compound Poisson process is given by

pt =

Nt∑

i=1

Zi,

where Nt follows a Poisson distribution with parameter λ and Zi ∼ N (0, σ2
p). For the jump experiments we

set σ2
p to 1. A larger σ2

p results in larger jumps in magnitude, while the mean over positive and negative

jumps remains zero. The parameter λ is set to n
10 , where n denotes the length of the generated time series.

This means that, on average, a jump is expected to occur after every λ period. Superposing the DGP with

the compound Poisson process results in a mean shift by the actual jump size that occurred at each jump

event. As mentioned before, the noise is modeled by a random walk {wt}t with

wt = wt−1 + et,

where et ∼ N (0, σ2
rw). In our study, we choose σ2

rw in such a way that we obtain a setting with medium

noise, i.e., a signal-to-noise ratio (SNR) of four. The SNR (Box, 1988) is a measure that characterizes the

strength of the signal relative to the background noise. A higher SNR indicates a clearer and more dis-

cernible signal amidst the noise. By including the random walk, we achieve a resulting DGP that is globally

nonstationary due to the random walk overlay.

Additional Queueing Models. Beyond these 48 simulation models, we include the M/M/1 and M/M/2

queueing models (Cooper, 1981) in our study. Queueing models are commonly used in logistics, operations

research and industrial engineering to study the behavior of waiting lines or queues (Artalejo and Lopez-

Herrero, 2001; Schwarz et al., 2006; Kobayashi and Konheim, 1977; Gautam, 2012). Both models have

numerous real-world applications, such as in call centers (Brown et al., 2005), healthcare facilities (Green,

2006), and transportation systems (Radmilovic et al., 1996). The M/M/1 model is a classic queueing
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model that assumes a single queue and one server. It is a stochastic model, where customer arrivals are

assumed to follow a Poisson process, and service times are exponentially distributed. The M/M/1 model

can be used to analyze the expected waiting time, the number of customers in the queue, and the expected

server utilization. The M/M/2 model is a variation of the M/M/1 model that assumes two parallel servers.

According to Gautam (2012), we set the arrival rate to four and the service rate to two.

Number of different Settings. For each setting, we generate time series of length n from the respective DGPs

with n ∈ {100, 500, 1000}. In total, this results in 150 (= 12 (time series DGPs) × 4 (further complexity)+2

queueing models) × 3 (lengths)) different simulation settings for each forecasting method.

Data Preprocessing. To forecast time series using a machine learning algorithm, the sliding window approach

(Dietterich, 2002) is used. In this approach, a fixed-sized window is moved over the time series data, and

at each step, the data within the window is used as input to a machine learning algorithm for prediction.

One advantage of the sliding window approach is that it allows the machine learning algorithm to capture

the temporal dependencies and patterns in the data. The window size is an important parameter in this

approach (Savva et al., 2020). If the window size is too small, it may not capture the relevant information in

the data, while if it is too large, it may introduce unnecessary noise and reduce the accuracy of the model.

We consider sliding window sizes of 2, 4, 8 and 16 and study which size is best suited for the different time

series lengths 100, 500 and 1000. Furthermore, in machine learning-based time series forecasting, we explore

two approaches: one using the original time series and the other using the differentiated time series as input.

The latter is essential as trees cannot forecast outside the range observed so far and to enhance stationarity

in the time series.

Choice of Parameters. In order not to have to discuss the different possibilities for hyperparameter tuning

of the machine learning algorithm, we use the default values recommended in the literature (Breiman, 2001;

Wright and Ziegler, 2017; Hastie et al., 2009). This has the additional advantage of a reduced runtime.

Thus, each ensemble learner consists of 500 trees, the inner bootstrap sample is equal to mtry = ⌊p
3⌋, where

p denotes the number of features, the number of sample points in the bagging step is equal to the sample

size. Each terminal node should at least contain five observations. For XGBoost, we use a learning rate

of 0.3 and a maximal depth of 6. To estimate the parameters of the time series approaches, we use the

algorithms implemented in the R-package forecast.

Evaluation Measure. Since the mean square error (MSE) and the mean absolute percentage error (MAPE)

are widely used in the forecasting of time series in logistics (Kuhlmann and Pauly, 2023), we use them

as evaluation measures, which are calculated over 1,000 repeated forecasting steps. The MSE measures

the model’s accuracy, expressed as the average squared difference between observed and predicted values.

Simultaneously, the MAPE, calculated as the average percentage difference between observed and predicted

values, offers insights into the model’s relative performance.

4. Results

In this section, we describe the results of the simulation study. In particular, we present the MSE of the

different forecasting algorithms under various simulation configurations. The analysis of the MAPE results

can be found in the Appendix. We start with the performance of the methods for queueing models.
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4.1. Predictive Power in Queueing Models

The influence of the different sliding window sizes and the differentiation is shown in Figures 1 and 2.
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Figure 1: MSE of ML approaches separated by the sliding window size for the M/M/1 setting. XGB stands for XGBoost and
RF for Random Forest; diff in the method name indicates that the data were differentiated.
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Figure 2: MSE of ML approaches separated by the sliding window size for the M/M/2 setting. XGB stands for XGBoost and
RF for Random Forest; diff in the method name indicates that the data were differentiated.

10



Generally, differentiation improves the prediction power of both ML approaches in both settings. Especially

for the Random Forest, the MSE decreases by one-fifth after differentiation. The lengths of the time series

only have a minor influence on the MSE. The Random Forest with differentiated data outperformed the

other methods for all lengths. Comparing the effects of sliding window sizes, we find slight differences in

performance. Random Forests have smaller MSE values with smaller sliding windows in both settings, while

larger window sizes slightly improve performance in the other approaches.

The predictive power of the time series and naive approaches are given in Figure 3. Note that both

ARIMA and SARIMA models have identical MSE values. In both cases, the time series approach performs

better than the naive approach. However, the difference in performance is smaller for M/M/2. Again, the

influence of the time series length is marginal. While all time series approaches perform similarly in the

M/M/1 setting, the TBATS method has slightly smaller values in the M/M/2 setting.

1 2

100 500 1000 100 500 1000
7.5
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SARIMA
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TBATS

Figure 3: MSE of time series and naive approaches for the M/M/1 (left) and M/M/2 (right) setting. ARIMA and SARIMA
models have identical MSE values, as no seasonality was present.

In both scenarios, the Random Forest approach with differenced data consistently showed the smallest

MSE. However, the differences between this method and the time series approaches were not great.

4.2. Predictive Power in the Different Time Series Settings

In the following, we analyze the performance of the methods for the DGPs described in Table 1. When

comparing the influence of sliding window size and differentiation on the performance of Random Forest

across all settings (Figure 4), we observed that non-differentiation resulted in smaller MSE values except

for the AR setting. In the AR setting, differentiation slightly outperformed non-differentiation. However, it

should be noted that as the length of the time series increases, the differences between the two approaches

become negligible. In all settings, the MSE values slightly decrease with an increase in time series length.

The sliding window size has a small influence on the prediction power and shows similar behavior across

different time series lengths.
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Figure 4: MSE of the Random Forest approaches separated by the sliding window size and differentiation for the different data
generating processes.
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Figure 5: MSE of XGBoost approaches separated by the sliding window size and differentiation for the different data generating
processes.
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Similar observations can be made for XGBoost, see Figure 5. The sliding window’s size and the time

series length have a small effect on the performance quality. For all DGPs, the MSE values decrease slightly

with increasing time series length, except for BL1. Here, the MSE values first increase. The XGBoost

approaches generally have slightly larger MSE values than the Random Forest approaches.

Figure 6 shows the MSE values for the time series approaches. The performance of the time series

approaches is comparable to that of the Random Forest. All methods have very similar MSE values. The

time series length has only a minor impact on the predictive power, except for the BL1 setting. As observed

for the XGBoost approaches, MSE values in this setting first increase and then decrease with increasing

time series length.
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Figure 6: MSE of the time series approaches for the different data generating processes.

Additional results can be found in the Appendix. Figure A.10 therein, e.g., shows that the naive approach

exhibits the largest MSE values compared to all methods. Thereby the performance of the naive approach is

dependent on the DGP and the length of the time series. For BL2, longer time series lengths generally lead to

better performance, but for NAR1 the performance may slightly decrease. For AR, BL1, and NMA models,

the MSE values typically decrease initially and then slightly increase as the time series length increases.

Conversely, NAR2, SAR1, SAR2, STAR1, STAR2, TAR1 and TAR2 tend to show the opposite trend.

4.3. Influence of the Additional Complexities on the Predictive Power

Based on the findings of the previous sections, we focus on the simulation results obtained with a sliding

window size of 8, as the choice of this size is due to the consistent performance observed with different
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sizes. Details of the results with other window sizes can be found in the Appendix, but a moderate size of

8 balances computational efficiency and information incorporation. Below we first consider the influence of

an additional jump process before discussing the white noise results.

The influence of the jumping process can be seen in Figure 7. All MSE values increase monotonically with

increasing sample size, indicating that the jump process significantly impacts predictive performance. Note

that as time series length increases, the Random Forest approach with differentiated data outperforms all

other approaches. Using the differenced data significantly improves the MSE values for both ML approaches,

particularly for increasing time series length. The predictive performance of the time series approaches is

similar for all DGPs and slightly better than that of the naive approach.
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Figure 7: MSE values of all methods and data generating processes superposed by a compound Poisson process.

Figure 8 summarizes the prediction results for all methods and all DGPs superposed by a random walk.
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Here, the time series length has only a minor influence on the prediction performance of the data overlaid
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Figure 8: MSE values of all methods and data generating processes superposed by a random walk.

with a random walk. For the AR and BL2 settings, the MSE values increase slightly when the time series

length is increased from 100 to 500. For all other DGPs, the MSE values decrease slightly, except for the

naive approach. The naive approach has the highest MSE values for all settings, followed by XGBoost,

except for BL2. Here, both approaches have similar values. The performance of the other methods depends

on the respective setting.

For the settings, AR, BL2, SAR1 and SAR2, Random Forest with differenced data again shows the

smallest MSE values, while the time series approaches show slightly larger values. Note that the XGBoosts

with differentiated data perform better in these settings than the Random Forests with non-differentiated
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data. In the BL1, NAR1, NAR2, NMA and STAR2 settings, only minor differences in the performance of

the Random Forests and time series approaches can be observed. When comparing the two XGBoost ap-

proaches in these settings, the differentiation reduces the MSE. The ML approaches show larger MSE values

in the STAR1, TAR1 and TAR2 settings than the time series approaches, with Random Forests performing

better than the XGBoost method.

The influence of both complexities, the random walk and the Poisson process, on the prediction perfor-

mance is shown in Figure A.15 in the Appendix. Similar to the case where a composite Poisson process

is superposed on the data, we observe an increase in MSE values with increasing time series length for all

settings. In particular, for time series lengths of 500, we obtain MSE values of more than 2,000.

4.4. Summarizing all Results

To evaluate the prediction performance across the spectrum of simulation settings, we calculate the

median rank for each prediction method in Table 2. The ranking is based on the MSE values, with rank 1

indicating the method with the lowest MSE. Each entry in the table represents the median rank of a

particular prediction method in all settings of a particular DGP model described in Section 2. Furthermore,

the results for the ranking take into account the performance of machine learning algorithms with a sliding

window size of 8.

Table 2: Median performance rank of forecasting methods across different simulation settings and different time series lengths.
Rankings are based on MSE values, with rank 1 indicating the method with the lowest MSE.

Method Queueing DGPs (Table 1) with

models no add. complexity jump random walk both

Random Forest 7 1 7 5 7

Random Forest Diff 1 6 1 1 1

XGBoost 7 5 7 7 7

XGBoost Diff 5 7 5 6 6

ARIMA 2.5 3 3 3 3

SARIMA 2.5 3 3 3 3

TBATS 3 3 3 3 3

Naive 6 8 6 8 5

The results in Table 2 provide useful insights into the relative predictive performance of the different

methods in different simulation scenarios. In particular, Random Forest with differentiated inputs proves to

be the best performing method, achieving the lowest median value across different complexities, including

scenarios with jumps, random walks or a combination of both. While XGBoost is competitive, it tends to

have a slightly higher median value under these conditions. Traditional time series methods such as ARIMA,

SARIMA and TBATS consistently show robust and similar performance.

5. Real-World Data Example

As explained at the onset, there is a lack of freely available and good documented data sets in logistics

research. We therefore use a rather simple real-world data example for illustration. The data set contains

daily demand orders from a Brazilian logistics company (Ferreira et al., 2017) and was sourced from the UCI
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Machine Learning Repository (Dua and Graff, 2017). Covering a span of 60 consecutive days, the data set

consists of three time series that capture orders for products A, B, and C. Figure 9 shows the corresponding

time series in which specific shocks in the data can be identified. This observation puts us in a similar

setting to the simulation study where the DGP was overlaid with a Poisson process. Given this context,

it is of interest to evaluate whether the robust performance of (differentiated) machine learning algorithms

observed in the simulation study is also apparent in for this dataset.
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Figure 9: Daily orders of a Brazilian logistics company separated by the different products.

The machine learning algorithms adhere to the hyperparameters outlined in Section 3, with a sliding

window size of eight, as informed by insights from our simulation study. We use the first 50 observations

to train all methods and the last ten observations to test the performance via time series cross validation

(Hyndman and Athanasopoulos, 2018, Chapter 5.10). The MSE and MAPE are again used as evaluation

measures. The summarized results are presented in Table 3. Note that the results of SARIMA and ARIMA

are identical due to the absence of seasonality and are therefore combined into one method.

Table 3: Mean MAPE and MSE of the methods considered in Section 2 using daily demand order data set.

MAPE MSE

Method Prod. A Prod. B Prod. C Prod. A Prod. B Prod. C

Random Forest 24.30 35.05 30.79 22.39 262.41 695.70

Random Forest Diff 6.67 21.80 15.84 4.91 197.23 1.97

XGBoost 25.06 41.62 19.51 22.34 376.62 147.20

XGBoost Diff 10.70 37.98 27.15 13.10 841.56 41.00

(S)ARIMA 28.57 49.30 33.56 29.48 1,142.14 655.88

TBATS 28.37 36.17 33.56 43.14 446.18 663.78

Naive 33.18 30.71 30.59 25.10 194.21 82.03

The results show that the performance of the forecasting methods is different in the various product cat-

egories. In general, the machine learning algorithms deliver consistently better results than the traditional

time series methods. This is in line with our simulation study, where ML methods showed better perfor-

mances when additional complexities were present. Random Forest with differentiation performed best for
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all three time series and evaluation measures, again confirming the results obtained in the simulation study

for such settings. It should be noted that the introduction of differentiation is beneficial for Random Forest

in all predictions. For XGBoost, however, performance on product A improves significantly when differenced

data is used, but in the other two time series differentiation leads to worse forecasting performance.

6. Summary, Discussion and Outlook

Summary with Higlights. The main objective of this simulation study was to perform a one-step comparative

analysis of prediction accuracy and evaluate the performance of tree-based machine learning and time

series approaches that are typically used in data-driven logistics. Through a comprehensive investigation of

different data generating processes, queueing models, and additional complexities, we aimed to determine

each method’s inherent strengths and limitations. Our analysis included conventional time series methods,

including (seasonal) ARIMA models and TBATS, as well as machine learning methods such as Random

Forest and XGBoost. In addition, we investigated the impact of data differencing on the performance of the

two latter algorithms. The key findings from our study are as follows:

• The out-of-the-box Random Forest emerged as the ML benchmark method.

• Training on differentiated time series can significantly improve the ML resilience.

• ML models are more robust with respect to additional (nonlinear) complexity, settings in which they

outperformed statistical time series approaches.

• In all other settings, the time series approaches were at least competitive or even performed better.

Detailed Discussion and Outlook. In our study, the Random Forest approach performed consistently better

in all simulation settings than the XGBoost approaches. It is worth noting that no hyperparameter tuning

was made in our study. Random Forests are known to be robust to hyperparameter settings and often per-

form well with default values (Probst et al., 2019; Fernández-Delgado et al., 2014). This robustness can be a

crucial factor contributing to their superior performance compared to XGBoost. Applying techniques such

as Bayesian Optimization or more simple grid or random search for hyperparameter tuning could change this

observation and should be investigated in future studies. Regarding the effect of data differentiation on the

performance of the two machine learning methods, we observed similar patterns. Differentiation improved

performance, especially in queueing scenarios and situations where additional complexity was introduced

into the data generation process. Without additional complexity, differentiation showed minimal impact,

with the performance of both methods deteriorating slightly when the differentiated data was used, except

for very linear data generation processes. Here, only a slight improvement was observed. This suggests

that differentiation plays a crucial role in improving the resilience of machine learning methods, especially

Random Forests when the data is overlaid with additional noise like a random walk. When comparing the

performance of the different time series approaches, we found subtle differences between them. ARIMA and

SARIMA showed relatively similar performance in all simulation settings under consideration. Their predic-

tion accuracy was quite consistent without big differences in most situations. Comparing their performance

with that of TBATS, the differences are also small and not substantial, suggesting that ARIMA, SARIMA

18



and TBATS had comparable predictive power in our simulation settings. The additional complexity in-

duced, such as a jump process or random noise, significantly impacts the predictive power. Introducing a

jump process leads to increased MSE values for all methods and settings, indicating a significant impact

on prediction accuracy. In this scenario, all methods show consistent behavior with strong increasing MSE

values for increasing time series lengths. When a noise process is introduced, a more nuanced pattern

emerges. For the machine learning approaches, differentiating the data proves beneficial and improves the

overall performance. The Random Forest approach with differenced data as input outperforms the other

approaches in most scenarios, closely followed by all three time series approaches. A comparison between

Random forests and the time series approaches shows different performance patterns in the different sim-

ulation environments. In queueing situations, where the underlying processes are often characterized by

complicated dynamics, the Random Forest approach shows superior performance. Furthermore, a notable

trend emerges in simulation settings where a Poisson process complements the data generating processes.

In these cases, ML methods show improved performance, indicating robustness to the inherent complexity

introduced by the Poisson process. The adaptability of ML models to capture and learn from nonlinear

patterns may contribute to their effectiveness in scenarios with Poisson process or random walk overlays.

However, it is essential to recognize that this beneficial performance of ML methods is not universal. In

all other simulation settings, the Random Forest approaches perform comparable or slightly worse than

all three time series approaches. In addition to the simulation study, our illustrative data analyses were

conducted with a focus on one-step demand forecasting for different products of a logistics company. The

results indicate that machine learning algorithms can improve the forecasting performance in this context.

In particular, the machine learning methods perform better or equally well as the time series methods for

most products.

In the context of data-driven logistics, our results underscore the importance of tailoring time series

forecasting methods to the specific characteristics of data sets encountered in different logistics areas. The

Random Forest approach, especially when using differentiated data as input, is recommended as an initial

benchmark prediction tool, particularly for data sets with a lot of noise or complex patterns. The robustness

of Random Forests, combined with their ability to achieve good results without extensive tuning of hyper-

parameters, makes them a pragmatic choice for various prediction scenarios. Conversely, in situations where

interpretability is paramount (e.g., to gain understanding or trust of users in warehouses or decision makers

in SCM) and the data exhibit clear patterns, traditional time series approaches remain a valuable and inter-

pretable option. These approaches often come with faster runtimes and greater resource efficiency, which is

also essential in the development of data-driven logistics, e.g. in case of resource constraints (Venkatapathy

et al., 2015; Gouda et al., 2023). As only one-step forecasts were considered, future simulation studies

should investigate whether the same observations can be found for more step forecasting. Also, additional

or hybrid methods must be investigated (Aladag et al., 2009; Zhang, 2003; Smyl, 2020). Another line of

future research needs to compare the methods with respect to uncertainty quantification, i.e., point-wise or

simultaneous prediction intervals and regions.
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Appendix A. Additional Simulation Results
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Figure A.10: MSE of the naive approach for the different data generating processes.

Appendix A.1. Influence of Jump Process

Figure A.11 and A.12 summarize the prediction results for all sliding window sizes and data generating

processes using the ML methods. For both methods applied to differenced data, the performance is quite

similar across the different windows sizes. However, a small difference in MSE values can be observed for

the Random Forests, where a smaller window size slightly improves the prediction power.
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Figure A.11: MSE values of all Random Forest approaches, sliding window sizes and data generating processes superposed by
a compound Poisson process.
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Figure A.12: MSE values of all Random Forest approaches, sliding window sizes and data generating processes superposed by
a compound Poisson process.
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Appendix A.2. Influence of Additional Noise
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Figure A.13: MSE values of all Random Forest approaches, sliding window sizes and data generating processes superposed by
a random walk.
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Figure A.14: MSE values of all XGBoost approaches, sliding window sizes and data generating processes superposed by a
random walk.
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Appendix A.3. Influence of Additional Noise and Jump Process
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Figure A.15: MSE of all methods and settings, where the data generating processes were superposed by a random walk and
compound Poisson process.
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Figure A.16: MSE of all Random Forest approaches, sliding window sizes and settings, where the data generating processes
were superposed by a random walk and compound Poisson process.
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Figure A.17: MSE of all XGBoost approaches, sliding window sizes and settings, where the data generating processes were
superposed by a random walk and compound Poisson process.
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Appendix B. MAPE Results
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Figure B.18: MAPE of the time series approaches for the different data generating processes described in Table 1.
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Figure B.19: MAPE of the Random Forest (above) and XGBoost (below) approaches for the different data generating processes
described in Table 1 superposed by a compound Poisson process.
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Figure B.21: MAPE of the Random Forest (above) and XGBoost (below) approaches for the different data generating processes
described in Table 1 superposed by a compound Poisson process.
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Figure B.22: MAPE of the time series approaches for the different data generating processes described in Table 1 superposed
by a compound Poisson process (above) or a random walk (below).

36



STAR10 STAR20 TAR10 TAR20

NAR20 NMA0 SAR10 SAR20

AR0 BL10 BL20 NAR10

100 500 1000 100 500 1000 100 500 1000 100 500 1000

100 500 1000 100 500 1000 100 500 1000 100 500 1000

100 500 1000 100 500 1000 100 500 1000 100 500 1000

60

80

100

120

40

60

80

20

40

60

80

100

100

200

300

400

500

25

50

75

100

125

50

100

150

40

60

80

80

120

160

200

25

50

75

100

20

40

60

80

50

100

150

200

50

75

100

length

m
ap

e

method Random Forest Random Forest Diff sliding window size 16 2 4 8

STAR10 STAR20 TAR10 TAR20

NAR20 NMA0 SAR10 SAR20

AR0 BL10 BL20 NAR10

100 500 1000 100 500 1000 100 500 1000 100 500 1000

100 500 1000 100 500 1000 100 500 1000 100 500 1000

100 500 1000 100 500 1000 100 500 1000 100 500 1000

75

100

125

150

50

75

100

40

60

80

100

100
200
300
400
500

40

80

120

50

100

150

200

30

50

70

90

100

150

200

250

25

50

75

100

125

20

40

60

80

100

200

300

60

90

120

length

m
ap

e

method XGBoost XGBoost Diff sliding window size 16 2 4 8

Figure B.23: MAPE of the Random Forest (above) and XGBoost (below) approaches for the different data generating processes
described in Table 1 superposed by a random walk.
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Figure B.24: MAPE of the Random Forest (above) and XGBoost (below) approaches for the different data generating processes
described in Table 1 superposed by a compound Poisson process and a random walk.
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Figure B.25: MAPE of the time series approaches for the different data generating processes described in Table 1 superposed
by a compound Poisson process and a random walk.
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TREE: TREE REGULARIZATION FOR EFFICIENT EXECUTION

Lena Schmid 1 Daniel Biebert 1 Christian Hakert 1 Kuan-Hsun Chen 2 Michel Lang 1 Markus Pauly 1

Jian-Jia Chen 1

ABSTRACT
The rise of machine learning methods on heavily resource constrained devices requires not only the choice of a
suitable model architecture for the target platform, but also the optimization of the chosen model with regard to
execution time consumption for inference in order to optimally utilize the available resources. Random forests and
decision trees are shown to be a suitable model for such a scenario, since they are not only heavily tunable towards
the total model size, but also offer a high potential for optimizing their executions according to the underlying
memory architecture.

In addition to the straightforward strategy of enforcing shorter paths through decision trees and hence reducing the
execution time for inference, hardware-aware implementations can optimize the execution time in an orthogonal
manner. One particular hardware-aware optimization is to layout the memory of decision trees in such a way, that
higher probably paths are less likely to be evicted from system caches. This works particularly well when splits
within tree nodes are uneven and have a high probability to visit one of the child nodes.

In this paper, we present a method to reduce path lengths by rewarding uneven probability distributions during
the training of decision trees at the cost of a minimal accuracy degradation. Specifically, we regularize the
impurity computation of the CART algorithm in order to favor not only low impurity, but also highly asymmetric
distributions for the evaluation of split criteria and hence offer a high optimization potential for a memory
architecture-aware implementation. We show that especially for binary classification data sets and data sets with
many samples, this form of regularization can lead to an reduction of up to ≈ 4× in the execution time with a
minimal accuracy degradation.

1 INTRODUCTION

Execution time optimization of machine learning models
on the edge on extremely resource constrained devices has
been widely studied, especially known as TinyML scenarios.
While one popular approach is to shrink the models (e.g.,
by reducing the number of neurons in neural networks, or
the depth of decision trees in random forests) without losing
much accuracy, this approach is agnostic to the actual prop-
erties of the underlying hardware. One aspect of resource
limitation is often the limited availability of energy and
hence time budget for the execution of inference. Shrinking
models indeed can meet this requirement, but a consider-
able reduction of the execution time can also be achieved
by an orthogonal hardware-aware implementation of the
model, especially in the context of random forests (Chen
et al., 2022; Tabanelli et al., 2022).

Random forests and their inner structure of decision trees are
1TU Dortmund University, Germany 2University of Twente,

Netherlands. Correspondence to: Lena Schmid <lena.schmid@tu-
dortmund.de>.

a premier candidate for cache-aware optimizations, since
every inference follows one path, requiring only a small
subset of nodes from the tree. This naturally fits in the
design principle of caches, since these are usually small
and depend on a high locality of the memory accesses to
be fast and efficient. Chen et al. leverage a probabilistic
model, describing the distribution of splits, to place the
frequent accessed paths in a cache-friendly manner (Chen
et al., 2022). Breaking the probabilistic model down to
a single tree node, we observe that the approach can be
beneficial only when the probability of data tuples (i.e., split)
to take the left branch or the right branch differs significantly.
In consequence, when optimizing the execution time of
random forest models, a reduction in the tree size should
account for the distribution of splits in the tree nodes and
maintain or enforce the property of uneven splits. This can
lead to a considerable execution time improvement by the
reduced tree size and an orthogonal improvement to favor
such cache-friendly implementations.

In this paper, we introduce the design of a hardware-aware
regularization for decision tree training by actively reward-
ing uneven splits in single decision tree nodes. This leads to
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the regularized construction of decision trees, which main-
tain the crucial properties for cache optimization, but with
reduced total size or depth of some paths. Consequently, the
studied problem of this paper is how to regularize random
forest training with the objective of reducing the model size
and to reward uneven splits, while not degrading the accu-
racy significantly. We tackle the problem by introducing a
regularization term into the split method of decision trees.
This regularizer rewards split decisions that lead to uneven
splits to uphold asymmetric distributions. This leads to an
orthogonal speed improvement to the cache optimization
mentioned above, and can even assist cache optimization.

The introduction of the regularization offers a trade-off for
the application. The regularization term can be controlled by
a factor to take an either minor or major influence. We pro-
pose an intuitive application, where a tolerable degradation
in accuracy can be defined by the user. Subsequently, possi-
ble degrees of regularization are automatically tested, and
the configuration with the maximal improvement in execu-
tion time within the tolerable accuracy degradation is chosen.
If users are eager for a deeper investigation and the manual
choice of a trade-off between accuracy degradation and exe-
cution time improvement, we report the corresponding data
for a comprehensive set of possible and meaningful regu-
larization degrees. These results are graphically illustrated
and allow an easy choice of the trade-off. It is generally a
good idea to focus on Pareto optimal points with respect to
accuracy degradation and execution time improvement in
this data set for a first investigation. Beyond the choice of
the meaningful application of the degree of regularization,
the level of maximal possible meaningful regularization can
reveal the information of how well the data set, which is
used for training is suited for this form of regularization.
With the help of this, we determine a property, which we call
regularization robust on data sets, and identify properties,
which make data sets more regularization robust.

Despite the realization of the regularization in scikit-learn
(Pedregosa et al., 2011), we focus on a comprehensive ex-
perimental evaluation of the proposed regularizer in this
paper. In detail, we take a set of UCI datasets (Dua & Graff,
2017) and investigate the regularization in different model
configurations. Furthermore, we conduct an extensive sim-
ulation study with synthetic datasets, where the relation
between dataset properties and the effectiveness of the reg-
ularization is analyzed. In short, we provide the following
contributions:

• A regularization term for the provocation of uneven
splits in decision tree training, including an implemen-
tation in scikit-learn.

• Evaluation of the regularization on UCI datasets.

• An extensive simulation study with synthetic datasets

to reveal the relation between dataset properties and
regularization effectiveness.

2 RELATED WORK

Performance optimization of trees and random forests is a
widely studied topic in the literature. When it comes to con-
crete hardware-close implementations, one popular example
is the C++ implementation for random forests in Wright
& Ziegler (2017). The prominent concept of native trees,
where nodes are stored in an array and executed in a narrow
loop and if-else trees, where nodes form deeply nested if-
else constructs, is introduced to maintain locality in the data
and instruction memory in Asadi et al. (2014). More vari-
ances of tree implementations are studied for the runtime of
inference on RISC-V MCUs (Tabanelli et al., 2022).1

Random forests are also considered to be executed on accel-
erator devices, such as GPUs or FPGAs (Van Essen et al.,
2012; Nakandala et al., 2020; Buschjäger & Morik, 2018)
or in a vectorized manner (Kim et al., 2010). In addition to
the deployment of the models to a hardware-close language
and massive parallel computation devices, also the optimiza-
tion of the usage of the underlying hardware is investigated.
This includes optimization of the throughput in a pipeline
execution (Prenger et al., 2013) and investigating the data
structure and the decision tree structure itself and gain per-
formance improvement with proper reordering (Dato et al.,
2016; Lucchese et al., 2016). More specifically, the usage of
floating point hardware units and their performance impact
is studied (Hakert et al., 2022a;b). Chen et al. (2022) utilize
a probabilistic model of the data distribution in the data set
to optimize the memory layout, in order to favor frequently
used paths for the cache behavior.

Although the approaches above provide various optimized
implementations of random forests, they do not alter the
training process in order to gain execution time perfor-
mance. One relevant approach is hyperparameter tuning
(Bischl et al., 2023). Hyperparameter tuning specifically for
random forests is covered in Probst et al. (2019), resulting
in the tool tuneRanger focusing on both accuracy max-
imization and explainability. The tool, however, does not
include execution time performance as an objective. Mon-
drian forests (Lakshminarayanan et al., 2014) in contrast,
introduce an online adaptive realization of random forests,
which can improve the execution time performance while
maintaining a similar accuracy.

Regularizing the training process of random forests, to the

1Its naming system is deviated to the terminology used by most
of related works. For example, the if-else trees are named Naive
kernels, and the native trees are named Loop kernels. In this work,
we follow the majority and use the terminology commonly found
in the literature.
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best of our knowledge, has not been studied for the objective
of execution time performance. Regularization, also beyond
the scope of random forests, however, is a studied topic in
order to provide more explainability (Wu et al., 2018) or
achieve higher accuracy (Scheffer, 2000). Also, the effect of
high randomness in the random forest training as a form of
regularization is investigated (Mentch & Zhou, 2020). The
objective of error tolerance and robustness is further shown
to be addressable by regularizing the training of binarized
neural networks (BNNs) (Buschjäger et al., 2021).

3 TREE REGULARIZATION

Improving the execution time of decision tree inference on
real hardware opens a larger design space. One way to
achieve faster inference is to decrease the size of the model
itself. The obvious benefit towards execution time is, that
less computation is needed to return an inference result.
This approach usually introduces degradations in accuracy,
as such the model cannot be shrank to an arbitrarily small
size. A widely used method to decrease the model size is
limiting the maximal depth a tree is allowed to grow to.

In this work, we introduce an alternative method towards
reducing the overall model size. We optimize the decision
tree construction to increase the existence of uneven splits
to benefit shorter paths to leaf nodes. More precisely, a
penalty term in the splitting criterion is introduced, which
serves as a control parameter to trade-off between tree size
and predictive accuracy. This control parameter effectively
shrinks the model size and reduces depths of single paths
by maintaining and provoking uneven split decisions.

Another effective method is utilizing the cache behavior
of the CPU. Chen et al. have shown that reordering the
nodes inside memory in a cache-friendly manner improves
execution time (Chen et al., 2022). In their approach the
split probabilities of nodes are used to determine the new
order in memory. Here uneven splits are beneficial, as they
result in nodes which are accessed more often. Therefore,
the benefit of the cache-friendly ordering is increased. Our
proposed regularization both optimizes for smaller model
sizes and increases the likelihood of uneven splits.

For the sake of completeness, we first give a short overview
of the decision tree construction with the CART algorithm.
Afterwards, we present the introduced regularization and
how it can be tuned for different scenarios iteratively. Lastly,
we discuss why the persistence of uneven splits are orthogo-
nal to the cache-aware optimizations in detail.

3.1 Decision Tree Construction

A widely used training method to construct decision trees
is the CART algorithm (Breiman et al., 1984), by which
the samples are repeatedly split by a chosen criterion. The

result will be two sets of samples from the dataset. This is
recursively repeated until a given stopping criterion is met
(e.g. a certain depth is reached).

The basic working principle of all split criteria is to compute
a score for all possible split values at each node, and then
select the split point corresponding to the best combined
criterion scores in the two resulting child nodes. More pre-
cisely, for a classification problem with k labels, pi denotes
the proportion of samples with class ci (i = 1, . . . , k) in
a node. A widely used score for the impurity is the Gini
impurity, which is measured as

GINI = 1−
k∑

i=1

p2i . (1)

Hence, when all samples belong to one class, the sum is 1
and the resulting impurity is 0. The Gini impurity results in a
larger value, the more evenly the class labels are distributed
in the node. One popular way to find the best split inside
a node is finding the minimal mean Gini impurity of both
resulting child nodes. We note that other split criteria such
as Entropy and Information Gain can also be used (Breiman
et al., 1984). However, as the exact criterion for splitting is
not relevant for our proposed regularization, only the Gini
impurity is covered here.

The split results in the samples being separated into two
portions, being further used in the left and right child. This
division in the samples then determines the probability of
the left or right subtree to be used in an inference, Each
node has a distinct access path starting from the root node
and ending in the node itself. To get the absolute probability
of any node, the individual probabilities of every node on
the path to that node need to be multiplied. The resulting
value is the probability of this node to be accessed during
prediction. Intuitively, the absolute probability of the root
node is 100%. The probability of any path to be taken during
inference is the probability of the leaf node the path ends in.
These absolute probabilities can be used to identify which
paths are frequently accessed.

3.2 Regularization Factor

A possibility to improve the execution time is to reduce the
total model size by controlling the training process to only
keep important paths. The reduced amount of nodes leads
to less memory loads during an inference. In addition, this
regularization of the training can be designed such that not
only important paths in terms of prediction accuracy are
kept, but also the access frequency of paths is maintained
kept. This consequently leads to an orthogonal optimization
of the cache optimization from Chen et al., since the cache
friendly handling of frequently accessed paths is kept, and
cache replacements are reduced.
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Since training of decision trees according to the CART algo-
rithm (Breiman et al., 1984) consists of recursively splitting
the samples into two child nodes based on a threshold value,
the split decision can be modified in order to favor asym-
metric probabilities. In order to allow a trade-off between
the original split criterion and the size-aware split, we intro-
duce an additive regularization factor for the split criterion,
penalizing even splits. The amount of penalization can be
controlled with a real-valued factor λ which is subject to
tuning. Although this design is applicable to arbitrary split
criteria, we here restrict ourselves to the popular Gini impu-
rity criterion in order to analyse the effect in depth.

In order to include a size-aware splitting criterion into this
process, we define a regularization term R as

R = 1−
|#samplesleft −#samplesright|

#samples
. (2)

Hence, when the split distributes samples almost equally to
the left and right child nodes, the value is close to 1, when
the split is very asymmetric on the other hand, the value
is closer to 0. Note that in contrast to the Gini impurity,
the regularization term does not operate on the class labels,
but instead on the number of samples. In order to form the
resulting split criterion, we add the regularization term with
an adjustable weight λ ∈ R+ to the Gini impurity:

GINI′ = GINI+λ ·R. (3)

Adding the regularization term to the evaluation and opti-
mization of the Gini impurity in every step of the CART
algorithm allows accounting for cache-friendly splits during
the training. It should be noted that the introduction of the
regularization potentially degrades the Gini impurity and
hence also the accuracy of the trained model. Consequently,
the parameter λ has to be chosen effectively to provide a
good trade-off between accuracy and asymmetric splits.

Our modifications are directly implemented in scikit-learn.
To achieve the outlined regularization, a new split criterion
based on the Gini impurity is introduced. The implementa-
tion is largely similar as for the standard Gini split criterion.
However, when calculating the node impurity, the resulting
value is adapted according to Equation (3) and returned. To
accommodate the factor λ, an additional hyperparameter
can be set while fitting the model to control the amount of
regularization. The source code is publicly available under
[hiddenduetodoubleblindsubmission].

3.3 λ Tuning

During training, the regularization factor λ needs to be set.
It should improve training towards the best performance
optimization while preserving the accuracy as good as pos-
sible. An optimal regularization factor cannot be picked
universally. The effectiveness and influence of the factor

changes highly depending on a variety of factors (e.g., the
number of classes in the dataset).

There is a limit to how much any split can be usefully regu-
larized, as at some point all samples would go to one child
node. Therefore, the impact of the regularization factor is
going to approach a limit the larger the factor gets.

To find the optimal factor for a given scenario, the expected
performance improvement needs to be quantified. To that
end, we define the expected depth of a single tree. It is
measured as ∑

l∈leaf(t)

pl ∗ depth(l) (4)

where leaf(t) are all leaves of tree t, pl is the probability of
leaf node l and depth(l) is the depth of node l. The expected
depth is therefore the mean depth the inference is expected
to reach during repeated inference operations. Consequently,
a reduction in the expected depth results in an increase in
performance, as fewer nodes have to be loaded during infer-
ence. Furthermore, once the expected depth does not change
significantly, the influence of the regularization factor is less
pronounced and less performance gain is to be expected. To
find an optimal factor, the factor is iteratively increased until
the difference in expected depth falls under a set threshold,
which decides how close to the best possible performance
improvement the factor is tuned. At that point, performance
is unlikely to improve further, and the corresponding value
for λ is chosen.

4 EXPERIMENTAL EVALUATION

To evaluate the application of the hardware-aware regular-
ization, we conducted experiments on real and synthetic
data sets. First, we apply a default setting, where the maxi-
mal regularization is applied with a configurable, tolerable
accuracy degradation. Second, we enlighten the trade-off
between degree of regularization, speed improvement and
accuracy drop. Lastly, we evaluate the limitations of regular-
ization itself and report the boundaries for the meaningful
application.

4.1 Evaluation Setup

For evaluating the execution time improvement, we trained
random forests with different degrees of regularization (i.e.
varying λ) on real and synthetic datasets. We subsequently
generated a straightforward C implementation and a cache
optimized implementation via Chen et al. (2022). The gen-
erated trees of both implementations are executed on a real
world target machine. We use a server class system, i.e.
with an Intel(R) Xeon(R) Gold 5218 @ 2.3GHz CPU with
16 cores, 1024 KiB L1 Cache, 16 MiB L2 Cache and 22
MiB L3 Cache and 180GB RAM. We utilized Scikit-learn
to train random forests with varying number of trees and
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maximal tree depths (1, 5, 15, 20) for each of these datasets.
After a given threshold, the number of trees was only in-
creased for more experiments if it improves the accuracy
enough. This was done to reduce the amount of redundant
experiments. To provide a better intuition for the impact
of the regularization, we always compare the regularized
implementation to the comparable not regularized counter-
part. In greater detail, the not cache optimized regularized
implementation for a specific number of trees and maximal
tree depth is compared to the not regularized version of the
not cache optimized implementation. This is similarly done
for the cache optimized implementations.

In addition, we measured the balanced accuracy of the
trained model based on the test dataset. Balanced accuracy
evaluates a model’s classification performance by consider-
ing both sensitivity (true positive rate) and specificity (true
negative rate), making it particularly useful in scenarios with
imbalanced datasets. Since the methods from Chen et al.
(2022) only optimize the memory layout and do not change
the model structure, the balanced accuracy is the same for
all implementations. For the measurement of the execution
time, we executed 50 repetitions of the inference of the test
dataset and average the time consumption under realistic
execution conditions. To compare the balanced accuracy
and mean relative execution time, we used a training-test
split ratio of 3:1 and repeated it 8 times. The scitkit-learn hy-
perparametermax features was varied across a set of rec-
ommended default values { ⌊√p⌋

2 , ⌊√p⌋, 2⌊√p⌋, p}, where
p denotes the number of features (Wright & Ziegler, 2017;
Hastie et al., 2009; Liaw et al., 2002).

4.2 UCI Datasets

In the following experiments, the influence of the regulariza-
tion is compared on eleven datasets from the UCI repository,
which was also adopted in Chen et al. (2022). Table 1 lists
the dataset name, source, number of samples (n), number
of features (p), and number of classes (cl). For the ease of

Table 1. Name, source, number of samples (n), number of features
(p), number of classes (cl) of each used dataset.

Dataset Source n p cl
Adult (Kohavi, 1996) 48,842 64 2
Bank Marketing (Moro et al., 2014) 45,211 59 2
Covertype (Blackard & Dean, 1999) 581,012 54 7
Letter (Frey & Slate, 1991) 20,000 16 26
Magic (Dua & Graff, 2017) 19,020 10 2
MNIST (Dua & Graff, 2017) 45,000 784 10
Satlog (Dua & Graff, 2017) 6,435 36 6
Spambase (Dua & Graff, 2017) 4,601 57 2
Sensorless Drive (Dua & Graff, 2017) 58,509 48 11
Wearable Computing (Ugulino et al., 2012) 165,632 17 5
Wine Quality (Cortez et al., 2009) 6,497 11 7

presentation, we aggregated the multiple simulation settings
with regard to the 8 replications and focused on results ob-
tained with max features set to ⌊√p⌋. Detailed results

for all settings are available in the Appendix.

Intuitive Application

To illustrate the most intuitive use case of the regularization,
we limit the allowed degradations in accuracy to 5%. We
then pick the best regularization factor λ, which achieves the
maximal execution time improvement, while not degrading
the accuracy beyond the specified level. Figure 1 reports
the corresponding results, where the x-axis separates the
different data sets from the UCI repository. The y-axis
shows the relative speed improvement with regularization in
comparison to the same configuration without regularization.
Each box includes random forests with different numbers of
trees. The different colors indicate different maximal depths
of the trained decision trees and configurations without and
with cache optimization.

From the presented results in Figure 1, several observa-
tions can be made. First, it can be seen that for trees with
a small maximal depth, the improvement in terms of ex-
ecution time is not reliably observable. Some configura-
tions degrade the speed, some configurations only slightly
increase the speed. Considering that a limited maximal
depth of 1 only allows for 3 tree nodes, these results are
not surprising. Further, it can be observed that the speed
improvement grows, the deeper the trees become. A gen-
eral tendency can be observed, that the deepest trees also
benefit most from regularization in terms of execution time
improvement. For the data sets, which achieve a significant
execution time improvement, a similar scale of improvement
for not cache optimized and cache optimized implementa-
tions can be observed. This supports the design principle of
a regularization, improving both not cache-optimized and
cache-optimized implementations in an orthogonal manner.
It should be noted that this plot shows the relative execution
time in comparison to the not regularized version, i.e., when
the cache optimization improves the execution time upon the
not cache optimized implementation, this improvement is
orthogonal to the regularization. The maximal improvement
in terms of execution time can be observed to be more than
75%, i.e., more than 4× faster than without regularization.
The data sets, which profit most from the regularization in
terms of execution time improvement are adult, bank and
magic. Spambase and satlog also show a higher timing
improvement than most of the other data sets. Comparing
this finding to Table 1 suggests the conclusion that data
sets with binary classification can benefit most from the
regularization in terms of execution time improvement.

Regularization Trade-Off

Tolerating only accuracy degradation until a configurable
threshold is a simplified form of application, which does not
allow to make a trade-off. It could still happen, that a higher
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Figure 1. Impact of regularization on execution time across datasets

degree of regularization degrades the accuracy slightly be-
yond this threshold, but achieves significant faster speed.
Such scenarios are evaluated by analyzing the relation be-
tween the accuracy drop and the runtime improvement for
different degrees of regularization. We illustrate the results
of corresponding experiments in Figure 2. The data sets
are separated in different subplots. Each configuration, in-
cluding different amounts of trees and different degrees of
regularization. forms one point, which is denoted by the
relative execution time improvement to the corresponding
not regularized counterpart on the x-axis and the accuracy
drop on the y-axis respectively. Cache optimized and not
cache optimized implementations are separated by squares
and pluses. We further denote the limit of 5% accuracy drop,
as used for the previous intuition, by a dotted gray line.

From the results, two different major behaviors can be identi-
fied: For certain data sets, namely adult, bank, magic, mnist,
spambase and wearable, the configurations with the maxi-
mal speed improvement are either Pareto optimal or only
have a slight larger degradation in the accuracy than the con-
figurations with the lowest accuracy degradation. This trend

can be observed to exist across different maximal depths of
trees. For the other configurations, it can be observed that a
higher execution time improvement also comes with higher
accuracy degradation, especially for deeper trees. It can be
as well observed, that cache optimized and not cache opti-
mized implementations form close results, which supports
again the design principle of an orthogonal optimization.
This suggests the conclusion that, data sets with either bi-
nary classification or large sample sizes are better suited for
execution time improvement due to regularization without
high accuracy impact than other data sets. We call these
data sets regularization robust.

Limits of Regularization

The previous experiments and result discussions suggest the
conclusion, that several data sets have a property, namely
regularization robust. This property refers to data sets,
which can benefit strongly from high degrees of regulariza-
tion in terms of their improved runtime, while not sacrificing
too much accuracy. Previous experiments suggest that the
data sets adult, bank, magic, mnist, spambase and wearable
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have this property to a certain degree. In order to investigate
this property even further, we use regularization tuning as
explained in Section 3.3 to stop increasing the regulariza-
tion factor once the expected increase in speed falls under
a change threshold of 5%. In other words, if no further
execution time improvement is achieved, the regularization
factor is not further increased.

We illustrate the amount of configurations of a data set (i.e.
different number of trees in an ensemble and different im-
plementation strategies) with their maximal regularization
factor in Figure 3. To get a general picture of the influence
of the regularization factor λ, experiments with λ ∈ [0, 40]
are run regardless of any metric. Next, regularization tuning
is used to stop once the factor is expected to not make a
significant difference to execution speed. It can be observed
that for certain data sets, a reasonable amount of configura-

tion can profit from high regularization factors. These data
sets are adult, bank, magic, spambase and wearable. Except
the mnist data set, which has an exceptional high number
of classes, this is exactly the list of data sets, which are
encountered as regularization robust before. Hence, by only
investigating the data set properties upfront, an assertion
can be made whether the data set is regularization robust
and thus may profit from strong degrees of regularization.
We have seen that this often holds for binary classification
problems or very large data sets.

4.3 Simulation with Synthetic Data

In order to better understand the effects of tree regularization
on binary classification datasets, particularly with respect to
regularization robustness, we conducted experiments with
synthetic data. We first describe how the data is generated
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Figure 3. Relative frequency of maximum regularization factors in each data set, focusing on the range of values above 40.

and subsequently present the measured results.

Simulation Setup

We consider a binary classification problem Y ∈ {0, 1}
with ten real-valued features X1, . . . , X10 for which we
specify different distributions, dependencies and underly-
ing models, described in the following. We model the last
five features X6, . . . , X10 as independent and uniformly
distributed random variables from [0, 10], independent of
the first five features X1, . . . , X5. For the first five fea-
tures we consider three different dependence structures
as summarized in Table 2. In the first setting (Indepen-
dent), we consider completely independent features, where
each feature follows a distinct mixed normal distribution
Zℓ,k = lW1+(1− ℓ)N (∆µ+k, 1) with∆µ ∈ {1, 3, 5, 8}
and W1 ∼ N (1, 1). The concrete choices for ℓ and k are
given in Table 2. In the other two settings, we model a weak
dependence between X2, X3 and X4 (second last column)
and a strong dependence between X1 and X5 (last column),
respectively. Note that for the first feature, k = b is not
held constant, but is systematically varied from 0.2 to 0.9

to provide some degree of adjustment to modulate the class
balance. Having fixed the dependencies among the features,

Table 2. Distributions ofX1, . . . , X5 used in the simulation stud-
ies with p ∈ {0.2, 0.5, 0.7, 0.9}.

Features Independent Weakly dependent Strongly dependent
X1 Zp,1 Zp,1 Zp,1

X2 Z0.1,−5 Z0.1,−5 Z0.1,−5

X Z0.5,2 Z0.5,2 Z0.5,2

X4 Z0. , Z0.1,−5 + Z0.5,2 Z0.1,−5 + Z0.5,2

X5 Z0.8,−2 Z0.8,−2 Z0.5,2 + 0.5Zp,1

we now model the dependencies with the outcome Y . In this
study, we investigate three different relationships between
Y and X1, . . . , X10 by incorporating different dependen-
cies and correlation structures through logical rules. The
settings range from a simple dependence of the outcome
solely on the first feature X1 (S1), whereby Y equals 1 if
the realization derived from X1 originates fromW1 of the
normal mixed distribution. The more complex dependencies
involve the first three or five features. The concrete details
are illustrated in Table 3.
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Table 3. Dependent models between the output and some of the
features. Here Oi refers to the event that the realization of the
feature Xi originates from the first part of its mixed normal distri-
bution.

Setting Y = 1
S1 O1

S3 (O1 and O4) or ¬O2

S5 (O1 and ¬O3) or (¬O5 and ¬O4) or O2

For each setting, we generated samples of size num from
the respective model with num ∈ {100, 200, 500}. The
regularization strength λ and the number of trees are var-
ied as described in Section 4.1. The same applies to the
hyperparametermax features.

Results

For ease of presentation, we focus on the most important
results and general trends. Studying the simulation study
results for all configurations, we observed that changes in
the dependency structure of the feature, the relationship
between features and outcome and the size of the inner boot-
strap sample (max features) of the random forest had no
large effect on the behavior of trees under the regularization.
In comparison, the balance of the prediction classes, regu-
lated by the balance parameter b and ∆µ, and the sample
size n were the driving forces for changes in the influence
of the regularization.

Examining the effects of sample size, we find results con-
sistent with those of the previous section. As the sample
size increases, a greater improvement in execution time is
observed along with a decrease in accuracy. Details can be
found in the appendix

Results for different combinations of the balance param-
eters are shown in Figure 4. The results shown in Fig-
ure 4 are for max features = 6, n = 100, num = 100,
independent characteristics and the S3 model for the out-
come. We present results for three combinations of b and
∆µ: b = 0.9,∆µ = 8 (red), b = 0.7,∆µ = 3 (green) and
b = 0.5,∆µ = 1 (blue). These combinations were selected
because of their different strengths of balance. Red is the
most unbalanced and blue is the most balanced. The x-axis
for each of the first two plots shows an increasing regu-
larization factor, the y-axis shows the balanced accuracy
in Figure 4 (left), and the relative execution time in Fig-
ure 4 (center). The x-axis for the figure on the right shows
the 1-balanced accuracy, and the y-axis shows the relative
execution time. The different shapes indicates wether a
cache-optimized version is used or not. For all three set-
tings, there is a clear trend towards faster relative execution
times as the regularization factor increases. However, the
improvement diminishes as soon as the regularization factor

reachs 50. When examining the effect of regularization on
balanced accuracy in these settings (plot on the left), it is
noticeable that the blue and green settings show a more
significant decrease in accuracy than the red settings. This
suggests that the balance of classes influences the effect
of regularization, with unbalanced classes showing greater
sensitivity to regularization. By looking at the Pareto front
(plot on the right), we can see that the red setting dominates
the others for most configurations.

4.4 Discussion

The previously presented results indicate that the introduc-
tion of regularization offers a trade-off between a degrada-
tion of accuracy and the improvement of execution time.
While for shallow decision trees the regularization generally
cannot offer a large spectrum for the trade-off and quickly
degrades to extreme cases, a wider spectrum for the trade-off
is offered for deeper tree models in general. It is worth notic-
ing that the degradation of the accuracy is usually less by
one order of magnitude than the gained speed improvement,
when a moderate amount of regularization is chosen.

Investigating the dataset properties itself, the comparison
between synthetic and real data sets shows that a major in-
fluence on the effectiveness of the regularization is put by
the balance of the prediction classes. Table 4 shows the Chi-
Squared values for the UCI datasets, where a high values
indicate a potential high imbalance of the distribution in
the prediction classes. It should be noted that these values

Table 4. Chi-Square Values of UCI Datasets
Dataset Chi-square
Adult 6,556.066
Bank Marketing 18,552.56
Covertype 71,3450.9
Letter 19.3273
Magic 1271.086
MNIST 139.705
Satlog 504.379
Spambase 153.515
Sensorless Drive 2.2707
Wearable Computing 33,934.62
Wine Quality 6,383.254

can only be interpreted for binary classification datasets
(indicated in bold), since the structure of the imbalance be-
comes too complex for multi label classifications. It can
be seen, that for the adult and bank dataset, which are ob-
served to provide high speed improvements on minimal
accuracy degradation, a relatively high Chi-Square value
can be observed. This aligns with the observations from the
synthetic datasets, where highly imbalanced distributions
also allow high speed improvements on minimal accuracy
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degradations.

From the perspective of an user, regularization should be
considered for deeper tree models, since the effectiveness for
small trees is highly limited. When a dataset is used, which
by default is imbalanced, regularization can be generally
turned up further and gain more speed improvement while
not degrading the accuracy much.

5 CONCLUSION AND OUTLOOK

Deploying machine learning models efficiently on resource-
constrained devices requires a carefully tuned model shape
in terms of model size and a hardware-close implementa-
tions, of which the state-of-the-art cache-aware optimiza-
tions are prominent for random forests and decision trees.
In this work, we present a method to regularize the impurity
computation and reward highly asymmetric distributions
in the training process of decision trees, which provokes
uneven probability distributions (i.e., uneven splits) for of-
fering high optimization potential.

To examine the effectiveness of our method, we conduct
extensive experimental evaluation on synthetic datasets and
on UCI datasets. The evaluation results show that a large
execution time reduction of up to ≈ 4× can be gained in
many cases while degrading the target accuracy by a few
percent. The user can either specify an acceptable threshold
of sacrificable accuracy degradation and derive the optimal
regularized result or can make an own trade-off by choos-
ing between pareto optimal points in the scope of accu-

racy degradation and execution time improvement. We can
further categorize data sets as regularization robust, when
they are either binary classification data sets or have a high
amount of samples. Such data sets may benefit strongly
from regularization.Spending a deeper focus on the property
of being regularization robust, we see a dependency to the
sample size in the synthetically generated data sets. We fur-
ther observe a strong dependency with the imbalance of the
synthesized data sets and the effectiveness of regularization,
supporting the initial design principle. An implementation
in scitkit-learn is openly available.

For future work, the application of regularization across
the random forest structure should be studied, instead of
considering single trees in separation. For instance, the
dataset can be split into subsets with strong dependencies
for the training of different trees, making the regularization
more effective. Furthermore, it can be considered to have
heterogeneous degrees of regularization for other tree-based
ensembles.
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Lee, J.-K., Morik, K., and Chen, J.-J. Efficient realization
of decision trees for real-time inference. ACM transac-
tions on embedded computing systems, 21(6):1–26, 2022.

Cortez, P., Cerdeira, A., Almeida, F., Matos, T., and Reis, J.
Modeling wine preferences by data mining from physic-
ochemical properties. Decision support systems, 47(4):
547–553, 2009.

Dato, D., Lucchese, C., Nardini, F. M., Orlando, S., Perego,
R., Tonellotto, N., and Venturini, R. Fast ranking with
additive ensembles of oblivious and non-oblivious regres-
sion trees. ACM Transactions on Information Systems,
2016. ISSN 15582868. doi: 10.1145/2987380.

Dua, D. and Graff, C. UCI machine learning repository,
2017. URL http://archive.ics.uci.edu/ml.

Frey, P. W. and Slate, D. J. Letter recognition using holland-
style adaptive classifiers. Machine learning, 6:161–182,
1991.

Hakert, C., Chen, K.-H., and Chen, J.-J. Immediate split
trees: Immediate encoding of floating point split values in
randomforests. European Conference on Machine Learn-
ing and Principles and Practice of Knowledge Discovery
in Databases, 2022a.

Hakert, C., Chen, K.-H., and Chen, J.-J. Flint: Exploiting
floating point enabled integer arithmetic for efficient ran-
dom forest inference. arXiv preprint arXiv:2209.04181,
2022b.

Hastie, T., Tibshirani, R., Friedman, J. H., and Friedman,
J. H. The elements of statistical learning: data mining,
inference, and prediction, volume 2. Springer, 2009.

Kim, C., Chhugani, J., Satish, N., Sedlar, E., Nguyen, A.,
Kaldewey, T., Lee, V., Brandt, S., and Dubey, P. FAST:
Fast architecture sensitive tree search on modern CPUs
and GPUs. In Proceedings of the 2010 ACM SIGMOD
International Conference on Management of data, pp.
339–350. ACM, 2010.

Kohavi, R. Scaling up the accuracy of naive-bayes clas-
sifiers: a decision-tree hybrid. In Second International
Conference on Knowledge Discovery and Data Mining,
1996.

Lakshminarayanan, B., Roy, D. M., and Teh, Y. W. Mon-
drian forests: Efficient online random forests. Advances
in neural information processing systems, 27, 2014.

Liaw, A., Wiener, M., et al. Classification and regression by
randomforest. R news, 2(3):18–22, 2002.

Lucchese, C., Perego, R., Nardini, F. M., Tonellotto, N., Or-
lando, S., and Venturini, R. Exploiting CPU SIMD exten-
sions to speed-up document scoring with tree ensembles.
In SIGIR 2016 - Proceedings of the 39th International
ACM SIGIR Conference on Research and Development
in Information Retrieval, 2016. ISBN 9781450342902.
doi: 10.1145/2911451.2914758.

Mentch, L. and Zhou, S. Randomization as regularization: A
degrees of freedom explanation for random forest success.
The Journal of Machine Learning Research, 21(1):6918–
6953, 2020.

Moro, S., Cortez, P., and Rita, P. A data-driven approach
to predict the success of bank telemarketing. Decision
Support Systems, 62:22–31, 2014.

Nakandala, S., Saur, K., Yu, G.-I., Karanasos, K., Curino,
C., Weimer, M., and Interlandi, M. A tensor compiler
for unified machine learning prediction serving. In 14th
USENIX Symposium on Operating Systems Design and
Implementation (OSDI 20), pp. 899–917, 2020.

Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V.,
Thirion, B., Grisel, O., Blondel, M., Prettenhofer, P.,
Weiss, R., Dubourg, V., et al. Scikit-learn: Machine
learning in python. Journal of machine learning research,
12(Oct):2825–2830, 2011.

11



Prenger, R., Chen, B., Marlatt, T., and Merl, D. Fast map
search for compact additive tree ensembles (cate). Tech-
nical report, Tech. rep., Lawrence Livermore National
Laboratory (LLNL), Livermore, CA, 2013.

Probst, P., Wright, M. N., and Boulesteix, A.-L. Hyperpa-
rameters and tuning strategies for random forest. Wiley
Interdisciplinary Reviews: data mining and knowledge
discovery, 9(3):e1301, 2019.

Scheffer, T. Nonparametric regularization of decision trees.
In Machine Learning: ECML 2000: 11th European
Conference on Machine Learning Barcelona, Catalonia,
Spain, May 31–June 2, 2000 Proceedings 11, pp. 344–
356. Springer, 2000.

Tabanelli, E., Tagliavini, G., and Benini, L. Optimizing ran-
dom forest-based inference on risc-v mcus at the extreme
edge. IEEE Transactions on Computer-Aided Design
of Integrated Circuits and Systems, 41(11):4516–4526,
2022. doi: 10.1109/TCAD.2022.3199903.

Ugulino, W., Cardador, D., Vega, K., Velloso, E., Milidiú,
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APPENDIX

We present the complete results regardingmax features
and the different execution types. The results are presented
in graphical form.
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Figure 5. Evaluation of the balanced accuracy for the UCI datasets
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Figure 6. Evaluation of the relative execution time for the adult dataset separated by the execution type max features, the maximum
depth (shape of the points) and the number of trees (color).
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Figure 7. Evaluation of the relative execution time for the bank dataset separated by the execution typemax features, the maximum
depth (shape of the points) and the number of trees (color).
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Figure 8. Evaluation of the relative execution time for the covertype dataset separated by the execution typemax features, the maximum
depth (shape of the points) and the number of trees (color).
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Figure 9. Evaluation of the relative execution time for the letter dataset separated by the execution type max features, the maximum
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Figure 10. Evaluation of the relative execution time for the magic dataset separated by the execution type max features, the maximum
depth (shape of the points) and the number of trees (color).
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Figure 11. Evaluation of the relative execution time for the mnist dataset separated by the execution type max features, the maximum
depth (shape of the points) and the number of trees (color).
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Figure 12. Evaluation of the relative execution time for the satlog dataset separated by the execution type max features, the maximum
depth (shape of the points) and the number of trees (color).
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Figure 13. Evaluation of the relative execution time for the sensorless dataset separated by the execution type max features, the
maximum depth (shape of the points) and the number of trees (color).
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Figure 14. Evaluation of the relative execution time for the spambase dataset separated by the execution type max features, the
maximum depth (shape of the points) and the number of trees (color).
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Figure 15. Evaluation of the relative execution time for the wearable dataset separated by the execution typemax features, the maximum
depth (shape of the points) and the number of trees (color).
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Figure 16. Evaluation of the relative execution time for the wine-quality dataset separated by the execution type max features, the
maximum depth (shape of the points) and the number of trees (color).
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Figure 17. Balanced accuracy evaluation for synthetic data (red setting) with varying sample size,max features, maximum depth (point
shape) and number of trees (color).
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Figure 18. Balanced accuracy evaluation for synthetic data (green setting) with varying sample size,max features, maximum depth
(point shape) and number of trees (color).
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Figure 19. Balanced accuracy evaluation for synthetic data (blue setting) with varying sample size, max features, maximum depth
(point shape) and number of trees (color).
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Figure 20. Relative execution time evaluation for synthetic data (red setting) and sample size=100 with varying sample size,
max features, maximum depth (point shape) and number of trees (color).29
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Figure 21. Relative execution time evaluation for synthetic data (red setting) and sample size=200 with varying sample size,
max features, maximum depth (point shape) and number of trees (color).30
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Figure 22. Relative execution time evaluation for synthetic data (green setting) and sample size=100 with varying sample size,
max features, maximum depth (point shape) and number of trees (color).31
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Figure 23. Relative execution time evaluation for synthetic data (green setting) and sample size=200 with varying sample size,
max features, maximum depth (point shape) and number of trees (color).32
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Figure 24. Relative execution time evaluation for synthetic data (blue setting) and sample size=100 with varying sample size,
max features, maximum depth (point shape) and number of trees (color).33
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Figure 25. Relative execution time evaluation for synthetic data (blue setting) and sample size=200 with varying sample size,
max features, maximum depth (point shape) and number of trees (color).34
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keine endgültig gescheiterten Promotionsverfahren vorausgegangen sind. Ferner erkläre
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