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Abstract	
Different	mammalian	 species	progress	 through	 similar	 stages	during	embryonic	development	

and	adult	life	but	the	pace	of	these	transitions	is	species-specific.	While	classically,	developmental	

timing	was	viewed	merely	as	a	consequence	of	varying	body	sizes	between	species,	the	use	of	

pluripotent	stem	cells	(PSCs)	has	shown	that	species-specific	developmental	timing	is	maintained	

during	in	vitro	differentiation.	Since	then,	uncovering	cell-intrinsic	mechanisms	that	regulate	the	

timescales	of	development	has	become	a	rising	topic	of	interest.	

This	project	aimed	 to	 identify	 such	cell-intrinsic	mechanisms	using	 in	vitro	neural	progenitor	

differentiation	of	mouse,	monkey	and	human	PSCs.	To	 facilitate	 inter-species	comparisons,	all	

cells	were	cultured	and	differentiated	under	harmonized	conditions.	Under	these	circumstances,	

mouse	cells	differentiated	more	than	twice	as	fast	as	human	cells,	recapitulating	species-specific	

differentiation	 timing.	 As	 differentiation	 and	 growth	 need	 to	 be	 tightly	 coordinated	 during	

development,	I	compared	cell	cycle	durations	across	the	species.	Cell	cycle	durations	followed	a	

species-specific	trend,	with	the	human	cell	cycle	being	1.47-fold	and	the	monkey	cell	cycle	1.42-

fold	 longer	 than	 the	 mouse	 cell	 cycle.	 To	 test	 if	 differentiation	 depends	 on	 proliferation,	 I	

performed	 cell	 cycle	 and	 growth	manipulations	 by	 either	 a	 retinoblastoma	 knock-out	 line	 or	

inhibiting	 the	mammalian	 target	 of	 rapamycin	 (mTOR).	 Strikingly,	mTOR	 inhibition	 caused	 a	

drastic	extension	of	cell	cycle	durations,	yet	single-cell	transcriptomics	revealed	no	systematic	

delay	during	early	neural	differentiation.	This	showed	that	differentiation	can	be	uncoupled	from	

growth	and	proliferation,	suggesting	alternative	mechanisms.	One	candidate	identified	was	the	

UDP-glucose	 pyrophosphorylase	 2	 (UGP2),	 required	 for	 glycogen	 synthesis.	 High	 UGP2	

correlated	with	slow	differentiation.	Consequently,	glycogen	content	was	highest	in	human	cells,	

intermediate	in	monkey	and	lowest	in	mouse.	Thus,	glycogen	content	is	a	species-specific	cellular	

property	that	was	unknown	to	this	date.	Neural	differentiation	of	UGP2	knock-out	cells	revealed	

premature	expression	of	the	forebrain	marker	FOXG1,	indicating	that	UGP2	could	contribute	to	

setting	 differentiation	 timing.	 It	 remains	 to	 be	 tested,	 how	 loss	 of	 UGP2	 globally	 affects	

differentiation	and	by	which	mechanisms	UGP2	acts.	

Taken	together,	these	findings	show	that	differentiation	can	be	uncoupled	from	growth	and	cell	

cycling	and	implicate	UGP2	and	glycogen	metabolism	in	the	regulation	of	timing.	This	constitutes	

a	novel	mechanism	by	which	cells	could	determine	their	differentiation	speed.
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Zusammenfassung	
Verschiedene	Säugetiere	durchlaufen	ähnliche	Stadien	während	der	Embryonalentwicklung	und	

des	 adulten	 Lebens,	 allerdings	 passiert	 dies	 mit	 artspezifischer	 Geschwindigkeit.	 Während	

Entwicklungsgeschwindigkeit	 klassisch	 lediglich	 als	 Konsequenz	 variierender	 Körpergrößen	

zwischen	 Arten	 betrachtet	 wurde,	 zeigte	 der	 Einsatz	 pluripotenter	 Stammzellen	 (PSCs),	 dass	

Entwicklungsgeschwindigkeit	während	der	 in	vitro-Differenzierung	beibehalten	wird.	Seitdem	

ist	 die	 Entdeckung	 zellintrinsischer	Mechanismen,	 die	 Entwicklungszeitabläufe	 regulieren,	 zu	

einem	aufkommenden	Interessensgebiet	geworden.	

Dieses	 Projekt	 beschäftigt	 sich	mit	 der	 Identifizierung	 solcher	 zellintrinsischer	Mechanismen.	

Dafür	nutzte	ich	in	vitro-Differenzierung	neuraler	Vorläuferzellen	aus	PSCs	von	Maus,	Affe	und	

Mensch.	 Um	 den	 Artvergleich	 zu	 erleichtern,	 wurden	 alle	 Zellen	 unter	 harmonisierten	

Bedingungen	kultiviert	 und	differenziert.	Unter	diesen	Umständen	differenzierten	Mauszellen	

mehr	als	doppelt	so	schnell	wie	humane	Zellen,	was	artspezifisches	Timing	widerspiegelte.	Da	

Differenzierung	und	Wachstum	während	der	Entwicklung	eng	koordiniert	sein	müssen,	habe	ich	

die	 Zellzyklusdauer	 zwischen	 den	 Spezies	 verglichen.	 Die	 Zellzyklusdauern	 folgten	 einem	

artspezifischen	Trend;	der	humane	Zellzyklus	war	1,47-mal,	der	Affenzellzyklus	1,42-mal	länger	

als	der	Mauszellzyklus.	Um	herauszufinden,	ob	Differenzierung	von	Proliferation	abhängt,	habe	

ich	Zellzyklus	und	Wachstum	durch	eine	Retinoblastom-Knockout-Linie	oder	durch	 Inhibition	

von	mTOR	(mammalian	target	of	rapamycin)	manipuliert.	Auffällig	war,	dass	mTOR-Inhibition	

eine	 drastische	 Verlängerung	 des	 Zellzyklus	 verursachte,	 jedoch	 zeigte	 Einzelzell-

Transkriptomanalyse	 keine	 systematische	 Differenzierungsverzögerung.	 Das	 zeigte,	 dass	

Differenzierung	 von	 Wachstum	 und	 Proliferation	 entkoppelt	 werden	 kann	 und	 wies	 auf	

alternative	 Mechanismen	 hin.	 Ein	 identifizierter	 Kandidat	 war	 die	 UDP-Glukose-Pyrophos-

phorylase	 2	 (UGP2),	 notwendig	 für	 Glykogensynthese.	Hohe	UGP2-Expression	 korrelierte	mit	

langsamer	Differenzierung.	Folglich	war	der	Glykogengehalt	humaner	Zellen	am	höchsten,	mittel	

beim	Affen	und	am	geringsten	in	Maus.	Somit	ist	Glykogengehalt	eine	artspezifische	Eigenschaft,	

die	bisher	unbekannt	war.	Neurale	Differenzierung	von	UGP2-Knockout-Zellen	zeigte	vorzeitige	

Expression	des	Vorderhirnmarkers	FOXG1,	was	darauf	hinwies,	dass	UGP2	zur	Regulierung	von	

Differenzierungstiming	beitragen	könnte.	Es	muss	weiterhin	getestet	werden,	wie	der	Verlust	

von	UGP2	Differenzierung	global	beeinflusst	und	durch	welche	Mechanismen	UGP2	wirkt.	

Zusammengefasst	zeigen	diese	Ergebnisse,	dass	Differenzierung	von	Wachstum	und	Zellzyklus	

entkoppelt	 werden	 kann	 und	 dass	 UGP2	 und	 Glykogensynthese	 zur	 Regulation	 von	 Timing	

beitragen	 könnten.	 Dies	 stellt	 einen	 neuartigen	 Mechanismus	 dar,	 durch	 den	 Zellen	 ihre	

Differenzierungsgeschwindigkeit	bestimmen	könnten.	
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1 Introduction	
1.1 Developmental	timing	is	species-specific	

During	a	lifespan,	an	organism	typically	progresses	from	a	developmental	stage	over	a	mature	

period	towards	senescence.	This	sequence	of	events	is	universal	across	all	mammalian	species.	

However,	the	pace	at	which	an	organism	transits	through	these	phases	is	species-specific.	This	is	

also	 reflected	 at	 the	 level	 of	 maximum	 lifespans	 which	 are	 species-specific	 and	 can	 vary	

considerably.	How	the	‘pace	of	life’	arises	and	how	it	is	regulated	is	a	fundamental	question	of	

biology	that	has	not	been	answered	so	far.	

One	of	the	most	extreme	examples	for	longevity	is	the	Bowhead	whale	which	can	live	for	more	

than	200	years	and	takes	over	22	years	to	reach	maturity	(Tacutu	et	al.,	2018).	The	maximum	

lifespan	of	a	human	is	approximately	120	years	while	the	mouse	has	a	much	shorter	maximum	

lifespan	of	four	years	(Figure	1A).	Likewise,	humans	reach	sexual	maturity	between	thirteen	and	

fourteen	years	and	mice	already	at	42	days.	The	same	trend	applies	to	gestational	time	which	is	

nine	months	for	human	and	nineteen	days	for	mouse	(Tacutu	et	al.,	2018).		

Species-specific	timing	is	also	observed	during	embryonic	development	although	embryos	can	be	

morphologically	 very	 similar	 between	 species	 (reviewed	 by	 Richardson,	 1995).	 During	

embryonic	development,	a	complex	organism	composed	of	various	specialized	cell	types,	tissues	

and	organs	arises	from	a	single	cell.	The	basic	hallmarks	of	this	developmental	process	are	shared	

between	 all	 mammalian	 species	 but	 their	 timing	 differs	 drastically	 (Figure	 1B).	 The	 mouse	

embryo	at	embryonic	day	6.5	corresponds	 to	 the	human	embryo	at	 two	weeks	 (Otis	&	Brent,	

1954)	and	only	two	days	later,	it	closely	resembles	the	human	week	3	embryo	(Copp,	2005;	Sakai,	

1989).	

While	little	is	known	about	how	these	differences	emerge,	it	has	been	shown	that	developmental	

timing	must	be	precisely	regulated	for	normal	development.	For	instance,	in	fruit	flies,	neuron	

differentiation	is	temporally	coordinated;	stem	cells	differentiate	to	specific	neuronal	subtypes	

along	a	precise	temporal	axis	(reviewed	by	Toma	et	al.,	2016).	Species-specific	timing	may	even	

be	linked	to	the	unique	development	of	the	human	brain	where	protracted	neurogenesis	leads	to	

a	higher	number	of	neurons	and	larger	cortices	(reviewed	by	Libé-Philippot	&	Vanderhaeghen,	

2021).	

Therefore,	phenotypic	differences	between	species	arise	not	only	as	a	consequence	of	different	

gene	 expression	 programs	 but	 also	 because	 of	 species-specific	 timing	 differences	 during	

development.	
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Figure	1:	Schematic	representation	of	species-specific	developmental	timescales.	
A	Lifespans	of	mouse	and	human	are	vastly	different	while	both	species	undergo	similar	stages	during	their	lives.	Not	
drawn	to	scale.	Based	on	Tacutu	et	al.	 (2018).	B	Mouse	and	human	also	develop	along	different	 timescales	during	
embryogenesis.	For	mouse,	the	embryonic	days	of	zygote,	blastula,	gastrulation	and	neural	tube	closure	are	indicated,	
for	 human	 either	 the	 embryonic	 day	 or	week	 are	 indicated.	 Based	 on	 Cockburn	&	 Rossant	 (2010);	 Copp	 (2005);	
Edwards	et	al.	(1981);	Otis	&	Brent	(1954).	

	

1.2 A	classic	view	on	developmental	timing	

Early	 studies	 on	 species-specific	 developmental	 timing	 view	 timing	 solely	 in	 the	 organismal	

context.	Different	animal	species	differ	in	various	properties,	one	of	which	is	timing,	but	another	

striking	difference	is	body	size.	Mammalian	body	sizes	span	eight	orders	of	magnitude,	from	the	

bumble-bee	bat	and	the	pygmy	shrew	at	a	body	mass	of	2	g	to	the	blue	whale	at	180-200	tons	

(Smith	&	Lyons,	2011).	In	the	early	twentieth	century,	a	link	between	a	species’	body	size	and	

lifespan	was	postulated	(Rubner,	1908).	Across	most	mammalian	species,	longevity	is	positively	

correlated	with	body	size.	Not	only	lifespan	but	several	biological	properties	scale	with	body	mass	

such	as	heart	rate,	gestation	time	and	reproductive	maturity	(Lindstedt	&	Calder,	1981).	This	was	

explained	 by	 the	 observation	 that	 larger	 species	 tended	 to	 be	 metabolically	 less	 active	 than	

smaller	species,	suggesting	that	metabolic	activity	is	limiting	for	developmental	pace	and	adverse	

for	longevity	(Rubner,	1908).	Later,	this	line	of	thinking	became	known	as	the	rate	of	living	theory,	

proposing	 that	 “the	 length	of	 life	 […]	 inversely	 [depends]	on	 the	 rate	of	 living”	 (Pearl,	 1928).	

Allometric	scaling	of	body	mass	and	metabolic	rate	was	described	more	quantitatively	in	1932	by	

Max	Kleiber	who	found	that	metabolic	rate	scales	with	a	¾	exponent	to	the	body	mass	(Kleiber's	

law,	 Kleiber,	 1932).	 Following	 Kleiber’s	 law,	 larger	 organisms	 have	 a	 lower	 mass-specific	

metabolic	 rate	compared	 to	smaller	organisms.	Three-quarter	power-law	scaling	of	metabolic	

rate	and	body	mass	has	been	explained	by	physical	and	geometric	constraints	of	organisms.	A	

mathematical	model	assuming	that	each	cell	of	an	organism	has	to	be	supplied	with	oxygen	and	

nutrients	 by	 a	 fractal-like	 branched	 network	 such	 as	 the	 cardiovascular	 system	 with	 size-
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invariant	 terminal	 units	 (e.	 g.	 capillaries)	 independent	 of	 species,	 can	 predict	 scaling	 of	 the	

cardiovascular	 system	 and	metabolic	 rate	 	 (West	 et	 al.,	 1997).	 Thus,	 according	 to	 this,	 speed	

differences	between	species	are	just	a	consequence	of	body	size	and	not	actively	regulated.	

Biologically,	metabolic	 rate	and	 longevity	have	been	 linked	by	 the	 free	 radical	 theory	of	aging	

(reviewed	by	Harman,	1992).	High	metabolic	 activity	 is	 thought	 to	produce	 free	 radicals	 that	

damage	mitochondria	over	time,	possibly	explaining	the	shorter	lifespans	in	smaller	organisms	

(reviewed	by	Harman,	1972).		In	support	of	this	theory,	inhibiting	free	radical	reactions	increased	

the	mean	lifespan	in	mice	(Harman,	1968).	However,	the	correlation	between	metabolic	rate	and	

longevity	 is	 subject	 to	 debate.	 As	 metabolic	 rates	 scale	 allometrically	 with	 body	 mass,	 the	

metabolic	rates	normalized	for	body	mass	did	not	correlate	with	longevity	(de	Magalhães	et	al.,	

2007).	Collectively,	past	studies	show	a	clear	connection	between	body	size	and	longevity	but	

how	the	two	are	connected	and	which	role	metabolism	plays	remains	elusive.	

	

1.3 Species-specific	developmental	speed	can	be	recapitulated	in	vitro	

1.3.1 Timing	during	in	vitro	differentiation	

Classically,	 the	 pace	 of	 life	 was	 mainly	 attributed	 to	 allometric	 scaling	 of	 body	 mass	 and	

metabolism.	 Timing	 was	 viewed	 solely	 in	 the	 organismal	 context	 and	 speed	 as	 an	 emergent	

property	of	body	size.	This	line	of	thinking	was	disproved	when	mouse	and	human	pluripotent	

stem	cells	were	 taken	out	 their	organismal	context	and	maintained	their	species-specific	 time	

lines	during	in	vitro	differentiation	(Barry	et	al.,	2017),		suggesting	that	timing	is,	at	least	in	part,	

a	cell-intrinsic	property.	In	the	2017	study	by	Barry	et	al.,	mouse	and	human	pluripotent	stem	

cells	 (PSCs)	 were	 differentiated	 towards	 neuroectoderm	 under	 identical	 conditions	 and	

subjected	to	bulk	RNA	sequencing.	They	found	that	mouse	PSCs	activated	neural	markers	earlier	

than	human	PSCs.	Mouse	day	3	of	differentiation	correlated	best	with	human	day	7	and	similarly,	

mouse	day	5	correlated	best	with	human	day	18	(Barry	et	al.,	2017).	Thus,	in	vitro	differentiated	

PSCs	recapitulate	species-specific	timescales	of	development	(Figure	2).	Co-culture	of	mouse	and	

human	 PSCs	 during	 neural	 differentiation	 led	 to	 an	 upregulation	 of	 genes	 related	 to	 neuron	

maturation	 in	 human,	 suggesting	 that	 cell	 communication	 could	 contribute	 to	 setting	

differentiation	speed.	However,	human	cortical	neurons	xenotransplanted	into	the	mouse	cortex	

mature	at	a	human-specific	timeline	rather	than	the	host-specific	time	(Linaro	et	al.,	2019).	The	

same	was	observed	when	co-culturing	human	and	macaque	cortical	progenitor	cells	which	also	

differentiate	along	their	species-specific	timeline	even	if	placed	in	an	environment	of	faster	or	

slower	differentiating	cells	(Otani	et	al.,	2016).	These	observations	indicate	that	cells	can	regulate	

their	differentiation	speed	autonomously.	

Thus,	 the	 use	 of	 PSCs	 revealed	 the	 existence	 of	 cell-intrinsic	 mechanisms	 that	 contribute	 to	

timing.	Moreover,	this	finding	opens	up	new	possibilities	for	studying	timing,	as	PSCs	can	be	used	
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to	 faithfully	 recapitulate	 species-specific	 differentiation	 timing	 in	 vitro	 in	 a	 controlled	

environment.	PSCs	can	be	obtained	from	different	species	and	work	on	PSCs	poses	less	legal	and	

ethical	challenges	as	opposed	to	embryo	work,	especially	for	human.	

	

	
Figure	2:	Species-specific	differentiation	is	recapitulated	during	in	vitro	differentiation.	
Human	 and	 mouse	 PSC	 differentiation	 to	 neural	 progenitor	 cells	 (NPC)	 and	 finally	 to	 mature	 neurons	 is	 shown.	
Differentiation	in	mouse	cells	occurs	much	faster	than	in	human	cells.	

	

1.3.2 Pluripotent	stem	cells	

Pluripotent	stem	cells	represent	a	very	early	stage	of	development.	Few	days	after	fertilization,	

the	embryo	enters	the	blastocyst	stage	where	an	outer	cell	layer	–	the	trophectoderm	that	later	

gives	 rise	 to	 the	placenta	–	 surrounds	a	 cavity	 containing	 the	 inner	 cell	mass	 (ICM).	The	 ICM	

consists	of	pluripotent	epiblast	and	hypoblast	cells.	Hypoblast	(also	called	primitive	endoderm)	

cells	form	the	yolk	sac	and	only	the	epiblast	cells	develop	into	the	embryo-proper	which	will	form	

the	adult	organism	(reviewed	by	Rossant	&	Tam,	2022).	Pluripotency	is	not	a	discrete	state	but	

rather	a	continuum.	Before	 implantation	 into	 the	uterus,	 the	epiblast	 is	 in	a	naïve	state.	Post-

implantation,	 the	 epiblast	 acquires	 a	 primed	 state	 which	 is	 thought	 to	 be	 required	 for	 later	

differentiation	of	the	epiblast	(reviewed	by	Nichols	&	Smith,	2009).	

Pluripotent	stem	cells	can	also	be	cultivated	in	vitro.	They	are	derived	from	the	ICM	and	maintain	

their	lineage	potential	 in	specific	media	conditions	(Evans	&	Kaufman,	1981;	Thomson,	1998).	

However,	mouse	and	human	embryonic	stem	cells	(mESCs	and	hESCs)	are	distinct	and	rely	on	

different	 signaling	 environments	 to	 maintain	 pluripotency.	 While	 hESCs	 need	 Activin/Nodal,	

mouse	cells	use	LIF/STAT3	signaling	(James	et	al.,	2005;	Niwa	et	al.,	1998;	Vallier	et	al.,	2004).		

This	reason	for	this	discrepancy	was	resolved	when	mouse	PSCs	isolated	from	embryonic	day	5.5	

(E5.5)	 epiblast	 (~	 2	 days	 later	 than	 mESCs)	 were,	 like	 hESCs,	 shown	 to	 be	 dependent	 on	

Activin/Nodal	signaling	 to	maintain	 their	developmental	potential	 (called	EpiSCs,	Brons	et	al.,	

2007;	Tesar	et	al.,	2007;	Samanta	&	Kalantry,	2020).	Thus,	hESCs	represent	a	later	developmental	

stage	than	mESCs	and	resemble	the	primed	mEpiSCs	more	closely.	
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Pluripotency	 can	 also	 be	 artificially	 induced	 (induced	 pluripotent	 stem	 cells,	 iPSCs).	

Overexpression	 of	 the	 core	 pluripotency	 factors	 OCT4,	 SOX2,	 c-MYC	 and	 KLF4	 converts	

fibroblasts	to	pluripotent	cells	(Takahashi	&	Yamanaka,	2006).	This	finding	drastically	broadens	

the	possibilities	in	research,	allowing	for	personalized	medicine	or	the	derivation	of	PSCs	from	

different	 animal	 species.	 When	 pluripotency-maintaining	 signals	 are	 removed,	 cells	 will	

differentiate	(reviewed	by	Keller,	1995).	Through	directed	differentiation,	a	broad	variety	of	cell	

types	including	cardiomyocytes,	neurons	and	intestinal	tissues	can	be	derived	from	PSCs	in	vitro	

(Kawasaki	et	al.,	2000;	Lee	et	al.,	2000;	Lian	et	al.,	2012;	Spence	et	al.,	2010).	Therefore,	PSCs	are	

a	powerful	tool	for	regenerative	medicine	and	developmental	biology.	

	

1.4 Biological	time	

Biological	time,	as	opposed	to	physical	time,	usually	describes	biochemical	cycles	that	regulate	

the	physiological	state	of	an	organism	(reviewed	by	Lestienne,	1988).		Consequently,	biological	

time	refers	to	cycles	per	unit	time	and	is	expressed	in	rates,	like	metabolic	rate,	protein	turnover	

rate,	or	heart	rate	(reviewed	by	Günther	&	Morgado,	2004).	These	rates	are	typically	not	fixed	

and	 the	 same	 processes	 can	 transpire	 at	 different	 biological	 time	 scales.	 During	 embryonic	

development,	growth	rates	and	differentiation	rates	have	to	be	coordinated	in	space	and	time.	

Growth	and	cell	division	require	DNA	and	lipid	synthesis	as	well	as	protein	translation	(reviewed	

by	 Tippetts	 et	 al.,	 2023).	 Furthermore,	 embryos	 undergo	 major	 epigenetic	 switches	 during	

development	and	rely	on	gene	expression	changes	for	cell	fate	acquisition	(O’Neill,	2015).	All	of	

these	processes	can	happen	at	different	speeds	and	could	be	the	bottleneck	 for	an	organism’s	

developmental	pace.	Thus,	biochemical,	metabolic	or	cell	division	rates	and	epigenetic	changes	

could	determine	species-specific	developmental	 timescales.	Therefore,	 these	processes	will	be	

elucidated	in	the	following.		

	

1.5 Metabolism	

1.5.1 The	metabolism	of	pluripotent	stem	cells	

Cells	need	a	 constant	 supply	of	 energy	 in	 the	 form	of	ATP	 for	 survival	 and	 the	production	of	

biomass	(e.	g.	during	cell	division).	There	are	three	major	routes	of	ATP	generation:	glycolysis,	

the	 TCA/Krebs	 cycle	 and	 oxidative	 phosphorylation	 (OXPHOS)	 (reviewed	 by	 Rigoulet	 et	 al.,	

2020).	During	glycolysis,	glucose	is	metabolized	to	pyruvate	in	the	cytoplasm,	yielding	two	ATP	

and	two	NADH	per	molecule	glucose.	Pyruvate	is	converted	to	Acetyl-CoA	which	feeds	into	the	

TCA/Krebs	cycle	in	the	mitochondrial	matrix.	The	TCA/Krebs	cycle	produces	two	GTP,	six	NADH,	

two	FADH2	per	molecule	glucose	(reviewed	by	Martínez-Reyes	&	Chandel,	2020).	The	reducing	

equivalents	NADH	and	FADH2	 from	the	TCA/Krebs	cycle	then	serve	as	electron	donors	for	the	
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electron	transport	chain	in	the	inner	mitochondrial	membrane.	Here,	electrons	are	transported	

through	four	protein	complexes	inside	the	mitochondrial	membrane	until	they	reach	their	final	

acceptor	 oxygen.	 Electron	 transfer	 through	 the	 membrane	 induces	 proton	 pumping	 into	 the	

intermembrane	space,	thereby	generating	an	electrochemical	gradient.	This	membrane	potential	

fuels	the	ATP	synthase	which	converts	ADP	to	ATP		(reviewed	by	Vercellino	&	Sazanov,	2021).	

One	molecule	of	glucose	yields	36	ATP	during	OXPHOS,	making	it	the	most	efficient	route	of	ATP	

production.	Consequently,	most	somatic	cells	use	OXPHOS	for	energy	production	(reviewed	by	

Vander	Heiden	et	al.,	2009).	

The	metabolic	landscape	of	pluripotent	stem	cells	however	is	distinct	from	that	of	most	somatic	

cell	types	(Figure	3).	During	the	transition	from	naïve	to	primed	pluripotency,	stem	cells	undergo	

a	metabolic	 switch	 from	OXPHOS	 to	 glycolysis	 (Sperber	 et	 al.,	 2015;	 Zhou	 et	 al.,	 2012).	 This	

appears	counterintuitive	since	stem	cells	are	rapidly	proliferating	and	consequently	have	a	high	

energy	demand.	Proliferative	cells	are	known	to	predominantly	use	glycolytic	metabolism.	For	

instance,	tumor	cells		are	characterized	by	aerobic	glycolysis,	also	known	as	Warburg	metabolism	

(Warburg,	 1924).	 Originally,	 it	 was	 proposed	 that	 aerobic	 glycolysis	 is	 a	 consequence	 of	 a	

defective	 respiratory	 system	 (Warburg,	 1956).	 Indeed,	 embryonic	 stem	 cells	 only	 have	 few	

mitochondria	 compared	 to	 somatic	 cells.	 These	 mitochondria	 are	 round	 and	 have	 immature	

cristae	(Chung	et	al.,	2007).	However,	rapidly	proliferating	cells	have	metabolic	requirements	that	

exceed	the	availability	of	ATP.	Glycolysis,	while	less	efficient	in	producing	ATP,	provides	cells	with	

reducing	equivalents	and	carbon	sources	necessary	for	cell	growth	(reviewed	by	Vander	Heiden	

et	al.,	2009).	Glycolytic	intermediates	can	be	shunted	away	from	glycolysis	(1)	via	the	pentose-

phosphate	pathway	that	produces	pentose	sugars	required	for	nucleotide	synthesis	and	NADPH	

and	(2)	via	 the	serine	synthesis	pathway	yielding	amino	acids,	nucleotides	and	phospholipids	

(Labuschagne	et	al.,	2014;	reviewed	by	Mahmoud,	2023).	In	cancer	cells,	glycogen	–	the	storage	

form	 of	 glucose,	 produced	 through	 a	 multi-step	 process	 involving	 UDP-glucose	

pyrophoshphorylase	2	(UGP2)	–	also	feeds	into	glycolysis	and	the	pentose-phosphate	pathway,	

underlining	the	importance	of	glycolytic	metabolism	for	highly	proliferative	cells	(reviewed	by	

Adeva-Andany	et	al.,	2016;	Favaro	et	al.,	2012).	

Metabolism	and	cell	fate	are	tightly	intertwined.	As	cells	differentiate,	they	typically	undergo	a	

shift	from	Warburg-like	metabolism	to	OXPHOS.	It	has	been	shown	that	upregulation	of	OXPHOS	

is	crucial	for	cardiac	differentiation	(Chung	et	al.,	2007).	In	agreement	with	that,	reprogramming	

of	 somatic	 cells	 into	 induced	 pluripotent	 stem	 cells	 requires	 the	 upregulation	 of	 glycolytic	

metabolism;	inhibition	of	glycolysis	significantly	reduces	reprogramming	efficiency	(Folmes	et	

al.,	2011;	Panopoulos	et	al.,	2011).	Interestingly,	metabolic	rewiring	during	differentiation	is	cell	

type-dependent.	Upon	neural	progenitor	differentiation,	glycolytic	rates	 increase	and	OXPHOS	

only	 takes	 over	 in	 terminally	 differentiated	 neurons	 (Birket	 et	 al.,	 2011).	 In	 either	 case,	
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metabolism	and	cell	fate	transition	are	closely	intertwined	such	that	metabolic	intervention	can	

alter	cell	fate.	

	

	
Figure	3:	The	metabolism	of	pluripotent	and	differentiated	cells.	
During	differentiation,	cells	switch	from	a	glycolytic,	proliferative	state	to	a	resting	state	with	mature	mitochondria	and	
OXPHOS	metabolism.	
	

1.5.2 mTOR	signaling	in	development	

The	 metabolic	 state	 of	 PSCs	 has	 evolved	 to	 meet	 the	 needs	 of	 a	 growing	 embryo	 with	 high	

proliferative	capacity.	A	central	metabolic	hub	that	integrates	various	external	signals	to	regulate	

cell	 growth	 is	 the	mammalian	 target	 of	 rapamycin	 (mTOR)	 (Figure	 4).	mTOR	 is	 a	 kinase	 and	

mostly	 known	 as	 a	 positive	 regulator	 of	 translation	 (Brunn	 et	 al.,	 1997;	 Burnett	 et	 al.,	 1998;	

Gingras	et	al.,	1999;	Hara	et	al.,	1997).	 It	 is	 the	catalytic	part	of	 the	mTOR	complexes	1	and	2	

(mTORC1/2).	 While	 mTORC2	 stimulates	 cytoskeletal	 rearrangements	 and	 ion	 transport	 and	

counteracts	 apoptosis,	 mTORC1	 positively	 regulates	 processes	 linked	 to	 translation	 and	

nucleotide	synthesis	and	negatively	regulates	autophagy	and	lysosome	biogenesis	(reviewed	by	

Liu	&	Sabatini,	2020).	In	general	terms,	mTOR	promotes	anabolic	processes	and	inhibits	catabolic	

processes.	The	effect	of	mTORC1	is	mainly	mediated	through	phosphorylation	of	the	S6	protein	

kinase	(S6K)	and	4E-BP1.	Unphosphorylated,	4E-BP1	sequesters	eukaryotic	translation	initiation	

factor	4E	(eIF4E)	(Brunn	et	al.,	1997;	Chung	et	al.,	1992).	S6K	 is	mainly	 involved	 in	ribosome	

biogenesis	through	phosphorylation	of	several	components	of	the	ribosomal	DNA	transcription	

machinery,	 like	UBF,	TIF-1A	and	MAF1	(Hannan	et	al.,	2003;	Mayer	et	al.,	2004;	Michels	et	al.,	

2010).	It	is	also	linked	to	nucleotide	synthesis	by	promoting	purine	and	pyrimidine	production	

(Ben-Sahra	 et	 al.,	 2013,	 2016;	 Robitaille	 et	 al.,	 2013).	 Through	 S6K	 and	 4E-BP1,	 mTOR	

furthermore	promotes	transition	through	the	cell	cycle.	Upon	mTORC1	inhibition	by	rapamycin,	

cells	arrest	in	G1	phase	(Fingar	et	al.,	2004).		

mTORC1	 is	 regulated	by	 the	 tuberous	 sclerosis	 complex	1/2	 (TSC1-TSC2).	 TSC2	 is	 a	GTPase-

activating	protein	 (GAP)	 that	activates	RHEB	which	acts	upstream	of	mTOR	and	 inhibits	 it	by	

phosphorylation	(Inoki	et	al.,	2003a).	TSC2	itself	is	regulated	by	growth-promoting	signals	like	

AKT.	 Upon	 insulin	 stimulation,	 AKT	 phosphorylates	 TSC2,	 thereby	 destabilizing	 TSC1-TSC2	

interaction	 (Inoki	 et	 al.,	 2002).	mTOR	 is	 also	 coupled	 to	 cellular	 energy	 levels	 through	AMP-
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activated	 protein	 kinase	 (AMPK).	 AMPK	 is	 a	 sensor	 of	 a	 cell’s	 AMP/ATP	 ratio	 and	 inhibits	

mTORC1	by	phosphorylating	TSC2	and	RAPTOR,	a	component	of	mTORC1,	to	restrict	anabolic	

processes	under	energy	deprivation	 (Gowans	&	Hardie,	2014;	Gwinn	et	 al.,	 2008;	 Inoki	 et	 al.,	

2003b;	Kim	et	al.,	2002).	Therefore,	mTOR	signaling	links	environmental	signals	to	proliferation	

and	tight	regulation	of	mTOR	is	necessary	for	physiological	growth.	

	

	
Figure	4:	Effect	and	regulation	of	mTOR	signaling.	
Physiological	stimulants	and	repressors	of	mTOR	are	shown	in	the	top.	The	main	processes	regulated	by	mTORC1	and	
mTORC2	are	 indicated.	They	converge	 in	 the	promotion	of	growth	and	survival/proliferation.	Adapted	 from	Liu	&	
Sabatini	(2020).	
	

What	 happens	 to	 an	 organism,	 if	mTOR	 is	 artificially	 depleted?	When	mouse	 blastocysts	 are	

subjected	 to	pharmacological	mTOR	 inhibition	by	 the	ATP-site	 inhibitor	 INK128	 (Hsieh	et	 al.,	

2012),	 they	undergo	a	developmental	 arrest	 that	 is	 reminiscent	of	 a	natural	diapause	 (Bulut-

Karslioglu	et	al.,	2016).	During	this	state,	cells	do	not	proliferate	and	have	reduced	transcriptional	

activity	while	 remaining	 pluripotent	 and	 able	 to	 re-enter	 normal	 development	 after	 inhibitor	

removal.	The	same	was	shown	for	mouse	embryonic	stem	cells	(Bulut-Karslioglu	et	al.,	2016).	

Furthermore,	evidence	from	multiple	studies	in	different	species,	including	mouse,	suggests	that	

a	reduction	in	mTOR	signaling	slows	down	the	ageing	process	and	increases	lifespan	(Kaeberlein	

et	al.,	2005;	Kapahi	et	al.,	2004;	Vellai	et	al.,	2003;	Wu	et	al.,	2013).	A	similar	phenomenon	 is	

observed	 upon	 caloric	 restriction	 (reviewed	 by	 Weindruch,	 1996).	 Intriguingly,	 dietary	

restriction	 limited	 to	 methionine	 was	 sufficient	 to	 increase	 lifespan,	 indicating	 that	 negative	

regulation	of	 translation	promotes	 longevity	 (Grandison	et	 al.,	 2009).	 In	 agreement	with	 this,	

mTORC1	is	constitutively	active	in	senescent	cells	(Carroll	et	al.,	2017).	

Taken	together,	mTOR	is	a	crucial	regulator	of	translation,	growth	and	cell	cycling	and	inhibition	

of	mTOR	signaling	pauses	cells	early	in	development	and	extends	lifespans	in	adult	organisms.	
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1.6 The	cell	cycle	

1.6.1 Cell	cycle	regulation	in	somatic	cells	

During	embryonic	development,	differentiation	and	growth	happen	in	parallel	and	it	 is	crucial	

that	the	two	processes	are	coordinated	with	each	other.	In	order	for	the	embryo	to	grow,	cells	

must	undergo	cell	divisions	to	proliferate.	The	cell	cycle	is	defined	as	the	series	of	events	taking	

place	between	two	cell	divisions.	These	events	are	broadly	subdivided	into	phases	of	cell	growth,	

DNA	synthesis	and	division	(Howard	&	Pelc,	1951),	 that	were	 later	 termed	gap	phase	1	 (G1),	

synthesis	phase	(S),	gap	phase	2	(G2)	and	mitosis	(M).	At	the	beginning	of	each	cell	cycle,	cells	are	

in	G1	phase	and	mainly	grow	until	they	enter	S	phase	where	a	second	copy	of	DNA	is	synthesized.	

In	G2	phase,	 cells	 continue	 to	grow	and	synthesize	proteins	 for	 cell	division.	Finally,	M	phase	

marks	the	nuclear	division,	followed	by	cytokinesis,	producing	two	daughter	cells	with	the	same	

genetic	information	(Cooper,	2000).	

Cell	cycling	is	a	highly	complex	and	tightly	regulated	process.	It	is	linked	to	cellular	metabolism	

through	mTOR	and	 its	 effectors	 S6K1	 and	4E-BP1	which	 are	 involved	 in	 regulating	 cell	 cycle	

phase	transitions	(Brown	et	al.,	1994;	Fingar	et	al.,	2004).	Deregulation	of	the	cell	cycle	can	cause	

uncontrolled	cell	proliferation	and	malignant	growth	(Hanahan	&	Weinberg,	2000).	Progression	

through	 the	 cell	 cycle	 is	 largely	 mediated	 by	 cyclin-dependent	 kinases	 (CDKs).	 These	

serine/threonine	kinases	were	first	found	in	yeast	(Hartwell,	1967,	1973;	Hartwell	et	al.,	1973)	

and	form	complexes	with	cyclins	whose	concentrations	vary	with	the	cell	cycle	(Evans	et	al.,	1983;	

reviewed	by	Malumbres	&	Barbacid,	2005),	making	CDK	activity	cell	cycle-dependent.	There	are	

over	20	different	CDKs	and	30	genes	likely	encoding	cyclins	described	in	mammals	(reviewed	by	

Chotiner	et	 al.,	 2019;	 reviewed	by	Martínez-Alonso	&	Malumbres,	2020).	CDKs	have	different	

roles	 during	 the	 cell	 cycle	 and	 associate	 with	 different	 cyclins.	 For	 instance,	mitotic	 entry	 is	

regulated	by	CDK1-cyclin	B	as	part	of	the	M	phase	promoting	factor	(Dunphy	et	al.,	1988;	Gautier	

et	al.,	1988,	1990;	Lohka	et	al.,	1988).	In	contrast,	S	phase	requires	CDK2	to	activate	DNA	synthesis	

(Pagano	et	al.,	1993).	CDK2	associates	with	cyclin	A	and	cyclin	E	during	G1	phase	and	its	activity	

oscillates	during	the	cell	cycle	(Lees	et	al.,	1992;	Rosenblatt	et	al.,	1992;	Tsai	et	al.,	1991).	

However,	before	cells	enter	S	phase,	they	must	pass	the	G1/S	checkpoint.	The	G1/S	checkpoint	is	

a	crucial	component	of	the	cell	cycle.	It	is	also	referred	to	as	the	restriction	(R)	point	because	it	

decides	whether	a	cell	commits	to	the	cell	cycle	or	enters	quiescence	(Pardee,	1974).	A	central	

regulator	during	this	restriction	point	is	the	retinoblastoma	(RB)	protein	and	its	relatives	p107	

and	p130,	collectively	referred	to	as	the	pocket	protein	family	(reviewed	by	Henley	&	Dick,	2012;	

reviewed	by	Weinberg,	1995).	RB	restricts	G1/S	transition	and	is	therefore	a	negative	regulator	

of	proliferation	(Goodrich	et	al.,	1991).	The	anti-proliferative	effect	of	RB	is	mediated	through	

sequestration	of	transcription	factor	E2F	(Flemington	et	al.,	1993;	Helin	et	al.,	1992,	1993).	E2F	

is	responsible	for	the	expression	of	several	S	phase-related	proteins	like	DHFR,	N-MYC,	c-MYC,	c-
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MYB,	cyclin	A,	cyclin	E	(Hiebert	et	al.,	1991;	Mudryj	et	al.,	1990;	Ohtani	et	al.,	1995;	Schulze	et	al.,	

1995).	 RB	 activity	 is	 modulated	 through	 phosphorylation	 in	 a	 cell-cycle-dependent	 manner	

(Buchkovich	et	al.,	1989;	Chen	et	al.,	1989;	DeCaprio	et	al.,	1989).	CDK4/6-cyclin	D	complexes	

monophosphorylate	RB	in	early	G1	phase,	allowing	for	E2F	sequestration	(Ezhevsky	et	al.,	1997;	

Narasimha	 et	 al.,	 2014).	 In	 late	 G1,	 however,	 RB	 is	 hyperphosphorylated	 by	 CDK2-cyclin	 E	

complexes	 and	 thereby	 inactivated,	 resulting	 in	 the	 release	 of	 E2F	 and	 initiation	 of	 S	 phase	

(Ezhevsky	et	al.,	2001).	

	

1.6.2 Cell	cycle	in	pluripotency	and	differentiation	

During	embryonic	development,	a	single	cell	proliferates	and	differentiates	to	 form	a	complex	

organism.	Therefore,	the	cell	cycle	is	an	integral	part	of	development.	The	embryonic	cell	cycle	is	

drastically	different	to	that	of	most	somatic	cells		(Figure	5)	and	characterized	by	unusually	short	

doubling	times	of	as	little	as	6.5	hours	in	the	mouse	epiblast	(Snow,	1977).	Stem	cells	typically	do	

not	have	fully-developed	gap	phases,	especially	G1,	and	spent	most	time	in	S	phase	(Becker	et	al.,	

2006;	Mac	Auley	et	al.,	1993;	Stead	et	al.,	2002).	Rapid	cycling	is	necessary	for	the	maintenance	

of	pluripotency	in	human	ESCs.	Acceleration	of	doubling	time	increases	reprogramming	efficiency	

while	cell	cycle	arrest	abrogates	reprogramming	(Ruiz	et	al.,	2011).	

In	mouse,	progression	through	the	cell	cycle	is	less	regulated	in	stem	cells	than	in	somatic	cells.	

Mouse	ESCs	do	not	express	CDK4-cyclin	D	up	until	gastrulation	and	subsequent	differentiation	

(Savatier	et	al.,	1995).	At	the	same	time,	CDK2	and	cyclin	A/E	are	active	throughout	the	entire	cell	

cycle	without	any	phase-dependent	periodicity	(Stead	et	al.,	2002).	Inhibition	of	CDK2	decreased	

cell	cycle	speed	but	did	not	alter	the	embryonic	cell	cycle	structure,	suggesting	that	the	short	G1	

phase	is	caused	by	alternative	mechanisms	(Stead	et	al.,	2002).	Savatier	et	al.	(1994)	observed	a	

lack	of	hypophosphorylated	RB	in	mouse	ESCs.	E2F,	that	is	usually	sequestered	by	RB	to	prevent	

unrestricted	passage	into	S	phase,	was	mostly	present	in	its	free	form	(Stead	et	al.,	2002).	Thus,	

RB	 is	 hyperphosphorylated	 and	 therefore	 inactive	 and	 unable	 to	 bind	 E2F	 throughout	 the	

embryonic	cell	cycle,	explaining	the	short	dwell	time	in	G1	phase.	Another	mechanism	by	which	

RB	has	been	reported	to	counteract	cell	cycle	progression	is	by	direct	inhibition	of	ribosomal	DNA	

transcription	factor	UBF		and	therefore	rRNA	synthesis	(Cavanaugh	et	al.,	1995;	Voit	et	al.,	1997).	

Like	mouse	ESCs,	primate	ESCs	have	a	shortened	G1	phase,	constitutively	expressed	cyclin	E	and	

hyperphosphorylated	RB	(Fluckiger	et	al.,	2006).	In	contrast	to	murine	ESCs,	however,	human	

ESCs	have	been	reported	to	possess	cell	cycle-dependent	expression	of	many	CDKs	and	cyclins	

(Neganova	 et	 al.,	 2009).	 They	 also	 express	 CDK4-cyclin	 D2,	 a	 G1-related	 CDK-cyclin	 complex	

which	could	additionally	promote	G1/S	progression	(Becker	et	al.,	2006).	Because	of	a	general	

lack	of	G1	control,	both	murine	and	primate	ESCs	do	not	arrest	 in	G1	upon	DNA	damage	and	

undergo	apoptosis	 (Aladjem	et	al.,	 1998;	Hong	&	Stambrook,	2004).	 Intriguingly,	mouse	ESCs	
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cultured	under	 naïve	 conditions	have	 been	 shown	 to	 possess	 a	 functional	G1	 checkpoint	 and	

hypophosphorylated	RB	(ter	Huurne	et	al.,	2017).	Thus,	cell	cycle	regulation	is	distinct	in	different	

pluripotency	states.	

Differentiation	 is	accompanied	by	G1	 lengthening	(Calder	et	al.,	2013).	 If	one	 is	causal	 for	 the	

other,	is	unknown.	Concomitant	differentiation	and	G1	lengthening	suggests	that	both	processes	

happen	in	parallel	but	there	is	also	evidence	showing	that	G1	arrest	through	CDK2	knockdown	is	

promotes	 ESC	 differentiation	 to	 extraembryonic	 lineages	 (Neganova	 et	 al.,	 2009).	 Cells	 are	

generally	 more	 likely	 to	 differentiate	 during	 G1	 phase,	 i.	 e.	 cellular	 responsiveness	 to	

differentiation	cues	is	increased	during	G1	(Pauklin	&	Vallier,	2013;	Sela	et	al.,	2012).	It	has	even	

been	 shown	 that	 cells	 activate	 distinct	 differentiation	 programs	 depending	 on	 differentiation	

induction	 timing	 during	 G1	 phase;	 cells	 in	 early	 G1	 only	 initiated	 endo-	 and	 mesoderm	

differentiation	whereas	cells	in	late	G1	only	initiated	neuroectoderm	differentiation.	During	G2,	S	

and	M	phase,	cells	barely	differentiated	at	all	(Pauklin	&	Vallier,	2013).	Terminal	differentiation	

is	marked	 by	 permanent	 exit	 from	 the	 cell	 cycle	 through	 downregulation	 of	 G1	 cyclins,	 CDK	

inhibitor	expression	and	epigenetic	silencing	of	cell	cycle	genes	(reviewed	by	Padgett	&	Santos,	

2020).	

Taken	 together,	 the	 cell	 cycle	 is	 a	 crucial	 part	 of	 growth	 and	 development.	 Not	 only	 is	 it	

indispensable	 for	 cell	 proliferation	 but	 it	 is	 also	 tightly	 linked	 to	 pluripotency	 and	 cell	 fate	

acquisition	in	the	context	of	development.	

	

	
Figure	5:	The	cell	cycle	structure.	
The	cell	cycle	structure	and	the	most	important	regulatory	components	are	shown	for	A	somatic	cells	and	B	mouse	
pluripotent	stem	cells.	CDK/cyclin	complexes	are	cell	cycle	phase-dependent	in	somatic	cells	while	pluripotent	cells	
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have	 CDK/cyclin	 activity	 throughout	 the	 cell	 cycle.	 The	 RB	 phosphorylation	 state	 is	 indicated	 as	 either	
monophosphorylated	or	hyperphosphorylated.	

	

1.7 Epigenetics	during	development	

Another	crucial	aspect	of	embryonic	development	 is	epigenetic	regulation	of	gene	expression.	

Epigenetics	work	through	altering	chromatin	accessibility.	Chromatin	can	either	exist	in	a	closed	

conformation	as	heterochromatin	or	in	an	open	configuration	as	euchromatin	(reviewed	by	Allis	

&	 Jenuwein,	 2016).	 While	 heterochromatin	 cannot	 be	 accessed	 by	 transcription	 factors,	

euchromatin	allows	for	transcription	factor	binding	and	therefore	gene	expression.	Epigenetics	

can	influence	gene	expression	by	DNA	methylation	or	histone	modifications.	DNA	methylation	

occurs	at	the	5’-carbon	of	cytosine,	preferentially	at	CpG	dinucleotides,	referred	to	as	CpG	islands.	

It	is	generally	associated	with	gene	expression	silencing	(reviewed	by	O’Neill,	2015).	As	DNA	is	

organized	in	nucleosomes,	each	constituting	a	histone	octamer	comprised	of	histones	H2A,	H2B,	

H3	 and	 H4,	 histone	 modifications	 also	 influence	 chromatin	 structure	 and	 gene	 expression	

(reviewed	by	McGhee	&	Felsenfeld,	1980).	Histone	modifications	are	very	diverse.	A	combination	

of	histone	phosphorylation,	acetylation	and	methylation	is	used	to	determine	the	activity	state	of	

a	 genomic	 region.	 All	 of	 these	modifications	 appear	 in	 active	 and	 inactive	 chromatin	 regions	

(reviewed	by	Jenuwein	&	Allis,	2001).	

Epigenetic	regulation	of	gene	expression	is	also	implicated	in	embryonic	development.	The	early	

embryo	is	marked	by	global	hypomethylation	(reviewed	by	O’Neill,	2015).	When	stem	cells	exit	

naïve	 pluripotency	 and	 transition	 to	 a	 primed	 pluripotent	 state,	 DNA	methylation	 increases,	

probably	preparing	cells	for	transcriptional	restriction	and	lineage	differentiation	(reviewed	by	

Gökbuget	 &	 Blelloch,	 2019).	 Forced	 hypomethylation	 in	 embryonic	 stem	 cells	 through	 DNA	

methyltransferase	 knock-out	 has	 been	 shown	 to	 block	 lineage	 differentiation	 (Jackson	 et	 al.,	

2004).	Furthermore,	PSCs	often	exhibit	genomic	regions	associated	with	active	and	repressive	

histone	modifications	at	the	same	time.	This	bivalent	histone	state	is	believed	to	put	genes	in	a	

poised	state	where	they	can	be	readily	activated	upon	differentiation	(reviewed	by	O’Neill,	2015).	

Thus,	 epigenetics	 represent	 another	 layer	 of	 gene	 regulation	 and	 are	 essential	 for	 correct	

embryonic	development.	

	

1.8 Theories	for	cell-intrinsic	regulation	of	timing	

With	the	use	of	PSCs,	species-specific	developmental	timing	became	a	rising	topic	of	interest	in	

the	 past	 years.	 Several	 studies	 investigate	 cell-intrinsic	 properties	 that	 could	 be	 involved	 in	

setting	the	pace	of	life,	typically	through	comparison	of	mouse	and	human	PSCs	during	in	vitro	

differentiation.	To	this	date,	there	is	no	definite	answer	to	the	question	of	developmental	timing.	

It	is	also	unknown	whether	timing	mechanisms	act	globally	or	if	they	depend	on	the	cell	type	and	
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differentiation	 direction.	 However,	 there	 are	 many	 theories	 and	 observations	 that	 link	

developmental	timing	to	the	speed	of	biochemical	reactions,	species-specific	metabolic	rates	or	

epigenetics.	Key	findings	from	recent	studies	will	be	summarized	in	the	following.	

	

1.8.1 Species-specific	speed	of	biochemical	reactions	

Developmental	 timing	 has	 been	 investigated	 using	 different	 differentiation	 paradigms.	 A	 key	

publication	on	species-specific	 timing	uses	motor	neuron	differentiation	of	mouse	and	human	

ESCs	 as	 a	 model	 system.	 Here,	 neural	 differentiation	 is	 induced,	 followed	 by	 specific	

differentiation	to	postmitotic	motor	neurons	(Rayon	et	al.,	2020).	During	differentiation	towards	

a	motor	neuron	 fate,	mouse	cells	differentiated	2.5-fold	 faster	 than	human	cells	 (Rayon	et	al.,	

2020).	 Interestingly,	 neither	 species-dependent	 differences	 in	 growth-factor	 responsiveness,	

nucleotide	 sequence	 differences	 in	 differentiation	 genes	 between	 mouse	 and	 human,	 nor	

different	 mRNA	 half-lives	 were	 responsible	 for	 the	 observed	 time	 shift	 (Rayon	 et	 al.,	 2020).	

However,	protein	half-lives	perfectly	correlated	with	differentiation	speed	and	were	therefore	2-

2.5	 times	 longer	 in	 human	 than	 in	 mouse,	 suggesting	 that	 higher	 protein	 turnover	 during	

differentiation	makes	mouse	cells	differentiate	faster	than	human	cells.	In	line	with	this,	Matsuda	

et	al.	(2020)	confirmed	that	protein	half-lives	are	longer	in	human	using	the	segmentation	clock	

as	a	model.	The	segmentation	clock	refers	to	the	process	of	somite	formation	from	the	presomitic	

mesoderm	 which	 occurs	 with	 a	 species-specific	 periodicity.	 Somite	 formation	 can	 be	

recapitulated	in	vitro	and	the	periodic	somite	formation	can	be	observed	via	HES7	oscillations	

(reviewed	 by	 Hubaud	 &	 Pourquié,	 2014).	 Using	 this	 system,	 they	 also	 found	 that	 multiple	

biochemical	 reactions	 are	 slower	 in	 human	 than	 in	 mouse.	 These	 include	 transcription,	

translation	and	mRNA	splicing	(intron	delay).	Mathematical	modeling	indicated	that	a	delay	in	

these	reactions	can	explain	the	slower	differentiation	in	human	(Matsuda	et	al.,	2020).	Indeed,	

when	the	number	of	introns	in	the	HES7	gene	was	reduced,	the	segmentation	clock	was	slightly	

accelerated	(Harima	et	al.,	2013).	In	support	of	these	findings,	a	collection	of	stem	cells	derived	

from	six	different	species,	including	mouse	and	human,	showed	differential	expression	of	genes	

linked	to	biochemical	reactions	during	presomitic	mesoderm	differentiation.	Furthermore,	the	

same	study	also	implicated	protein	half-lives	and	intron	delays	in	setting	the	segmentation	clock	

period	(Lázaro	et	al.,	2023).	

	

1.8.2 Metabolic	rate	scaling	

The	reason	for	species-specific	biochemical	reaction	speeds	could	be	different	metabolic	rates	

which	 in	 turn	are	dependent	on	 the	mitochondrial	 architecture.	Human	mitochondria	mature	

much	 slower	 and	 are	 less	 active	 during	 neuronal	 differentiation	 than	 mouse	 mitochondria.	

Increasing	mitochondrial	activity	in	human	sped	up	neuron	maturation	(Iwata	et	al.,	2023).	High	
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mitochondrial	 activity	 has	 also	 been	 linked	 to	 faster	 pancreatic	 and	 cardiac	 differentiation	 of	

human	cells	(Hu	et	al.,	2018;	Yang	et	al.,	2019;	Yoshihara	et	al.,	2016).	

During	 presomitic	 mesoderm	 differentiation,	 mouse	 cells	 have	 a	 2-fold	 higher	 mass-specific	

metabolic	rate	than	human	cells	in	regards	to	oxygen	consumption	(OXPHOS)	and	extracellular	

acidification	rate	(glycolysis)	(Diaz-Cuadros	et	al.,	2023).	Decreasing	cellular	metabolic	rates	by	

partially	inhibiting	the	electron	transport	chain	slowed	down	the	segmentation	clock,	however,	

ATP	was	not	responsible	for	this	effect	(Diaz-Cuadros	et	al.,	2023).	Instead,	the	NAD+/NADH	ratio	

appeared	 to	 be	 different	 in	 mouse	 and	 human	 and	 decreased	 NAD+/NADH	 through	

pharmacological	 inhibition	 extended	 the	 segmentation	 clock	 period.	 This	 effect	 could	 be	

mediated	by	protein	synthesis,	as	inhibition	of	the	electron	transport	chain	reduced	translation.	

The	 mass-specific	 translation	 rate	 of	 mouse	 was	 almost	 2-fold	 higher	 than	 in	 human	 and	

decreasing	 translation	via	cycloheximide	 treatment	prolonged	 the	segmentation	period	 (Diaz-

Cuadros	 et	 al.,	 2023).	 Like	 Rayon	 et	 al.	 (2020),	 Diaz-Cuadros	 et	 al.	 (2023)	 observed	 a	 2-fold	

difference	 in	protein	half-lives	between	mouse	and	human	that	was	 likely	mediated	by	higher	

mass-specific	proteasome	activity	in	mouse.	However,	proteasome	inhibition	only	arrested	the	

segmentation	clock	without	prolonging	the	oscillation	period.	

In	 line	with	 the	 findings	 of	 Diaz-Cuadros	 et	 al.	 (2023),	 comparison	 between	multiple	 species	

showed	 that	 ATP	 levels	 do	 not	 follow	 a	 species-specific	 trend.	 However,	 the	 multi-species	

comparison	also	indicated	that,	while	mouse	has	a	lower	metabolic	rate	than	human,	metabolic	

rates	do	not	generally	correlate	with	body	mass	or	developmental	speed	(Lázaro	et	al.,	2023).	In	

contrast,	comparison	of	mouse	and	naked	mole	rat	cells	–	two	rodents	that	are	evolutionary	close	

but	differ	vastly	 in	 lifespans	(Buffenstein	&	Jarvis,	2002)	–	 indicated	that	the	 long-lived	naked	

mole	rat	has	lower	ATP	levels	than	the	mouse.	Although	this	study	was	performed	in	fibroblasts,	

not	PSCs,	it	indicates	that	ATP	turnover	might	contribute	to	the	regulation	of	timing	(Swovick	et	

al.,	 2021).	 As	 demonstrated	 by	 these	 results,	 metabolism	 influences	 developmental	 timing	

although	it	is	still	under	debate	which	mechanisms	are	at	play.	

	

1.8.3 Epigenetic	regulation	of	timing	

Another	 line	 of	 evidence	 suggested	 that	 the	 slower-differentiating	 human	 cells	 have	 a	 higher	

epigenetic	 barrier	 for	 neuronal	 differentiation.	 Transient	 inhibition	 of	 repressive	 chromatin	

modifiers	like	polycomb	repressive	complex	2	(PRC2)	component	EZH2	at	the	progenitor	level	

resulted	 in	 faster	 neuronal	 maturation	 (Ciceri	 et	 al.,	 2024).	 Furthermore,	 an	 exploratory	

compound	screen	identified	four	molecules	that	enhanced	maturation	of	cortical	neurons	when	

combined.	This	molecule	cocktail	consisted	of	the	epigenetic	modifiers	GSK-2879552	(inhibitor	

of	lysine-specific	demethylase	1),	and	EPZ-5676	(inhibitor	of	the	methyltransferase	disruptor	of	

telomerase-like	1),	as	well	as	NMDA	(glutamate	receptor	agonist)	and	Bay	K	8644	(L-type	Ca2+	
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channel	 agonist)	 and	 was	 termed	 GENtoniK	 (Hergenreder	 et	 al.,	 2024).	While	 the	 glutamate	

receptor	 and	 L-type	 Ca2+	 channel	 agonist	 could	 directly	 affect	 neuronal	 firing,	 withdrawal	 of	

GENtoniK	 seven	 days	 prior	 to	 electrophysiological	 measurements	 still	 resulted	 in	 matured	

neurons.	 The	 treatment	 has	 also	 been	 shown	 to	 accelerate	 neural	 crest	 and	 pancreatic	

differentiation	(Hergenreder	et	al.,	2024).	

	

1.8.4 Cell	proliferation	

Both	in	presomitic	mesoderm	cells	and	during	motor	neuron	differentiation,	the	human	cell	cycle	

took	double	the	time	of	the	mouse	cell	cycle	(Diaz-Cuadros	et	al.,	2023;	Rayon	et	al.,	2020).	This	

raises	 the	 possibility	 that	 cell	 cycling	 and	 differentiation	 are	 dependent	 processes.	 While	

arresting	the	cell	cycle	did	not	alter	the	segmentation	clock	period	in	human	(Diaz-Cuadros	et	al.,	

2023),	it	has	been	shown	that	it	can	slow	down	differentiation	in	zebrafish	in	a	cell	type-specific	

manner	(Kukreja	et	al.,	2023).	It	was	furthermore	reported	that	the	cell	cycle	phase	of	presomitic	

mesoderm	cells	influences	the	segmentation	clock	period	(Carrieri	et	al.,	2019).	Moreover,	the	

timing	of	oligodendrocyte	differentiation	was	explained	by	the	cell-division-counting	hypothesis,	

proposing	that	progenitor	cells	count	the	number	of	cell	divisions	before	differentiating	(Temple	

&	Raff,	1986).	However,	this	hypothesis	could	not	explain	why	slower-dividing	progenitor	cells	

cultured	at	lower	temperatures	differentiated	sooner	than	under	normal	conditions	(Gao	et	al.,	

1997).	Taken	together,	there	is	conflicting	evidence	about	the	connection	between	cell	division	

and	 differentiation.	Whether	 the	 two	 processes	 are	 coupled	 is	 still	 unclear	 and	 has	 yet	 to	 be	

clearly	determined.	

	

1.9 Neural	differentiation	

As	evident	from	the	previous	paragraph,	species-specific	timing	has	mostly	been	studied	during	

motor	neuron	or	presomitic	mesoderm	differentiation	(Diaz-Cuadros	et	al.,	2023;	Lázaro	et	al.,	

2023;	Rayon	et	al.,	2020).	Here,	I	will	discuss	neural	progenitor	differentiation	as	a	suitable	model	

system	to	 investigate	species-specific	differentiation	timing,	as	 it	offers	advantages	over	other	

systems	due	to	its	easier	adaptability	to	different	cell	lines	and	species.	

Neural	differentiation	begins	at	E8.0	in	the	mouse	embryo	(reviewed	by	Kojima	et	al.,	2014)	and	

after	 approximately	 two	weeks	 in	human	 (reviewed	by	 Stiles	&	 Jernigan,	 2010).	 Early	neural	

differentiation	is	marked	by	the	onset	of	PAX6	and	SOX1	expression.	PAX6	is	a	member	of	the	

paired-box	 transcription	 factor	 family	 and	 found	 in	 the	 developing	 brain,	 specifically	 in	 the	

forebrain,	the	eye	and	the	olfactory	bulb	(Walther	&	Gruss,	1991).	It	is	expressed	in	the	neural	

plate	of	E18	embryos	in	human	and	first	detected	at	E8.5	in	the	neural	tube	of	mouse	embryos	

(Walther	&	Gruss,	1991;	Zhang	et	al.,	2010).	SOX1	is	a	transcription	factor	belonging	to	the	B1	

subgroup	of	the	Sox	family	(Uchikawa	et	al.,	1999)	that	is	expressed	in	neural	progenitor	cells	
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where	it	represses	neuronal	differentiation	to	maintain	an	early	neural	fate	(Bylund	et	al.,	2003).	

In	mouse,	SOX1	expression	starts	from	E7.5	on,	in	human	it	is	expressed	around	E26	(Pevny	et	

al.,	1998;	Zhang	et	al.,	2010).	

Neural	differentiation	occurs	in	the	absence	of	growth	factor	signaling.	This	conclusion	is	based	

on	 three	 observations	 in	 Xenopus	 laevis.	 (1)	 Disaggregated	 ectoderm	 cells	 differentiated	 into	

neural	 cells	 while	 reaggregated	 cells	 differentiated	 to	 epidermis	 (Grunz	 &	 Tacke,	 1989),	

suggesting	that	neural	differentiation	is	a	cell-autonomous	process	and	does	not	require	cell-cell	

communication.	 (2)	 Inhibition	 of	 an	 Activin	 receptor	 promoted	 neuralization	 and	 (3)	 BMP4	

suppressed	neuralization	 (Hemmati-Brivanlou	&	Melton,	 1994;	Wilson	&	Hemmati-Brivanlou,	

1995).	These	findings	led	to	the	‘neural	default’	model,	postulating	that	stem	cells	will	acquire	a	

neural	fate	when	growth	factor	signaling,	specifically	Activin	and	BMP4,	are	inhibited	(reviewed	

by	Muñoz-Sanjuán	&	Brivanlou,	2002).	In	support	of	this	idea,	differentiation	of	mouse	embryoid	

bodies	 (EBs)	 in	 chemically	 defined	 medium	 without	 growth	 factor	 addition	 resulted	 in	 an	

upregulation	of	neural	markers	(Wiles	&	Johansson,	1999).	In	a	2003	publication,	it	was	shown	

that	neural	differentiation	can	be	performed	in	vitro	in	mouse	adherent	cell	culture	in	medium	

lacking	growth	factors	(Ying	et	al.,	2003).	Contrasting	the	‘neural	default’	model,	they	showed	a	

requirement	of	endogenous	FGF4	for	neural	conversion.	The	first	neural	differentiation	protocol	

for	adherent	human	embryonic	stem	cells	was	developed	by	Chambers	et	al.	(2009).	Here,	neural	

stem	 cells	 were	 derived	 from	 hESCs	 by	 differentiation	 in	 a	 medium	 containing	 Noggin,	 an	

inhibitor	 of	 SMAD1/5/8-mediated	 BMP4	 signaling	 and	 SB-431542,	 an	 inhibitor	 of	 SMAD2/3-

mediated	Activin	signaling.	This	strategy	is	referred	to	as	dual	SMAD	inhibition	and	has	proven	

as	a	useful	base	for	differentiating	various	ectodermal	lineages	from	multiple	different	hESC	lines	

(Tchieu	et	al.,	2017).	

Over	the	past	years,	neural	differentiation	via	dual	SMAD	inhibition	has	been	well-established.	As	

external	 addition	 of	 growth	 factors	 is	 not	 required,	 dual	 SMAD	 inhibition	 can	 be	 particularly	

useful	when	studying	and	comparing	differentiation	in	cells	of	different	species	where	timing	of	

growth	factor	addition	and	sensitivity	to	growth	factors	could	be	species-specific.	Moreover,	the	

fact	that	neural	differentiation	does	not	heavily	rely	on	cell-cell	communication	can	facilitate	the	

identification	of	cell-intrinsic	mechanisms	that	regulate	differentiation	timing.	

	

1.10 A	PSC	panel	of	three	species	

Most	studies	on	species-specific	differentiation	timing	are	based	on	the	comparison	of	mouse	and	

human	 cells.	 These	 two	 species	have	 the	 advantage	of	 being	well-studied	 and	 established	 for	

laboratorial	 research.	 However,	 rodents	 and	 humans	 have	 very	 different	 developmental	

timescales	and	the	use	of	a	 third	species	with	an	 intermediate	 timescale	could	bridge	 the	gap	

between	the	two.	Furthermore,	trends	observed	in	three	species	independently	are	more	robust	
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than	 trends	 between	 only	 two.	 The	 importance	 of	 using	 multiple	 comparisons	 has	 been	

demonstrated	by	Lázaro	et	al.	(2023)	who	observed	that	metabolic	rate	scaling	between	mouse	

and	human	was	not	a	general	trend	that	holds	true	in	a	multi-species	comparison.	Therefore,	I	

aimed	to	use	stem	cells	of	not	only	mouse	and	human,	but	also	the	cynomolgus	monkey	(or	Crab-

eating	macaque,	Macaca	fascicularis).	With	an	average	body	weight	of	6	kg,	cynomolgus	lies	in	

between	mouse	(20	grams)	and	human	(58-81	kg)	(reviewed	by	Phifer-Rixey	&	Nachman,	2015;	

Tacutu	et	al.,	2018;	Walpole	et	al.,	2012).	Cynomolgus	has	a	maximum	lifespan	of	39	years	and	a	

gestation	 time	 of	 approximately	 165	 days	 (Jewett	 &	 Dukelow,	 1972;	 Tacutu	 et	 al.,	 2018).	 It	

reaches	reproductive	maturity	at	three	to	four	years	(Tacutu	et	al.,	2018).	Therefore,	it	represents	

a	species	with	intermediate	body	size	and	timing	compared	to	mouse	and	human,	making	it	a	

suitable	model	organism	for	inter-species	comparisons	of	developmental	timing.	

	

1.11 Objectives	
In	this	project,	I	aimed	to	identify	cell-intrinsic	mechanism	that	contribute	to	the	regulation	of	

species-specific	differentiation	speed	by	manipulating	candidate	mechanisms	and	characterizing	

differentiation	 outcome	 in	 a	 panel	 of	 different	 stem	 cells.	 More	 specifically,	 I	 pursued	 the	

following	objectives:	

	

(1) First,	cell	culture	of	mouse,	cynomolgus	and	human	pluripotent	stem	cells	needed	to	be	

established.	For	all	species,	I	aimed	to	use	harmonized	culture	conditions	in	pluripotency	

and	during	neural	progenitor	cell	differentiation.	This	way,	I	minimized	the	influence	of	

external	 biases	 on	 differentiation	 outcome.	 To	 assess	 if	 the	 in	 vitro	 differentiation	

protocol	 recapitulated	 species-specific	differentiation	 timing,	differentiation	onset	was	

monitored	 comparatively	 in	 all	 species	 via	 immunofluorescence	 and	 via	 single	 cell	

transcriptomics.	Part	of	this	work	was	performed	by	or	in	collaboration	with	Alexandra	

de	 la	 Porte	 (Drukker	 group,	 Helmholtz	 Munich)	 and	 Moritz	 Thomas	 (Marr	 group,	

Helmholtz	Munich).	

	

(2) Next,	I	sought	to	compare	the	cell	cycle	as	a	candidate	mechanism	for	the	regulation	of	

differentiation	timing	in	mouse,	cynomolgus	and	human	cells.	I	characterized	the	total	cell	

cycle	duration	and	the	duration	of	individual	cell	cycle	phases	using	a	FUCCI	sensor	which	

allows	for	precise	delineation	of	cell	cycle	phases	at	single-cell	resolution.	

	

(3) To	test	if	changes	in	the	cell	cycle	influence	differentiation	speed	and	outcome,	I	used	a	
mouse	cell	line	harboring	a	knock-out	of	all	members	of	the	pocket	protein	family	which	

should	 abrogate	 G1/S	 transition	 control	 and	 therefore	 alter	 the	 cell	 cycle	 structure.	 I	
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characterized	the	cell	cycle	phenotype	in	pluripotency	and	differentiation	and	examined	

neural	 differentiation	 in	 the	 knock-out	 line	 via	 immunofluorescence	 and	 single-cell	

transcriptomics.	

	

(4) In	 a	 next	 step,	 I	 manipulated	 cellular	 metabolism	 by	 inhibition	 of	 mTOR	 signaling.	 I	
assessed	the	effect	of	mTOR	inhibition	by	characterizing	the	cell	cycle	in	untreated	and	

treated	cells	in	pluripotency	and	differentiation.	Differentiation	outcome	was	monitored	

by	 immunofluorescence,	 single-cell	 transcriptomics	 and	 neural	 reporter	 time-lapse	

imaging.	

	

(5) In	 an	 orthogonal	 approach,	 a	 single-cell	 RNA	 sequencing	 time	 course	 of	 neural	
differentiation	 in	mouse,	 cynomolgus	and	human	cells	performed	by	my	collaborators	

Alexandra	 de	 la	 Porte	 (Drukker	 group,	 Helmholtz	Munich)	 and	Moritz	 Thomas	 (Marr	

group,	Helmholtz	Munich)	was	used	to	identify	candidate	mechanisms	for	the	regulation	

of	 differentiation	 timing.	We	 identified	UGP2,	 responsible	 for	 glycogen	 synthesis,	 as	 a	

potential	 candidate.	 Therefore,	 I	measured	 glycogen	 content	 in	 the	 species	 panel	 and	

performed	a	neural	differentiation	time	course	of	human	UGP2	knock-out	cell	lines	and	

analyzed	differentiation	outcome	via	immunofluorescence.
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2 Results	
2.1 Mouse,	monkey	and	human	stem	cells	are	cultured	under	identical	

conditions	

As	most	studies	focusing	on	species-specific	developmental	timing	exclusively	compare	mouse	

and	 human	 cells,	 I	 sought	 to	 expand	 the	 species	 panel	 by	 using	 stem	 cells	 of	 mouse	 (Mus	

musculus),	 human	 (Homo	 sapiens)	 and	 the	 cynomolgus	 monkey	 (Macaca	 fascicularis).	 To	

faithfully	compare	differentiation	speed	between	the	species,	the	starting	conditions	for	all	cell	

lines	should	be	as	similar	as	possible.	Depending	on	the	cell	line	used,	the	pluripotency	state	can	

be	 either	 naïve	 or	 primed.	Mouse	 embryonic	 stem	 cells	 (mESCs)	 are	 usually	 in	 a	 naïve	 state	

whereas	 primate	 embryonic	 stem	 cells	 are	 primed	 and	 therefore	 developmentally	 further	

advanced	than	mESCs.	I	aimed	to	minimize	this	discrepancy	by	using	mouse	epiblast	stem	cells	

instead	of	mESCs,	as	they	are	in	a	primed	state	and	more	equivalent	to	primate	stem	cells.	In	the	

end,	the	species	panel	should	consist	of	mouse	epiblast	stem	cells	(mEpiSCs),	cynomolgus	induced	

pluripotent	stem	cells	(cyiPSCs)	and	human	embryonic	stem	cells	(hESCs).	

Primed	pluripotency	is	maintained	through	TGFb/FGF2-based	media	(James	et	al.,	2005;	Vallier	

et	 al.,	 2004),	 however,	 cell	 culture	 media	 are	 usually	 used	 species-specifically	 and	 can	 vary	

substantially.	 This	 could	 introduce	 artifacts	 when	 comparing	 species-specific	 differentiation	

speeds	as	a	result	of	varying	growth	factor	and	nutrient	concentrations	in	the	different	media.	

Furthermore,	different	cell	lines	are	grown	on	different	surface	matrices	and	handled	differently	

during	passaging.	To	circumvent	this	issue,	I	aimed	to	harmonize	the	cell	culture	conditions	and	

use	 the	 same	medium,	 surface	matrix	 and	 passaging	 reagents	 for	 all	 species.	 First,	 I	 adapted	

mouse,	cynomolgus	and	human	cells	to	Matrigel	coating	and	EDTA	passaging.	This	allows	cells	to	

remain	 in	multicellular	 clusters	which	 facilitates	 cell	 survival	 and	 is	 especially	 important	 for	

primate	 cells.	 Establishing	 a	 common	 culture	medium	proved	more	 challenging	 as	 the	media	

composition	strongly	influenced	cell	survival.	A	published	pluripotency	medium	for	primate	cells	

(Universal	Primate	Pluripotency	Stem	Cell,	UPPS	medium)	is	based	on	the	commercial	StemMACS	

iPS	Brew	XF,	originally	intended	for	the	use	on	human	PSCs,	but	supplemented	with	1	µM	WNT	

antagonist	 IWR-1	and	0.5	µM	WNT	agonist	Chiron	(Stauske	et	al.,	2020).	Cells	were	gradually	

adapted	to	UPPS	and	grown	in	100%	UPPS	for	at	least	two	passages	before	rigorous	testing	by	

my	 collaborator	 Alexandra	 de	 la	 Porte	 (Drukker	 group,	 Helmholtz	 Munich).	 I	 adopted	 UPPS	

culture	 for	 mouse,	 cynomolgus	 and	 human	 cells	 and	 was	 able	 to	 keep	 cells	 alive	 and	 in	 a	

proliferative	state	(Figure	6A).	They	had	typical	PSC	morphology	with	dense	colonies	(Figure	6B).	

An	 immunostaining	 of	 mouse,	 cynomolgus	 and	 human	 PSCs	 grown	 in	 UPPS	 for	 the	 core	

pluripotency	marker	OCT4	shows	that	cells	remain	pluripotent	in	UPPS	(Figure	6C).	Cynomolgus	
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and	human	cells	expressed	OCT4	very	homogeneously	while	OCT4	staining	in	mouse	was	more	

heterogeneous.	However,	I	did	not	observe	a	notable	decrease	in	pluripotency	with	increasing	

passage	number.	All	 following	experiments,	unless	specified	otherwise,	were	performed	using	

UPPS-adapted	cells	on	Matrigel-coating	routine-passaged	using	EDTA.	

	

	
Figure	6:	A	multi-species	panel	of	PSCs	can	be	cultivated	under	identical	conditions.	
A	 Mouse	 EpiSCs,	 cynomolgus	 iPSCs	 and	 human	 ESCs	 in	 the	 indicated	 original	 media	 are	 adapted	 to	 a	 common	
pluripotency	medium	(UPPS).	B	Brightfield	images	of	mouse,	cynomolgus	and	human	cells	grown	in	UPPS.	Scale	bars	
=	200	µm.	C	Immunostaining	of	mouse,	cynomolgus	and	human	cells	grown	in	UPPS	for	pluripotency	marker	OCT4,	
indicating	 that	 the	majority	of	 cells	maintains	pluripotency	 in	UPPS.	Nuclear	 signal	 (Hoechst33342)	 is	 shown	as	a	
control.	An	overlay	of	nuclei	and	OCT4	staining	shows	colocalization	of	both	signals.	Scale	bars	=	20	µm.	
	
	

2.2 Species-specific	differentiation	timing	is	recapitulated	during	in	vitro	neural	

progenitor	differentiation	

Having	established	standardized	culture	conditions	for	mouse,	cynomolgus	and	human	PSCs,	I	

next	sought	to	compare	differentiation	speeds	between	the	species.	PSCs	can	be	differentiated	

into	a	variety	of	different	cell	types	by	adjusting	the	culture	conditions.	This	often	involves	the	

addition	of	growth	factors	to	the	culture	medium	and	media	changes	at	specific	time	points	which	

could	introduce	external	biases	depending	on	the	species	origin	of	the	growth	factors	used	and	

the	timing	of	media	changes.	To	overcome	this,	I	chose	to	perform	neural	progenitor	cell	(NPC)	

differentiation	 that	 does	 not	 require	 growth	 factor	 addition	 and	 timed	 media	 changes.	 NPC	

differentiation	 occurs	 in	 absence	 of	 pluripotency-maintaining	 signaling	 (reviewed	 by	Muñoz-

Sanjuán	&	Brivanlou,	2002).	Thus,	inhibition	of	TGFb	and	BMP4	signaling	drives	cells	towards	a	
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neural	 fate.	 One	 commonly	 used	 NPC	 differentiation	 protocol	 is	 based	 on	 this	 principle	 and	

referred	to	as	dual	SMAD	inhibition	(Chambers	et	al.,	2009).	Here,	cells	are	treated	with	inhibitors	

for	 SMAD2/3-mediated	 Activin/Nodal	 signaling	 and	 SMAD1/5/8-mediated	 BMP4	 signaling	

which	 is	 sufficient	 to	 activate	 an	 early	 neural	 differentiation	 program.	 In	 collaboration	 with	

Alexandra	 de	 la	 Porte	 (Helmholtz	 Munich),	 I	 established	 identical	 media	 conditions	 for	 NPC	

differentiation	in	the	species-panel,	using	two	small	molecular	inhibitors,	10	µM	SB431542	and	

100	 nM	LDN193189	 inhibiting	Activin/Nodal	 and	BMP4	 signaling	 respectively,	 in	 an	N2B27-

based	medium	(NPCSL).	Prior	to	NPC	differentiation,	cells	were	seeded	in	UPPS	+	ROCK	inhibitor	

to	facilitate	cell	survival.	Mouse	cells	tended	to	grow	faster	than	cynomolgus	and	human	cells	and	

were	 therefore	 seeded	at	half	 the	density	of	 the	primate	cells.	After	one	day	 in	UPPS	+	ROCK	

inhibitor,	 cells	 were	 confluent	 and	 the	medium	was	 changed	 to	 NPC	 differentiation	medium	

containing	SMAD	inhibitors	(Figure	7A).	During	differentiation,	cells	grew	to	high	densities.	Cell	

survival	 was	 supported	 by	 daily	 PBS-washes	 and	media	 changes.	 To	 confirm	 successful	 NPC	

differentiation	and	compare	differentiation	timing	between	mouse,	cynomolgus	and	human	cells,	

I	performed	a	differentiation	time	course	by	seeding	multiple	differentiations	for	each	species	

and	fixing	cells	daily.	Early	NPC	differentiation	is	marked	by	the	anterior	neural	markers	PAX6	

and	SOX1	(gene	and	protein	names	will	be	referred	to	 in	the	human	convention,	 if	 in	a	multi-

species	context).	PAX6	is	expressed	in	the	forebrain,	the	eye	and	the	olfactory	bulb	(Walther	&	

Gruss,	1991).	In	human	embryos,	expression	is	detected	at	E18	and	in	mouse	at	E8.5	(Walther	&	

Gruss,	1991;	Zhang	et	al.,	2010).	SOX1	is	expressed	in	neural	progenitor	cells	in	mouse	from	E7.5	

on	 and	 in	 human	 around	 E26	 (Bylund	 et	 al.,	 2003;	 Pevny	 et	 al.,	 1998;	 Zhang	 et	 al.,	 2010).	

Immunostaining	 of	 the	 differentiation	 time	 course	 for	 PAX6	 and	 SOX1	 revealed	 that	 NPC	

differentiation	was	successful	in	all	three	species	(Figure	7B).	Although	there	was	background	

signal	 in	 the	 PAX6	 staining	 before	 NPC	 induction	 at	 day	 0	 in	 mouse,	 the	 onset	 of	 NPC	

differentiation	could	be	detected	at	day	1	where	single	mouse	cells	had	started	to	express	PAX6	

(Figure	7B,	 arrowheads).	Throughout	 the	 time	course,	PAX6	signal	 rose	until	most	 cells	were	

PAX6+	(Figure	7B).	In	cynomolgus	and	human,	PAX6	was	detected	from	day	3	on,	albeit	rather	

weakly	and	only	in	few	cells	in	human.	Human	PAX6	was	uniformly	expressed	at	day	4	(Figure	

7B).	 Staining	 for	 SOX1	 showed	 that	 mouse	 cells	 already	 expressed	 SOX1	 in	 pluripotency,	

indicating	that	mouse	cells	in	UPPS	are	more	biased	towards	differentiation.	As	differentiation	

progressed,	SOX1	was	expressed	uniformly	in	most	cells.	In	cynomolgus	and	human,	SOX1	onset	

was	observed	at	day	2,	however,	it	did	not	rise	to	mouse	levels	in	human	(Figure	7B).	Staining	for	

pluripotency	factor	OCT4	revealed	a	rapid	signal	decrease	upon	differentiation	in	mouse	where	

OCT4	signal	was	barely	detected	at	day	2	anymore,	whereas	OCT4	signal	was	still	strong	at	day	2	

in	cynomolgus.	In	human,	day	3	OCT4	levels	were	comparable	to	cynomolgus	day	2	levels.	At	day	
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4,	OCT4	signal	was	still	detected	at	low	levels	in	human	when	most	cells	had	already	adopted	a	

neural	fate	as	indicated	by	PAX6	and	SOX1	expression	(Figure	7B).	

Taken	 together,	 neural	 marker	 onset	 was	 earliest	 in	 mouse	 while	 cynomolgus	 and	 human	

expressed	PAX6	and	SOX1	at	the	same	time	point,	although	cynomolgus	had	higher	PAX6	levels	

at	day	3	than	human.	The	OCT4	decrease	also	indicated	that	mouse	differentiated	fastest,	followed	

by	 cynomolgus	 and	human,	 suggesting	 that	 the	 differentiation	protocol	 recapitulates	 species-

specific	differentiation	timing.	

	

	
Figure	7:	Neural	progenitor	differentiation	of	the	harmonized	species-panel.	
A	Schematic	representation	of	the	NPC	differentiation	protocol	using	dual	SMAD	inhibition.	Cell	numbers	that	were	
seeded	 for	 neural	 induction	 are	 indicated.	 B	 Immunostaining	 of	 an	 NPC	 differentiation	 time	 course	 of	 mouse,	
cynomolgus	 and	 human	 cells	 from	 day	 0	 (pluripotent	 control)	 up	 to	 day	 4.	 Shown	 are	 the	 nuclear	 staining	
(Hoechst33258)	and	stainings	for	the	early	neural	markers	PAX6	and	SOX1	and	pluripotency	marker	OCT4.	Arrow	
heads	indicate	PAX6+	cells	in	day	1	mouse	cells.	Minima	and	maxima	were	scaled	channel-wise,	the	nuclei	channel	was	
adjusted	for	each	image.	Scale	bars	=	20	µm.	
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2.3 Mouse	cells	differentiate	more	than	twice	as	fast	as	primate	cells	

To	fully	understand	and	quantify	how	different	mouse,	cynomolgus	and	human	cells	are	during	

NPC	 differentiation,	 my	 collaborators	 Alexandra	 de	 la	 Porte	 and	 Moritz	 Thomas	 (Helmholtz	

Munich)	 conducted	 a	 single-cell	 RNA	 sequencing	 (scRNAseq)	 experiment	 where	 cells	 of	 all	

species	were	differentiated	for	ten	days	and	sampled	at	eight	different	time	points	for	single-cell	

transcriptomics	(Figure	8A).	The	resulting	data	set	spanned	the	time	from	pluripotency	until	ten	

days	 into	 NPC	 differentiation	 at	 high	 time	 resolution.	 To	 quantify	 how	 fast	 mouse	 cells	

differentiated	relative	to	cynomolgus	and	human	cells,	cynomolgus	and	human	sequencing	data	

from	each	sampling	time	point	were	correlated	with	the	mouse	data	from	each	sampling	time	

point	(Figure	8B).	This	‘mapped	time’	showed	that	the	latest	time	point	(day	10)	in	the	primates	

corresponded	best	to	day	4	in	mouse,	showing	that	mouse	cells	progress	much	faster	through	

NPC	differentiation	and	reach	a	differentiation	state	 that	 is	more	advanced	than	both	primate	

species.	 A	 linear	 fit	 through	 the	 mapped	 cynomolgus	 and	 human	 time	 revealed	 that	 mouse	

differentiates	2.2-fold	faster	than	cynomolgus	and	2.4-fold	faster	than	human.	This	scaling	factor	

shows	that	the	NPC	differentiation	protocol	recapitulates	species-specific	time	scales	in	vitro	and	

corresponds	well	 to	 the	differences	observed	 in	other	differentiation	 systems	 (Matsuda	et	 al.,	

2020;	Rayon	et	al.,	2020).	Therefore,	the	scaling	factor	will	serve	as	a	reference	for	the	following	

experiments.	

	

	
Figure	8:	Single-cell	transcriptomics	reveal	differentiation	time	shift	between	species.	
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A	Schematic	representation	of	the	single-cell	sequencing	experiment	performed	by	collaborators	at	Helmholtz	Munich.	
Sampling	times	 for	sequencing	are	 indicated	by	red	arrow	heads.	B	Gene	expression	at	all	sampling	time	points	 in	
cynomolgus	and	human	was	correlated	with	gene	expression	of	mouse	at	corresponding	sampling	time	points.	The	red,	
dashed	line	indicates	the	slope	of	mouse	as	a	reference.	X-axis	shows	original	sampling	time	for	cynomolgus	and	human,	
y-axis	shows	mouse	mapped	time,	so	the	reference	that	cynomolgus	and	human	were	mapped	to.	Yellow	triangles	and	
blue	points	indicate	the	correlation	between	cynomolgus/mouse	and	human/mouse	respectively.	A	linear	fit	(equation	
shown)	was	performed	 to	quantify	a	 scaling	 factor	between	 the	species.	The	 indicated	 fold-changes	of	2.2	and	2.4	
indicate	that	mouse	differentiation	progression	was	2.2	times	faster	than	in	cynomolgus	and	2.4	times	faster	than	in	
human.	 The	 experiment,	 data	 analysis	 and	 plotting	were	 conducted	 by	Alexandra	 de	 la	 Porte	 and	Moritz	 Thomas	
(Helmholtz	Munich).	

	

2.4 Cell	cycle	durations	are	species-specific	

During	 embryonic	 development,	 differentiation	 and	 growth	 have	 to	 be	 tightly	 coordinated	 to	

ensure	proper	tissue	proportioning.	Embryo	growth	 is	dependent	on	cell	cycling	and	division.	

The	correlation	between	cell	cycle	durations	and	differentiation	speed	observed	in	mouse	and	

human	cells	by	Rayon	et	al.	(2020)	opens	the	question	whether	cellular	turnover	and		growth	are	

required	 for	differentiation.	 In	 this	 case,	 rapid	proliferation	would	 lead	 to	 fast	differentiation.	

Another	possible	link	between	cell	cycling	and	differentiation	is	the	increased	propensity	of	cells	

to	differentiate	in	specific	cell	cycle	phases,	namely	G1	(Pauklin	&	Vallier,	2013;	Sela	et	al.,	2012).	

Therefore,	the	time	a	cell	spends	in	G1	phase	could	determine	its	differentiation	speed.	To	explore	

both	of	these	possibilities,	 I	sought	to	characterize	the	cell	cycle	duration	and	structure	 in	the	

species	panel	and	assess	whether	the	cell	cycle	follows	a	species-specific	trend.	If	proliferation	

and	differentiation	are	directly	coupled,	I	expect	the	mouse	cell	cycle	to	be	2.2	times	faster	than	

the	cynomolgus	cell	 cycle	and	2.4	 times	 faster	 than	 the	human	cell	 cycle	based	on	 the	scaling	

factor	between	the	species	during	differentiation.	

For	cell	cycle	characterizations,	I	used	the	PIP-FUCCI	system	which	constitutes	a	more	precise	

version	of	 the	original	FUCCI	sensor.	The	PIP-FUCCI	sensor	uses	the	PCNA-interacting	protein	

(PIP)	degron	(Cdt11-17)	fused	to	mVenus	and	a	nuclear	localization	signal,	combined	with	Gem1-

110	fused	to	mCherry	(Grant	et	al.,	2018;	Sakaue-Sawano	et	al.,	2008).	As	a	licensing	factor	for	DNA	

replication,	Cdt1	accumulates	during	G1	phase	and	is	degraded	at	the	onset	of	S	phase	through	

interaction	with	PCNA,	ensuring	that	DNA	replication	is	initiated	only	once	per	cell	cycle	(Arias	&	

Walter,	 2005;	Hofmann	&	Beach,	 1994;	Nishitani	 et	 al.,	 2000).	 Thus,	 Cdt11-17-mVenus	 confers	

mVenus	fluorescence	to	G1	phase	and	its	degradation	is	a	direct	marker	of	the	G1/S	transition.	S	

phase	is	marked	by	Gem1-110-mCherry.	Geminin	is	present	in	S	and	G2	phase	(Wohlschlegel	et	al.,	

2000).	After	DNA	replication	is	completed,	PCNA	is	released	from	the	DNA	and	Cdt1	levels	rise.	

As	a	consequence,	both	mVenus	and	mCherry	fluorescence	mark	G2M	phase	(Grant	et	al.,	2018).	

I	generated	polyclonal	mouse,	cynomolgus	and	human	cell	lines	carrying	the	PIP-FUCCI	sensor	

by	Grant	et	al.	(2018)	under	control	of	a	CAG	promoter	and	performed	time-lapse	imaging	in	10	

min	intervals.	Figure	9A	shows	exemplary	stills	of	time-lapse	movies	in	all	three	species.	The	PIP-

mVenus	signal	marking	G1	phase	(displayed	in	green)	is	restricted	to	the	first	hour	of	the	cell	
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cycle.	It	is	followed	by	the	gradual	onset	of	Gem1-110-mCherry	signal	(magenta)	during	S	phase	

that	takes	up	the	largest	proportion	of	the	cell	cycle.	As	cells	enter	G2M	phase,	PIP-Venus	rises	

again,	resulting	in	an	overlay	of	mVenus	and	mCherry	fluorescence	(white).	To	quantify	cell	cycle	

and	 cell	 cycle	 phase	 durations,	 single	 cells	were	manually	 tracked	 and	 PIP-FUCCI	 signal	was	

measured	in	a	circular	region	of	interest	inside	the	nucleus.	The	resulting	tracks	(Figure	9B)	show	

a	 sharp	PIP-mVenus	drop	between	G1	and	S	phase	and	a	more	gradual	 signal	 increase	at	 the	

S/G2M	 boundary.	 Cell	 cycle	 phases	 were	 quantified	 based	 on	 PIP-mVenus	 signal.	 The	 G1/S	

transition	was	defined	as	the	frame	closest	to	half-maximal	PIP-mVenus	signal	and	the	S/G2M	

boundary	as	the	first	frame	of	rising	PIP-mVenus	signal	followed	by	five	frames	with	an	average	

signal	 increase	 of	 1.5%	 (Chapter	 5.9.4).	 The	 total	 cell	 cycle	 duration	was	 defined	 as	 the	 time	

between	 cell	 birth	 and	 the	 last	 frame	 before	 the	 next	 division.	 Cell	 cycle	 durations	 were	

distributed	very	broadly	in	all	species	(Figure	9C).	The	mean	cell	cycle	durations,	however,	were	

different	and	followed	a	species-dependent	trend.	With	a	total	duration	of	10.09	±		0.92	h	(mean	

±	SE),	the	mouse	cell	cycle	was	the	fastest.	Both	primates	had	similar	cell	cycle	durations	with	

14.27	±	0.88	h	(cynomolgus)	and	14.82	±	0.12	h	(human),	making	the	cynomolgus	cell	cycle	1.42-

fold	and	the	human	cell	cycle	1.47-fold	longer	than	the	mouse	cell	cycle	(Figure	9C).	This	trend	is	

reminiscent	 of	 species-dependent	 differentiation	 timing	 but	 the	 fold-changes	 in	 cell	 cycle	

durations	 between	 species	 cannot	 entirely	 explain	 the	 observed	 fold-change	 of	 >	 2	 during	

differentiation.	

The	cell	cycle	structure	was	similar	in	all	three	species	(Figure	9D).	The	mean	phase	durations	

were	characteristic	of	pluripotent	stem	cells.	G1	phase	was	the	shortest	phase,	taking	only	0.97	±	

0.07	h	in	cynomolgus,	1.26	±	0.15	h	in	mouse	and	1.52	±	0.05	h	in	human.	S	phase	was	the	longest	

phase	in	all	species,	reflecting	the	fact	that	PSCs	are	highly	proliferative.	In	mouse,	S	phase	lasted	

6.36	±	0.74	h,	in	cynomolgus	7.73	±	0.47	h	and	in	human	8.00	±	0.04	h.	G2M	duration	was	the	most	

variable	between	the	species,	lasting	from	2.46	±	0.03	h	(mouse)	to	5.57	±	0.49	h	(cynomolgus).	

To	test,	if	relative	cell	cycle	phase	durations	are	species-specific	or	rather	scale	with	the	total	cell	

cycle	duration,	 I	normalized	the	phase	durations	to	the	total	cell	cycle	 length	(Figure	9E).	The	

proportions	of	individual	phases	were	similar	across	species;	however,	mouse	and	human	PSCs	

had	a	longer	G1	phase	compared	to	cynomolgus.	Mouse	had	the	longest	relative	G1	phase	taking	

13%	of	the	total	cell	cycle	and	cynomolgus	the	shortest	with	7%.	At	approximately	54%,	S	phase	

was	very	similar	in	the	primate	species	whereas	in	mouse,	S	phase	took	up	63%	of	the	cell	cycle.	

In	 line	with	 that,	 the	 relative	G2M	phase	duration	was	between	36%	and	39%	 in	human	and	

cynomolgus	respectively	and	only	at	24%	in	mouse.	

In	 conclusion,	 the	 cell	 cycle	 analysis	 confirmed	 a	 species-dependent	 trend	 for	 total	 cell	 cycle	

durations	where	cells	from	fast-differentiating	species	tend	to	cycle	faster	than	cells	from	slow-

differentiating	species.	This	trend	cannot	fully	explain	the	timing	difference	between	the	species	
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during	 NPC	 differentiation	 quantitatively.	 However,	 it	 is	 possible	 that	 a	 change	 in	 cell	 cycle	

durations	is	not	linearly	translated	to	differentiation	speed	and	that	cell	cycling	is	one	of	several	

factors	contributing	to	the	regulation	of	timing.	

	

	
Figure	9:	Cell	cycle	durations	follow	a	species-specific	trend.	
A	Time-lapse	series	of	mouse,	cynomolgus	and	human	cells	carrying	the	PIP-FUCCI	sensor.	The	mVenus-tagged	PIP	
degron	(green)	marks	the	G1	phase,	mCherry-tagged	Geminin1-110	(magenta)	marks	S	phase.	Both	markers	combined	
indicate	 G2M	 phase	 (white).	 Scale	 bars	 =	 10	 µm.	B	 Fluorescent	 tracks	 of	 cells	 shown	 in	 A.	 Colors	 correspond	 to	
PIP/Gem1-110	color	coding	from	A.	G2M	is	indicated	in	gray.	Fluorescence	signal	was	measured	in	each	frame	and	scaled	
between	1	and	2.	G1,	S	and	G2M	phase	could	be	distinguished	by	their	fluorescence	profiles.	Dashed	lines	indicate	the	
phase	boundaries.	C	Distribution	of	total	cell	cycle	durations	in	mouse,	cynomolgus	and	human	PSCs	(N	=	2	with	n	³	40	
cells	each).	Symbols	correspond	to	replicate	number;	accordingly,	black	circles	indicate	the	mean	of	replicate	1	and	
black	triangles	the	mean	of	replicate	2.	Black	squares	indicate	the	mean	of	both	replicates	±	SE.	D	Mean	cell	cycle	phase	
durations	as	determined	by	fluorescent	profiles	as	exemplified	in	B.	The	mean	±	SE	of	N	=	2	with	n	³	40	cells	each	is	
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shown.	E	Same	data	as	in	D,	but	cell	cycle	phases	were	scaled	to	the	total	cell	cycle	duration.	Mean	±	SE	of	N	=	2	with	n	
³	40	each	is	shown.	
	

2.5 A	retinoblastoma	knock-out	does	not	affect	early	NPC	differentiation	

2.5.1 Cell	cycling	in	pluripotent	cells	is	not	perturbed	by	a	retinoblastoma	knock-out		

Based	on	the	observation	that	cell	cycle	durations	are	different	depending	on	the	species	origin,	

I	wanted	to	test	if	species-specific	differentiation	speed	is	a	consequence	of	the	cell	cycle.	Several	

studies	link	cell	cycling	to	differentiation.	G1	phase	is	often	described	as	a	window	of	opportunity	

in	which	cells	are	receptive	to	differentiation	cues	(reviewed	by	Boward	et	al.,	2016).	While	I	did	

not	observe	a	systematic	trend	in	relative	G1	durations	between	the	species,	the	cumulative	time	

spent	in	G1	is	also	dependent	on	the	number	of	cell	divisions	a	cell	experiences	which	is	a	direct	

consequence	of	cell	cycle	length.	To	test,	if	G1	duration	influences	NPC	differentiation,	I	sought	to	

manipulate	 the	G1/S	 transition	 and	 analyze	NPC	 differentiation.	 I	 obtained	 a	mouse	 ESC	 line	

harboring	knock-outs	for	all	three	members	of	the	pocket	protein	family,	Rb-/-,	p107-/-,	p130-/-	(Rb	

triple	knock-out,	RbTKO	hereafter)	from	Dannenberg	et	al.	(2000).	RB	proteins	are	an	essential	

part	of	the	restriction	point	during	the	G1/S	transition.	When	inactive,	RB	cannot	repress	E2F	

target	gene	expression,	leading	to	immediate	transition	from	G1	to	S	phase	which	truncates	G1	

phase	(Chen	et	al.,	1989;	DeCaprio	et	al.,	1989).	Since	the	G1/S	checkpoint	is	not	active	in	ESCs	

(Savatier	et	al.,	1994),	the	RbTKO	does	not	affect	ES	cell	growth	(Dannenberg	et	al.,	2000).	It	is	

however	unknown,	how	EpiSCs	which	are	developmentally	 further	progressed	 than	ESCs,	are	

affected	by	the	RbTKO.	Here,	I	first	differentiated	RbTKO	mESCs	to	mEpiSCs	by	culturing	them	in	

FAX	medium	for	10	passages	and	generated	a	PIP-FUCCI	reporter	line.	RbTKO	mEpiSCs	and	wild	

type	 mEpiSCs	 in	 FAX	 pluripotency	 medium	 were	 time-lapse	 imaged	 as	 described	 before.	 In	

pluripotency,	 RbTKO	 and	 wild	 type	 cells	 had	 indistinguishable	 cell	 cycle	 durations;	 the	

distributions	 of	 total	 cell	 cycle	 durations	 were	 not	 significantly	 different	 in	 both	 genetic	

backgrounds	(Figure	10A).	The	mean	cell	cycle	phase	durations,	including	G1	duration	were	also	

very	similar	in	both	lines	(Figure	10B).	When	normalized	to	the	cell	cycle	length,	there	was	no	

apparent	difference	between	wild	type	and	RbTKO,	indicating	that	the	cell	cycle	structure	was	

the	same	(Figure	10C).	

These	results	suggest	that	primed	PSCs	have	a	similar	cell	cycle	regulation	as	naïve	PSCs;	both	

lack	the	restriction	point	at	the	G1/S	boundary	and	the	cell	cycle	is	independent	of	RB	activity.	
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Figure	10:	An	RbTKO	does	not	affect	the	pluripotent	cell	cycle.	
A	Beeswarm	plot	showing	the	distribution	of	cell	cycle	durations	in	mouse	wild	type	EpiSCs	and	RbTKO	EpiSCs.	ns:	p-
value	>	0.05	(not	significant),	Wilcoxon	rank	sum	test	comparing	distributions.	B	Cell	cycle	phase	durations	as	mean	±	
SE	of	N	=	2	experiment	with	n	=	40	each.	C	Same	data	as	in	B	but	normalized	to	the	total	cell	cycle	length.	
	

2.5.2 The	RbTKO	affects	the	cell	cycle	of	differentiating	cells	

As	cells	differentiate,	RB	becomes	 increasingly	dephosphorylated,	resulting	 in	an	extended	G1	

phase	(Chen	et	al.,	1989).	Therefore,	the	RbTKO	should	affect	differentiating	cells	more	severely	

than	 pluripotent	 cells	 that	 typically	 do	 not	 have	 active	 RB	 (Savatier	 et	 al.,	 1994).	 To	 test	 if	

differentiating	cells	are	affected	by	the	RbTKO,	I	performed	time-lapse	imaging	of	wild	type	and	

RbTKO	cells	differentiated	for	two	days	prior	to	imaging.	The	total	cell	cycle	duration	was	similar	

in	both	genetic	backgrounds.	RbTKO	cells	even	had	a	slightly	longer	mean	cell	cycle	duration	than	

wild	 type	(Figure	11A).	The	proportion	of	cell	cycle	phases	did	not	reveal	a	drastic	difference	

between	the	lines.	G1	phase	lasted	for	3.1	±	1.0	h	(mean	±	SD)	in	wild	type	and	for	2.9	±	1.0	h	in	

RbTKO	and	therefore	did	not	indicate	the	expected	mutant	phenotype	with	a	truncated	G1	phase	

(Figure	11B).	Also,	when	normalized	to	the	cell	cycle	length,	both	lines	were	very	similar	with	

24%	of	the	cell	cycle	spent	in	G1	for	wild	type	and	21%	for	RbTKO	(Figure	11C),	suggesting	that	

cells	were	still	too	undifferentiated	to	be	affected	by	the	knock-out.	Tracking	cells	during	later	

NPC	differentiation	was	not	possible	due	to	increased	cell	death	and	debris.	Therefore,	I	used	flow	

cytometry	to	analyze	the	proportions	of	cell	cycle	phases	during	later	differentiation.	Wild	type	

and	RbTKO	cells	were	differentiated	for	ten	days	and	fixed	on	days	0-4	and	6,	8	and	10.	PIP-FUCCI	

fluorescence	was	measured	on	a	FACS	Aria	Fusion.	At	day	0,	three	distinct	cell	populations	could	

be	distinguished	in	the	wild	type	and	mutant	line,	corresponding	to	G1,	S	and	G2M	cells	(Figure	

11D).	There	was	an	overall	downward	shift	of	the	RbTKO	PIP-FUCCI	signal	which	is	likely	caused	

by	increased	PIP-FUCCI	sensor	silencing	compared	to	the	wild	type	since	the	PIP-FUCCI	sensor	

was	selected	for	with	puromycin	and	RbTKO	cells	contained	a	puromycin	resistance	gene	from	

the	 start.	 Still,	 different	 trends	 could	 be	 observed	 for	 wild	 type	 and	 RbTKO	 cells.	 Upon	 NPC	

induction,	the	G1	fraction	in	the	wild	type	increased	while	the	S	fraction	decreased	(Figure	11D-
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E,	G2M	cannot	be	distinguished	shortly	post	NPC	 induction	anymore).	This	 is	 in	 line	with	 the	

literature	as	G1	becomes	stretched	when	cells	start	differentiating	(Calder	et	al.,	2013;	Coronado	

et	al.,	2013).	In	contrast,	the	fraction	of	RbTKO	cells	in	G1	did	not	increase	but	stayed	at	a	low	

level	 over	 the	 course	 of	 differentiation	 (Figure	 11D,	 E).	 The	 S	 phase	 proportion	 stayed	 at	 a	

constant	high	level	(Figure	11D,	E),	 indicative	of	proliferating	cells.	 In	sum,	these	experiments	

suggested	that	 the	RbTKO	affects	 the	cell	cycle	 later	during	NPC	differentiation.	The	cell	cycle	

structure	of	RbTKO	cells	remains	pluripotency-like,	even	when	cells	are	differentiated.	

	

	
Figure	11:	The	RbTKO	affects	the	cell	cycle	of	differentiating	cells.	
A	Beeswarm	plot	depicting	the	distribution	of	cell	cycle	durations	of	n	³	30	cells.	Means	±	SD	are	indicated.	*:	p-value	
<	0.05,	Wilcoxon	rank	sum	test	comparing	distributions.	B	Mean	cell	cycle	phase	durations	±	SD.	C	Same	as	in	B	but	
scaled	to	the	cell	cycle	length.	D	Flow	cytometric	analysis	of	differentiating	wild	type	and	RbTKO	cells.	E	Quantification	
of	data	shown	in	D.	Cells	were	assigned	G1	phase	when	PIP-mVenus	³	600	and	Gem1-110-mCherry	<	350.	Cells	were	
assigned	S	phase	when	PIP-mVenus	<	600	and	Gem1-110-mCherry	³	350.	To	calculate	the	proportions	of	G1	and	S	cells,	
only	cells	that	were	not	assigned	double-negative	(PIP-mVenus	<	600	and	Gem1-110-mCherry	<	350)	were	considered.	
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2.5.3 Neural	differentiation	appears	unaffected	in	the	RbTKO	line	

If	 the	 RbTKO	 affects	 differentiation	 speed,	 two	 scenarios	 are	 conceivable.	 (1)	 Differentiation	

speed	is	increased	because	G1	shortening	leads	to	shortening	of	the	overall	cell	cycle	duration	or	

(2)	differentiation	is	slower	or	abrogated	because	cells	need	time	in	G1	to	react	to	differentiation	

cues.	To	test	this,	I	performed	a	differentiation	time	course	of	mouse	wild	type	and	RbTKO	cells.	

Cells	were	fixed	daily	and	stained	for	PAX6,	SOX1	and	OCT4.	Neural	marker	onset	was	similar	in	

both	genetic	backgrounds,	although	PAX6	at	day	3	of	differentiation	was	higher	 in	the	mutant	

than	 in	 the	wild	 type	 (Figure	12A,	B).	Both	 lines	 exhibited	 a	 rapid	decrease	 in	OCT4	 staining	

intensity	immediately	following	NPC	induction	at	day	1	(Figure	12A,	B).	Overall,	wild	type	and	

RbTKO	cells	were	not	distinguishable	during	early	NPC	differentiation,	showing	that	RbTKO	cells	

are	able	to	undergo	normal	early	NPC	differentiation.	However,	it	was	still	unclear	whether	the	

differentiation	outcome	of	RbTKO	cells	beyond	PAX6	and	SOX1	expression	was	affected.	

	

	
Figure	12:	The	RbTKO	does	not	change	differentiation	marker	onset.	
A	 Immunostaining	of	a	differentiation	time	course	over	four	days.	Representative	images	of	N	=	3	experiments	are	
shown.	Nuclei	 (Hoechst33258)	 indicate	 cell	 density,	 PAX6,	 SOX1	 and	OCT4	 the	 differentiation	 status.	 Scale	 bars	 =		
20	µm.	B	Single	cell	 fluorescence	measurements	of	 immunostaining	in	A.	Segmentation	was	done	with	StarDist	2D,	
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outlier	removal	and	background	subtraction	were	performed	as	described	in	chapter	5.5.3.	Violins	were	stretched	to	
the	same	maximum	width.	
	

2.5.4 Multiplexed	single-cell	RNA	sequencing	of	RbTKO	cells	

To	understand	how	wild	type	and	RbTKO	cells	differ	during	differentiation,	I	used	droplet-based	

single-cell	RNA	sequencing.	This	enabled	me	to	analyze	the	expression	of	multiple	neural	markers	

as	well	as	cell-to-cell	heterogeneity	during	NPC	differentiation.		

In	short,	mouse	wild	type	and	RbTKO	cells	were	seeded	in	FAX	and	harvested	at	days	0,	2	and	4	

(Figure	13A).	To	 reduce	batch	effects	between	 the	 conditions,	 samples	belonging	 to	one	 time	

point	were	labeled	with	a	unique	Cell	Multiplexing	Oligo	(CMO),	binding	to	the	plasma	membrane,	

and	pooled.	Single	cells	were	then	compartmentalized	into	lipid	droplets	containing	a	gel	bead	

providing	barcoded	primers.	Inside	the	lipid	droplets,	cells	were	lysed	and	cDNA	was	synthesized	

using	 the	 barcoded	primers.	 The	 cDNA	 contains	 sequencing	 adapters,	 a	 gel-bead-specific	 10x	

barcode,	a	unique	molecular	identifier	(UMI)	and	capture	sequences.	Two	kinds	of	libraries	were	

generated	from	each	pool;	(1)	a	Gene	Expression	Library	with	cDNA	fragments	carrying	the	UMI	

and	 a	 cell-specific	 barcode	 and	 (2)	 a	Multiplexing	 Library	with	 barcoded	CMOs	 (Figure	13B).	

Samples	were	demultiplexed	based	on	their	CMO	label.	For	the	wild	type	day	0	sample,	the	CMO	

sequencing	was	very	noisy	and	the	sample	could	not	be	reliably	demultiplexed.	For	this	reason,	

the	following	analyses	focus	on	wild	type	day	2	and	4	and	RbTKO	day	0,	2	and	4.	Only	cells	with	a	

mitochondrial	 gene	proportion	of	 less	 than	15%	and	a	minimum	 feature	 count	of	 3000	were	

considered.	

	

	
Figure	13:	Schematic	representation	of	experimental	set-up	for	single	cell-RNA	sequencing.	
A	Mouse	wild	type	and	RbTKO	cells	were	seeded	in	FAX	+	Y.	The	next	day,	cells	were	changed	to	NPCSL	medium.	At	
days	0,	2	and	4,	cells	were	harvested	for	single-cell	sequencing.	B	Work	flow	for	multiplexed	single-cell	sequencing.	
Samples	 are	 labeled	with	 a	 unique	CMO	and	pooled.	A	Multiplexing	Library	 and	 a	3’	Gene	Expression	Library	 are	
generated	and	samples	are	bioinformatically	demultiplexed.	
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2.5.5 RbTKO	cells	can	be	transcriptionally	distinguished	from	wild	type	cells	

To	 visualize	 the	 sequencing	 data,	 I	 performed	 non-linear	 dimensionality	 reduction	 (UMAP,	

McInnes	et	al.,	2020)	where	each	point	represents	the	transcriptome	of	a	single	cell.	In	the	UMAP	

projection,	day	2	wild	type	and	mutant	cells	are	distinguishable	but	in	close	proximity	whereas	

the	day	4	wild	type	and	mutant	samples	are	localized	further	away	from	each	other.	The	wild	type	

day	4	sample	is	split	into	two	distinct	populations	(Figure	14A).	

To	 test	 if	 the	 cell	 cycle	 phase	 distribution	 was	 different	 between	 wild	 type	 and	 RbTKO,	 I	

performed	cell	cycle	scoring	using	the	CellCycleScoring	function	in	Seurat	(Hao	et	al.,	2023).	Here,	

cells	 are	 scored	 based	 on	 their	 expression	 of	 two	 sets	 of	 genes,	 (1)	 a	 set	 of	 genes	 typically	

expressed	in	S	phase	and	(2)	a	set	of	genes	typically	expressed	in	G2M	phase.	Cells	that	score	low	

in	both	sets	 compared	 to	other	cells,	 are	assigned	 to	G1	phase	 (Tirosh	et	al.,	2016).	Although	

expression-based	cell	cycle	scoring	is	only	an	indirect	measure	of	a	cell’s	cell	cycle	phase,	it	is	an	

indicator	 for	 differences	 between	 the	 analyzed	 cells.	 Using	 this	method,	 there	was	 a	 general	

overrepresentation	of	cells	assigned	to	G2M	(Figure	14B,	C)	which	does	not	correspond	to	the	

time-lapse-based	measurements.	However,	23-24%	of	wild	type	cells	were	assigned	to	G1	phase	

at	days	2	and	4,	confirming	the	increased	G1	length	observed	during	NPC	differentiation	(Figure	

11C).	At	days	2	and	4,	no	increase	in	G1	proportion	was	observed	for	RbTKO	cells	(Figure	14B,	

C),	 possibly	 indicating	 that	 RbTKO	 keeps	 differentiating	 cells	 in	 a	 pluripotency-like	 cell	 cycle	

structure.	

Next,	I	wanted	to	assess	how	similar	wild	type	and	mutant	cells	are	at	the	different	time	points	of	

NPC	differentiation	apart	 from	cell	cycle	differences.	While	UMAP	plots	are	useful	 to	visualize	

high-dimensionality	data	in	2D,	they	do	not	offer	a	quantitative	clustering	of	cell	groups.	For	this	

reason,	I	performed	unsupervised	Louvain	clustering.	By	tuning	the	clustering	resolution,	cells	

are	 grouped	 into	 different	 numbers	 of	 clusters.	 First,	 I	 wanted	 to	 test,	 if	 clustering	 at	 low	

resolution	produces	clusters	corresponding	to	the	sampling	time	irrespective	of	 the	genotype.	

However,	low-resolution	clustering	(Figure	14D,	E)	did	not	solely	group	cells	after	their	sampling	

time.	Day	2	wild	type	and	mutant	cells	fell	into	the	same	cluster	(cluster	0)	while	the	day	4	wild	

type	cells	were	split	between	clusters	2	and	0,	indicating	that	part	of	the	day	4	cells	was	still	very	

similar	to	day	2	cells.		RbTKO	day	4	cells	occupied	their	own	cluster.	

To	 test	 if	 day	 2	 wild	 type	 cells	 were	 different	 from	 day	 2	 RbTKO	 cells,	 I	 performed	 higher-

resolution	clustering	(Figure	14F,	G).	Clustering	at	high	resolution	should	produce	more	clusters	

and	is	more	sensitive	to	differences	between	cells.	Indeed,	at	a	resolution	of	0.57,	the	day	2	cells	

split	into	a	wild	type	and	a	mutant	cluster	(clusters	3	and	6	respectively).	This	indicated	that	the	

wild	type	and	mutant	line	were	distinct	from	each	other	at	day	2	albeit	more	similar	than	at	day	

4.	Thus,	with	progressing	NPC	differentiation,	the	discrepancy	between	the	lines	increased.	
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In	sum,	single-cell	transcriptomics	indicated	a	lack	of	cells	in	G1	phase	for	the	RbTKO	during	NPC	

differentiation.	Furthermore,	wild	type	and	RbTKO	cells	become	more	different	from	each	other	

as	they	undergo	differentiation.	

	

	
Figure	14:	RbTKO	and	wild	type	cells	form	distinct	clusters	in	a	scRNAseq	experiment.	
A	UMAP	projection	of	mouse	wild	type	and	RbTKO	sequencing	data.	Colors	indicate	the	sample	identity.	B	Cell	cycle	
scoring	shown	as	color-coding	on	a	UMAP	projection.	C	Quantification	of	cell	cycle	phase	scoring	from	B.	Upper	number	
in	each	tile	indicates	the	fraction	of	cells	assigned	to	a	specific	cluster	(also	color-coded)	and	the	lower	number	in	each	
tile	shows	the	absolute	number	of	cells	assigned	to	a	cluster.	Gray	tiles	indicate	no	assigned	cells.	D	Low-resolution	
(0.05)	 Louvain	 clustering	 of	 sequencing	 data	 differentiates	 between	 4	 clusters.	E	 Quantification	 of	 low-resolution	
clustering.	 F	 High-resolution	 (0.57)	 Louvain	 clustering	 detects	 eight	 clusters.	 G	 Quantification	 of	 high-resolution	
clustering.	Rows	in	E	and	G	correspond	to	sample	identities,	columns	to	detected	clusters.	
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2.5.6 Several	early	neural	markers	are	unaffected	by	RbTKO	

To	test,	if	wild	type	and	RbTKO	cells	differentiated	successfully	in	the	sequencing	experiment,	I	

looked	 into	 the	 expression	 of	 several	 neural	 markers	 as	 well	 as	 pluripotency	 factors	 Pou5f1	

(encoding	Oct4)	and	Nanog	(Figure	15).	The	day	0	RbTKO	sample	showed	high	Pou5f1	and	Nanog	

expression	that	rapidly	decreased	at	day	2.	Like	RbTKO	cells,	wild	type	cells	had	little	Pou5f1	and	

Nanog	expression	at	days	2	and	4.	Increasing	neural	marker	expression	(Sox1,	Pax6,	Sox2,	Map2,	

Nestin,	Dcx,	Sox5	and	Sox6)	indicated	the	onset	of	NPC	differentiation.	Strikingly,	I	did	not	observe	

a	 systematic	 difference	 in	marker	 expression	 between	wild	 type	 and	RbTKO	 cells.	 Both	 lines	

expressed	most	markers	at	comparable	levels	in	a	similar	proportion	of	cells.	This	suggests	that	

RbTKO	cells	can	undergo	early	NPC	differentiation	similar	to	wild	type	cells.	

	

	
Figure	15:	Early	neural	marker	expression	is	similar	in	wild	type	and	RbTKO	cells.	
Expression	of	a	selection	of	neural	markers	and	pluripotency	genes	Pou5f1	(encoding	Oct4)	and	Nanog	are	shown	as	a	
dotplot.	Color	indicates	average	expression;	dot	size	indicates	the	proportion	of	cells	with	an	expression	level	of	>	0.	

	

2.5.7 Early	NPC	differentiation	occurs	normally	in	RbTKO	cells	

Since	clustering	showed	that	RbTKO	cells	became	progressively	different	 from	wild	 type	cells	

during	NPC	differentiation	and	that	these	differences	could	be	related	to	the	cell	cycle,	I	sought	to	

understand	which	genes	are	differentially	expressed	between	wild	type	and	RbTKO	and	how	they	

functionally	 relate	 to	 neural	 differentiation.	 Figure	 16A	 shows	 all	 significantly	 differentially	

expressed	genes	(adjusted	p-value	<	0.01	and	average	log2FC	>	|1|)	between	RbTKO	and	wild	

type	 cells	 at	 day	 4	 of	 NPC	 differentiation.	 675	 genes	 were	 downregulated	 and	 297	 genes	

upregulated	 in	RbTKO	cells	 (Figure	16A).	Among	 the	most	significantly	downregulated	genes,	

several	 genes	 encoding	 glycolytic	 enzymes	 were	 found	 (Pgk1,	 Aldoa,	 Tpi1,	 Ldha),	 suggesting	

lower	 glycolytic	 activity	 in	RbTKO	 cells.	 In	 contrast,	 the	most	 significantly	 upregulated	 genes	

contained	genes	related	to	neurogenesis	like	Dbx1,	Ntn1,	Nell2,	Ndnf,	Sox2ot.	Interestingly,	Cdkn1c	

was	also	found	to	be	upregulated	 in	RbTKO	cells.	Cdkn1c	 (also	called	p57)	 is	a	member	of	 the	

CIP/KIP	family	of	CDK	inhibitors	and	a	tumor	suppressor	gene	(Matsuoka	et	al.,	1995).	As	a	CDKi,	

Cdkn1c	 antagonizes	 proliferation	 and	 its	 overexpression	 leads	 to	 G1	 arrest	 (Lee	 et	 al.,	 1995;	
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Matsuoka	et	al.,	1995).	Cdkn1c	was	found	to	be	upregulated	in	retinoblastomas	(Madhavan	et	al.,	

2010),	potentially	explaining	its	upregulation	in	RbTKO	cells.	

To	functionally	group	the	differentially	expressed	genes,	I	performed	gene	ontology	(GO)	term	

analysis	 focusing	on	biological	processes	 (Figure	16B,	C).	Here,	 genes	are	assigned	 to	various	

biological	processes	that	give	a	more	comprehensive	understanding	of	the	functional	relevance	

of	 differentially	 expressed	 genes.	 The	 top	 10	most	 significantly	 enriched	 biological	 processes	

among	 the	 upregulated	 genes	 in	 RbTKO	 were	 mostly	 related	 to	 neurogenesis	 (Figure	 16B,),	

suggesting	that	day	4	RbTKO	cells	upregulate	neural	markers	more	strongly	than	wild	type	cells	

at	the	same	timepoint.	Surprisingly,	the	top	10	most	significantly	enriched	biological	processes	

among	 the	 downregulated	 genes	 in	 RbTKO	 cells	 also	 contained	 many	 terms	 linked	 to	

neurodevelopmental	processes	(Figure	16C).	This	could	happen	due	to	the	hierarchical	nature	of	

GO	terms	where	a	mother	term	can	contain	daughter	terms	for	not	only	positive	but	also	negative	

regulation	of	the	mother	process.	It	could	however	also	mean	that	wild	type	and	RbTKO	cells	both	

initiate	neural	differentiation	but	express	different	neural	genes	associated	with	 the	same	GO	

term.	 Next,	 I	 wanted	 to	 test,	 how	 similar	 wild	 type	 and	 RbTKO	 cells	 were	 during	 NPC	

differentiation	by	comparing	the	differentially	expressed	genes	at	day	4	versus	day	2	in	both	lines	

(Figure	16D-F).	Only	a	fifth	to	a	fourth	of	the	upregulated	genes	at	day	4	versus	day	2	overlapped	

between	wild	type	and	RbTKO	cells,	possibly	because	of	the	different	genetic	backgrounds	(Figure	

16E).	Yet,	GO	term	analysis	of	the	upregulated	genes	at	day	4	versus	day	2	showed	that	both	lines	

expressed	genes	associated	with	neural	development	(Figure	16E),	indicating	that	RbTKO	cells	

undergo	neural	differentiation	similar	to	wild	type	cells.	

Taken	together,	I	observed	strong	differences	in	gene	expression	between	wild	type	and	RbTKO	

cells	but	neural	differentiation	appears	similar	in	both	genetic	backgrounds,	suggesting	that	early	

NPC	differentiation	occurs	normally	in	RbTKO	cells.	
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Figure	16:	Differentially	expressed	genes	between	RbTKO	and	wild	type	cells.		
A	 Volcano	 plot	 showing	 the	 differentially	 expressed	 genes	 between	 RbTKO	 and	 wild	 type	 cells	 at	 day	 4	 of	 NPC	
differentiation.	 Downregulated	 genes	 in	 RbTKO	 versus	 control	 are	 marked	 in	 blue,	 upregulated	 genes	 in	 red.	
Differentially	expressed	were	all	genes	with	an	adjusted	p-value	<	0.01	and	an	average	log2FC	>	|1|.	Upregulated	were	
all	of	these	genes	with	an	average	log2FC	>	0	and	downregulated	all	with	an	average	log2FC	<	0.	All	other	genes	were	
considered	 not	 differentially	 expressed	 (gray).	 Vertical	 dashed	 lines	 indicate	 the	 log2FC	 cut-off	 for	 up-	 and	
downregulated	 genes,	 horizontal	 dashed	 lines	 indicate	 the	 adjusted	 p-value	 cut-off.	 Names	 of	 the	 top	 20	 most	
significantly	differentially	expressed	genes	are	shown.	Numbers	of	up-	and	downregulated	genes	are	indicated	in	the	
top.	B	Heatmaps	showing	the	top	10	most	significantly	enriched	biological	processes	among	the	upregulated	genes	
shown	in	A.	C	Heatmaps	showing	the	top	10	most	significantly	enriched	biological	processes	among	the	downregulated	
genes.	D	Scheme	depicting	the	analysis	strategy	in	E-F.	E	Euler	diagram	of	the	significantly	higher	expressed	genes	in	
day	4	cells	versus	day	2	cells	comparatively	in	wild	type	and	RbTKO	cells	(all	significantly	differentially	expressed	genes	
with	an	average	log2FC	>	0)	F	Heatmap	displaying	the	top	10	most	significantly	enriched	GO	terms	in	the	significantly	
higher	expressed	genes	at	day	4.	GO	terms	were	sorted	after	ascending	false	discovery	rate	(FDR)	in	the	wild	type.	Tiles	
are	colored	after	the	log2	fold	enrichment.	
	

2.5.8 Early	NPC	differentiation	is	not	delayed	in	RbTKO	cells	

To	finally	assess	how	fast	RbTKO	cells	differentiate	compared	to	the	wild	type,	I	used	the	time-

resolved	 scRNAseq	 data	 obtained	 by	 Alexandra	 de	 la	 Porte	 and	 Moritz	 Thomas	 (Helmholtz	

Munich)	 as	 a	 reference.	 Using	 the	 Scanpy	 function	 ingest	 (Wolf	 et	 al.,	 2018),	 I	 integrated	 the	
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RbTKO	 scRNAseq	 data	 with	 the	 reference	 data.	 Here,	 the	 RbTKO	 data	 is	 mapped	 onto	 the	

reference	data,	allowing	me	to	determine	which	time	point	in	the	reference	data	the	RbTKO	data	

resemble	most	closely.	Figure	17B	shows	the	RbTKO	data	projected	onto	the	reference	UMAP	

embedding	and	comparison	with	the	reference	time	points	(Figure	17A)	reveals	that	RbTKO	and	

wild	type	cells	roughly	occupied	the	same	regions	on	the	reference	embedding.	The	quantification	

(Figure	17C)	shows	that	the	day	2	cells	(wild	type	and	RbTKO)	corresponded	to	days	1	and	2	of	

the	reference	data,	indicating	that	these	cells	were	slightly	slower	than	the	reference	cells.	The	

day	4	wild	type	sample	best	corresponded	to	days	3	and	4	while	RbTKO	cells	mapped	onto	days	

4	and	7.	Thereby,	RbTKO	tended	to	differentiate	slightly	faster	than	wild	type	cells.	

In	sum,	this	clearly	shows	that	early	neural	differentiation	was	not	delayed	in	RbTKO	cells.	 In	

contrast,	they	appeared	moderately	faster	than	wild	type	cells.	It	is	however	not	known,	whether	

NPC	differentiation	is	affected	at	later	stages	and	if	the	observed	cell	cycle	phenotype	in	RbTKO	

was	strong	enough	at	the	chosen	time	points	to	conclude	that	loss	of	G1/S	transition	control	does	

not	affect	NPC	differentiation.		

	

	
Figure	17:	Integration	with	a	time-resolved	reference	data	set	shows	that	early	NPC	differentiation	is	not	
delayed	in	RbTKO	cells.	
A	UMAP	projection	of	time-resolved	reference	data	obtained	by	Alexandra	de	la	Porte	and	Moritz	Thomas	(Helmholtz	
Munich).	Color	coding	indicates	the	sampling	time	points.	B	scRNAseq	data	from	RbTKO	experiment	integrated	with	
the	 reference	 data	 and	 projected	 onto	 the	 reference	 UMAP	 embedding.	 Color-coding	 indicates	 sample	 identity.	C	
Heatmap	showing	which	fraction	of	cells	from	each	sample	was	assigned	to	which	reference	time	point	(top	number)	
and	the	total	number	of	cells	assigned	to	each	time	point	(bottom	number).	Color-coding	indicates	the	fraction	of	cells;	
gray	corresponds	to	no	assigned	cells.	

	

2.6 NPC	differentiation	and	growth	can	be	uncoupled	

2.6.1 Inhibition	of	mTOR	drastically	slows	down	cell	cycling	in	pluripotency	

Stem	cell	proliferation	and	differentiation	are	highly	dependent	on	metabolism.	Rapid	stem	cell	

division	 is	 fueled	 by	 high	 glycolytic	 activity	 whereas	 cells	 shift	 to	 oxidative	 phosphorylation	

during	differentiation	(reviewed	by	Folmes	et	al.,	2012).	It	has	been	reported	that	mouse	cells	

have	a	higher	mass-specific	metabolic	rate	than	human	cells	(Diaz-Cuadros	et	al.,	2023)	which	

could	 drive	 the	 fast	 differentiation	 in	mouse.	 In	 line	with	 this	 observation,	 I	 found	 that	 fast-
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differentiating	 species	 had	 a	 faster	 cell	 cycle	 than	 the	 slow-differentiating	 species	 (Figure	 9).	

Based	on	these	previous	experiments	and	observations	from	the	literature,	I	hypothesized	that	

growth	and	differentiation	are	functionally	coupled.	Therefore,	 I	sought	to	manipulate	cellular	

metabolism	 to	 alter	 growth	 and	 test	 whether	 differentiation	 speed	 is	 changed.	 One	 central	

regulator	 of	 proliferation	 and	 growth	 is	mTOR.	mTOR	 is	 a	 kinase	 and	 a	 positive	 regulator	 of	

translation	 (Brunn	 et	 al.,	 1997;	 Burnett	 et	 al.,	 1998;	 Gingras	 et	 al.,	 1999;	 Hara	 et	 al.,	 1997).	

Inhibition	of	mTOR	signaling	with	200	nM	of	the	ATP-site	inhibitor	INK128	in	mouse	ESCs	and	

blastocysts	induced	a	diapause-like	state	in	which	the	cell	cycle	was	arrested	and	development	

paused	(Bulut-Karslioglu	et	al.,	2016).	Here,	I	sought	to	impair	growth	and	proliferation	via	mTOR	

inhibition	and	 test	 if	and	 to	what	degree	differentiation	 is	affected.	A	causal	 link	between	cell	

proliferation	and	differentiation	has	so	far	not	been	shown.	I	titrated	the	mTOR	inhibitor	INK128	

and	finally	used	a	dose	of	50	nM	which	was	tolerated	by	all	species	and	led	to	a	notable	growth	

reduction.	First,	I	quantified	the	effect	of	mTOR	inhibition	(mTORi)	on	the	cell	cycle	using	the	PIP-

FUCCI	 system.	Mouse,	 cynomolgus	 and	human	 cells	were	 cultured	 in	UPPS	 or	UPPS	+	 50	nM	

INK128	and	 time-lapse	 imaging	was	performed	as	described	before.	When	comparing	control	

with	mTOR-inhibited	 cells	 (Figure	 18A),	 I	 observed	 an	 increase	 in	 cell	 cycle	 durations	 in	 all	

species.	This	 increase	was	very	drastic	 in	cynomolgus	(46%)	and	human	(53%)	and	milder	 in	

mouse	cells	(23%).	The	distribution	of	cell	cycle	durations	was	significantly	different	and	much	

broader	under	mTORi	treatment	compared	to	control	cells;	some	cells	exhibited	a	control-like	

cell	cycle	duration	while	others	had	a	total	cell	cycle	duration	of	close	to	35	hours	in	human	and	

cynomolgus.	The	cell	cycle	structure	(Figure	18B,	C),	i.	e.	the	absolute	and	relative	durations	of	

individual	phases	was	very	similar	in	mouse	control	and	mTORi	-treated	cells.	In	cynomolgus	and	

human,	 G1	 length	 scaled	 superlinearly	 with	 the	 total	 cell	 cycle	 duration,	 with	 cynomolgus	

exhibiting	a	3.34-fold	and	human	a	2.28-fold	increase	in	G1	length.	However,	G1	phase	was	still	

the	shortest	phase	in	absolute	time	and	relative	to	the	total	cell	cycle.	In	contrast,	G2M	phase	was	

shorter	relative	to	the	total	duration	in	cynomolgus	and	human	mTORi-treated	cells.	The	relative	

duration	of	S	phase	however	scaled	with	the	total	cell	cycle	duration	and	remained	at	a	constant	

53-58%	in	both	primate	species,	irrespective	of	the	treatment.	

In	 conclusion,	mTOR	 inhibition	 drastically	 slowed	 down	 proliferation	 in	 a	 species-dependent	

manner	 during	 pluripotency.	 Next,	 I	 wanted	 to	 test	 if	 this	 effect	 is	 preserved	 during	 NPC	

differentiation.	
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Figure	18:	mTOR	inhibition	drastically	extends	cell	cycle	durations	in	pluripotency.	
A	Distributions	of	total	cell	cycle	durations	in	mouse,	cynomolgus	and	human	PSCs	+/-	mTOR	inhibition	(same	data	for	
control	as	in	Figure	9).	N	=	2	experiments	with	n	³	39	cells	each	are	shown,	the	mean	between	replicates	(square)	and	
replicate	means	(circle	and	triangle)	are	indicated.	Fold-changes	between	control	and	mTORi-treated	cells	are	shown.	
****:	p-value	<	0.001,	Wilcoxon	rank	sum	test	comparing	distributions.	B	Cell	cycle	phase	durations	comparing	control	
(transparent)	and	mTORi-treated	cells.	C	Same	as	in	B	but	scaled	to	the	total	cell	cycle	duration.	Error	bars	indicate	SE.	
	

2.6.2 mTORi	effect	on	cell	cycling	is	preserved	during	NPC	differentiation	

Changes	in	cell	fate	are	reflected	in	cell	cycle	structure	and	duration.	As	cells	differentiate,	they	

spend	more	in	the	G1	phase	(Chen	et	al.,	1989).	Due	to	these	major	cell	cycle	changes,	I	tested	if	

and	 how	mTOR	 inhibition	 influences	 the	 cell	 cycle	 during	NPC	differentiation.	 I	 induced	NPC	

differentiation	+/-	mTOR	 inhibition	 in	mouse,	 cynomolgus	and	human	cells	 and	 started	 time-

lapse	 imaging	 at	 day	 2	 of	 differentiation	 +/-	 mTOR	 inhibition	 (Figure	 19A).	 Compared	 to	

pluripotent	 cells,	 differentiating	 cells	 had	 extended	 cell	 cycles	 (Figure	 19B).	 This	 extension	

affected	mouse	 the	 least	and	human	 the	most.	On	average,	differentiating	mouse	control	 cells	

cycled	for	13.96	±	1.42	h	(mean	±	SD),	cynomolgus	control	cells	for	18.34	±	2.66	h	and	human	

control	 cells	 for	 24.92	 ±	 5.47	 h.	 When	 mTOR	 was	 inhibited	 during	 NPC	 differentiation,	 the	

distribution	of	cell	cycle	durations	was	significantly	different	from	the	control	in	all	species.	The	

human	cell	cycle	was	increased	1.45-fold	to	36.08	±	5.03	h	and	cynomolgus	mTORi-treated	cells	

cycled	at	29.63	±	10.53	h,	corresponding	to	a	1.62-fold	increase	in	cell	cycle	length.	Strikingly,	the	

distributions	of	cell	cycle	durations	were	again	much	broader	in	the	mTORi-treated	cells	than	in	

control	cells,	meaning	that	some	cells	were	hardly	affected	by	the	treatment	while	others	were	

highly	affected	(Figure	19B).	In	contrast	to	the	primate	species,	differentiating	mouse	cells	did	

not	exhibit	an	elongated	cell	cycle	upon	mTORi	treatment;	mouse	mTORi-treated	cells	cycled	at	

13.06	±	1.12	h	and	were	thereby	6%	faster	than	control	cells.	
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The	cell	cycle	structure	in	mouse	was	very	similar	between	control	and	mTORi,	both	in	absolute	

time	 and	 relative	 to	 the	 total	 cell	 cycle	 duration	 (Figure	 19C,	 D).	 In	 line	 with	 pluripotency	

measurements,		cynomolgus	and	human	cells	had	an	elongated	G1	phase	in	mTORi	compared	to	

the	control	(Figure	19C),	also	when	normalized	to	the	total	cell	cycle	duration	(Figure	19D).	The	

relative	G2M	phase	duration	was	decreased	in	mTOR-inhibited	human	cells.	

Taken	together,	mTOR	inhibition	extended	the	cell	cycle	duration	in	pluripotency	in	all	species	

tested	whereas	mTOR	inhibition	during	NPC	differentiation	only	affected	cynomolgus	and	human	

cells.	Quantitatively,	 the	mTOR-induced	cell	 cycle	extension	 in	cynomolgus	and	human	during	

NPC	differentiation	(cynomolgus	1.62-fold,	human	1.45-fold)	was	comparable	to	the	extension	

observed	 in	pluripotency	(cynomolgus	1.46-fold,	human	1.53-fold).	 In	both	states,	 the	relative	

duration	of	G1	phase	was	 increased.	These	 results	 show	 that	 the	mTORi-dependent	 cell	 cycle	

phenotype	observed	 in	pluripotent	cells	 is	 largely	maintained	during	NPC	differentiation.	 In	a	

next	step,	I	will	therefore	use	mTOR	inhibition	to	manipulate	proliferation	of	differentiating	cells	

and	test	whether	slowing	down	growth	and	cell	cycling	leads	to	slower	differentiation.	

	

	
Figure	19:	Cell	cycle	duration	is	slowed	down	by	mTOR	inhibition	during	NPC	differentiation.	
A	Schematic	representation	of	experimental	procedure.	PSCs	are	seeded	and	differentiation	+/-	mTORi	is	started	at	
day	0.	After	two	days	of	differentiation	+/-	mTORi,	time-lapse	imaging	is	started.	B	Total	cell	cycle	durations	in	all	cells	
measured.	Means	±	SD	between	cells	(n	=	20	for	mouse	control,	n	=	40	for	all	others)	are	indicated.	*:	p-value	<	0.05;	
****:	p-value	<	0.001,	Wilcoxon	rank	sum	test	comparing	distributions.	C	Average	cell	cycle	phase	durations	in	each	
condition.	Error	bars	indicate	SD	between	cells.	D	Same	data	as	in	C,	but	the	fraction	of	individual	cell	cycle	phases	of	
the	total	cell	cycle	duration	is	shown.	Error	bars	indicate	SD	between	cells.	



Results	
	

	 41	

2.6.3 Neural	differentiation	appears	unaffected	by	mTOR	inhibition	

If	cell	cycling	was	required	for	neural	differentiation,	the	expression	onset	of	neural	marker	genes	

would	be	delayed	in	mTOR	inhibitor-treated	cells	where	the	cell	cycle	is	drastically	elongated.	In	

case	of	direct	coupling	of	differentiation	to	the	cell	cycle,	differentiating	mTORi-treated	human	

and	cynomolgus	cells	should	thus	acquire	neural	marker	expression	50%	later	than	control	cells.	

Based	on	previous	NPC	differentiation	time	courses,	this	would	mean	that	PAX6	expression	in	

cynomolgus	and	human	would	be	shifted	from	day	3	to	day	4.5	and	SOX1	from	day	2	to	day	3	of	

differentiation	upon	mTOR	inhibition.	In	mouse,	the	difference	is	expected	to	be	much	smaller	or	

absent.	

To	test	this,	I	performed	a	neural	differentiation	time	course	in	mouse,	cynomolgus	and	human	

cells	where	 I	 treated	 half	 of	 the	 cells	with	 50	 nM	 INK128	 and	 let	 the	 other	 half	 differentiate	

without	mTOR	inhibition	(control).	Cells	were	fixed	daily	and	stained	for	neural	markers	PAX6,	

SOX1	 and	 pluripotency	marker	 OCT4.	 As	 expected	 from	 the	 cell	 cycle	 measurements,	 mTOR	

inhibition	did	not	influence	mouse	differentiation.	PAX6	and	SOX1	onset	and	OCT4	decrease	were	

similar	 in	mouse	control	and	treated	cells	 (Figure	20A-C).	Unexpectedly	however,	PAX6	onset	

was	not	delayed	in	either	cynomolgus	or	human	cells	(Figure	20A).	PAX6	signal	rose	at	day	3	in	

the	control	and	mTORi	condition.	SOX1	signal	was	slightly	weaker	in	the	mTORi	condition	at	day	

2	 in	both	cynomolgus	and	human	(Figure	20B).	However,	 the	onset	was	not	delayed	until	 the	

expected	day	3,	suggesting	that	early	neural	marker	onset	is	not	affected	by	mTOR	inhibition	to	

the	expected	degree.	Only	OCT4	signal	revealed	a	difference	between	control	and	mTORi-treated	

cells	(Figure	20C).	This	was	most	pronounced	in	human,	where	OCT4	was	maintained	until	day	4	

in	mTORi-treated	cells	whereas	OCT4	was	not	detected	after	day	3	in	control	cells.	The	delay	in	

OCT4	downregulation	however,	does	not	necessarily	constitute	evidence	for	an	mTORi-mediated	

differentiation	delay.	A	decrease	 in	protein	 levels	 can	be	 caused	by	active	degradation	or	 cell	

division-dependent	dilution.	Since	mTORi-treated	cells	cycled	slower	and	therefore	divided	less	

than	control	cells,	OCT4	signal	could	be	maintained	through	lack	of	protein	dilution.	

In	conclusion,	mTOR	inhibition	did	not	affect	neural	differentiation	drastically,	suggesting	that	

differentiation	 speed	 does	 not	 depend	 on	 cell	 proliferation	 speed.	 However,	 differentiation	

outcome	cannot	be	precisely	evaluated	 solely	based	on	PAX6	and	SOX1	expression.	To	better	

understand	 the	 differentiation	 status	 of	 mTORi-treated	 cells,	 I	 sought	 to	 characterize	

differentiation	more	globally	using	single	cell	transcriptomics.	
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Figure	20:	mTOR	inhibition	does	not	have	an	apparent	effect	on	neural	differentiation	onset.	
A	 Immunostaining	 of	 an	 NPC	 differentiation	 time	 course	 in	 mouse,	 cynomolgus	 and	 human.	 Cells	 were	 either	
differentiated	without	mTOR	inhibitor	(control)	or	treated	with	50	nM	mTOR	inhibitor	INK128	from	day	0	onwards	
(mTORi).	 The	 nuclear	 channel	 (Hoechst33258)	 indicates	 nuclear	 positioning	 (top),	 PAX6	 marks	 early	 neural	
differentiation.	 Immunofluorescence	 images	 (middle)	 and	 single	 cell	 PAX6	 intensity	 measurements	 (bottom)	 are	
shown.	B	Same	staining	as	in	A,	but	SOX1	signal	and	quantification	are	shown.	C	Same	as	in	A,	B	but	OCT4	images	and	
quantification	are	shown.	Scale	bars	=	20	µm.	 Immunostaining	 image	brightness	was	adjusted	species-wise,	nuclei	
brightness	was	 adjusted	 image-wise.	 Segmentation	 performed	 using	 StarDist	 2D,	 outlier	 removal	 and	 background	
subtraction	done	as	described	in	chapter	5.5.3.	Violins	were	set	to	the	same	maximum	width.	
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2.6.4 Multiplexed	single-cell	RNA	sequencing	of	mTOR-inhibited	cells	

To	 examine	 the	 differentiation	 status	 of	 mTOR-inhibited	 cells	 and	 analyze	 the	 expression	 of	

multiple	 neural	markers	 at	 once,	 I	 used	 single-cell	 RNA	 sequencing.	Mouse,	 cynomolgus	 and	

human	cells	were	seeded	following	the	NPC	differentiation	protocol	and	INK128	treatment	was	

started	in	parallel	to	neural	 induction.	Days	0	(pluripotent	control),	2	and	4	were	sampled	for	

single-cell	RNA	sequencing	(Figure	21A).	The	experiment	was	conducted	in	parallel	to	the	RbTKO	

sequencing	experiment.	Cells	were	labeled	with	a	CMO	for	sample	demultiplexing	as	described	

before.	

	

	
Figure	21:	Schematic	representation	of	experimental	set-up	for	single	cell-RNA	sequencing.	
A	Mouse,	cynomolgus	and	human	cells	are	seeded	in	UPPS	+	Y.	After	one	day,	cells	are	changed	to	NPC	medium	+/-	
mTOR	inhibitor.	At	days	0,	2	and	4,	cells	were	harvested	for	single-cell	sequencing.	B	Work	flow	for	multiplexed	single-
cell	sequencing.	Samples	are	labeled	with	a	unique	CMO	and	pooled.	A	Multiplexing	Library	and	a	3’	Gene	Expression	
Library	are	generated	and	samples	are	bioinformatically	demultiplexed.	

	

2.6.5 mTOR	inhibited	cells	form	distinct	clusters	in	cynomolgus	and	human	

For	 data	 visualization,	 I	 performed	 non-linear	 dimensionality	 reduction	 shown	 as	 UMAP	

projections	(McInnes	et	al.,	2020).	In	cynomolgus	and	human,	all	conditions,	i.	e.	time	points	and	

control/mTORi	 treatment,	 were	 separated	 in	 UMAP	 space	 (Figure	 22A,	 F).	 The	 day	 0	 cells	

occupied	two	distinct	regions	in	the	UMAP	plot,	one	consisting	of	the	majority	of	cells,	and	another	

containing	fewer	cells.	In	both	species,	but	especially	in	cynomolgus,	control	and	mTORi-treated	

cells	were	closer	together	at	day	2	than	at	day	4.	

To	quantitatively	assess	how	different	or	similar	the	different	time	points	and	the	control	versus	

the	mTORi	 conditions	were,	 they	were	 clustered	 by	 unsupervised	 Louvain	 clustering.	 I	 used	

different	clustering	resolutions	to	test	if	cells	can	cluster	(1)	purely	based	on	the	sampling	time	
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point	irrespective	of	the	mTORi	treatment	and	(2)	based	on	their	sample	identity	in	which	case	I	

can	distinguish	control	from	treated	cells	based	on	their	transcriptome.	At	a	resolution	of	0.01,	

cynomolgus	cells	clustered	according	to	their	sampling	time	(Figure	22B).	Day	0,	2	and	4	each	

occupied	their	own	cluster.	A	fourth	cluster	(cluster	3)	mainly	consisting	of	day	0	cells	was	found,	

corresponding	to	the	day	0	cells	that	were	 localized	away	from	the	other	day	0	cells	 in	UMAP	

space.	 At	 higher	 clustering	 resolution	 (0.25),	 seven	 clusters	 were	 detected.	 Most	 cells	 were	

grouped	according	to	sample	 identity,	confirming	that	control	and	mTORi-treated	cells	can	be	

distinguished	based	on	their	transcriptome	(Figure	22C).	Quantification	of	the	clustering	analysis	

showed	that	day	4	control	and	mTORi-treated	cells	were	well	separated	while	the	day	2	control	

and	mTORi-treated	cells	occupied	a	main	cluster	but	partially	split	into	different	clusters	(Figure	

22E).	

In	human,	low-resolution	clustering	(0.03)	clustered	cells	into	three	distinct	groups	according	to	

their	sampling	time	(Figure	22G,	I).	At	a	higher	resolution	of	0.20,	human	cells	were	grouped	into	

eight	clusters	according	to	their	sample	identity	(Figure	22H,	J).	Day	0	fell	in	clusters	2	and	6	with	

the	majority	of	cells	(79%)	falling	into	cluster	2,	and	a	smaller	subgroup	into	cluster	6	(21%).	In	

contrast	to	cynomolgus,	the	human	day	2	samples	occupied	only	one	main	cluster	each	(clusters	

3	and	5).	The	day	4	control	sample	split	between	clusters	0	and	4	while	the	mTORi-treated	day	4	

cells	almost	exclusively	occupied	cluster	1	(Figure	22J).	

In	summary,	control	and	mTORi-treated	cells	can	be	distinguished	based	on	their	transcriptome	

showing	 that	 mTORi	 had	 an	 effect	 on	 the	 cells.	 Since	 mTORi-treated	 cells	 were	 mostly	 only	

assigned	to	one	cluster	with	the	exception	of	day	2	in	cynomolgus,	it	appears	unlikely	that	mTORi	

treatment	drives	unspecific	or	random	differentiation	along	multiple	trajectories.	
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Figure	22:	mTORi-treated	cells	form	distinct	clusters	in	cynomolgus	and	human.	
A	UMAP	projection	of	cynomolgus	scRNAseq	data.	Colors	correspond	to	indicated	sample	identities.	B	Low-resolution	
(0.01)	Louvain	clustering	separates	cells	after	sampling	time.	Colors	correspond	to	indicated	cluster	identities.	C	High-
resolution	(0.25)	clustering	groups	cells	according	to	their	sample	identity.	D	Quantification	of	clustering	shown	in	B.	
Numbers	in	top	of	each	tile	show	the	fraction	of	cells	in	each	row	per	indicated	cluster.	Numbers	in	tile	bottom	indicate	
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number	of	cells	per	row	and	cluster.	Colors	correspond	to	the	fraction	of	cells	per	row	and	cluster.	E	Same	quantification	
method	as	in	D,	but	with	data	from	C.	F	UMAP	projection	of	human	scRNAseq	data.	Colors	correspond	to	indicated	
sample	identities.	G	Low-resolution	(0.03)	clustering	of	human	sequencing	data	splits	cells	according	to	their	sampling	
time.	H	High-resolution	(0.20)	clustering	groups	cells	after	their	sample	identity.	I	Clustering	quantification	as	in	D,	E,	
but	with	human	low-resolution	clustering	data	from	G.	J	Clustering	quantification	with	high-resolution	clustering	data	
from	H.	

	

2.6.6 Mouse	mTORi-treated	cells	are	more	similar	to	control	cells	than	in	the	primates	

Of	all	species	tested,	the	mouse	cell	cycle	was	affected	least	by	mTOR	inhibition	(Figure	18,	Figure	

19).	Therefore,	I	expected	the	transcriptomic	effect	of	mTOR	inhibition	to	be	smaller	in	mouse	

than	in	the	primates.	In	line	with	the	expectation,	mouse	control	and	mTORi-treated	cells	were	

localized	in	close	proximity	in	UMAP	space	(Figure	23A).	Unsupervised	clustering	at	a	resolution	

of	0.05	grouped	cells	 into	three	clusters	which	corresponded	to	sampling	time,	 irrespective	of	

mTORi	(Figure	23B,	D).	Increasing	the	clustering	resolution	did	not	result	in	a	clean	separation	of	

control	and	mTORi-treated	cells	as	in	cynomolgus	and	human.	At	a	resolution	of	0.39,	cells	of	the	

same	 sample	 identity	 fell	 into	 separate	 clusters	 but	 mTORi-treated	 cells	 could	 still	 not	 be	

distinguished	from	control	cells	(Figure	23C,	E).	For	example,	both,	control	and	mTORi-treated	

cells,	split	between	clusters	2	and	4	at	day	2	and	between	clusters	1	and	3	at	day	4	in	similar	

proportions.	 These	 results	 indicate	 that	 mouse	 cells	 are	 heterogeneous	 during	 NPC	

differentiation	and	mTORi-treated	cells	are	similar	to	control	cells.	Differences	between	treated	

and	untreated	cells	are	smaller	than	naturally	occurring	heterogeneities,	caused	by	e.	g.	the	cell	

cycle	phase.	Species-specific	mTOR	inhibition	effect	sizes	observed	for	cell	cycle	durations	are	

thus	reflected	on	the	transcriptomic	level.	
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Figure	23:	mTORi-treated	mouse	cells	do	not	form	distinct	clusters.	
A	UMAP	projection	of	mouse	single	cell	sequencing	data.	Colors	indicate	the	sample	identity.	B	Low-resolution	(0.05)	
clustering	groups	cell	after	their	sampling	time.	C	High-resolution	(0.39)	clustering	distinguishes	eight	clusters	that	did	
not	differentiate	between	control	and	treated	cells.	D	Quantification	of	low-resolution	clustering.	E	Quantification	of	
high-resolution	clustering.	Rows	in	D	and	E	correspond	to	sample	identities,	columns	to	detected	clusters.	Each	tile	in	
D	+	E	shows	the	fraction	of	cells	in	each	cluster	(top	number,	also	color-coded)	and	the	absolute	number	of	genes	per	
cluster	(bottom	number).	
	

2.6.7 Early	neural	marker	expression	is	unaffected	by	mTOR	inhibition	

Next,	 I	 wanted	 to	 test	 for	 successful	 NPC	 differentiation	 in	 the	 single	 cell	 RNA	 sequencing	

experiment.	Furthermore,	I	sought	to	compare	differentiation	in	untreated	control	and	mTORi-

treated	cells,	since	they	formed	distinct	clusters	in	cynomolgus	and	human,	raising	the	question,	

if	they	also	differ	in	their	differentiation	status.	I	checked	the	sequencing	data	for	several	early	

neural	markers	as	well	as	the	two	pluripotency	markers	POU5F1	(encoding	OCT4)	and	NANOG.	

Both	 control	 and	 mTORi-treated	 cells	 showed	 an	 upregulation	 of	 neural	 markers	 and	

downregulation	 of	 pluripotency	 markers	 over	 the	 differentiation	 time	 course,	 indicating	

successful	NPC	differentiation	in	both	conditions	(Figure	24).	NANOG	was	downregulated	very	

abruptly	in	all	species	and	conditions,	POU5F1	expression	persisted	in	cynomolgus	and	human	

until	day	2	of	differentiation.	The	POU5F1	expression	level	and	percentage	of	expressing	cells	was	

very	 similar	 between	 control	 and	 mTORi-treated	 cells,	 suggesting	 that	 different	 OCT4	 levels	

observed	on	 the	protein	 level	 are	 caused	by	 reduced	protein	dilution	 in	 the	 less	proliferative	

mTORi-treated	 cells.	 In	 line	 with	 previous	 immunostainings,	 mouse	 showed	 early	 PAX6	

expression	at	day	2	in	a	subset	of	cells	at	a	low	level	(Figure	24A)	while	the	primate	species	only	

showed	PAX6	expression	at	day	4	(Figure	24B,	C).	There	was	a	minor	difference	in	PAX6	levels	
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between	control	and	mTORi-treated	cells	at	day	4	 in	cynomolgus	and	human,	but	 in	different	

directions;	cynomolgus	control	cells	had	higher	PAX6	expression	in	a	slightly	larger	subset	of	cells	

than	mTORi-treated	cells	but	human	mTORi-treated	cells	had	a	slightly	higher	average	expression	

than	 control	 cells	 (Figure	 24B,	 C).	 Similarly,	 no	 clear	 difference	 between	 control	 and	mTORi-

treated	cells	was	observed	for	a	selection	of	other	neural	marker	genes,	namely	SOX1,	SOX2,	MAP2,	

NESTIN,	DCX,	SOX5	and	SOX6,	indicating	that	mTOR	inhibition	does	not	systematically	change	the	

expression	of	the	analyzed	marker	genes.	

	

	
Figure	24:	Early	neural	marker	expression	is	similar	between	control	and	mTORi-treated	cells.	
A	Selection	of	pluripotency	and	early	neural	markers	during	mouse	differentiation.	Color	indicates	average	expression	
and	dot	size	shows	what	percentage	of	cells	expressed	the	respective	marker.	B	Same	as	 in	A	but	 for	cynomolgus.	
NANOG	and	SOX1	are	not	annotated	in	the	genome.	C	Same	as	in	A,	B	but	for	human.	
	

2.6.8 NPC-related	genes	are	differentially	expressed	upon	mTOR	inhibition	

To	assess	the	effect	of	mTOR	inhibition	 in	an	unbiased	manner,	 I	 focused	on	the	differentially	

expressed	 genes	 between	 control	 and	 mTORi-treated	 cells	 at	 day	 4	 of	 NPC	 differentiation.	

Expectedly,	only	few	genes	were	differentially	expressed	between	treated	and	untreated	cells	in	

mouse	(36	genes	differentially	expressed	with	an	adjusted	p-value	<	0.01	and	average	log2FC	>	

|1|).	With	774	up-	or	downregulated	genes,	cynomolgus	had	the	most	differentially	expressed	

genes	 between	 mTORi-treated	 and	 control	 cells,	 followed	 by	 human	 with	 641	 differentially	

expressed	genes	(Figure	25A).	In	all	species,	mTOR	inhibition	led	to	down-	and	upregulation	of	

gene	 expression	 to	 similar	 degrees	 with	 no	 clear	 trend	 in	 either	 direction.	 Part	 of	 the	

downregulated	genes	under	mTOR	inhibition	(PGK1,	PKM,	LMAN1)	was	related	to	metabolism,	as	

is	 expected	 upon	 mTOR	 inhibition	 (Figure	 25A).	 Interestingly,	 the	 upregulated	 genes	 in	
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cynomolgus	and	human	included	genes	like	SLIT2,	PAX3,	NRG3	and	NXPH2	which	are	connected	

to	neural	development	(Figure	25A).	To	functionally	assess	the	differentially	expressed	genes,	I	

performed	 GO	 term	 analysis	 of	 all	 significantly	 down-	 and	 upregulated	 genes,	 focusing	 on	

biological	processes.	Due	to	the	low	number	of	differentially	expressed	genes,	GO	term	analysis	

of	mouse	cells	has	to	be	interpreted	with	caution.	In	the	upregulated	genes	upon	mTORi	of	mouse	

and	 human,	 GO	 terms	 related	 to	 neurogenesis	were	 significantly	 enriched	 (Figure	 25B).	 This	

indicates	that	mTOR	inhibition	did	not	slow	down	neural	differentiation	but	rather	the	opposite.	

However,	 both	 primate	 species	 but	 especially	 human,	 also	 upregulated	 genes	 linked	 to	 other	

differentiation	 paths	 than	 neural,	 e.	 g.	 circulatory	 system	 development,	 renal	 and	 urogenital	

system	development	and	kidney	development	 (Figure	25B)	which	could	 indicate	deregulated,	

unspecific	differentiation	upon	mTOR	inhibition.		

GO	term	analysis	of	downregulated	genes	in	mTORi-treated	cells	showed	no	clear	trend	in	mouse	

(Figure	 25C).	 In	 cynomolgus,	 however,	 downregulated	 genes	 were	 mostly	 categorized	 as	

neurodevelopmental.	 In	 human,	 the	 top	 10	 most	 downregulated	 GO	 terms	 were	 related	 to	

metabolism	and	specifically	purine	metabolism.	Neurodevelopmental	terms	were	also	present	in	

human	 but	 unlike	 in	 cynomolgus,	 these	 terms	 were	 not	 represented	 in	 the	 top	 10	 most	

significantly	enriched	terms	(Figure	25C).	As	neurodevelopmental	terms	were	enriched	among	

the	downregulated	 genes	under	mTOR	 inhibition	 in	 cynomolgus,	 it	 is	 conceivable	 that	mTOR	

inhibition	 impairs	 neural	 differentiation.	 On	 the	 other	 hand,	 in	 human,	 neural	 terms	 were	

enriched	among	 the	upregulated	genes	under	mTOR	 inhibition,	 together	with	 terms	 linked	 to	

other	 differentiation	 paths.	 This	 could	 suggest	 that	 mTORi-treated	 cells	 activate	 other	

differentiation	programs	at	the	expense	of	neural	differentiation.	

If	mTOR	inhibition	delayed	NPC	differentiation,	there	would	only	be	NPC-related	GO	terms	among	

the	downregulated	genes	in	mTORi-treated	cells.	Since	these	terms	were	found	among	the	down-	

and	 upregulated	 genes,	 it	 is	 likely	 that	 NPC	 differentiation	 was	 affected	 but	 not	 necessarily	

delayed	by	mTOR	inhibition.	
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Figure	25:	NPC-related	GO	terms	were	among	the	differentially	expressed	genes	upon	mTOR	inhibition.	
A	Volcano	plots	showing	the	differentially	expressed	genes	between	mTORi-treated	and	control	cells	at	day	4	of	NPC	
differentiation	in	the	three	species.	Downregulated	genes	in	mTORi	versus	control	are	displayed	in	blue,	upregulated	
genes	in	red.	Genes	were	considered	differentially	expressed	with	an	adjusted	p-value	<	0.01	and	an	average	log2FC	>	
|1|.	Of	these	genes,	all	with	an	average	log2FC	>	0	were	upregulated	and	all	with	average	log2FC	<	0	downregulated.	All	
other	genes	were	considered	not	differentially	expressed	(gray).	Vertical	dashed	lines	indicate	the	log2FC	cut-off	for	
up-	 and	 downregulated	 genes,	 horizontal	 dashed	 lines	 indicate	 the	 adjusted	 p-value	 cut-off.	 The	 top	 20	 most	
significantly	 differentially	 expressed	 genes	 are	 indicated.	 Numbers	 at	 the	 top	 show	 the	 number	 of	 up-	 and	
downregulated	 genes	 for	 each	 species.	 B	 Heatmaps	 displaying	 the	 top	 10	 most	 significantly	 enriched	 biological	
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processes	among	the	upregulated	genes	shown	in	A.	C	Heatmaps	displaying	the	top	10	most	significantly	enriched	
biological	processes	among	the	downregulated	genes.	
	

2.6.9 NPC	differentiation	occurs	normally	under	mTOR	inhibition	

Since	the	direct	comparison	of	control	and	mTORi-treated	cells	did	not	give	conclusive	results,	I	

examined	 differentiation	 in	 control	 and	 mTORi-treated	 cells	 by	 comparing	 the	 significantly	

differentially	 expressed	 genes	 of	 day	 4	 versus	 day	2	 of	 differentiation	 in	 control	 and	mTORi-

treated	cells	(Figure	26A).	This	way,	I	compared	all	genes	that	were	different	between	a	later	and	

an	earlier	 time	point	of	differentiation	 in	control	and	mTORi-treated	cells.	 In	both	conditions,	

several	significantly	differentially	expressed	genes	were	found.	In	all	species,	more	genes	were	

significantly	 downregulated	between	day	4	 and	2	 than	upregulated	 (Figure	26B,	D).	No	 clear	

trend	emerged	when	comparing	the	number	of	differentially	expressed	genes	between	control	

and	mTORi-treated	cells.	Strikingly,	mouse	had	the	least	differentially	expressed	genes,	followed	

by	cynomolgus	and	human	(Figure	26B).	To	characterize	differentiation	in	control	and	mTORi-

treated	cells,	I	obtained	the	GO	terms	for	all	significantly	differentially	expressed	genes	at	day	4	

versus	day	2	of	differentiation.	The	heatmaps	in	Figure	26C	show	the	top	10	most	significantly	

enriched	GO	terms	among	the	upregulated	genes	in	the	day	4	versus	day	2	comparison	(sorting	

based	on	control	condition)	in	control	and	mTOR	inhibition.	In	all	species,	GO	terms	related	to	

neural	 differentiation	were	 enriched	 in	 the	 control	 and	 the	mTORi	 condition.	 Only	 GO	 terms	

related	to	cell	division	and	cell	cycling	were	not	present	in	the	mTORi-treated	cells	(Figure	26C,	

right).	This	suggests	that	NPC	differentiation	in	the	mTORi-treated	cells	was	not	perturbed.	The	

top	 10	 biological	 processes	 in	 the	 downregulated	 genes	 at	 day	 4	 were	 mostly	 unrelated	 to	

differentiation	or	pluripotency	(Figure	26E).	Like	the	GO	terms	for	the	upregulated	genes,	they	

were	largely	shared	between	mTORi-treated	and	control	cells,	indicating	that	mTOR	inhibition	

does	not	drastically	alter	the	NPC	differentiation	process.	
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Figure	26:	mTORi-treated	cells	differentiate	normally.	
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A	Schematic	depicting	analytical	strategy.	B	Euler	diagrams	showing	significantly	higher	expressed	genes	in	day	4	cells	
versus	day	2	cells	comparatively	in	control	and	mTORi-treated	cells	(adjusted	p-value	<	0.01,	average	log2FC	>	1)	C	
The	top	10	most	significantly	enriched	GO	terms	in	the	significantly	higher	expressed	genes	at	day	4.	Sorting	of	the	
most	significant	GO	terms	is	based	on	the	control	sample.	Coloring	indicates	the	log2	fold	enrichment.	D	Euler	diagrams	
showing	significantly	 lower	expressed	genes	 in	day	4	cells	versus	day	2	cells	comparatively	 in	control	and	mTORi-
treated	cells	(adjusted	p-value	<	0.01,	average	log2FC	<	-1)	E	The	top	10	most	significantly	enriched	GO	terms	in	the	
significantly	 lower	expressed	genes	at	day	4	versus	day	2.	Sorting	of	the	most	significant	GO	terms	is	based	on	the	
control	sample.	Coloring	indicates	the	log2	fold	enrichment.	

	

2.6.10 mTOR	inhibition	does	not	cause	a	systematic	differentiation	delay	
To	determine	the	differentiation	status	of	mTORi-treated	cells	versus	control	cells,	I	made	use	of	

the	 time-resolved	 scRNAseq	 data	 set	 obtained	 by	 my	 collaborators	 (Helmholtz	 Munich)	 as	

described	before.	Via	integration	of	the	mTORi	sequencing	data	with	the	reference	data	set	that	

spans	eight	time	points	of	NPC	differentiation,	I	can	assess	to	which	time	point	in	the	reference	

data	 the	mTORi-treated	cells	best	corresponded.	Using	the	Scanpy	 function	 ingest	 (Wolf	et	al.,	

2018),	 the	 mTORi	 data	 (query)	 from	 each	 species	 were	 integrated	 with	 the	 time-resolved	

reference	data	set	of	the	corresponding	species.	Figure	27A,	D,	G	show	the	reference	data	with	

color-coding	indicating	the	sampling	time	point.	Through	ingest	integration,	the	mTORi	data	was	

forced	into	the	UMAP	embedding	of	the	reference	data	(Figure	27B,	E,	H).	Visual	comparison	of	

the	mTORi	data	in	the	UMAP	(Figure	27B,	E,	H)	with	the	reference	sampling	time	(Figure	27A,	D,	

G)	 reveals	 that	 the	 query	 sampling	 time	 points	 follow	 a	 similar	 temporal	 trajectory	 as	 the	

reference.	mTORi-treated	and	control	cells	mostly	occupied	the	same	regions	of	 the	reference	

UMAP,	 suggesting	 that	 they	 were	 in	 a	 similar	 differentiation	 state.	 Next,	 I	 quantified	 the	

proportion	of	query	cells	that	were	assigned	to	each	reference	time	point.	The	majority	of	mouse	

control	and	mTORi-treated	cells	was	assigned	to	the	same	time	point	(Figure	27C)	which	was	

expected	since	the	mouse	cell	cycle	did	not	strongly	respond	to	mTOR	inhibition.	

In	cynomolgus,	the	day	2	control	sample	corresponded	best	to	the	day	2	reference	(83%);	the	day	

2	mTORi	sample	however,	was	mostly	assigned	to	day	1	(63%),	indicating	that	control	cells	are	

more	 advanced	 than	 mTORi-treated	 cells	 (Figure	 27F).	 Of	 all	 day	 4	 control	 cells,	 52%	were	

assigned	to	day	4,	but	 for	mTORi,	 it	was	only	26%.	The	majority	of	day	4	mTORi-treated	cells	

(57%)	corresponded	best	to	day	7	in	the	reference,	suggesting	that	they	were	further	progressed	

than	control	cells.	

In	human,	both	control	and	mTORi-treated	cells	differentiated	slower	than	the	reference	(Figure	

27I).	Most	day	2	cells	were	assigned	to	day	1	in	both	conditions,	however,	22%	of	control	cells	

were	assigned	to	day	2.	Similarly,	the	day	4	samples	mostly	fell	into	the	day	3	group.	Surprisingly,	

half	of	the	day	4	cells	were	assigned	to	days	7	and	10	in	the	control	and	only	to	day	10	in	mTORi,	

suggesting	that	differentiation	at	day	4	was	very	heterogeneous	in	human.	Furthermore,	it	shows	

that	 the	 ‘fast’	 cells	 under	 mTORi	 were	 even	 further	 advanced	 than	 ‘fast’	 cells	 in	 the	 control	

(control:	22%	assigned	to	d10,	mTORi:	49%	assigned	to	day	10).	
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Overall,	this	analysis	allows	for	the	determination	of	a	cell’s	biological	state.	While	mTORi-treated	

cells	at	day	2	tended	to	be	less	advanced	than	control	cells,	this	effect	was	not	seen	at	the	later	

day	4.	In	fact,	day	4	mTORi-treated	cells	even	corresponded	to	later	time	points	than	the	control.	

Taken	together,	 these	results	suggest	 that	mTOR	inhibition	does	not	systematically	delay	NPC	

differentiation.	

	

	
Figure	 27:	 Integration	 with	 a	 time-resolved	 reference	 data	 set	 shows	 that	 mTORi-treated	 cells	 are	 not	
systematically	delayed	during	NPC	differentiation.	
A	UMAP	representation	of	mouse	reference	data	set	spanning	from	day	0	to	day	10	of	NPC	differentiation.	B	Mouse	
mTORi	scRNAseq	data	mapped	onto	reference	data	set.	C	Quantification	of	B.	The	heatmap	shows	how	many	cells	from	
each	sample	of	the	mTORi	experiment	were	mapped	onto	which	time	point	of	the	reference	data	set.	Each	tile	indicates	
the	proportion	(top)	and	the	absolute	number	(bottom)	of	cells	of	the	corresponding	sample	mapped	onto	a	specific	
time	point.	D-F	Same	analysis	as	 in	A-C,	but	 for	cynomolgus.	G-H	Same	analysis,	but	 for	human.	Legend	 in	bottom	
indicates	color	coding	for	all	species.	

	

2.6.11 PAX6	onset	is	independent	of	mTOR	inhibition	
Single-cell	RNA	sequencing	showed	that	neural	differentiation	was	not	delayed	in	mTORi-treated	

cells.	Still,	 it	was	possible	that	mTOR	inhibition	delayed	differentiation	on	a	smaller	time	scale	

that	 could	not	be	 resolved	with	 scRNAseq.	Therefore,	 I	wanted	 to	 test	 the	 influence	of	mTOR	
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inhibition	on	NPC	differentiation	with	higher	temporal	resolution.	I	obtained	a	human	ESC	line	

with	an	endogenously	tagged	PAX6	gene	(H9	PAX6::H2B-GFP	from	Tchieu	et	al.,	2017)	and	sought	

to	perform	 time-lapse	 imaging	under	mTORi	 treatment	 and	 track	 the	 emergence	of	 the	PAX6	

reporter.	The	cells	were	adapted	to	UPPS	and	tagged	with	an	H2B-Cerluean	reporter	to	facilitate	

cell	tracking	using	the	piggyBAC	system.	I	seeded	reporter	cells	and	kept	them	in	UPPS	+	ROCK	

inhibitor	overnight,	then	changed	them	to	neural	differentiation	medium	with	and	without	mTOR	

inhibitor	INK128.		Imaging	was	performed	on	a	widefield	microscope	for	up	to	five	days.	Reporter	

cells	 under	mTOR	 inhibition	were	 however	 less	 viable	 than	 control	 cells.	 I	 changed	 different	

parameters	 of	 the	 experiment	 to	 be	 able	 to	 compare	 PAX6	 onset	 with	 and	 without	 mTOR	

inhibition	 and	 finally	 increased	 the	 starting	 cell	 number	 from	 125,000	 cells/cm2	 to	 250,000	

cells/cm2	and	reduced	the	concentration	of	mTOR	inhibitor	INK128	from	50	nM	to	30	nM	and	

40	nM.	Since	I	knew	PAX6	emergence	to	be	between	day	2	and	3	of	differentiation	from	previous	

immunostainings,	I	started	image	acquisition	only	after	one	day	of	differentiation.	Cells	were	then	

imaged	for	five	consecutive	days	in	30	min	intervals	(Figure	28A,	B).	Following	image	acquisition,	

cells	 were	 segmented	 based	 on	 H2B-Cerulean	 signal	 in	 each	 frame	 and	 fluorescence	 was	

measured	in	the	PAX6::H2B-GFP	channel.	Since	media	changes	introduced	slight	focal	shifts	and	

intensity	changes	due	to	removal	of	 fluorescent	debris,	 I	measured	PAX6::H2B-GFP	intensities	

after	subtraction	of	a	Gaussian	blur	image	of	the	same	frame.	This	did	not	completely	even	out	

the	effect	of	media	changes	and	noise	caused	by	fluorescent	debris	but	confirmed	that	PAX6::H2B-

GFP	signal	steadily	rose	from	just	before	72	hours	of	differentiation	on	under	control	conditions	

(Figure	28C).	This	was	in	line	with	previous	observations	from	immunostainings.	PAX6::H2B-GFP	

increase	 was	 comparable	 in	 control	 and	 mTORi	 conditions,	 with	 the	 first	 notable	 rise	 in	

PAX6::H2B-GFP	signal	around	the	72	hours	mark.	After	that,	the	signal	kept	rising	until	the	end	

of	the	time	series.	The	curves	for	control	and	30	nM/40	nM	INK128	treatment	were	very	similar	

although	signal	increase	under	mTORi	slowed	down	at	~	100	hours	while	signal	in	the	control	

cells	kept	rising	(Figure	28C).	However,	despite	of	the	noise	in	the	mTORi	conditions,	it	can	be	

concluded	that	PAX6	onset	was	not	drastically	different	between	control	and	mTORi-treated	cells.	

Taken	together,	I	show	that	mTOR	inhibition	drastically	changes	the	cell	cycle	duration	in	primate	

cells,	however,	scRNAseq	showed	that	NPC	differentiation	was	not	delayed	in	mTORi.	Analysis	of	

the	early	neural	marker	PAX6	at	higher	temporal	resolution	also	suggests	that	reporter	onset	was	

not	affected	on	a	smaller	time	scale.	Collectively,	these	results	suggest	that	NPC	differentiation	

can	be	uncoupled	from	cell	cycling	and	growth.	
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Figure	28:	PAX6	onset	is	unaffected	by	mTOR	inhibition.	
A	Schematic	representation	of	experimental	procedure.	Cells	were	seeded	and	differentiation	+/-	mTORi	inhibition	(30	
nM	and	40	nM	INK128	respectively)	started	at	day	0.	B	Stills	of	a	time-lapse	imaging	experiment,	showing	the	nuclear	
H2B-Cerulean	signal	(top)	and	the	PAX6::H2B-GFP	reporter	(bottom).	C	Average	PAX6::H2B-GFP	±	SD	signal	over	a	
five-day	differentiation	time	course.	Representative	data	of	N	=	2	experiments	are	shown.	
	

2.6.12 FOXG1	is	upregulated	upon	mTOR	inhibition	
Despite	 its	 drastic	 effect	 on	 the	 cell	 cycle,	 mTOR	 inhibition	 did	 not	 delay	 early	 neural	

differentiation.	To	confirm	that	mTOR	inhibition	and,	as	a	consequence,	also	cell	cycling	do	not	

delay	 differentiation,	 I	 focused	 on	 a	 later	 time	 point	 of	 NPC	 differentiation.	 Later	 during	

differentiation,	cells	have	been	subjected	to	mTOR	inhibition	for	longer	and	the	discrepancy	in	

cell	 cycle	 numbers	 between	 control	 and	 treated	 cells	 is	 larger.	 I	 differentiated	 cells	with	 and	

without	mTOR	inhibitor	for	eight	days	and	stained	for	the	forebrain	marker	FOXG1	(Figure	29).	

FOXG1	 is	 a	 transcription	 factor	 that	 localizes	 to	 the	 nucleus	 in	 NPCs	 and	 is	 cytoplasmic	 in	

differentiating	cells	(Regad	et	al.,	2007).	It	inhibits	early	cortical	differentiation	and	is	associated	

with	NPC	proliferation	(Hanashima	et	al.,	2004;	Hettige	et	al.,	2022).	If	mTOR	inhibition	affects	

later	differentiation,	I	expect	a	delay	in	FOXG1	expression.	In	mouse	cells,	I	observed	FOXG1	in	

the	day	0	control	along	the	whole	cell	body,	suggesting	unspecific	antibody	binding.	The	FOXG1	

signal	 still	 outlined	 the	 cell	 body	 in	 mouse	 at	 days	 7	 and	 8	 of	 differentiation	 in	 the	 control	

condition,	 whereas	 in	 the	 mTORi	 cells,	 there	 was	 uniform	 background	 (Figure	 29A,	 B).	 In	

cynomolgus,	nuclear	FOXG1	was	faintly	visible	in	very	few	cells	at	day	7	in	the	untreated	control	

and	in	more	cells	upon	mTORi	treatment.	The	number	of	FOXG1	positive	cells	increased	in	both	

conditions	at	day	8	but	surprisingly,	there	was	more	FOXG1	signal	 in	the	mTORi-treated	cells.	
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(Figure	29A,	B).	No	FOXG1	was	detected	 in	untreated	human	cells	at	days	7	and	8.	Strikingly,	

nuclear	FOXG1	was	ubiquitously	expressed	in	the	mTORi-treated	cells	at	days	7	and	8	(Figure	

29A,	B).	Hence,	mTOR	inhibition	did	not	delay	FOXG1	expression	but	led	to	premature	FOXG1	

expression.	This	could	suggest	that	neural	differentiation	is	counterintuitively	accelerated	under	

mTOR	inhibition.	If	this	effect	can	be	attributed	to	the	cell	cycle	extension	under	mTOR	inhibition	

or	if	it	is	a	metabolic	effect,	has	to	be	tested.	Furthermore,	it	remains	open	whether	other	later	

NPC	markers	follow	the	same	trend	as	FOXG1.	

	

	
Figure	29:	FOXG1	is	upregulated	in	mTORi-treated	cells.	
A	Immunostaining	of	a	differentiation	time	course	at	days	0,	7	and	8.	Nuclear	staining	(Hoechst33258)	is	shown	in	the	
top	row	(adjusted	for	each	image),	FOXG1	staining	is	shown	in	the	bottom	row	(adjusted	to	the	same	minimum	and	
maximum	for	all	images).	Arrow	heads	indicate	FOXG1+	cells	in	cynomolgus.	B	Quantification	of	FOXG1	staining	based	
on	StarDist	2D	segmentation	as	described	in	chapter	5.5.3.	Violins	were	set	to	the	same	maximum	width.	
	

2.7 Glycogen	metabolism	influences	NPC	differentiation	

Since	I	found	that	growth	and	differentiation	speed	can	be	uncoupled	from	each	other,	I	explored	

alternative	routes	to	find	the	underlying	cause	for	species-specific	differentiation	timing.	In	an	

orthogonal	 approach	 to	 the	 hypothesis-driven	 cell	 cycle	 experiments,	 the	 time-resolved	

scRNAseq	dataset	of	differentiating	mouse,	cynomolgus	and	human	cells	obtained	by	Alexandra	

de	la	Porte	and	Moritz	Thomas	(Helmholtz	Munich)	was	used	to	identify	candidate	mechanisms	

to	be	involved	in	differentiation	timing	(Figure	8A).	To	reduce	all	differentially	expressed	genes	

between	species	and	time	points	to	a	comprehensive	 list	of	candidate	genes,	we	hypothesized	
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that	 timing	 regulation	 is	 most	 likely	 linked	 to	 metabolism.	 We	 used	 gene	 lists	 for	 several	

metabolic	 pathways	 and	 first	 compared	 the	 mean	 expression	 of	 all	 genes	 within	 a	 pathway	

between	 species	 and	 time	points	 (Figure	30A).	When	a	pathway	 showed	different	 expression	

dynamics,	i.	e.	genes	were	expressed	more	strongly	at	early	time	points	in	one	species	and	more	

strongly	at	later	time	points	in	another,	they	were	candidates	for	further	analyses.	In	a	second	

step,	we	focused	on	individual	genes	within	a	gene	list	(Figure	30A).	Genes	that	exhibited	different	

dynamics	between	species	and	time	points	were	considered	‘genes	of	interest’.	These	were	then	

filtered	further	by	comparing	gene	expression	between	cells	which	were	assigned	to	the	same	

differentiation	state	but	stemmed	from	different	sampling	times	(Figure	30A).	For	that,	cells	were	

grouped	into	differentiation	states	like	‘pluripotency	high’	and	‘pluripotency	low’.	If	a	cell	from	

‘pluripotency	 low’	 was	 sampled	 at	 8	 h	 post	 induction,	 it	 was	 assigned	 to	 ‘early	 cells’.	 A	 cell	

belonging	 to	 the	same	cluster	but	sampled	at	day	1	post	 induction	was	called	 ‘late	cell’.	Of	all	

genes,	 only	 the	 UDP-glucose	 pyrophosphorylase	 2	 gene	 (UGP2)	 showed	 different	 expression	

dynamics	between	fast	and	slow	species	as	well	as	between	early	and	late	cells	(Figure	30B).	UGP2	

catalyzes	the	generation	of	the	glycogen	precursor	UDP-glucose	+	PPi	from	glucose-1-phosphate	

+	 UTP	 (Adeva-Andany	 et	 al.,	 2016)	 and	 is	 thus	 crucial	 for	 glycogen	 sythesis.	 Therefore,	 we	

hypothesized	that	glycogen	metabolism	is	a	species-specific	property.	

	

	
Figure	30:	ScRNAseq	identifies	UGP2	as	a	candidate	gene	for	the	regulation	of	differentiation	timing.	
A	 Schematic	 overview	 of	 filtering	 strategy	 to	 identify	 candidate	mechanisms	 and	 genes	 that	 could	 be	 involved	 in	
differentiation	 timing.	 In	 level	1,	a	 selection	of	candidate	gene	sets,	 typically	 revolving	around	a	specific	metabolic	
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pathway,	 is	 used	 to	 select	 potentially	 interesting	 gene	 sets.	 Gene	 sets	 were	 considered	 interesting,	 if	 the	 mean	
expression	of	all	genes	within	the	set	exhibited	different	dynamics	between	species	and	time	points.	In	level	2,	gene	
sets	of	interest	were	screened	for	individual	genes	that	exhibited	different	dynamics	between	species	and	time	points.	
In	level	3,	genes	of	 interest	were	compared	between	fast-differentiating	(early)	and	slow-differentiating	(late)	cells	
within	each	species.	For	that,	cells	were	assigned	to	different	differentiation	states	(e.	g.	pluripotency	high,	pluripotency	
low).	When	a	cell	was	sampled	at	8	hours	post	induction	but	fell	into	pluripotency	low,	it	was	considered	‘early’,	while	
a	cell	sampled	at	1	day	post	induction	and	assigned	to	the	same	state	was	considered	‘late’.	B	The	strategy	described	in	
A	was	used	to	identify	candidate	genes.	The	gene	set	‘Glycogen	biosynthesis’	exhibited	different	dynamics	in	mouse	
and	the	primates.	Within	the	gene	set,	UGP2	showed	the	most	striking	difference	between	species.	In	the	comparison	
of	early	and	late	cells,	UGP2	was	also	preferentially	expressed	in	late	cells.	

	

2.7.1 Glycogen	metabolism	is	species-specific		

Using	the	single-cell	sequencing	data	obtained	for	the	mTOR	inhibition	experiment,	I	was	able	to	

reproduce	previous	results	from	my	collaborators	and	saw	that	UGP2	is	highly	expressed	in	the	

slower	species	and	barely	detectable	in	the	mouse	(Figure	31A).	Next,	I	sought	to	examine	the	

phenotypic	 relevance	of	differential	UGP2	 expression	between	 the	species.	Lower	UGP2	 levels	

should	 result	 in	 low	 glycogen	 storage,	 thus,	 I	 determined	 glycogen	 concentrations	 in	mouse,	

cynomolgus	and	human	PSCs	using	a	fluorometric	assay	where	glycogen	is	hydrolyzed	to	glucose	

which	is	then	oxidized	and	able	to	react	with	an	OxiRed	probe.	Glycogen	levels	were	significantly	

different	 between	 the	 three	 species	 (Figure	31B).	At	 0.058	±	 0.003	µg/103	 cells,	 human	PSCs	

showed	the	highest	glycogen	concentration,	followed	by	cynomolgus	PCS	at	0.032	±	0.002	µg/103	

cells.	Glycogen	levels	in	mouse	PSCs	were	lower	than	in	primate	PSCs	by	an	order	of	magnitude	

at	0.004	±	0.001	µg/103	cells	(Figure	31B).	Strikingly,	glycogen	content	followed	the	same	trend	

as	differentiation	speed	and	high	glycogen	levels	were	associated	with	slow	differentiation.	This	

makes	UGP2	a	promising	candidate	for	the	regulation	of	differentiation	timing.	

	

	
Figure	31:	UGP2	expression	and	glycogen	content	follow	a	species-dependent	trend.	
A	Single-cell	sequencing	data	showing	the	mean	UGP2	expression	in	PSCs	of	mouse,	cynomolgus	and	human	(color	hue)	
and	the	percentage	of	UGP2-expressing	cells	(dot	size).	B	Glycogen	content	in	µg	per	1000	cells	in	mouse,	cynomolgus	
and	human	PSCs.	Points	indicate	glycogen	measurements	of	N	=	3	experiments,	the	bar	height	shows	the	mean	of	the	
three	measurements.	Error	bars	 correspond	 to	 the	SE	between	experiments.	 **:	 adjusted	p-value	<	0.01,	unpaired	
Student’s	t-test	with	Bonferroni	correction.	
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2.7.2 Cellular	glycogen	content	is	drastically	reduced	upon	UGP2	loss	of	function	

Next,	 I	wanted	 to	 test	whether	UGP2	 expression	 is	 linked	 to	 differentiation	 speed.	 In	 a	 2020	

publication,	loss	of	UGP2	in	human	ESCs	led	to	premature	neuronal	differentiation	(Perenthaler	

et	al.,	2020).	If	NPC	differentiation	is	affected	by	UGP2	loss,	is	unknown.	We	obtained	two	clones	

of	the	UGP2	knock-out	lines	by	Perenthaler	et	al.	(2020)	harboring	an	insertion	in	exon	2	of	the	

UGP2	gene,	causing	a	frameshift	and	a	premature	stop	codon.	I	measured	glycogen	levels	in	the	

UGP2	knock-out	lines	and	compared	them	to	human	wild	type	UGP2	levels.	The	knock-out	lines	

had	significantly	less	glycogen	than	the	wild	type.	UGP2-KO	clone	#1	and	UGP2-KO	clone	#2	had	

barely	detectable	glycogen	levels	of	0.007	±	0.001	µg	glycogen/103	cells	and	0.004	±	0.001	µg	

glycogen/103	 cells	 respectively	 (Figure	 32).	 Thereby,	 UGP2	 knock-out	 glycogen	 levels	 were	

comparable	to	mouse	levels	(0.004	±	0.001	µg/103	cells,	Figure	31B)	rather	than	human	levels,	

showing	that	the	species-specific	trend	in	glycogen	content	depends	on	UGP2	expression.	

	

	
Figure	32:	Knock-out	of	UGP2	reduces	glycogen	levels.	
Glycogen	content	in	µg	per	1000	cells	in	H9	wild	type	cells	(data	from	Figure	31B)	and	two	human	UGP2	knock-out	
lines	(Perenthaler	et	al.,	2020).	Points	indicate	glycogen	measurements	of	N	=	3	experiments,	the	bar	height	shows	the	
mean	of	the	three	measurements.	Error	bars	correspond	to	the	SE	between	experiments.	ns:	adjusted	p-value	>	0.05,	
**:	adjusted	p-value	<	0.01,	unpaired	Student’s	t-test	with	Bonferroni	correction.	
	

2.7.3 Loss	of	UGP2	does	not	accelerate	early	NPC	differentiation	

If	 the	 low	UGP2	 level	 and	 glycogen	 content	 observed	 in	 the	mouse	 influences	 differentiation	

speed,	the	UGP2	knock-out	lines	are	expected	to	differentiate	more	quickly	than	the	wild	type.	To	

test	this,	I	performed	a	six-day	differentiation	time	course	in	human	wild	type	PSCs	and	the	two	

UGP2	 knock-out	 lines	 and	 checked	 the	 timing	 of	 early	 neural	 marker	 emergence	 via	

immunofluorescence.	 PAX6	was	 detected	 in	 few	 cells	 at	 day	 3	 in	 all	 cell	 lines	 and	was	more	

prominently	 expressed	 from	 day	 4	 onwards	 (Figure	 33A).	 Segmentation	 and	 intensity	

measurements	revealed	that	PAX6	expression	was	even	slightly	higher	in	wild	type	than	in	the	

UGP2	knock-outs	(Figure	33B).	SOX1	expression	started	at	day	2	after	neural	induction	and	was	

indistinguishable	between	the	wild	type	and	both	UGP2	knock-out	lines	(Figure	33A,	B).	OCT4	

was	drastically	decreased	in	all	lines	at	day	3	of	differentiation.	At	days	0	to	2,	the	UGP2	knock-
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out	lines	had	higher	OCT4	signal	than	the	wild	type,	however,	OCT4	was	observed	uniformly	in	

all	cells	(Figure	33A,	B).	

In	sum,	loss	of	UGP2	did	not	influence	early	NPC	differentiation	as	assessed	by	PAX6	and	SOX1	

staining	within	the	analyzed	time	intervals.	

	

	
Figure	33:	Loss	of	UGP2	does	not	alter	early	NPC	differentiation.		
A	Immunostaining	of	a	six-day	time	course	differentiation.	Representative	images	of	N	=	2	experiments	are	shown.	The	
nuclear	channel	(Hoechst33342),	PAX6,	SOX1	and	OCT4	are	displayed	for	H9	wild	type	and	the	two	UGP2	kock-out	
lines.	Images	were	adjusted	to	the	same	minimum/maximum	for	all	genotypes,	nuclei	signal	was	adjusted	individually.	
Scale	 bars	 =	 20	 µm.	B	 Intensity	measurements	 in	 single	 nuclei	 performed	with	 StarDist	 2D.	 Outlier	 removal	 and	
background	subtraction	were	done	as	described	in	chapter	5.5.3.	Violins	were	scaled	to	the	same	maximum	width.	
	

2.7.4 Glycogen	metabolism	influences	late	NPC	differentiation	

Since	loss	of	UGP2	did	not	accelerate	NPC	differentiation	at	the	earliest	time	points,	I	extended	

the	differentiation	time	course	to	sixteen	days.	By	that	time,	mRNA	of	the	forebrain	marker	FOXG1	

can	 be	 detected	 in	 human	 wild	 type	 cells	 (Barry	 et	 al.,	 2017).	 Immunostaining	 on	 the	

differentiation	time	course	revealed	FOXG1	protein	expression	starting	in	single	cells	at	day	14	

in	wild	type	and	in	clusters	by	day	16	(Figure	34A).	Strikingly,	UGP2	knock-out	line	#1	had	weak	
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FOXG1	expression	already	at	day	9	 and	knock-out	 line	#2	at	day	10.	 In	both	knock-out	 lines,	

FOXG1	signal	was	uniform	in	all	cells	from	day	12	on	and	kept	rising	until	day	16	(Figure	34A).	

Quantification	 of	 FOXG1	 signal	 confirmed	 that	 both	 UGP2	 knock-out	 lines	 expressed	 FOXG1	

prematurely	 starting	 at	 day	 9	 (Figure	 34B).	 These	 results	 suggest	 that	 glycogen	metabolism	

affects	NPC	differentiation	at	later	time	points.	

	

	
Figure	34:	Loss	of	UGP2	leads	to	premature	FOXG1	expression.	
A	Immunostaining	on	a	differentiation	time	course.	Day	0	and	days	6	to	16	are	shown	for	UGP2	wild	type	H9s	and	the	
two	UGP2	knock-out	lines.	Nuclei	staining	(top)	using	Hoechst33258	(minimum	and	maximum	intensity	were	adjusted	
individually	for	each	image)	and	FOXG1	staining	(adjusted	to	the	same	minimum	and	maximum)	(bottom)	are	shown.	
Scale	bars	=	20	µm.	B	Distributions	of	FOXG1	signal	intensities	based	on	StarDist	2D	segmentation.	Outlier	removal	and	
background	subtraction	performed	as	described	in	chapter	5.5.3.	Violins	were	scaled	to	the	same	maximum	width.	
	

Since	NPC	differentiation	 is	marked	by	 the	onset	 of	 several	neural	 genes,	 I	 sought	 to	 test	 the	

expression	of	another	marker,	neuronal	Doublecortin	(DCX).	DCX	is	associated	with	microtubules	

and	marks	migrating,	postmitotic	neurons	(Gleeson	et	al.,	1999).	Based	on	the	FOXG1	staining,	I	

expected	 premature	DCX	 expression	 in	 the	UGP2	 knock-out	 lines.	 In	 an	 immunostaining	 of	 a	

differentiation	time	course,	DCX	was	detected	in	wild	type	cells	from	day	8	post	neural	induction	
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onwards	and	was	very	prominently	expressed	 from	day	10	on	 (Figure	35).	Surprisingly,	both	

UGP2	knock-out	lines	showed	a	delayed	onset	of	DCX	starting	faintly	from	day	10	on.	By	day	12,	

DCX	had	increased	but	never	reached	wild	type	levels	within	the	time	frame	of	the	experiment	

(Figure	35).	This	stands	in	contrast	to	the	expectation	that	UGP2	loss	should	lead	to	premature	

neural	 marker	 expression.	 However,	 it	 clearly	 shows	 that	 UGP2	 and	 associated	 glycogen	

metabolism	affects	NPC	differentiation	timing.	It	remains	to	be	tested	whether	the	UGP2	knock-

out	additionally	changes	differentiation	outcome	or	if	FOXG1	and	DCX	expression	are	mutually	

exclusive.	

	

	
Figure	35:	Doublecortin	is	expressed	earlier	in	wild	type	than	in	UGP2	knock-out	cells.	
Differentiation	time	course	on	human	wild	type	and	the	two	UGP2	knock-out	lines.	Nuclear	staining	(Hoechst33258,	
top,	minimum	and	maximum	intensity	were	adjusted	individually	for	each	image)	and	a	Doublecortin	(DCX)	staining	
(bottom,	adjusted	to	the	same	minimum	and	maximum)	are	shown.	All	 images	shown	are	Z-maximum	projections.	
Scale	bars	=	20	µm.	
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3 Discussion	
Why	species	develop	at	different	time	scales	has	fascinated	researchers	for	decades	but	especially	

since	 the	 introduction	 of	 pluripotent	 stem	 cells	 to	 the	 field	 of	 developmental	 biology,	 it	 has	

become	 a	 rising	 topic	 of	 interest.	 The	 fact	 that	 species-specific	 developmental	 timing	 is	

maintained	during	in	vitro	differentiation	demonstrates	that,	unlike	classically	assumed,	timing	

is	not	merely	a	consequence	of	varying	body	sizes	in	the	animal	kingdom,	but	rather	regulated	at	

the	cellular	level.	Thus,	we	have	to	start	thinking	differentially	about	timing	in	biology.	Not	least	

due	to	the	broad	nature	of	the	question,	there	are	many	theories	on	how	species-specific	time	

scales	of	 development	 could	be	determined.	Differentiation	 timing	has	been	 linked	 to	 several	

species-specific	 properties	 like	 metabolic	 rate,	 protein	 half-life,	 epigenetics	 and	 cell	 cycling	

(Ciceri	 et	 al.,	 2024;	 Diaz-Cuadros	 et	 al.,	 2023;	 Hergenreder	 et	 al.,	 2024;	 Rayon	 et	 al.,	 2020).	

However,	most	studies	are	correlative	and,	depending	on	the	differentiation	model,	sometimes	

lead	to	contradictory	conclusions.	

In	 this	 project,	 I	 aimed	 to	 identify	 cell-intrinsic	 mechanisms	 that	 contribute	 to	 setting	 the	

developmental	 speed	 across	 species	 and	 alter	 developmental	 timing	 by	 manipulating	 these	

mechanisms.	I	used	PSCs	of	mouse,	cynomolgus	and	human	in	the	context	of	neural	progenitor	

differentiation	 and	 found	 that	 mouse	 cells	 expressed	 neural	 markers	 earliest,	 followed	 by	

cynomolgus	 and	 human.	 Through	 a	 single-cell	 transcriptomics	 experiment	 conducted	 by	 my	

collaborators	Alexandra	de	la	Porte	and	Moritz	Thomas	(Helmholtz	Munich),	a	scaling	factor	of	

2.2	 between	 mouse	 and	 cynomolgus	 and	 2.4	 between	 mouse	 and	 human	 during	 neural	

differentiation	was	calculated,	corresponding	well	with	scaling	factors	from	other	differentiation	

systems	described	in	the	literature	(Diaz-Cuadros	et	al.,	2023;	Rayon	et	al.,	2020).	To	find	out	how	

this	scaling	factor	arises,	I	performed	two	kinds	of	manipulations,	either	targeting	the	cell	cycle	

directly	or	metabolism	and	growth	and	analyzed	neural	differentiation.	Surprisingly,	early	neural	

differentiation	was	largely	unaffected	by	the	manipulations,	suggesting	that	cell	cycle,	growth	and	

metabolism	can	be	uncoupled.	Finally,	single-cell	transcriptomics	(Helmholtz	Munich)	identified	

UGP2,	responsible	for	glycogen	synthesis,	as	a	candidate	gene	to	be	involved	in	timing.	 In	 line	

with	this,	glycogen	levels	were	negatively	correlated	with	differentiation	speed	and	late	neural	

differentiation	was	affected	by	a	UGP2	knock-out	in	human.	

Collectively,	 these	 results	 show	 that	 cell	 cycling	 is	 dispensable	 for	 differentiation	 and	 that	

differentiation	could	be	tuned	by	glycogen	metabolism.	
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3.1 Species-specific	timing	in	mouse,	cynomolgus	and	human	

For	 this	 project,	 PSCs	 of	 three	 species	 were	 grown	 under	 identical	 conditions.	 So	 far,	 a	

harmonization	 of	 pluripotency	media	 conditions	 between	mouse	 and	 primates	 has	 not	 been	

reported	and	current	 studies	compare	species	grown	under	highly	different	 conditions	 (Diaz-

Cuadros	et	al.,	2023;	Lázaro	et	al.,	2023;	Matsuda	et	al.,	2020;	Rayon	et	al.,	2020).	Here,	I	cultured	

cells	 in	 harmonized	 conditions	 using	 UPPS	 and	 thereby	 reduced	 cell	 culture	 artifacts	 for	

subsequent	analyses.	UPPS	 contains	both	a	WNT	 inhibitor	 and	a	WNT	agonist	 (Stauske	et	 al.,	

2020).	 It	has	been	reported	that	the	pluripotency-maintaining	effect	of	a	combination	of	WNT	

inhibitor	 and	 agonist	 is	 mediated	 through	 Axin2-dependent	 retention	 of	 b-catenin	 in	 the	

cytoplasm	(Kim	et	al.,	2013).	In	UPPS,	mouse	cells	already	expressed	SOX1,	making	them	more	

biased	 towards	 differentiation	 than	 the	 primate	 cells.	 However,	mouse	 cells	 in	 their	 original	

medium	(FAX)	differentiated	along	a	similar	timeline	(Figure	12),	indicating	that	UPPS	did	not	

drastically	alter	differentiation	dynamics.	Thus,	in	all	species,	UPPS	supported	self-renewal	and	

preserved	the	cells’	differentiation	capacity.	

The	observed	differentiation	time	shift	between	mouse	and	human	(2.4-fold)	corresponds	well	

with	time	shifts	observed	in	other	systems	like	the	segmentation	clock	(2-	to	3-fold)	and	motor	

neuron	differentiation	 (2.5-fold)	 (Matsuda	 et	 al.,	 2020;	Rayon	et	 al.,	 2020).	With	 an	observed	

differentiation	 time	 shift	 of	 2.2-fold	 between	 mouse	 and	 cynomolgus,	 cynomolgus	 cells	

differentiated	 only	 slightly	 faster	 than	 human	 cells.	 Assuming	 a	 connection	 between	

differentiation	speed	and	body	mass,	this	could	be	expected	since	the	body	masses	of	cynomolgus	

and	human		are	more	similar	than	the	body	masses	of	any	of	the	primates	compared	to	mouse	

(Tacutu	et	al.,	2018;	Walpole	et	al.,	2012).	The	same	is	true	for	gestational	times	and	lifespans	

(Jewett	&	Dukelow,	1972;	Tacutu	et	al.,	2018).	Another	reason	for	similar	differentiation	speeds	

of	 cynomolgus	 and	 human	 could	 be	 phylogenetic	 similarity.	 However,	 given	 the	 differences	

between	both	primate	species,	it	is	still	striking	that	their	differentiation	speeds	are	so	alike.	

	

3.2 Uncoupling	of	growth	and	differentiation	

During	motor	neuron	and	presomitic	mesoderm	differentiation,	differentiation	speed	of	mouse	

and	human	correlated	with	the	cell	cycle	duration	(Diaz-Cuadros	et	al.,	2023;	Rayon	et	al.,	2020).	

Here,	I	tested	if	cell	cycle	durations	follow	the	same	trend	as	differentiation	speed	in	the	species	

panel	 of	 mouse,	 cynomolgus	 and	 human	 during	 pluripotency	 and	 neural	 differentiation.	 I	

observed	that	mouse	cycled	fasted,	followed	by	the	two	primate	species	which	cycled	at	similar	

speeds.	Thus	qualitatively,	the	cell	cycle	followed	the	same	trend	as	neural	differentiation	with	

mouse	being	fastest	and	cynomolgus	and	human	close	together.	However,	under	the	assumption	

that	cells	sense	the	number	of	cell	divisions	or	the	cumulative	time	spent	in	a	specific	cell	cycle	

phase,	the	cell	cycle	difference	between	the	species	cannot	explain	the	observed	differentiation	
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time	shift	quantitatively	(e.	g.	the	cell	cycle	fold	change	between	human	and	mouse	is	1.47,	while	

the	differentiation	fold-change	is	2.4).	It	would	however	be	possible	that	cell	cycling	is	not	linearly	

translated	 to	 differentiation	 timing	 or	 that	 differentiation	 timing	 is	 a	 result	 of	 a	 combined	

mechanisms	including	the	cell	cycle	or,	more	generally,	growth.	

	

3.2.1 Neural	differentiation	in	a	retinoblastoma	knock-out	background	

Functional	coupling	of	the	cell	cycle	to	differentiation	has	been	proposed	in	past	studies.	G1	phase	

has	 been	 described	 as	 a	 window	 of	 opportunity	 during	 the	 cell	 cycle.	 Cells	 only	 effectively	

responded	to	differentiation	signals	in	G1	(Pauklin	&	Vallier,	2013;	Sela	et	al.,	2012).	This	could	

be	explained	by	chromatin	rearrangements	and	establishment	of	topology	associating	domains	

(TADs)	during	G1	phase	(reviewed	by	Dekker,	2014;	Thomson	et	al.,	2004).	Cell	differentiation	is	

concomitant	with	an	extension	of	G1	phase	(Calder	et	al.,	2013)	until	cells	finally	exit	the	cell	cycle	

when	they	are	terminally	differentiated.	Consequently,	artificial	shortening	of	G1	phase	would	

force	 cells	 to	 keep	 a	 pluripotency-like	 cell	 cycle	 structure	while	minimizing	 their	 window	 of	

opportunity	to	respond	to	differentiation	signals.	

One	way	to	artificially	decrease	G1	duration	is	a	knock-out	of	the	pocket	protein	family,	including	

the	retinoblastoma	protein	(Dannenberg	et	al.,	2000;	Sage	et	al.,	2000).	Without	RB,	E2F	is	free	to	

activate	expression	of	S	phase	inducing	genes	(reviewed	by	Donjerkovic	&	Scott,	2000).	During	

pluripotency,	RbTKO	mouse	EpiSCs	had	a	cell	cycle	 that	was	 indistinguishable	 from	wild	 type	

EpiSCs.	This	strongly	indicates	that	the	cell	cycle	regulation	in	EpiSCs	is	very	similar	to	ESCs	which	

are	characterized	by	 inactive	RB	and	unrestricted	G1/S	transit	 (Stead	et	al.,	2002).	Since	cells	

establish	G1/S	control	during	differentiation,	 I	hypothesized	 that	while	wild	 type	cells	extend	

their	G1	phase,	RbTKO	cells	would	keep	a	short,	pluripotency-like	G1	phase.	Time-lapse	imaging	

of	differentiating	PIP-FUCCI	wild	type	and	RbTKO	cells	however	showed	that	both	lines	exhibited	

an	increase	of	G1	duration	upon	differentiation.	Whilst	the	G1	extension	indicates	a	gain	of	G1/S	

control,	the	G1/S	checkpoint	and	associated	RB	activation	might	not	have	been	fully	established	

at	this	time	of	differentiation,	explaining	the	lack	of	a	cell	cycle	phenotype	in	RbTKO	cells.	

In	contrast,	scRNAseq	indicated	a	reduction	of	RbTKO	cells	in	G1	phase	in	comparison	to	the	wild	

type.	Although	cell	cycle	phase	inference	from	transcriptomics	data	is	only	an	indirect	measure	

of	the	cell	cycle	status,	it	suggests	that	wild	type	cells	already	activated	gene	expression	programs	

indicative	 of	 cell	 cycle	 maturation	 while	 RbTKO	 cells	 remained	 immature.	 Single-cell	

transcriptomics	during	neural	differentiation	further	showed	that	neurogenesis-related	GO	terms	

were	among	both	the	up-	and	downregulated	genes	in	RbTKO	compared	to	wild	type.	Integration	

of	 these	data	with	a	 time-resolved	reference	data	set	 (Helmholtz	Munich)	 finally	 showed	 that	

neural	differentiation	was	not	delayed	in	RbTKO	cells	compared	to	the	wild	type;	RbTKO	actually	

had	the	tendency	to	differentiate	slightly	faster.	
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Together,	 these	 results	 suggest	 that	 the	RbTKO	does	not	delay	early	NPC	differentiation.	This	

could	indicate	that	shortening	of	G1	phase	does	not	disturb	differentiation.	This	interpretation	is	

supported	by	the	fact	that	embryos	can	undergo	diapause	where	they	exit	the	cell	cycle	and	still	

do	 not	 differentiate	 but	 remain	 pluripotent	 (reviewed	 by	 Fenelon	 et	 al.,	 2014).	 However,	 as	

different	methods	of	cell	cycle	analysis	yielded	opposing	results,	it	is	also	likely	that	the	cell	cycle	

phenotype	was	not	strong	enough	at	this	time	point	of	differentiation	because	the	cells	were	still	

too	immature.	It	would	therefore	be	interesting	to	analyze	later	time	points	of	NPC	differentiation	

and	check	later	neural	markers	like	FOXG1	or	DCX.	A	certain	degree	of	G1/S	transition	control	

seems	to	be	required	for	(terminal)	differentiation,	as	subcutaneous	injection	of	RbTKO	cells	into	

mice	 caused	 homogeneous	 teratomas	 composed	 of	 proliferating	 cells	 and	 lacking	 fully	

differentiated	 neurons	 and	 muscle	 cells	 (Dannenberg	 et	 al.,	 2000).	 An	 inducible	 RbTKO	 in	

differentiating	cells	could	reveal,	if	cells	with	a	maturing	cell	cycle	regain	stem-like	properties	or	

differentiate	slower	in	response	to	induced	G1	shortening.	

	

3.2.2 Effect	of	mTOR	inhibition	on	cell	cycle	and	neural	differentiation	

In	previous	studies,	differentiation	timing	has	been	linked	to	metabolism	and	protein	turnover	

(Diaz-Cuadros	et	al.,	2023;	Rayon	et	al.,	2020).	While	the	connection	between	protein	turnover	

and	differentiation	speed	discovered	during	motor	neuron	differentiation	was	mainly	correlative	

and	could	not	be	functionally	confirmed	in	the	segmentation	clock	model,	metabolic	interventions	

lowering	the	NAD+/NADH	ratio	were	able	to	alter	segmentation	clock	periods	(Diaz-Cuadros	et	

al.,	2023;	Rayon	et	al.,	2020).		A	central	hub	of	metabolism	is	mTOR	which	promotes	cell	growth	

through	 the	 upregulation	 of	 protein	 translation	 and	 ribosome	 biogenesis	 (reviewed	 by	 Liu	&	

Sabatini,	2020).	mTOR	has	been	 implicated	 in	pluripotency	and	cell	 fate	acquisition	of	human	

ESCs	in	different	ways.	Zhou	et	al.	(2009)	reported	that	mTOR	supports	self-renewal	and	prevents	

differentiation	while	Easley	et	al.	(2010)	found	that	ESCs	generally	have	lower	mTOR	levels	than	

terminally	 differentiated	 cells	 and	 that	 constitutively	 active	 mTOR	 effector	 S6K	 induces	

differentiation.	Furthermore,	inhibition	of	mTORC1/2	in	mouse	blastocysts	and	ESCs	induced	a	

diapause-like	state	in	which	growth	was	arrested	and	translation	and	transcription	drastically	

reduced	while	cells	maintained	their	developmental	potential	(Bulut-Karslioglu	et	al.,	2016).	To	

investigate	 whether	 cell	 growth	 and	 differentiation	 are	 coupled	 processes,	 I	 reduced	 mTOR	

signaling	using	an	inhibitor	of	mTORC1/2	and	assessed	differentiation	outcome.	mTOR	inhibition	

had	a	clear	effect	on	cell	growth.	The	cell	cycle	in	all	species	was	significantly	slowed	down	upon	

mTOR	inhibition.	 In	agreement	with	mTOR’s	reported	role	 in	regulating	the	G1/S	transition,	 I	

observed	that	G1	phases	tended	to	be	disproportionately	extended	upon	mTOR	inhibition	(Fingar	

et	al.,	2004).	Strikingly,	the	effect	size	of	mTOR	inhibition	followed	a	species-specific	trend	with	

mouse	 being	 affected	 least	 and	 the	 primates	 strongest.	 Species-dependent	 differences	 in	
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sensitivity	to	mTOR	inhibition	could	be	the	result	of	different	mTOR	protein	levels	and	the	degree	

of	mTOR	activity	versus	inhibition.	It	has	been	shown	that	longevity	correlates	with	decreased	

mTOR	protein	 levels,	 decreased	mTOR	activator	 levels	 and	 increased	mTOR	 inhibition	across	

different	species	(Mota-Martorell	et	al.,	2020).	It	would	therefore	be	interesting	to	examine	the	

levels	of	active	mTOR	or	its	effectors	in	mouse,	cynomolgus	and	human	cells.	In	combination	with	

previous	studies	where	mTOR	inhibition	in	adult	organisms	increased	their	lifespan	(Kaeberlein	

et	al.,	2005;	Kapahi	et	al.,	2004;	Vellai	et	al.,	2003;	Wu	et	al.,	2013),	this	puts	mTOR	at	the	center	

of	regulating	timing	in	the	context	of	aging.		

Based	on	the	observation	that	the	fast-differentiating	mouse	tended	to	cycle	faster	and	also	had	

an	 increased	metabolic	 rate	 compared	 to	 the	 slow-differentiating	human	 (Diaz-Cuadros	et	 al.,	

2023),	I	hypothesized	that	an	mTORi-mediated	metabolic	and	growth	reduction	could	slow	down	

differentiation.	Under	the	assumption	that	differentiation	is	slowed	down	to	the	same	degree	as	

the	 cell	 cycle,	 I	 expected	 human	 and	 cynomolgus	 cells	 to	 acquire	 neural	 marker	 expression	

approximately	50%	later	under	mTOR	inhibition	than	in	the	control.	Such	a	scenario	would	be	

true	if	cells	sensed	the	number	of	cell	divisions	(Temple	&	Raff,	1986)	or	if	there	was	a	general	

requirement	of	cycling	or	growth	for	differentiation.	Surprisingly,	early	neural	markers	emerged	

at	 the	 same	 time	 in	 mTOR-inhibited	 and	 control	 cells	 (within	 the	 time	 resolution	 of	 the	

experiment).	Single-cell	RNA	sequencing	revealed	that	several	terms	linked	to	purine	metabolism	

were	downregulated	upon	mTOR	inhibition	in	human.	This	is	in	line	with	the	well-established	

role	of	mTOR	inducing	purine	synthesis	to	increase	nucleotide	availability	for	cell	growth	(Ben-

Sahra	 et	 al.,	 2016).	 In	 cynomolgus,	 genes	 linked	 to	 neurodevelopmental	 processes	 were	

downregulated,	 indicating	 that	 mTOR	 inhibition	 could	 slow	 down	 differentiation.	 However,	

human	cells	upregulated	GO	terms	linked	to	neurodevelopment	upon	mTORi,	next	to	GO	terms	

connected	 to	 alternative	 differentiation	 paths.	 The	 co-upregulation	 of	 genes	 indicative	 of	

alternative	 differentiation	 paths	 suggests	 that	 mTOR-inhibited	 cells	 could	 differentiate	 with	

decreased	precision.	

Mapping	of	the	mTOR	inhibition	sequencing	data	onto	a	time-resolved	reference	data	set	allowed	

for	 the	 estimation	 of	 the	 differentiation	 status	 of	 mTORi-treated	 versus	 control	 cells.	 Mouse	

mTORi-treated	and	control	cells	preferentially	mapped	to	the	same	time	points	which	is	to	be	

expected	because	mouse	cells	were	affected	least	by	the	treatment.	In	cynomolgus	and	human,	

mTORi-treated	cells	were	delayed	at	day	2	but	assigned	to	more	advanced	time	points	than	the	

control	at	day	4.	The	latter	observation	stands	in	contrast	to	the	working	hypothesis	that	growth	

reduction	slows	down	differentiation.	It	has	been	shown	that	mTOR	inhibition	in	human	ESCs	can	

trigger	differentiation,	probably	owing	to	reduced	expression	of	pluripotency	factors.	However,	

only	 endo-	 and	 mesodermal	 differentiation	 were	 upregulated	 under	 mTOR	 inhibition,	 not	
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(neuro)ectodermal	 differentiation	 (Zhou	 et	 al.,	 2009)	 which	 could	 potentially	 explain	 the	

upregulation	of	genes	linked	to	alternative	cell	fates	observed	in	human.	

The	 lack	 of	 a	 consistent	 differentiation	 delay	 in	mTORi	 argues	 against	 a	model	where	mTOR	

inhibition	 and	 therefore	 growth	 inhibition	 systematically	 slows	 down	 neural	 differentiation.	

Although	mTOR	inhibition	is	a	metabolic	intervention	and	only	impacts	the	cell	cycle	indirectly,	

normal	 differentiation	 despite	 of	 the	 drastic	 cell	 cycle	 lengthening	 upon	 mTOR	 inhibition	

indicates	 that	 differentiation	 is	 independent	 of	 cell	 cycling.	 This	 is	 in	 agreement	 with	 the	

observation	 that	 a	 cell	 cycle	 arrest	 in	 apical	 progenitors	 does	 not	 change	 temporal	 gene	

expression.	If	the	cell	cycle	was	necessary	for	correct	differentiation,	a	transient	cell	cycle	arrest	

in	apical	progenitors	would	result	in	differentiation	into	early-born	neurons,	however,	transiently	

arrested	 cells	 were	 able	 to	 differentiate	 into	 late-born	 upper	 layer	 neurons	 upon	 release	

(Okamoto	et	al.,	2016).	Since	in	this	case	the	cell	cycle	arrest	was	only	transient,	this	does	not	

abrogate	the	possibility	that	cell	cycling	is	necessary	for	differentiation	progression	but	it	clearly	

points	 against	 a	 cell-cycle-counting	 mechanism	 as	 proposed	 earlier	 (Takahashi	 et	 al.,	 1999;	

Temple	&	Raff,	1986).	In	zebrafish,	it	was	shown	that	cell	fate	acquisition	was	not	disturbed	by	a	

cell	cycle	arrest	but	the	rate	of	differentiation	was	altered.	The	observed	time	shift	was	within	the	

order	of	hours	rather	 than	days	 (Kukreja	et	al.,	2023).	Such	a	subtle	change	 in	differentiation	

timing	would	not	be	detectable	with	a	24-hour	time	resolution.	Therefore,	I	employed	a	live-cell	

imaging	approach	that	is	more	sensitive	to	small	temporal	shifts	in	marker	expression	using	a	

human	PAX6::H2B-GFP	reporter	line	(Tchieu	et	al.,	2017).	While	the	data	was	too	noisy	to	narrow	

PAX6	onset	down	to	the	hour,	it	showed	that	the	timing	of	PAX6	increase	was	similar	between	

untreated	control	and	mTORi-treated	cells.	

While	mTOR	inhibition	is	a	metabolic	intervention	rather	than	a	targeted	cell	cycle	perturbation,	

the	 absence	 of	 a	 differentiation	 delay	 upon	mTOR	 inhibition-dependent	 cell	 cycle	 elongation	

clearly	indicates	that	differentiation	can	be	uncoupled	from	cell	growth	and	cycling.	

	

3.3 mTOR’s	role	during	neural	differentiation	

To	test,	if	mTOR	inhibition	affected	neural	differentiation	at	a	later	stage,	I	differentiated	cells	for	

a	longer	period	and	checked	FOXG1	expression.	Surprisingly,	I	found	that	FOXG1	was	strongly	

upregulated	under	mTOR	inhibition	in	human	cells.	This	was	particularly	unexpected	as	mTOR	

has	been	shown	to	promote	insulin-induced	neuron	differentiation	(Han	et	al.,	2008),	indicating	

that	mTOR	inhibition	should	perturb	differentiation.	FOXG1	is	a	forebrain	marker	that	inhibits	

early	cortical	differentiation	and	is	linked	to	NPC	proliferation	(Hanashima	et	al.,	2004;	Hettige	et	

al.,	2022).	Premature	FOXG1	expression	upon	mTOR	inhibition	either	suggests	an	alternative	role	

for	mTOR	during	neural	 differentiation	or	 the	presence	of	 a	 specific	 link	between	mTOR	and	

FOXG1.	



Discussion	
	

	 70	

A	 regulatory	 relationship	 between	 mTOR	 and	 FOXG1	 has	 been	 proposed	 in	 the	 context	 of	

different	pathologies	(lung	cancer	and	Alzheimer’s	disease).	In	the	former	case,	mTOR	activation	

in	a	lung	carcinoma	cell	line	was	upregulated	upon	FOXG1	overexpression	(Chen	et	al.,	2023).	In	

contrast,	 FOXG1	 overexpression	 led	 to	 reduced	 active	 mTOR	 and	 increased	 active	 AMPK	 in	

glioblastoma	cells	(Yun	et	al.,	2024).	Thus,	there	is	an	apparent	connection	between	FOXG1	and	

mTOR,	although	the	effect	of	FOXG1	overexpression	on	mTOR	seems	to	be	cell	type-dependent	

and	it	is	unclear	whether	there	is	a	reciprocal	relationship	between	FOXG1	and	mTOR.	

If	 increased	 FOXG1	 expression	 observed	 under	 mTORi	 is	 indicative	 of	 enhanced	 neural	

differentiation,	 it	 is	 possible	 that	 this	 effect	 is	 caused	 by	 the	 mTORi-dependent	 cell	 cycle	

alteration.	Terminal	differentiation	is	always	accompanied	by	cell	cycle	exit	(reviewed	by	Boward	

et	al.,	2016).	Since	mTOR	inhibition	prolonged	the	cell	cycle	and	especially	G1	phase,	it	is	possible	

that	treatment	counterintuitively	accelerated	differentiation	by	forcing	the	cell	cycle	to	be	more	

mature.	 It	 remains	 to	 be	 tested,	 if	 neuronal	markers	 like	 DCX,	bIII-tubulin	 or	MAP2	 are	 also	

upregulated	 in	 response	 to	mTOR	 inhibition	 and	 thus,	 if	 mTOR	 inhibition	 actually	 promotes	

neural	 differentiation	 or	 if	 FOXG1	 upregulation	 represents	 an	 outlier	 case	 due	 to	 a	 direct	

relationship	between	mTOR	and	FOXG1.	

	

3.4 Linking	UGP2	to	differentiation	dynamics	

Single-cell	transcriptome	analysis	of	a	time-resolved	differentiation	time	course	(Alexandra	de	la	

Porte	and	Moritz	Thomas,	Helmholtz	Munich)	uncovered	UGP2	as	a	candidate	gene	to	be	involved	

in	differentiation	speed.	UGP2	(for	UDP-glucose	pyrophosphorylase	2)	is	required	for	glycogen	

synthesis	by	catalyzing	the	reaction	from	glucose-1-phosphate	and	UTP	to	the	glycogen	precursor	

UDP-glucose	(reviewed	by	Adeva-Andany	et	al.,	2016).	Glycogen	is	the	storage	form	of	glucose,	

consisting	of	multiple,	branched	glucose	molecules	(reviewed	by	Calder,	1991).	Glucose	can	be	

released	via	glycogenolysis	(reviewed	by	Roach,	2005).	UGP2	is	also	involved	in	the	synthesis	of	

extracellular	matrix	components	such	as	hyaluronan	and	its	product	UDP-glucose	is	a	substrate	

for	protein	glycosylation	(reviewed	by	Bieberich,	2014;	Magee	et	al.,	2001).	

Higher	expression	of	UGP2	in	the	slow-differentiating	primate	cells	and	in	‘late’	differentiating	

cells	suggested	that	UGP2	is	 linked	to	differentiation	speed.	A	mutation	in	the	UGP2	gene	was	

reported	 to	 be	 responsible	 for	 developmental	 and/or	 epileptic	 encephalopathies	 in	 humans.	

While	the	mutation	was	tolerable	in	the	long	isoform	of	the	gene,	it	resulted	in	loss	of	the	short	

isoform	which	is	predominantly	found	in	the	brain.	Human	ESCs	carrying	a	UGP2	loss	of	function	

mutation	exhibited	premature	neuronal	differentiation	(Perenthaler	et	al.,	2020).	Based	on	these	

observations,	 I	 speculated	 that	 glycogen	 synthesis	 is	 involved	 in	 determining	 a	 cell’s	

differentiation	speed.	Measurement	of	glycogen	content	in	mouse,	cynomolgus	and	human	PSCs	
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showed	that	species	differed	significantly	 in	 their	glycogen	content	with	mouse	exhibiting	the	

lowest	glycogen	levels	and	human	the	highest.		Thus,	glycogen	levels	reflected	the	species-specific	

trend	observed	for	differentiation	speed,	lifespan	and	body	size.	

In	 line	with	 this,	 a	 study	 in	 the	 planarian	 Schmidtea	mediterranea	 links	 body	 size-dependent	

energy	 storage	 to	metabolic	 rate	 scaling	 following	Kleiber’s	 law	 (Thommen	et	 al.,	 2019).	 The	

planarian’s	body	size	fluctuates	drastically	depending	on	food	availability;	when	fed,	it	grows	and	

when	starved	it	shrinks,	owing	to	changes	in	cell	number.	The	metabolic	rate	scales	with	a	~	¾	

exponent	 to	 the	 body	 mass,	 thereby	 following	 Kleiber’s	 law.	 Intriguingly,	 the	 mass	 per	 cell	

disproportionately	increased	with	body	mass	(~	¾	exponent)	due	to	larger	energy	reserves	in	

the	 form	of	 triglycerides	 and	 glycogen	 (Thommen	 et	 al.,	 2019).	 Based	 on	 these	 observations,	

larger	 organisms	 are	 expected	 to	 have	 a	 higher	mass	 per	 cell	 associated	with	 higher	 energy	

storages.	Indeed,	the	dry	mass	of	human	presomitic	mesoderm	cells	is	more	than	double	that	of	

mouse	 cells	 (Diaz-Cuadros	 et	 al.,	 2023).	 It	will	 be	 interesting	 to	 test,	 if	mass/cell	 scaling	 also	

applies	to	a	multi-species	comparison	and	how	glycogen	levels	relate	to	cell	mass.	

But	how	can	glycogen	metabolism	contribute	to	the	pace	of	life?	The	recapitulation	of	the	species-

dependent	 trend	 in	 differentiation	 speeds	 at	 the	 level	 glycogen	 content	 and	 the	 finding	 of	

Thommen	et	al.	(2019)	that	energy	storage	is	at	the	root	of	metabolic	rate	scaling	laws	reinforced	

the	hypothesis	 that	glycogen	metabolism	is	connected	to	differentiation	speed.	Therefore,	 low	

glycogen	 levels	 would	 favor	 fast	 differentiation	 and	 growth	 and	 high	 glycogen	 levels	 slow	

differentiation	and	growth.	

The	role	of	glycogen	metabolism	for	growth	is	manifold.	A	variety	of	cancer	cells	hallmarked	by	

high	proliferative	capacity,	show	an	accumulation	of	glycogen	(Rousset	et	al.,	1981)	which	stands	

in	apparent	contrast	to	the	idea	that	high	glycogen	levels	are	associated	with	slow	growth.	Both	

cancer	and	non-cancerous	cells	upregulate	enzymes	required	 for	glycogen	synthesis	 including	

UGP2	in	hypoxic	conditions,	 leading	to	an	 increase	 in	glycogen	levels.	This	has	been	shown	to	

improve	 cell	 survival	 under	 hypoxic	 and	 glucose-deprived	 conditions	 (Pelletier	 et	 al.,	 2012;	

Pescador	 et	 al.,	 2010).	 In	 glioblastoma	 cells,	 expression	 of	 glycogen	 synthase	 1	 (GYS1)	 and	

glycogen	phosphorylase	(PYGL)	increased	upon	hypoxia.	As	PYGL	is	required	for	the	breakdown	

of	 glycogen,	 knock-down	 of	 PYGL	 led	 to	 glycogen	 accumulation	 and	 reduced	 growth	 of	

glioblastoma	cells	in	hypoxia	(Favaro	et	al.,	2012).	Hence,	a	balance	between	glucose	storage	as	

glycogen	and	glycogen	breakdown	appears	important	for	growth	under	unfavorable	conditions.	

However,	I	grew	PSCs	under	normoxia	and	conclusions	derived	from	cancer	models	under	stress	

conditions	might	not	be	applicable	to	stem	cell	development.	

One	possible	model	to	explain	higher	UGP2	and	glycogen	levels	in	the	slow-differentiating	species	

would	be	that	glucose	is	shunted	away	from	glycolysis	by	conversion	to	glycogen,	reducing	the	

amount	 of	 energy	 available	 for	 cell	 proliferation	 and	 differentiation.	 To	 test	 if	 differentiation	
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speed	was	 sensitive	 to	 reduced	glycogen	 levels,	 I	 used	 two	human	ESC	 lines	 carrying	 a	UGP2	

knock-out	 and	 performed	 NPC	 differentiation.	 Both	 knock-out	 lines	 had	 barely	 detectable	

glycogen	 levels	 and	were	 thereby	more	 reminiscent	 of	mouse	 cells	 than	 human	 cells	 in	 that	

respect.	Comparison	of	the	two	human	UGP2	knock-out	lines	with	the	wild	type	showed	that	early	

neural	 marker	 emergence	 was	 unaffected	 by	 UGP2	 loss,	 indicating	 that	 glycogen	 or	 UGP2	 is	

dispensable	for	early	neural	differentiation.	During	later	NPC	differentiation	however,	both	UGP2	

knock-out	lines	exhibited	premature	FOXG1	expression.	This	is	in	line	with	the	observation	that	

UGP2	loss	leads	to	premature	neuronal	differentiation	(Perenthaler	et	al.,	2020).	Surprisingly,	the	

neuronal	marker	DCX	showed	delayed	expression	in	both	UGP2	knock-out	clones,	indicating	that	

UGP2	 knock-out	 cells	 differentiated	 slower.	 DCX	 is	 a	microtubule-associated	 protein	marking	

postmitotic	neurons	 (Gleeson	et	 al.,	 1999).	A	possible	 explanation	 for	 this	observation	 is	 that	

premature	FOXG1	expression	in	UGP2	knock-out	cells	inhibits	early	cortical	differentiation	and	

thereby	delays	the	emergence	of	DCX	positive	cortical	neurons.	FOXG1	has	been	shown	to	inhibit	

the	differentiation	of	the	early	Cajal-Retzius	neurons	which	have	been	suggested	to	express	DCX	

(Hanashima	 et	 al.,	 2004;	Meyer	 et	 al.,	 2002).	 In	 agreement	with	 this,	 the	 onset	 of	 premature	

FOXG1	 expression	 in	 the	 UGP2	 knock-out	 lines	 roughly	 coincided	 with	 the	 onset	 of	 DCX	

expression	in	the	wild	type.	

In	depth-analyses	of	 several	neural	and	neuronal	markers	will	be	 required	 to	understand	 the	

effect	of	a	UGP2	knock-out	on	neural	differentiation.	Since	 it	 is	also	possible	that	 loss	of	UGP2	

affects	the	cell	type	composition	during	differentiation,	the	precise	differentiation	status	and	cell	

fate	 of	 UGP2	 knock-out	 cells	 is	 currently	 being	 determined	 via	 single-cell	 transcriptomics	

(ongoing	at	Helmholtz	Munich	and	Leiden	Academic	Centre	for	Drug	Research	LACDR).	Rescue	

experiments	 and	 UGP2	 overexpression	 in	 the	 fast-differentiating	 mouse	 cells	 could	 further	

confirm	 the	 role	 of	 UGP2	 in	 neural	 differentiation.	 It	 would	 also	 be	 important	 to	 measure	

metabolic	 rates	 in	 the	 UGP2	 knock-out	 lines.	 Furthermore,	 the	 influence	 of	 UGP2	 in	 other	

differentiation	 systems	 like	mesodermal	 or	 endodermal	 differentiation	 needs	 to	 be	 tested	 to	

assess	 whether	 the	 level	 of	 glycogen	 metabolism	 is	 a	 general	 mechanism	 for	 regulating	

differentiation	speed.	

As	UGP2	is	not	only	required	for	glycogen	synthesis	but	also	for	protein	glycosylation,	numerous	

mechanisms	 could	 influence	 the	 differentiation	 process.	 For	 example,	 it	 has	 been	 shown	 that	

UGP2	was	 responsible	 for	 the	 glycosylation	 of	 EGFR	 in	 pancreatic	 cancer	 cells	 and	 therefore	

critical	for	cancer	maintenance	(Wolfe	et	al.,	2021).	Thus,	UGP2	could	modulate	the	function	of	

several	proteins	through	posttranslational	modification	and	be	a	central	player	in	the	regulation	

of	 cancer,	 growth	 and	 differentiation.	 Proteomics	 could	 reveal	 which	 proteins	 are	 modified	

through	 UGP2	 and	 thus,	 if	 there	 are	 other	 players	 involved	 that	 could	 affect	 differentiation.	

Besides,	it	would	be	interesting	to	compare	cycling	times	of	wild	type	and	UGP2	knock-out	cells	
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and	measure	glycogen	content	upon	mTOR	inhibition,	as	mTOR	has	been	reported	to	be	required	

for	glycogen	synthesis	in	the	mouse	liver,	making	it	possible	that	glycogen	contents	were	reduced	

in	the	mTOR	inhibition	experiments	(Uehara	et	al.,	2024).	

	

3.5 Conclusions	and	outlook	

This	project	deals	with	one	of	the	most	fundamental	questions	of	biology,	the	question	of	how	

developmental	 time	 and	 the	 pace	 of	 life	 arises.	 I	 specifically	 aimed	 to	 identify	 cell-intrinsic	

mechanisms	 that	 regulate	 species-specific	 differentiation	 timing.	 The	 use	 of	 (induced)	

pluripotent	stem	cells	enabled	me	to	compare	developmental	speeds	across	three	mammalian	

species.	Cells	recapitulated	the	species-specific	time	scales	of	development	during	in	vitro	neural	

progenitor	 differentiation,	 highlighting	 the	 relevance	 of	 stem	 cell	 models	 in	 developmental	

biology.	As	of	now,	many	studies	on	developmental	timing	remain	correlative.	For	this	reason,	I	

sought	 to	 alter	 differentiation	 timing	 through	 perturbation	 of	 candidate	 mechanism.	 As	 cell	

differentiation	 and	 growth	 have	 to	 be	 coordinated	 with	 each	 other	 during	 embryonic	

development,	 I	 hypothesized	 that	 growth	 could	 regulate	 differentiation	 timing.	 Surprisingly	

however,	manipulation	of	growth	and	metabolism	via	mTOR	 inhibition	did	not	 systematically	

delay	 early	 neural	 differentiation.	 Two	 conclusions	 can	 be	 derived	 from	 this	 finding.	 First,	

reducing	 anabolic	 processes	 like	 translation	 and	 ribosome	 biogenesis	 does	 not	 inhibit	

differentiation	 and	 second,	 differentiation	 is	 independent	 of	 growth.	As	mTOR	 inhibition	 also	

slowed	down	the	cell	cycle,	it	appears	unlikely	that	cell	cycle	progression	regulates	differentiation	

speed.	It	remains	to	be	tested	to	what	extent	mTOR-mediated	processes	are	reduced	in	the	three	

species	and	if	neural	differentiation	is	affected	by	a	complete	cell	cycle	arrest.	In	sum,	this	line	of	

experimentation	 raised	 the	 question	 how	 differentiation	 timing	 is	 regulated	 independent	 of	

growth	 and	 cell	 cycling	 and	 if	 all	 of	 these	 cellular	 properties	 are	determined	by	 an	 overlying	

process.	

A	promising	candidate	is	the	metabolic	enzyme	UGP2.	As	evident	by	clinical	studies,	loss	of	the	

short	isoform	of	UGP2	has	detrimental	effects	on	brain	development	(Perenthaler	et	al.,	2020),	

emphasizing	the	critical	role	of	UGP2	in	the	developmental	context.	UGP2	is	required	for	glycogen	

synthesis	and	its	expression	level	followed	a	species-dependent	trend.	Consequently,	glycogen	

levels	 were	 drastically	 different	 between	 species.	 Premature	 FOXG1	 expression	 upon	 loss	 of	

UGP2	implicates	UGP2	in	the	regulation	of	neural	differentiation,	however,	the	exact	role	of	UGP2	

in	this	context	needs	to	be	further	explored	through	transcriptome	analysis,	as	this	will	aid	 in	

determining	 the	 differentiation	 status	 and	 cell	 type	 composition	 in	 UGP2	 loss-of-function	

mutants.	Defining	the	role	of	UGP2	during	development	could	uncover	fundamental	principles	in	

biology.	Since	glycogen	and	triglyceride	storage	has	been	proposed	as	the	reason	for	¾	power	

law	scaling	of	metabolic	rates	in	planarians	(Thommen	et	al.,	2019),	it	would	be	interesting	to	
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explore	 cellular	 energy	 storages	 and	 cell	 sizes	 in	 the	 inter-species	 comparison.	 This	 would	

potentially	 reveal	 unknown	 scaling	 relationships	 across	 species	 and	 possibly	 link	 UGP2	 and	

glycogen	storage	to	Kleiber’s	law.		

The	 discovery	 of	 UGP2	 as	 a	 candidate	 mechanism	 for	 timing	 implicates	 metabolism	 as	 the	

overlying	processes	that	regulates	growth	and	differentiation.	However,	unlike	previous	studies	

which	focus	on	cellular	metabolic	rates,	this	project	stresses	the	importance	of	energy	storage	for	

developmental	timing.	How	metabolic	rates	correlate	with	UGP2	levels	can	be	subject	of	future	

studies.	Due	to	UGP2’s	role	 in	posttranslational	protein	glycosylation,	proteomics	could	reveal	

which	proteins	are	modified	by	UGP2-mediated	glycosylation	and	could	therefore	be	part	of	a	

more	complex	network.	Exploring	the	role	of	UGP2	in	development	will	show	if	UGP2	or	related	

metabolic	processes	can	be	used	as	a	tool	to	modulate	differentiation	speed.	Identifying	factors	

that	regulate	differentiation	time	scales	is	relevant	for	clinical	applications	of	pluripotent	stem	

cells.	 The	 protracted	 differentiation	 time	 of	 human	 cells	 poses	 challenges	 for	 research	 and	

personalized	medicine	(Lu	et	al.,	2017).	Shortening	the	differentiation	and	maturation	time	line	

of	human	cells	would	therefore	greatly	aid	in	medical	sciences.	
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4 Materials	
4.1 Cell	lines		
Table	1:	Parental	cell	lines	used.	

Name Species Source 

H9 Homo sapiens WiCell Institute, provided by Prof. Dr. 
James Thomson, Wisconsin 

H9 Homo sapiens Dr. Stefan Barakat, Rotterdam 

cy iPSCs (56A1) Macaca fascicularis Prof. Dr. Wolfgang Enard, Munich 

mEpiSCs (129S2C1a) Mus musculus Prof. Dr. Ludovic Vallier, Cambridge 

RbTKO (129/Ola) Mus musculus Prof. Dr. Hein Te Riele, Amsterdam 

H9 PAX6::H2B-GFP Homo sapiens Prof. Dr. Lorenz Studer, New York City 

H9 UGP2-KO #3-2 Homo sapiens Dr. Stefan Barakat, Rotterdam 

H9 UGP2-KO #3-35 Homo sapiens Dr. Stefan Barakat, Rotterdam 

	

4.2 Basal	media	and	supplements	
Table	2:	List	of	basal	media	and	supplements.	

Media Source 
Neuropan Basal Medium with L-Glutamine, 
2.2 g/L NaHCO3 

PAN Biotech 

Neurobasal (minus phenol red) Gibco 

DMEM/F12 (1:1), with L-Glutamine, 15 mM 
HEPES, 1.2 g/L NaHCO3 

PAN Biotech 

DMEM/F12, HEPES, no phenol red-500 mL Gibco 

StemMACS iPS Brew XF Miltenyi Biotech 

Opti-MEM Gibco 

Bambanker Nippon Genetics 

100x N2 supplement Gibco 
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50x B27 supplement Gibco 

50 mM b-mercaptoethanol Gibco 

100X MEM-NEAA Gibco 

100X Glutamax Gibco 

7.5 % BSA Gibco 

Recombinant Mouse Activin A Cell Guidance Systems 

FGF2 Peprotech 

LIF Protein facility, MPI Dortmund 

Human recombinant insulin (4 mg/ml) Gibco 

	

4.3 Media	and	buffers	
Table	3:	List	of	media	with	compositions.	

Medium/buffer Composition 

UPPS StemMACS iPS Brew; 1 µM IWR-1; 0.5 µM CHIR99021 

FAX 1:1 Neuropan:DMEM/F12; 0.5X N2 supplement; 0.5X B27 supplement; 
0.1 mM b-mercaptoethanol; 0.5X Glutamax; 0.0025% BSA; 12 ng/ml 
FGF2; 25 ng/ml Activin A; 20 µM XAV939. Medium was sterile-filtered. 

NPCSL 1:1 Neuropan:DMEM/F12; 0.5X N2 supplement; 0.5X B27 supplement; 
0.1 mM b-mercaptoethanol; 1X Glutamax; 1X MEM-NEAA; 5 µg/ml 
human recombinant insulin; 10 µM SB431542; 100 nM LDN193189. 
Medium was sterile-filtered before inhibitor addition. 

Imaging NPCSL 1:1 Neurobasal (minus phenol red):DMEM/F12 (HEPES, no phenol red); 
0.5X N2 supplement; 0.5X B27 supplement; 0.1 mM b-mercaptoethanol; 
1X Glutamax; 1X MEM-NEAA; 5 µg/ml human recombinant insulin; 10 
µM SB431542; 100 nM LDN193189. Medium was sterile-filtered before 
inhibitor addition. 

ES + LIF GMEM; 10% FBS; 1X MEM-NEAA; 2 mM Glutamax; 0.1 mM b-
mercaptoethanol; 10 mg/ml LIF. Medium was sterile-filtered. 

Mounting 
medium 

80% glycerol (99.5%); 20 % PBS; 4% w/v n-propyl-gallate 

PBT-BSA DPBS w/ Ca2+/Mg2+; 1% BSA; 0.1% Triton X-100 
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4.4 Chemicals	and	reagents	
Table	4:	List	of	chemical	reagents.	

Chemical/reagent Source 

DPBS w/o Ca2+/Mg2+ PAN Biotech 

DPBS w/ Ca2+/Mg2+ PAN Biotech 

0.5 M EDTA Invitrogen 

Accutase Sigma-Aldrich 

Trypsin PAN Biotech 

Matrigel Basement Membrane Matrix, LDEV-free Corning 

Dimethyl sulfoxide (DMSO) Signa-Aldrich 

Histofix Carl Roth 

Triton X-100 Thermo Scientific 

Bovine serum albumin (BSA) Carl Roth 

Lipofectamine2000 Thermo Fisher Scientific 

	

4.5 Inhibitors	
Table	5:	List	of	inhibitors.	

Inhibitor Source 

CHIR99021 Tocris 

IWR-1 Sigma Aldrich 

XAV939 Cell Guidance Systems 

Y-27632 R&D Systems 

SB431542 Peprotech 

LDN-193189 HCl Peprotech 

INK128 Cell Signaling 
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4.6 Antibodies	
Table	6:	List	of	primary	and	secondary	antibodies.	

Antibody Host Concentration Source 

anti-PAX6 (901301) rabbit 10 µg/ml BioLegend 

anti-SOX1 (AF3369) goat 1 µg/ml biotechne/R&D Systems 

anti-OCT3/4 (sc-5279) mouse 2 µg/ml Santa Cruz 

anti-FOXG1 (ab18259) rabbit 7-9 µg/ml Abcam 

anti-DCX (13925-1-AP) rabbit 6 µg/ml Proteintech 

anti-rabbit AlexaFluor-488 donkey 4 µg/ml Invitrogen/Life Technologies 

anti-goat AlexaFluor-555 donkey 4 µg/ml Invitrogen/Life Technologies 

anti-goat AlexaFluor-568 donkey 4 µg/ml Invitrogen/Life Technologies 

anti-rabbit AlexaFluor-568 donkey 4 µg/ml Invitrogen/Life Technologies 

anti-mouse AlexaFluor-647 donkey 4 µg/ml Invitrogen/Life Technologies 

	

4.7 Commerical	kits	
Table	7:	List	of	commercial	kits.	

Kit Source 

Glycogen Assay Kit ab65620 Abcam 

NEBuilder HiFi DNA Assembly Cloning Kit New England Biolabs 

QIAGEN Plasmid Midi Kit (12143) Qiagen 

Chromium Next GEM Single Cell 3’ Kit v3.1 (PN-1000269) 10x Genomics 

3’ CellPlex Kit Set A (PN-1000261) 10x Genomics 

3’ Feature Barcode Kit (PN-1000262) 10x Genomics 

Chromium Next GEM Chip G Single Cell Kit (PN-1000127) 10x Genomics 

Dual Index Kit TT Set A (PN-1000215) 10x Genomics 

Dual Index Kit NN Set A (PN-1000243) 10x Genomics 

Neon Transfection System 100 µL Kit Invitrogen 
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Agilent High Sensitivity DNA Kit 5067-4626 Agilent 

	

4.8 Constructs	
Table	8:	List	of	plasmid	constructs.	

Plasmid name Function 

pENTR-PIP-FUCCI, Addgene 
#118621 

Original PIP-FUCCI plasmid 

pCAG pBase HN 2545 Transposase plasmid for piggyBAC transgenesis 

pPB-CAG-cHA-IRES-Puro PiggyBAC vector with a CAG promoter and IRES-Puro 
for selection 

pPBCAG-PIP-FUCCI-IRES-Puro PiggyBAC vector carrying the PIP-FUCCI sensor with 
an IRES-pac for selection 

pPBCAG-H2BmCER-I_Blsd PiggyBAC vector carrying an H2B-Cerulean reporter 
with an IRES-bsd for selection 

pPBCAG-H2BmCER-IP PiggyBAC vector carrying an H2B-Cerulean reporter 
with an IRES-pac for selection 

	

4.9 Laboratorial	equipment	
Table	9:	List	of	laboratorial	equipment.	

Material Source 

Cell culture plates (different sizes) Sarstedt 

Cell culture flasks (different sizes) Sarstedt 

µ-Slide 8 Well high ibiTreat Ibidi 

Serological pipettes (different sizes) Sarstedt 

Filtropur sterile filters, mesh size 0.2 µm Sarstedt 

Bottletop sterile filters, mesh size 0.2 µm Thermo Fisher Scientific, Nalgene 

Cell strainer, mesh size 35 µm Falcon 

	

	

	



Materials	
	

	 80	

4.10 Software	
Table	10:	List	of	software.	

Software Source 

R 4.3.2 R Core Team, 2022 

Seurat v5 Hao et al., 2023 

CellRanger 7.2.0 10x Genomics 

Fiji v2.9.0/1.53t Schindelin et al., 2012 

StarDist 2D Schmidt et al., 2018 

TrackMate v7.9.2 Ershov et al., 2022; Tinevez et al., 2017 

Micro Manager 2.0 Edelstein et al., 2010 

LASX Leica Microsystems 

FlowJo v9 BD Biosciences 

ShinyGO 8.0 Ge et al., 2020 

Scanpy 1.9.8 Wolf et al., 2018 
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5 Methods	
5.1 Cell	culture	

Cells	were	grown	at	37	°C	and	5%	CO2	in	a	sterile	environment.	For	cell	culture	harmonization	

across	cell	lines	and	species,	primed	PSCs	were	cultured	in	UPPS	medium	on	1:100	Matrigel	in	

DMEM/F12	 and	 routine-passaged	 with	 0.5	 mM	 EDTA.	 For	 RbTKO	 experiments,	 mouse		

wild	 type	and	RbTKO	EpiSCs	were	cultivated	 in	FAX	medium	on	Matrigel.	UPPS-adapted	cells	

were	frozen	in	Bambanker	and	FAX-adapted	cells	in	70%	FAX/20%	KSR/10%	DMSO.	All	primed	

cells	were	thawed	in	the	presence	of	10	µM	ROCK	inhibitor	(Y-27632).	Mouse	cells	were	passaged	

every	2-3	days	and	primate	cells	every	3-5	days.	RbTKO	mESCs	were	grown	on	0.1%	gelatine-

coated	dishes	 in	ES	+	LIF	medium.	They	were	 routine-passaged	using	 trypsin.	Cell	brightfield	

images	were	taken	using	a	Zeiss	Axiovert	40	CFL	microscope	with	a	Leica	MC170HD	camera.	

	

5.2 Neural	progenitor	differentiation	

All	 cell	 lines	were	differentiated	using	dual	 SMAD	 inhibition	 (Chambers	et	 al.,	 2009).	Prior	 to	

differentiation,	 cells	 were	 detached	 with	 Accutase	 and	 resuspended	 in	 pluripotency	medium	

containing	10	µM	ROCK	inhibitor.	Cells	were	counted	using	a	Countess	Automated	Cell	Counter	

in	a	1:1	dilution	with	trypan	blue.	Mouse	cells	were	seeded	at	a	density	of	62,500	cells/cm2	and	

primate	 cells	 at	 125,000	 cells/cm2	 and	 kept	 in	 pluripotency	 medium	 with	 ROCK	 inhibitor	

overnight.	Differentiation	was	induced	by	changing	the	cells	to	NPC	medium	supplemented	with	

10	 µM	 SB431542	 and	 100	 nM	 LDN193189	 (SMAD2/3	 and	 SMAD1/5/8	 inhibition).	 During	

differentiation,	 cells	 were	 washed	 daily	 with	 DPBS	 (w/o	 Ca2+/Mg2+)	 and	 the	 medium	 was	

changed.	

	

5.3 Differentiation	of	RbTKO	mESCs	to	Epi-like	cells	

RbTKO	 mESCs	 (Dannenberg	 et	 al.,	 2000)	 were	 grown	 in	 ES	 +	 LIF	 on	 gelatine.	 For	 Epi	

differentiation,	they	were	passaged	onto	fibronectin-coated	plates	and	changed	to	FAX	medium.	

They	 were	 kept	 in	 FAX	 for	 10	 passages	 and	 transferred	 to	 Matrigel-coating	 before	 further	

experiments	were	performed.	Routine-splitting	was	performed	using	EDTA.	

	

5.4 mTOR	inhibition	

mTORC1/2	was	 inhibited	using	50	nM	INK128	(unless	stated	otherwise).	 INK128	is	an	mTOR	

ATP	site	inhibitor	(Hsieh	et	al.,	2012)	and	affects	both	mTORC1	and	mTORC2.	mTOR	inhibition	
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was	typically	started	simultaneously	with	neural	induction.	For	PIP-FUCCI	measurements	during	

pluripotency,	INK128	was	added	to	pluripotency	medium	shortly	before	acquisition	start.	

	

5.5 Immunostainings	

5.5.1 Fixation	and	staining	procedure	

For	immunostainings,	cells	were	grown	on	chambered	µ-Slides	(Ibidi).	Prior	to	fixation,	they	were	

rinsed	with	DPBS	containing	Ca2+/Mg2+.	Fixation	was	performed	for	15	min	at	room	temperature	

in	 Histofix	 (4%	 PFA).	 Fixed	 cells	 were	 rinsed	 in	 PBT-BSA,	 followed	 by	 blocking	 and	

permeabilization	in	PBT-BSA	three	times	for	15	min	at	room	temperature.	Primary	antibodies	

were	diluted	in	PBT-BSA	and	added	overnight	at	4	°C.	The	next	day,	antibodies	were	removed	and	

cells	were	rinsed	and	washed	again	 three	 times	 for	15	min	 in	PBT-BSA.	Secondary	antibodies	

were	added	for	1-2	hours	at	room	temperature	in	PBT-BSA,	protected	from	light.	After	incubation,	

cells	were	washed	twice	with	PBT-BSA	for	15	min	and	twice	with	DPBS	+	Ca2+/Mg2+	for	10	min.	

Finally,	cells	were	mounted	by	adding	home-made	mounting	medium.	

	

5.5.2 Confocal	microscopy	

Immunostainings	were	imaged	on	a	Leica	SP8	confocal	microscope	(Leica	Microsystems)	with	a	

63X	1.4	NA	oil	immersion	objective.	Typically,	tile	scans	with	75-225	single	tiles	of	512x512	px	

were	acquired	and	merged	for	analysis.	

	

5.5.3 Image	segmentation	for	immunostainings	

Merged	tile	scans	of	immunostainings	were	segmented	using	StarDist	2D	(Schmidt	et	al.,	2018)	

with	the	Versatile	(fluorescent	nuclei)	model	(nTiles	=	10,	otherwise	default	parameters)	in	the	

nuclei	channel.	Spots	with	an	area	<	10	µm2	were	filtered	out.	For	background	subtraction,	the	

background	 was	 measured	 in	 a	 central	 region	 of	 each	 tile	 scan	 (200x200	 µm).	 To	 obtain	 a	

background	value	inside	this	region	for	each	channel,	it	was	segmented	with	StarDist	2D	(same	

parameters)	in	the	nuclei	channel	and	all	spots	were	combined	to	a	single	region	of	interest	(ROI)	

after	which	the	ROI	was	inverted	and	background	outside	the	segmented	nuclei	was	measured	in	

all	 channels.	 The	 channel-specific	 mean	 background	 value	 was	 subtracted	 from	 each	

measurement	in	the	corresponding	channel.	Outliers	were	defined	as	all	values	outside	the	range	

of	3	times	the	interquartile	range	below	or	above	the	first	and	third	quartile	respectively	in	any	

channel.	
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5.6 Flow	cytometry	

For	 cell	 sorting,	 cells	 were	 detached	 using	 Accutase.	 The	 cell	 suspension	 was	 centrifuged	 at	

200	g	for	5	min	and	pellets	were	resuspended	in	DPBS	(w/	Ca2+/Mg2+)	+	0.5%	BSA.	To	obtain	a	

single-cell	solution,	cells	were	passed	through	a	cell	strainer.	Sorting	was	performed	using	a	FACS	

Aria	Fusion	(BD	Biosciences).	Data	analysis	was	performed	with	FlowJo	v9	(BD	Biosciences).	

	

5.7 Nucleofection	

Nucleofection	was	performed	with	a	Neon	Transfection	System	(Life	Technologies),	following	the	

manufacturer’s	 instructions.	Cells	were	detached	using	Accutase	and	 centrifuged	 for	5	min	at	

200	g.	Cell	pellets	were	resuspended	in	pluripotency	medium	supplemented	with	10	µM	ROCK	

inhibitor	and	1.5	×	106	cells	were	taken	off	and	centrifuged	for	5	min	at	200	g	again.	Afterwards,	

the	cells	were	washed	in	5	ml	DPBS	(w/o	Ca2+/Mg2+)	and	pellets	resuspended	in	105	µl	Buffer	R.	

The	cell	suspension	was	transferred	to	a	reaction	tube	containing	5	µg	plasmid	DNA.	The	Neon	

tube	was	 filled	with	3	ml	Buffer	E2	and	 inserted	 into	 the	pipette	station.	Electroporation	was	

performed	with	two	pulses	at	1000	V	for	20	ms.	Cells	were	seeded	in	pluripotency	medium	with	

10	µM	ROCK	inhibitor	and	antibiotic	selection	was	started	after	one	or	two	days.	

	

5.8 Lipofection	

For	lipofection,	4	µl	Lipofectamine2000	and	2	µg	plasmid	DNA	were	mixed	with	50	µl	Opti-MEM	

respectively.	 Both	 mixes	 were	 combined,	 vortexted	 and	 incubated	 for	 10	 min	 at	 room	

temperature.	Cells	were	detached	using	Accutase	and	centrifuged	for	5	min	at	200	g.	Pellets	were	

resuspended	in	DPBS	(w/o	Ca2+/Mg2+)	and	5	×	105	–	1	×	106	cells	were	transferred	to	a	new	tube	

and	centrifuged	again.	The	cells	were	resuspended	 in	 the	Lipofectamine2000/DNA/Opti-MEM	

mixture	 and	 incubated	 for	 10	 min	 at	 room	 temperature.	 Finally,	 the	 cells	 were	 seeded	 in	

pluripotency	medium	supplemented	with	10	µM	ROCK	inhibitor.	Depending	on	the	cell	survival,	

selection	was	started	after	one	or	two	days.	

	

5.9 PIP-FUCCI	measurements	

5.9.1 Generation	of	a	PIP-FUCCI	expression	vector	

All	FUCCI	experiments	were	performed	with	the	PIP-FUCCI	construct	from	Grant	et	al.,	(2018,	

Addgene	plasmid	#118621).	 I	used	the	piggyBAC	system	to	randomly	integrate	the	PIP-FUCCI	

construct	into	cells.	The	PIP-FUCCI	construct	was	amplified	with	25	nt	overhangs	for	the	target	

vector	pPB-CAG-cHA-IRES-Puro	using	the	following	primers:	
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Fw_gibson_pip_fucci:	
5’-GTCTCATCATTTTGGCAAAGAATTCATGGAGCAGCGCCGCGTCAC-3’ 

Rev_gibson_pip_fucci:	
5’-CGGAATTCGATATCAAGCTTATCGAGTTACAGCGCCTTTCTCCGTTTTTCTGC-3’ 

	

The	target	vector	was	opened	by	NotI-HF	and	XhoI	digest	and	both	fragments	were	ligated	using	

NEB	HiFi	Assembly	following	the	manufacturer’s	instructions.	Plasmids	were	isolated	with	the	

QIAGEN	 Plasmid	 Midi	 Kit	 (Qiagen)	 and	 tested	 for	 successful	 sensor	 integration	 by	 Sanger	

sequencing.	

	

5.9.2 Generation	of	PIP-FUCCI	cell	lines	

The	PIP-FUCCI-carrying	pPB-CAG-cHA-IRES-Puro	vector	was	randomly	 integrated	 into	human	

and	 mouse	 cells	 in	 UPPS,	 mouse	 cells	 in	 FAX	 and	 mouse	 RbTKO	 cells	 in	 FAX	 using	

Lipofectamine2000.	Cynomolgus	cells	were	nucleofected	using	the	NEON	system.	pPB-CAG-PIP-

FUCCI-IRES-Puro	 was	 used	 in	 a	 1:1	 ratio	 with	 a	 pCAG	 pBase	 HN	 2545	 plasmid	 carrying	 a	

transposase	for	genomic	integration	of	the	PIP-FUCCI	construct	(Wang	et	al.,	2008).	Successful	

transfection	was	selected	for	under	1.5	mg/ml	puromycin.	Polyclonal	cell	lines	were	kept	under	

selection	to	prevent	transgene	silencing.	Prior	to	flow	cytometry	analysis,	PIP-FUCCI	cells	were	

sorted	for	the	20-30%	cells	with	highest	mCherry	expression.	

	

5.9.3 Time-lapse	imaging	of	PIP-FUCCI	lines	

PIP-FUCCI	imaging	was	performed	in	chimeric	cultures	comprised	of	PIP-FUCCI	sensor	cells	and	

unlabeled,	parental	cells	in	ratios	ranging	from	1:10	to	1:100.	This	enabled	me	to	track	cells	even	

in	 dense	 colonies	 and	 during	 NPC	 differentiation	 when	 cells	 are	 seeded	 at	 particularly	 high	

densities.	Cells	were	seeded	a	day	prior	to	acquisition	start	as	single	cells	in	pluripotency	medium	

supplemented	 with	 10	 µM	 ROCK	 inhibitor.	 Primate	 cells	 were	 typically	 seeded	 at	 80,000	

cells/cm2	and	mouse	cells	at	40,000	cells/cm2.	Immediately	before	imaging,	cells	were	washed	

and	 transferred	 to	 the	 desired	 media	 condition.	 For	 measurements	 in	 pluripotency,	 either	

pluripotency	medium	or	pluripotency	medium	supplemented	with	50	nM	INK128	was	added.	

Cells	 for	differentiation	measurements	were	seeded	three	days	before	 imaging	start	at	62,500	

cells/cm2	 (mouse),	 80,000	 cells/cm2	 (human)	 and	 125,000	 cells/cm2	 (cynomolgus)	 and	

differentiated	 +/-	 50	 nM	 INK128	 from	 day	 0	 onwards.	 Imaging	 was	 started	 at	 day	 2	 of	

differentiation.	Images	were	acquired	every	10	min	for	48	to	72	h	on	an	Olympus	IX81	widefield	

microscope	with	a	20X	0.75	NA	objective.	Cells	were	kept	 in	a	humidified	stage	top	 incubator	

(Ibidi)	at	37	°C	and	5%	CO2.	
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5.9.4 Cell	tracking	and	PIP-FUCCI	analysis	

Tracking	 was	 performed	 in	 Fiji	 (ImageJ	 v2.9.0)	 with	 TrackMate	 v7.9.2	 using	 the	 “Manual	

Tracking”	option.	Here,	a	circular	region	of	interest	(ROI)	with	a	radius	of	2.24	px	was	manually	

placed	in	the	center	of	a	nucleus	in	each	frame	of	a	track.	mVenus	and	mCherry	fluorescence	were	

measured	inside	the	ROI.	Each	track	started	at	the	first	frame	after	cell	division	and	ended	with	

the	last	frame	before	the	next	division,	so	the	total	cell	cycle	duration	was	calculated	as	end	frame	

–	start	frame.	Cell	cycle	phase	durations	were	calculated	based	on	mVenus	fluorescence.	The	G1/S	

transition	was	defined	as	the	frame	in	which	mVenus	signal	in	the	first	half	of	the	track	(scaled	

between	1	and	2)	was	 closest	 to	 its	half	maximum	(PIPhalf-max).	The	S/G2M	 transition	was	 the	

frame	in	which	mVenus	signal	had	an	increase	of	>	0	and	kept	rising	at	an	average	of	³	1.5%	over	

the	following	five	frames	(PIPrise)	in	the	second	half	of	the	track	(scaled	between	1	and	2).	Thus,	

phase	durations	were	calculated	as	follows:	

	

𝐺1!"#$%&'( =	𝑃𝐼𝑃)$*+,-$. − 𝑠𝑡𝑎𝑟𝑡		

	

𝑆!"#$%&'( =	𝑃𝐼𝑃#&/0 − 	𝑃𝐼𝑃)$*+,-$.		

	

𝐺2𝑀!"#$%&'( = 	𝑒𝑛𝑑 − 	𝑃𝐼𝑃#&/0 		

	

5.10 Human	PAX6::H2B-GFP	reporter	

5.10.1 Generation	of	H9	PAX6::H2B-GFP	cells	with	a	nuclear	reporter	
The	H9	PAX6::H2B-GFP	 reporter	 line	 (Tchieu	 et	 al.,	 2017)	was	nucleofected	with	 a	 piggyBAC	

vector	containing	an	H2B-Cerulean	reporter	under	the	control	of	a	CAG	promoter.	Two	constructs	

with	either	a	puromycin	N-acetyltransferase	gene	(pac)	or	a	blasticidin	S-deaminase	(bsd)	gene	for	

selection	 located	 downstream	 of	 the	 reporter	 after	 an	 IRES	 sequence	 were	 used.	 Cells	 were	

nucleofected	with	 the	 piggyBAC	 vector	 and	 a	 pCAG	 pBase	 HN	 2545	 transposase	 plasmid	 for	

random	 integration	 of	 the	 transgene	 (Wang	 et	 al.,	 2008).	 Successfully	 transfected	 cells	 were	

selected	under	1.5	µg/ml	puromycin	or	15	µg/ml	blasticidin.	Polyclonal	populations	were	used	

for	all	experiments	and	kept	under	constant	selection.	

	

5.10.2 Time-lapse	imaging	of	H9	PAX6::H2B-GFP;	H2B-Cerulean	reporter	cells	
H9	PAX6::H2B-GFP;	H2B-Cerulean	reporter	cells	were	seeded	onto	µ-slides	(Ibidi)	at	a	density	of	

250,000	cells/cm2	and	grown	in	UPPS	+	10	µM	ROCK	inhibitor	overnight.	NPC	differentiation	was	

induced	with	 imaging	NPCSL	 at	 day	 0,	 either	without	 or	with	 30	 nM/40	 nM	mTOR	 inhibitor	

INK128	and	cells	were	allowed	to	differentiate	for	one	day	before	imaging	start.	At	day	1	of	NPC	
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differentiation,	image	acquisition	was	started	on	an	Olympus	IX81	widefield	microscope	with	an	

iXon	888	EM-CCD	camera	(Andor)	and	LED	illumination	(pE4000,	CoolLED)	on	a	40X	1.30	NA	oil	

immersion	objective.	All	hardware	components	were	controlled	by	MicroManager	2.0	(Edelstein	

et	al.,	2010).	Images	were	taken	in	30	min	intervals	for	up	to	five	days.	Cells	were	washed	daily	

and	medium	was	changed.	

	

5.10.3 Analysis	of	H9	PAX6::H2B-GFP;	H2B-Cerulean	time-lapse	series	
Time	series	of	H9	PAX6::H2B-GFP;	H2B-Cerulean	reporter	cells	were	segmented	based	on	the	

nuclear	 H2B-Cerulean	 signal	 using	 StarDist	 2D	 and	 the	 Versatile	 (fluorescent	 nuclei)	 model	

(Schmidt	et	al.,	2018)	with	the	probability	threshold	set	to	0.70	and	otherwise	default	parameters.		

During	 differentiation,	 cells	 accumulated	 debris	 which	 was	 largely	 removed	 by	 washing	 and	

media	 changes.	 This	 introduced	 shifts	 in	 PAX6::H2B-GFP	 signal	 intensity.	 To	 reduce	 these	

artificial	shifts,	I	generated	a	Gaussian	blur	image	(radius	=	50	µm)	of	the	PAX6::H2B-GFP	channel	

in	each	frame	and	subtracted	it	from	the	original	image.	PAX6::H2B-GFP	intensity	was	measured	

on	the	resulting	corrected	image.	Nuclei	with	an	area	£	50	µm2	were	filtered	out	and	the	frame	

average	of	PAX6::H2B-GFP	intensity	was	calculated	across	all	remaining	nuclei	per	condition.	

	

5.11 Glycogen	measurements	
Glycogen	 contents	 were	 measured	 using	 the	 Glycogen	 Assay	 Kit	 ab65620.	 Glycogen	 is	 first	

hydrolyzed	to	glucose	which	is	then	oxidized	and	thereby	generates	a	product	that	reacts	with	an	

OxiRed	 probe.	 Cells	 were	 harvested	 after	 DPBS	 (w/o	 Ca2+/Mg2+)-washing	 by	 Accutase	 and	

centrifugation	at	200	g	for	5	min.	The	cells	were	again	washed	with	DPBS	(w/o	Ca2+/Mg2+)	and	

finally	resuspended	in	cold	H2O.	For	glycogen	content	normalization,	cells	were	counted	using	a	

Countess	 Automated	 Cell	 Counter	 in	 a	 1:1	 trypan	 blue	 dilution.	 Cell	 lysis	 and	 enzymatic	

inactivation	were	 performed	by	 boiling	 the	 cell	 suspension	 for	 10	min.	 The	 homogenate	was	

centrifuged	for	10	min	at	18,000	g	and	4	°C	and	the	supernatant	containing	all	soluble	cellular	

contents	was	subsequently	assayed	for	glycogen	contents.	Different	amounts	of	supernatant	were	

transferred	to	a	96-well	plate	and	adjusted	to	50	µl	reaction	volume	with	Hydrolysis	Buffer.	Each	

sample	 concentration	was	measured	 in	 duplicate.	 The	 hydrolysis	 reaction	was	 performed	 by	

addition	of	1	µl	Hydrolysis	Enzyme	Mix	at	room	temperature	for	30	min.	Glucose	was	detected	by	

adding	50	µl	of	Reaction	Mix	(48.7	µl	Development	Buffer;	1	µl	Development	Enzyme	Mix;	0.3	µl	

OxiRed	Probe)	to	each	sample	for	30	min	at	room	temperature,	protected	from	light.	To	reduce	

background	 signal	 caused	 by	 intracellular	 glucose,	 sample	 background	 controls	 without	

Hydrolysis	Enzyme	Mix	to	convert	glycogen	to	glucose	were	performed	in	parallel.	A	standard	

curve	with	glycogen	concentrations	ranging	from	0	(blank)	to	0.2	µg	glycogen/well	was	used	to	

calculate	glycogen	contents.	All	sample,	sample	background	and	standard	wells	were	measured	
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at	535/587	nm	(Ex/Em)	on	a	Tecan	Plate	Reader.	Duplicate	measurements	were	averaged	and	

sample	background	readings	subtracted	from	sample	readings.	Next,	the	blank	measurement	was	

subtracted	 from	 all	measurements.	 The	 standard	 readings	were	 plotted	 against	 the	 glycogen	

concentration/well	and	a	linear	fit	was	performed	to	calculate	glycogen	contents	in	each	sample	

well.	 Since	 different	 amounts	 of	 supernatant	 were	 measured,	 glycogen	 contents	 per	 µl	

supernatant	were	averaged	for	each	sample.	The	resulting	glycogen	content	[µg/µl	supernatant]	

was	then	normalized	to	the	number	of	cells	in	solution	before	homogenization.	

	

5.12 Single-cell	RNA-sequencing	
For	Single-cell	RNA	sequencing,	I	used	the	Chromium	Next	GEM	Single	Cells	3’	Reagent	Kits	v3.1	

(Dual	Index)	with	Feature	Barcode	technology	for	Cell	Multiplexing	(10x	Genomics)	according	to	

the	manufacturer’s	instructions	with	minor	modifications.	This	protocol	allows	for	multiplexing	

of	 several	 samples	 and	 pooled	 sequencing.	 In	 10x	 single-cell	 applications,	 lipid	 droplets	

containing	single	cells	and	a	gel	bead	are	formed	(Gel	Beads-in-emulsion,	GEMs).	The	gel	beads	

contain	oligos	required	for	reverse	transcription	of	mRNAs	including	sequencing	primers,	a	10x	

Barcode	specific	to	individual	gel	beads,	unique	molecular	identifiers	(UMIs),	poly(dT)	oligos	and	

Capture	 Sequences.	 Thereby,	 cDNA	 libraries	 of	 single	 cells	 can	 be	 generated	 to	 obtain	

transcriptome	data	with	single-cell	resolution.	

	

5.12.1 Experimental	set-up	for	RbTKO	scRNAseq	
For	the	RbTKO	experiment,	mouse	wild	type	and	RbTKO	cells	were	seeded	into	six-well	plates	

according	to	the	NPC	differentiation	protocol	(Chapter	5.2).	To	obtain	a	time-resolved	data	set,	

multiple	wells	per	cell	 line	were	seeded.	NPC	 induction	was	performed	one	day	after	seeding.	

Uninduced	cells	(day	0)	and	day	2	and	4	NPCs	were	harvested	for	library	generation	as	described	

in	chapter	5.12.3.	

	

5.12.2 Experimental	set-up	for	mTORi	scRNAseq	
For	the	mTORi-related	line	of	experiments,	five	six-wells	of	mouse,	cynomolgus	and	human	cells	

each	were	seeded	one	day	before	neural	induction	as	described	before	(Chapter	5.2).	At	day	0,	

NPC	differentiation	was	induced	in	four	wells,	two	of	which	were	also	subsequently	treated	with	

50	nM	INK128.	The	uninduced	well	served	as	the	day	0	pluripotency	control.	Day	0	PSCs	and	day	

2	and	4	NPCs	were	used	for	cDNA	library	generation.	

Therefore,	 the	 procedure	 described	 in	 the	 following	 was	 performed	 at	 days	 0,	 2	 and	 4	 of	

differentiation	for	both	experiments.	
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5.12.3 Cell	preparation	and	multiplexing	
Cells	were	harvested	after	 thorough	washing	by	detaching	with	Accutase.	Cells	 in	 suspension	

were	centrifuged	for	5	min	at	200	g	and	pellets	resuspended	in	DPBS	(w/o	Ca2+/Mg2+)	+	0.04%	

BSA.	The	washing	step	was	repeated	once.	To	obtain	a	single-cell	suspension,	cells	were	passed	

through	a	cell	strainer	and	counted	using	a	Countess	Automated	Cell	Counter	(Invitrogen)	in	a	

1:1	dilution	with	trypan	blue.	Where	possible,	1	×	106	cells	were	transferred	to	DNA	LoBind	tubes	

and	centrifuged	again	at	4	°C.		

In	 a	next	 step,	 the	 individual	 samples	were	 labeled	 for	 sample	demultiplexing	 in	 the	 analysis	

process.	 Each	 pellet	 was	 resuspended	 in	 100	 µl	 specific	 Cell	 Multiplexing	 Oligo	 (CMO)	 and	

incubated	for	5	min	at	room	temperature	to	allow	for	CMO	binding	to	the	plasma	membrane.	The	

labeling	reaction	was	stopped	by	addition	of	1.9	ml	DPBS	(w/o	Ca2+/Mg2+)	+	1%	BSA	and	cells	

were	centrifuged	again	at	4	°C.	Pelleted	cells	were	resuspended	in	DPBS	(w/o	Ca2+/Mg2+)	+	1%	

BSA	and	samples	were	pooled	at	equal	ratios	to	obtain	a	suspension	of	1.5	×	106	cells.	Since	neural	

differentiation	sometimes	led	to	increased	cell	death	and	cell	debris,	the	pooled	samples	were	

sorted	with	an	FACS	Aria	Fusion	(BD	Biosciences)	to	remove	small	particles	and	cell	clumps	based	

on	forward	and	side	scatter	(FSC	and	SSC)	gating.	

	

5.12.4 GEM	generation	and	library	preparation	
Sorted	cells	were	counted	again	and	the	appropriate	volume	of	cells	for	a	target	cell	recovery	of	

12,000	cells	for	day	0	and	22,000	cells	for	days	2	and	4	was	added	to	a	GEM-RT	master	mix	for	

reverse	 transcription	 and	 loaded	 onto	 a	 Chromium	 Next	 GEM	 Chip	 according	 to	 the	

manufacturer’s	instructions.	Immediately	after	GEM	generation,	the	gel	beads	are	dissolved.	Cells	

are	lysed	and	exposed	to	the	oligos	within	the	gel	bead.	During	the	GEM-RT,	two	kinds	of	DNA	

molecules	are	synthesized,	(1)	a	cDNA	molecule	containing	a	10x	barcode	specific	to	an	individual	

cell	and	a	UMI	specific	to	the	individual	cDNA	molecule	captured	by	the	poly(dT)	oligo	and	(2)	a	

multiplexing	 DNA	 containing	 the	 10x	 barcode	 and	 UMI	 as	 well	 as	 the	 Feature	 Barcode	 (Cell	

Multiplexing	 Oligo)	 that	 identifies	 each	 sample	within	 a	 pool,	 captured	 by	 a	 specific	 Capture	

Sequence.	

Following	GEM-RT,	cDNA	libraries	were	generated.	For	each	GEM-RT,	two	separate	libraries	were	

made;	 a	 3’	 Gene	 Expression	 library	 and	 a	 Cell	 Multiplexing	 library,	 allowing	 for	 sample	

demultiplexing	based	on	CMO	labeling.	cDNA	was	amplified	and	cDNA	fragments	were	separated	

by	 size	 through	 SPRIselect	 cleanup.	 Larger	 fragments	 were	 used	 for	 gene	 expression	 library	

generation	while	 smaller	 fragments	were	used	 for	multiplexing	 library	 generation.	 For	 the	3’	

Gene	 Expression	 library,	 cDNA	 fragment	 size	 was	 optimized	 by	 enzymatic	 fragmentation	

followed	by	A-tailing	and	adapter	ligation.	For	cDNA	amplification	and	library	demultiplexing,	a	

sample	index	PCR	was	performed.	Similarly,	a	sample	index	PCR	was	performed	on	the	shorter	
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DNA	fragments	obtained	through	the	SPRIselect	cleanup.	Library	quality	and	fragment	size	was	

evaluated	with	a	BioAnalyzer	using	the	BioAnalyzer	High	Sensitivity	DNA	Assay	(Agilent).	

	

5.12.5 Sequencing,	mapping	and	demultiplexing	
The	3’	Gene	Expression	libraries	were	sequenced	with	a	target	sequencing	depth	of	25,000	read	

pairs/cell.	The	Cell	Multiplexing	 libraries	were	 sequenced	at	 a	depth	of	5,000	 read	pairs/cell.	

Sequencing	reads	were	obtained	through	NovaSeq	X	Plus	PE150.	

Each	 3’	 Gene	 Expression	 library	 contained	 reads	 of	 mouse,	 cynomolgus	 and	 human	 cells.	

Therefore,	3’	Gene	Expression	libraries	of	each	time	point	(days	0,	2	and	4)	were	mapped	against	

each	 genome	 separately.	 The	 mouse	 genome	 mm10	 (GENCODE	 vM23/Ensembl98)	 and	 the	

human	 genome	GRCh38	 (GENCODE	 v32/Ensembl98)	were	 obtained	 from	10x	Genomics,	 the	

cynomolgus	 genome	 GCA_011100615.1	 (Genome	 assembly	 6.0)	 was	 obtained	 from	 Ensembl.	

Mapping	 was	 performed	 using	 CellRanger	 7.2.0	 (10x	 Genomics).	 Using	 the	 cellranger	 multi	

function,	 sample	demultiplexing	occurred	 in	parallel	 to	 read	alignment.	Downstream	analyses	

were	performed	in	Seurat	v5	(Hao	et	al.,	2023).	Only	cells	with	a	minimum	feature	count	of	>	3000	

and	a	maximum	mitochondrial	gene	percentage	of	<	15%	were	considered.	Depending	on	the	

sample,	between	281	and	2034	cells	per	sample	were	retained	with	a	mean	read	count	between	

12,781	and	39,916	reads/cell.	Each	cell’s	feature	counts	were	divided	by	the	total	count	number	

for	that	cell,	multiplied	by	a	scaling	factor	of	10,000	and	log1p-transformed.	Data	were	then	scaled	

to	obtain	a	mean	expression	of	0	and	a	variance	of	1	across	cells.	

	

5.12.6 Clustering	and	cell	cycle	phase	annotations	
Clustering	 analysis	 was	 performed	 using	 unsupervised	 Louvain	 clustering	 at	 the	 indicated	

resolution.	Cell	cycle	phase	annotation	was	based	on	the	cell	cycle	phase-specific	gene	sets	from	

Tirosh	et	al.	(2016)	and	performed	with	the	Seurat	function	CellCycleScoring.	Quantification	and	

heatmap	 visualization	 of	 clustering	 and	 cell	 cycle	 scoring	 were	 done	 using	 a	 custom-made	

pheatmap-based	heatmap	(Schumacher	et	al.,	2023).	

	

5.12.7 Gene	ontology	analysis	
GO	 terms	 were	 obtained	 using	 ShinyGO	 8.0	 (Ge	 et	 al.,	 2020)	 selecting	 either	 human	 genes	

GRCh38.p13,	mouse	genes	GRCm39	or	Crab-eating	macaque	genes	Macaca_fascicularis_6.0.	Only	

Biological	Processes	were	considered.	Figures	show	the	 top	10	most	 significantly	enriched	GO	

terms.	

	



Methods	
	

	 90	

5.12.8 Data	integration	
For	single-cell	data	set	integration,	I	used	the	Python-based	Scanpy	function	ingest	(Wolf	et	al.,	

2018).	 A	 pre-processed,	 time-resolved	 scRNAseq	 data	 set	 of	 a	 differentiation	 time	 course	 in	

mouse,	cynomolgus	and	human	obtained	by	Alexandra	de	la	Porte	and	Moritz	Thomas	(Helmholtz	

Munich)	served	as	a	reference.	Query	sequencing	data	was	processed	as	described	before	and	all	

time	 points	 were	 concatenated.	 Reference	 time	 point	 assignments	 were	 quantified	 using	 the	

custom-made	pheatmap-based	heatmap	(Schumacher	et	al.,	2023).	
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7.3 Commonly	used	abbreviations	

	

Abbreviation Meaning 

AMP Adenosine-monophosphate 

AMPK AMP-activated protein kinase 

ATP Adenosine-triphosphate 

BSA Bovine serum albumin 

CDK Cyclin-dependent kinase 

cDNA Complementary desoxyribonucleic acid 

CMO Cell multiplexing oligo 

DNA Desoxyribonucleic acid 

EpiSC Epiblast stem cell 

ESC Embryonic stem cell 

FACS Fluorescence-activated cell sorting 

FADH2 Flavin adenine dinucleotide (reduced form) 

FAX FGF2; Activin A, XAV939 medium 

FBS Fetal bovine serum 

FDR False discovery rate 

FSC Forward scatter 

FUCCI Fluorescent ubiquitination-based cell cycle indicator 

GEM Gel bead-in-emulsion 

GFP Green fluorescent protein 

GO Gene ontology 

hESCs Human embryonic stem cells 

ICM Inner cell mass 

iPSC induced pluripotent stem cell 

KO Knock-out 

log2FC Log2 fold change 
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mESCs Mouse embryonic stem cells 

mTOR Mammalian target of rapamycin 

mTORi mTOR inhibition 

NAD Nicotinamide adenine dinucleotide (oxidized form) 

NADH Nicotinamide adenine dinucleotide (reduced form) 

NADPH Nicotinamide adenine dinucleotide phosphate (reduced form) 

NPCs Neural progenitor cells 

NPCSL NPC differentiation medium plus SB431542 and LDN193189 

OXPHOS Oxidative phosphorylation 

PBS Phosphate-buffered saline 

PCNA Proliferating cell nuclear antigen 

PIP PCNA-interacting protein 

PSCs Pluripotent stem cells 

PYGL Glycogen phosphorylase 

RbTKO Retinoblastoma triple knock-out 

RNA Ribonucleic acid 

ROI Region of interest 

RT Reverse transcription 

scRNAseq Single-cell RNA sequencing 

SSC Side scatter 

TCA Tricarboxylic acid cycle 

TSC Tuberous sclerosis complex 

UDP Uridine diphosphate glucose 

UGP2 UDP-glucose pyrophosphorylase 2 

UMI Unique molecular identifier 

UPPS Universal primate pluripotent stem cell medium 

WT Wild type 
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