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Abstract
Experiments at particle accelerators, such as the Large Hadron Collider (LHC), are at
risk of damage due to the high-energy beams. The Beam Conditions Monitor (BCM)
protects the LHCb detector at the LHC. It measures the particle flux with diamond
sensors at two positions near the interaction point. If the measured signals exceed safe
levels, the BCM automatically triggers a dump of the LHC beams.
The LHCb detector was upgraded from 2018 to 2022. Consequently, the BCM needed

to be adapted to a five-fold increase in instantaneous luminosity and a new detector
geometry. Moreover, the pre-existing BCM hardware card is no longer supported due
to an experiment-wide replacement of the readout electronics.
This thesis presents the Machine Interface Beam Abort Decision (MIBAD) system as

the BCM readout for the post-upgrade era. The development of the system, encompass-
ing hardware, firmware, and software, is detailed. The main emphasis of this work is
the implementation of the beam abort decision logic. As a vital part of the BCM safety
system, the MIBAD continuously evaluates the beam conditions while meeting strict
requirements regarding reliability and availability.
A review of the testing and commissioning phase, as well as the experiences in the

first months of operation, indicate that these goals have been met. The upgraded BCM,
equipped with the MIBAD system, has safeguarded the LHCb detector since June 2023.

Zusammenfassung
Experimente an Teilchenbeschleunigern, wie dem Large Hadron Collider (LHC), sind
Beschädigungsrisiken durch die hochenergetischen Strahlen ausgesetzt. Daher wird das
LHCb-Experiment am LHC durch den Beam Conditions Monitor (BCM) geschützt.
Mithilfe von Diamantsensoren misst dieses Sicherheitssystem den Teilchenfluss an zwei
Orten in der Nähe des Interaktionspunkts. Überschreiten die Messwerte ein sicheres
Niveau, löst der BCM automatisch eine Extraktion der LHC-Strahlen aus.
In den Jahren 2018 bis 2022 hat der LHCb-Detektor ein Upgrade erhalten. Infolgedes-

sen musste der BCM an die verfünffachte instantane Luminosität und die veränderte De-
tektorgeometrie angepasst werden. Außerdem wird die bestehende Ausleseelektronik des
BCM wegen eines experimentweiten Austauschs der Datennahmehardware nicht mehr
unterstützt.
In dieser Arbeit wird das Machine Interface Beam Abort (MIBAD) System für den

Betrieb des BCMs nach dem Upgrade vorgestellt. Alle Aspekte der Entwicklung, also
Hardware, Firmware und Software werden behandelt. Den Schwerpunkt der Arbeit bil-
det die Implementierung der Routine für die Bewertung der Stahlqualität mit program-
mierbaren Logikbausteinen. Für diese Kernkomponente des Strahlüberwachungssystems
werden strenge Anforderungen bezüglich Verlässlichkeit und Verfügbarkeit gestellt.
In Hinblick auf die Testphase und die ersten Monate im Produktivbetrieb wurden

diese Ziele erreicht. Seit Juni 2023 schützt der BCM mit der MIBAD Ausleseelektronik
den LHCb Detektor.
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1. Introduction

The current understanding in the field of particle physics is formulated in the so-called
Standard Model (SM)[37, 91, 110]. It describes all known elementary particles and three
of the four fundamental interactions. Even though empirical observations confirm the
predictions of the SM with high precision, the model is known to be incomplete. For
example, it does not describe gravitational interactions or explain the origin of neutrino
masses[6, 32]. Further, the SM does not describe dark matter or dark energy, which
together account for 95% of the energy density of the universe[5, 85, 108]. Additionally,
the CP violation predicted by the SM is insufficient to explain the matter–antimatter
imbalance observed in the universe[90].
Experiments at particle accelerators, such as the LHC[30] at the European Organiza-

tion for Nuclear Research (CERN), are a possible avenue to probe the SM and search for
New Physics. Such experiments usually involve placing a sensitive particle detector close
to the crossing point of two high-energy particle beams and studying the results of the
particle collisions. One of the four large LHC experiments, the Large Hadron Collider
beauty (LHCb) experiment[71], is specialized in the study of particles containing b and c
quarks. Instruments such as the LHCb detector are an invaluable asset to the scientific
community, both in monetary terms and in countless person-hours spent on research
and development.
A unique feature of the LHCb detector is the VErtex LOcator (VELO), a tracking

system that features active silicon sensors as close as 8mm to the LHC beam[71]. Due to
their exposed position, components such as the VELO are susceptible to damage by the
high-energy LHC beams. The BCM is a subsystem of the LHCb experiment dedicated
to mitigating these risks. It features two stations with eight diamond sensors each that
continuously monitor the particle flux near the LHCb interaction point (IP). When the
conditions for a safe operation of the LHCb detector are no longer given, the BCM
automatically requests a dump of the LHC beams to protect the detector. Since its
initial commissioning in 2008, the BCM has successfully protected the LHCb detector.
From 2018 to 2022, the detector received a major upgrade to increase the rate of data

taking, thereby reducing the statistical uncertainties of its measurements. Aspects of the
upgrade include a fivefold increase in instantaneous luminosity and a new configuration
of the VELO which brings sensitive material even closer to the beams[4]. In the light
of these changes, the need for reliable protection of the detector becomes even more
important.
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1. Introduction

The BCM system was overhauled alongside the rest of the experiment. One aspect of
this upgrade is the construction of two stations with new diamond sensors. This is done
to mitigate the effects of radiation damage and to adapt the station geometry to changed
spatial constraints in the cavern. Furthermore, the BCM needs a new data acquisition
(DAQ) system as the original hardware is reaching its end of life.
The goal of this thesis is to provide a comprehensive overview of activities relating

to the upgrade of the BCM. Special emphasis is placed on the data acquisition system.
The core component of this system is the MIBAD unit. Based on low-cost, off-the-shelf
components, it receives and analyzes the data from the BCM front-end electronics. If
necessary, the MIBAD also initiates the beam abort via the LHC interlock.
Beginning with a brief introduction to the SM, chapter 2 explores how the properties

of B mesons influence the design of the LHCb detector and, therefore, its peculiar
susceptibility to the LHC beams. At the end of the chapter, possible modes of beam-
induced damage are investigated. Chapter 3 introduces the physical foundations for
diamond sensors of the BCM.
Considering the abovementioned hazards, chapter 4 provides a bird’s-eye view of the

BCM system as a whole. On one hand, this includes parts of the original system that
are kept in place, e.g., the front-end electronics. On the other hand, it highlights ac-
tivities such as testing of new diamond sensors, mechanical engineering of stations, and
simulation studies, that occurred in the scope of the BCM upgrade.
The remainder of this work is dedicated to the development of the readout system.

At first, the requirements that informed the design of the DAQ system are laid out in
chapter 5. This includes a discussion of interfaces to external systems, such as the LHC
and the VELO interlocks. Based on these constraints, a readout architecture for the
upgraded BCM is presented.
Subsequently, the implementation of this architecture is discussed in three aspects. At

the heart of the MIBAD system lies a so-called field programmable gate array (FPGA).
Chapter 6 explains how this card is embedded in a DAQ platform that provides necessary
auxiliary components, external interfaces, and is suitable for safety-critical environments.
Programmable logic devices, such as FPGAs, need their function to be specified through
a hardware description language (HDL). Therefore, chapter 7 details the development of
a firmware design which allows the real-time processing of the BCM data on the FPGA.
The development of the software stack that is requirements controlling and monitoring
BCM operations is presented in chapter 8.
The upgraded BCM with the new readout system is in operation since mid-2023.

Details of the commissioning, such as system testing, first operational data, and the
“trial by fire” of the upgrade BCM can be found in chapter 9.

2



2. The LHCb experminent at the LHC

2.1. Physics motivation
The Standard Model (SM) of particle physics is a relativistic quantum field theory that
describes all known particles and three fundamental forces. A schematic overview of the
SM particles is provided in Fig. 2.1. These particles can be classified according to their
spin: Bosons have integer and fermions half-odd-integer spin values.
Four bosons mediate the interactions between the SM particles. The photon, γ, carries

the electromagnetic interaction. Due to its long-range and relative strength, effects of
the electromagnetic force can be directly observed in the macroscopic world. Gluons,
g, couple to quarks, other gluons, and themselves. They are responsible for the strong
interaction. The W± and Z bosons mediate the weak interaction.
Discovered in 2012 by the ATLAS and CMS experiments at the LHC, the Higgs par-

ticle, H0, is the last-discovered particle of the SM. It is a scalar, i.e., spin-0, boson which
is responsible for giving the other SM particles their mass via spontaneous symmetry
breaking according to the Higgs mechanism[29, 40].
The 12 fermions can be subdivided into six leptons and six quarks. Leptons do not

couple to the gluon and therefore do not interact via the strong force. There are three
lepton generations, (e, µ, τ), each consisting of a charged lepton and its associated neu-
trino. The quark sector can also be divided into three generations. In each generation,
there is an up-type quark with an electrical charge +2/3 e and a down-type quark with
a charge of −1/3 e. Besides electrical charge, quarks also carry color charge. Hence, they
couple to gluons and interact strongly with other quarks.
Compared to the other SM forces, the coupling constant of the strong force increases

with distance. Therefore, single quarks cannot exist in free states, a phenomenon known
as confinement. Instead, they form bound states called hadrons. Hadrons typically
consist of a quark-antiquark pair or three (anti-)quarks. The latter is called a baryon, and
the former a meson. However, exotic quark states, such as tetraquarks and pentaquarks,
have been observed[1, 2]
As mentioned in the introduction, one of the open questions of the SM is the origin of

the matter-antimatter imbalance which is observed in the universe. In 1967, Sakharov
postulated three necessary preconditions for the emergence of baryon asymmetry[90]:
Besides the non-conservation of the baryon number and thermodynamic non-equilibrium
in the early universe, a violation of the CP symmetry is required. The CP transforma-
tion, a combination of charge conjugation and parity inversion, transforms matter into
antimatter states and vice versa.
The SM allows for CP violation in the weak interaction via mixing matrices.These are

the Cabibbo–Kobayashi–Maskawa (CKM)[21, 62] and Pontecorvo–Maki–Nakagawa–Sakat

3
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Figure 2.1.: Schematic overview of the SM particles. Figure adapted from Ref. [20].

(PMNS)[77, 83] matrices for the quark and lepton sector, respectively. However, the
degree of CP violation predicted by the SM is not sufficient to explain the baryon asym-
metry observed in the universe.
In the quark sector, the CKM matrix quantifies the mixing of flavor and mass eigen-

states. A consequence of this mixing is so-called particle-antiparticle oscillation. One
instance of this are oscillations in the B0

sB
0
s system. The Feynman graph in Fig. 2.2a

shows the leading-order contribution to this process. A measurement of this oscillation
has recently been published by the LHCb collaboration[3]. Fig. 2.2b depicts the decay-
time distributions. The frequency of this oscillation, ∆ms, relates to the elements of the
CKM matrix. A precise measurement of ∆ms can be used to probe CP violation in the
SM.
Precision measurements, such as the one above, pose certain experimental challenges:

A source capable of delivering many B0
s mesons is needed to perform an analysis with

the required statistical precision. Also, the decay products need to be detected and
reconstructed with a high efficiency. Experimentally, the decay time is derived from
the difference of the production and decay vertex. Given the range of decay times in
Fig. 2.2b, the corresponding flight distances are in the order of millimeters. Therefore,
a tracking system with a sufficiently high spatial resolution is required to observe these
oscillations. An experiment that fulfills these requirements is the LHCb detector at the
LHC.
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s mixing.
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+. Figure taken from Ref. [3].

2.2. The LHCb experiment at the LHC
Located at the European Organization for Nuclear Research (CERN) near Geneva,
Switzerland, the LHC is the largest, most powerful particle accelerator currently in
operation. Protons and heavy nuclei are accelerated to an energy of up to 7TeV in two
underground storage rings with a circumference of 26.7 km. At four points around the
ring, the counter-roating beams collide. In each beam, the LHC can accelerate of up
to 2808 bunches, each containing a maximum of 1.15 × 1011 protons. The subsequent
description of the LHC, as seen in Fig. 2.3, is based on Ref. [30].
The LHC tunnel, which was repurposed from the former Large Electron Positron

Collider (LEP), is made up of eight straight sections connected by arcs. Superconducting
dipole magnets are used to bend the beams in the arc sections. Using liquid helium,
these magnets are cooled to temperatures of 2K and reach field strengths of up to 8T.
In the center of each straight section lies a so-called insertion region (IR). In four of

these regions, the beams are collided, and the surroundings are instrumented to study
these collisions. The general-purpose detectors ATLAS and CMS are located at IR 1
and IR 5, respectively. These experiments are designed for data taking at high lumi-
nosities. The medium-luminosity insertions, IR 2 and IR 8, host the ALICE and LHCb
experiments.
In addition to the experiments located at the collision points, the other IRs host other

facilities required for operation of the LHC. Particles that deviate from the nominal orbit
either in momentum or transverse offset are removed by collimator systems located at
IR 3 and IR 7. IR 4 houses the radio frequency (RF) cavities required for the acceleration
of the protons. The safe disposal of the high-energy LHC beams, is critical for the
operation of the accelerator. For this reason, a dedicated beam abort facility is located
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2. The LHCb experminent at the LHC

Figure 2.3.: Overview of the Large Hadron Collider (LHC) and its pre-accelerators. The
proton beam is created by stripping electrons off hydrogen anions accelerated
by LINAC 4. Subsequently, the beam energy is stepped up by the Proton
Synchrotron Booster (PSB), Proton Synchrotron (PS), and Super Proton
Synchrotron (SPS). Figure modified from Ref. [74].

at IR 6. Due to its relevance for the BCM, the LHC Beam Dumping System (LBDS) is
described in greater detail in section 2.4.
Before injection into the LHC ring, the particles pass through a chain of pre-accelerators,

shown in Fig. 2.3. Since 2020, the newly commissioned LINAC4 is the first step in the
chain[97]. This linear accelerator produces a beam of hydrogen anions, H−, with a
kinetic energy of 160MeV. The hydrogen ions are stripped of their electrons, leaving
protons that are injected into a chain of three circular pre-accelerators. Subsequently, the
protons are accelerated by the Proton Synchrotron Booster (PSB), Proton Synchrotron
(PS), and Super Proton Synchrotron (SPS) to energies of 1.4GeV, 25GeV, and 450GeV,
respectively. From SPS, the beam is injected into the LHC via two transfer lines, which
are referred to as TI2 and TI8. Beam 1, which circulates clockwise in the LHC ring,
is injected near IR 2 upstream of the ALICE experiment. Circulating in the opposite
direction, beam 2 is injected near IR 8 upstream of the LHCb experiment.
In the high-energy proton-proton collisions at the LHC, bb pairs are predominantly

produced by gluon-gluon fusion. As it is likely that the gluons involved have different
momenta, the produced particles receive a significant boost in the direction of the beams.
Fig. 2.4 shows the resulting angular distribution for the production of bb pairs from pp
collisions at a center of mass energy of 14TeV.
Therefore, the LHCb detector is implemented as a single-arm forward spectrometer.

In contrast to general purpose detectors such as ATLAS or CMS, the LHCb detector
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Figure 2.4.: Distribution of bb pairs produced by pp collisions at a center of mass energy
of 14TeV as a function of polar angle, θ, (left) and pseudorapidity, η (right).
The acceptance of the LHCb detector is indicated in red, whereas the yel-
low lines show the acceptance of a typical general-purpose detector(GPD).
Figures taken from Ref. [28].

does not surround the IP of the LHC beams symmetrically. Instead, only a relatively
small angular region in the forward direction is instrumented so that the detector covers
a pseudo rapidity range of 2 < η < 5 [71]. An overview of the LHCb detector is given in
Fig. 2.5. It consists of several subdetectors, which can broadly be categorized by their
function into two groups, the tracking system and the particle ID (PID) system.

2.2.1. Tracking system
The VELO is a precise silicon pixel tracking system which surrounds the IP of the LHC
beams. Its main purpose is the determination of the primary and secondary vertices, i.e.
the location of the original pp collision and the subsequent decays of short-lived particles
such as B mesons.
The VELO is made up of two stations which can be moved away from the beams

during injection to protect the sensors from damage by the LHC beams. As seen in
Fig. 2.6, each station consists of 26 L-shaped silicon pixel detector modules. The modules
are placed inside the LHC vacuum chamber to reduce the amount of material between
the interaction region and the VELO sensor. To suppress interference from the VELO
structures on the LHCs operation (such as changes to the machine impedance), the sub
detector is separated from the beam line by a thin aluminum foil. This so called RF-Foil
(see Fig. 2.7) has a thickness of around 250µm and is machined from a solid piece of
aluminum.
Because the RF-Foil is the part of the VELO that is closest to the LHC beam line,

it is very susceptible to damage by adverse beam conditions (see section 2.3). During

7



2. The LHCb experminent at the LHC

Figure 2.5.: Schematic of the LHCb detector after the completion of Phase I upgrade at
the beginning of Run 3. Figure taken from Ref. [70].

data taking, the VELO stations are in the position closest to the beam axis. Then, the
minimum clearance of the beam axis to the RF-Foil is 3.5mm.
Due to their short lifetimes, particles such as B and B0

s mesons cannot leave the
VELO before they decay. However, the lifetimes of K0

S mesons and Λ are two orders
of magnitude larger. Hence, a majority of these decays occur between the VELO and
the Scintillating Fibre (SciFi) tracker. The Upstream Tracker, placed between the Ring
Imaging Cherenkov (RICH) 1 and the dipole magnet, significantly improves the recon-
struction of these decays [70].
It consists of four planes of silicon strip sensors, as shown in Fig. 2.8. The strips are

arranged to provide the maximum spatial resolution in the bending (horizontal) plane.
However, central layers, UTaU and UTbV, are tilted by ±5◦ to allow for 3D track
reconstruction by combining hits from multiple layers.
The track density is not uniform over the 1.5m× 1.3m acceptance of the detector. It

is highest near the beam pipe and sharply falls off towards the outer regions. Depending
on the area, silicon strips with varying lengths and widths are used with the goal of
keeping the maximum occupancy below a few percent. The single hit efficiency of the
sensors exceeds 99%[4].
Particle momenta are determined by observing the bending of the particle tracks in

a magnetic field. This field is produced by a normal-conducting dipole magnet located
between the UT and the SciFi tracker. The LHCb dipole consists of two aluminum coils
integrated into an iron yoke. With a nominal current of 5.85 kA, these water-cooled coils
produce a magnetic field with a bending power of 4Tm. Tracks of charged particles are

8



2. The LHCb experminent at the LHC

Figure 2.6.: Left: Placement of the VELO sensors in the x-z plane around the luminous
region at the IP. Right: Layout of the VELO modules in the closed position
in the x-y plane. Figures taken from Ref. [4].

Figure 2.7.: Prototype of the VELO RF-Foil, which has a thickness of 250µm and is
milled from a single block of aluminum. Figures taken from Ref. [65].
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2. The LHCb experminent at the LHC

Figure 2.8.: Schematic overview of the geometry of the Upstream Tracker (UT): The
layout consists of four layers along the z axis. The strip sensors in the outer
stations are parallel to the y axis. The inner stations are angled ±5◦ to
enable 3-dimensional localization of the particle hits. Figure taken from
Ref. [70].

bent in the horizontal plane. During data taking, the polarity of the magnet is periodi-
cally reversed to investigate the impact of detector asymmetries. The magnet covers the
full detector acceptance, i.e., ±250mrad vertically and ±300mrad horizontally.
The Scintillating Fibre (SciFi) tracker is located downstream of the dipole magnet. It

measures the curvature of particle tracks due to the magnetic field, thereby providing
an estimate for the momentum of the particles.
The tracker utilizes scintillating fibers, which are read out by silicon photomultipliers,

to localize the hits of charged particles. Photons created by the scintillation process are
guided by the fibers via total internal reflection. This allows the readout electronics to
be placed outside the acceptance of the tracker.
Fig. 2.9 shows the general layout of the SciFi tracker. It has three tracking stations

with four layers of sensitive material at each station. In analogy to the UT design, the
inner layers in each station are rotated by ±5◦ to provide 3D hit information. The layers
are built of modules with a length of 4850mm and a width of 523mm[4].
In the first two tracking stations, ten modules per layer are required to cover the

nominal LHCb acceptance, whereas the third station has twelve modules. The SciFi
tracker is designed for a target single-hit efficiency over 99% and a resolution of less
than 100µm in the bending plane[4].

2.2.2. Particle Identification
Hadron identification, in particular the separation of pions and kaons, is an essential
requirement of the LHCb experiment. The particle identification subsystem of the LHCb
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Figure 2.9.: Each station of the SciFi-Tracker is made from modules made of fiber mats
placed vertically along the width of the station. The mats are read out on
the top and the bottom by silicon photo multipliers (SiPMs). A mirror is
added to the other side of the mats to increase the light yield. Figure taken
from Ref. [70].

detector consists of the two RICH detectors, an electromagnetic and hadron calorimeter,
and the muon chambers.
For the LHCb experiment, this task is handled by the PID subsystem. Here the

RICH detectors play an important role. These subdetectors are located at two points
in front of and behind the magnet. Between the VELO and the UT and between the
SciFi tracker and the calorimeters. Charged particles traveling faster than the speed of
light in a given medium emit so-called Cherenkov radiation. The light is emitted in a
cone-shaped angular distribution along the path of the particle, where the opening angle
of the Cherenkov is given by

cos θ =
m

n · β
. (2.1)

This dependence on the velocity β is exploited by the RICH subdetectors. Together with
momentum information from the tracking system (see section 2.2.1) a mass hypothesis
for each particle can be formed.
A schematic overview of the RICH stations structure is given in Fig. 2.10: RICH1

which has an angular acceptance of 300mrad (horizontal) and 250mrad vertical uses Per-
fluorobutane (C4F10) as the active radiator medium. Optimized for higher momentum
tracks and with a smaller acceptance – 120mrad (horizontal) and 100mrad (vertical)
– RICH II uses carbon tetrafluoride CF4 as radiator medium[67]. Both stations use a
series of spherical and flat mirrors to guide the Cherenkov light into multianode photo
multipliers for read-out.
To measure the energy of particles, LHCb features a calorimeter system consisting

of an electromagnetic calorimeter (ECAL) and hadronic calorimeter (HCAL). The op-
erational principle of a calorimeter is to stop incoming primary particles by inducing
particle showers inside an absorber material. In the ECAL, charged particles and pho-
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Figure 2.10.: Optical system of the RICH subdetectors. Light produced by the radia-
tors, namely C4F10 for RICH1 and CF4 for RICH2, is guided by spherical
and planar mirrors to multi-anode photo multipliers. Figure taken from
Ref. [69].

tons are stopped with a lead absorber. Iron is used for strongly interacting particles in
the HCAL.
The secondary particles created by the showers are then detected in scintillator layers

interspersed with the absorber material, where optical photons are created depending on
the amount of energy deposited. These photons are then guided by wavelength shifting
optical fibers to photo multiplier tubes for readout.
Of all particle species that travel through the LHCb detector, muons are the ones that

travel the farthest. Due to their lack of hadronic interaction and their relatively high
mass compared to electrons, they largely pass through all detector layers discussed so
far. Therefore, the muon chambers are placed behind the HCAL, furthest from the IP.
The muon system consists of four stations, M2-M5. These stations consist of multi-

wire proportional chambers, interleaved with iron filters. The 80 cm thick absorbers are
used to differentiate between increasingly energetic muons. Muons with a momentum
of more than 6GeV/c pass the last station. Multi-wire proportional chambers are gas
detectors, consisting of high voltage electrodes in a gas volume. Based on these mea-
surements, the muon system can determine the transverse momentum, pT, of a muon
candidate with a resolution of 20%. This information is important for trigger decisions
and event reconstruction, as muons are present in the final state of many relevant decay
channels.

12



2. The LHCb experminent at the LHC

Table 2.1.: Evolution of the nominal beam parameters over the three runs of the LHC.
Values are given for the proton energy, Ep, the number of protons per bunch,
Nb, the number of bunches stored per beam, nb, and the resulting total
energy per beam, Ebeam. Data taken from Ref. [76].

Run 1 Run 2 Run 3
(2009–2013) (2015–2018) (2022–2024)

Ep (TeV) 4 6.5 6.8
Nb 1.7× 1011 1.2× 1011 1.8× 1011

nb 1380 2556 2748
Ebeam (MJ) 150 320 539

2.3. Risk to the experiment due to LHC beams
Over the years of its operation, the LHC is continuously pushing both the energy and
luminosity frontier. As indicated in table 2.1, the increase of proton energy and beam
intensity, as given by the total number of protons in the machine, leads to ever-increasing
beam energies. In Run 3, the energy is expected to reach 539MJ[76] per beam. This level
of stored energy represents a major challenge for the machine protection system[111].
Even losses of a fraction of the total beam particles can damage susceptible equipment.

Energy depositions of as little as 38mJ/cm2 can lead to a local loss of superconductivity
in some LHC magnets[11]. This triggers a so-called quench with the ohmic heating
caused by the now normal conducting region leads to further warming and further loss
of superconductivity. If not controlled, a magnet quench has the potential to severely
damage surrounding equipment.
For this reason, an effective machine protection system is an imperative for operating

a machine such as the LHC. The Beam Loss Monitor (BLM) is the primary machine
protection system of the accelerator. It consists of circa 4000 detectors, mostly ionization
chambers, placed around the LHC ring[89]. Due to the small aperture of the VELO,
the LHCb experiment operates its own dedicated beam monitoring system. The Beam
Conditions Monitor (BCM), which is introduced in detail in chapter 4, measures the
particle flux around IP 8.
Various processes contribute to this particle flux. Under normal conditions, the par-

ticle collisions at the interaction point are the major source of flux[72]. As part of the
BCM upgrade, Monte-Carlo simulations were conducted to estimate the resulting BCM
signals from this background, cf. section 4.4.
Due to various processes, protons can attain a deviation in terms of momentum or

transverse offset with respect to the nominal bunch position. As these particles are still
guided by the beam optics, they travel with the nominal bunches, forming the so-called
beam halo. Collimators exist at various places around the ring to intercept the halo
particles. However, not all protons interact with the collimator, or they are elastically
scattered, leaving a secondary halo. Therefore, a multi-stage collimation process is
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utilized at the LHC with secondary and tertiary collimators to intercept the remaining
halo.
The aperture around the LHCb experiment determines the level of machine induced

background in the experimental cavern. Figure Fig. 2.11 shows the horizontal aperture
22m in either direction from IP 8. In this area, the aperture is fixed, except for the VELO.
During injection and until stable beams have been established, the VELO remains in
the retracted position. At this point in time, the narrowest locations are the within the
compensator magnets at ±22m from the IP and at the UT with an aperture of 26mm
and 25mm, respectively[72]. Once data taking commences, the VELO is moved towards
the beam and it becomes the area of minimal aperture.
Beyond the nominal backgrounds, an understanding of the particle flux during adverse

beam conditions is important for the design of the BCM. In the remainder of the section,
three beam loss scenarios are examined. The most basic adverse condition is beam scrap-
ing. Due to misconfigured or malfunctioning beam optics, the beam could significantly
deviate from its nominal trajectory, moving closer to the boundary of the aperture. A
substantial growth of transverse emittance, which corresponds to an increase in beam
width, would have the same effect.
Ultimately, portions of the beam will scrape on narrow parts of the aperture, leading to

large beam losses at these structures. The resulting energy deposition has the potential
to damage adjacent structures, which for the LHCb detector is the VELO. As part of
the BCM Monte Carlo studies, simulations were conducted to quantify the response of
BCM in beam scraping scenarios and relate it to the energy deposition in the VELO.
First observed in June 2010, so-called unidentified falling objects (UFO) have caused

beam losses that are localized and occur on a timescale of a few LHC turns[13]. It is hy-
pothesized that these losses are caused by micro-meter sized dust attached to the ceiling
of the beam pipe[73]. Once they become dislodged, they fall and cross the high-energy
proton beam. The resulting beam losses can cause both quenches of superconducting
magnets and protective beam dumps by the BLM and the BCMs of the experiments.
In Run 2, UFO incidents lead to 62 beam dumps. Of these, 9 were initiated by the
experiment BCMs[81].
The loss mechanisms discussed so far occur when the beams are already circulating in

the LHC ring. However, in addition to this, losses during the injection process need to be
considered. Concerning the safety of the LHCb detector, the injection of beam 2 has the
greatest impact due to the proximity of the injection point to the LHCb experimental
cavern.
The injection area is located approximately 190m downstream of IP 8. At this point,

two magnets shown in Fig. 2.12 direct the proton bunches supplied by the transfer line
TI 8 into the LHC orbit. A series of septum magnets bend the protons in the horizontal
plane. From this point on, the incoming and already circulating bunches travel, vertically
separated, in the same vacuum chamber. The injection kicker magnet (MKI), produces
a pulsed magnetic field that deflects the incoming bunches into the LHC orbit while
leaving the circulating bunches unaffected.
Failure of the kicker during injection, as illustrated in Fig. 2.13, leaves the injected

bunch undeflected and on trajectory to leave the aperture. Similarly, a mistimed kicker
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pulse can bend circulating bunches out of orbit. Beam absorbers(TDI) are placed behind
the kicker magnet to intercept any stray bunches. According to Ref. [93], the TDI
has protected downstream equipment, such as superconducting magnets and the LHCb
detector, during several kicker failures.
However, when the movable absorber jaws of the TDI are inappropriately positioned,

scraping of the beam can lead to showers of secondary particles travelling in the direction
of the LHCb cavern. In a reduced form, these so-called splashes are commonly observed
by the BCM during injections. In the past, splashes from the TDI have caused quenches
in nearby superconducting magnets[93]. These events also triggered interventions from
the BCM due excessive particle fluxes. One such incident at the beginning of Run 3 is
presented in section 9.4.

Figure 2.11.: Horizontal aperture in the area ±22m of IP 8. Figure taken from Ref. [72].

Even the 450GeV injection beam from the SPS can cause significant damage when
it comes in direct contact with the aperture of the accelerator, An incident during a
high-intensity SPS extraction test in 2004 illustrates this fact. A full LHC injection
batch containing 3.4 × 1013 protons was extracted on a significantly wrong trajectory
and collided with the wall of the vacuum chamber. Fig. 2.14 shows the resulting damage,
which included an approximately 25 cm long cut leading to a vacuum leak.

Figure 2.12.: Injection of beam 2 in the to the right of the LHCb experimental cavern.
Figure modified from Ref. [23].
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Figure 2.13.: Illustration of injection kicker failure. When the injection kicker, MKI, fails
to fire, the incoming beam is not bent onto the LHC orbit. Instead, it is
absorbed by the TDI collimator to prevent damage to the machine. How-
ever, interactions with the TDI material can produce secondary particles
that can reach the LHCb cavern. Figure based on Ref. [93].

Figure 2.14.: Damage in the TT40 SPS extraction line after impact with a 450GeV
proton beam. The length of the groove is approximately 110 cm. Figure
taken from Ref. [38].

2.4. LHC Beam Dumping system
A significant amount of energy is stored in the circulating LHC beams. Therefore, both
during normal operation and in case of emergencies, the safe disposal of the beams is very
important for the safe operation of the accelerator. The LHC Beam Dumping System
(LBDS) located at IR 6, which is shown in Fig. 2.15[30], achieves this task by extract-
ing the beam the main beam line and guiding it to an absorber capable of thermally
dissipating the energy of the beam. The LBDS consists of two symmetrical assemblies,
one for each ring. A set of 15 extraction kicker magnets are used to horizontally deflect
the beam from its nominal trajectory. These magnets’ ramping time of 3µs determines
the length of the abort gap. If the kickers ramp outside this gap (unsynchronized beam
dump), the beam is deflected into structural material in the vicinity of the extraction
point, which may lead to damages.
The deflected bunches travel through the high-field gap of the 15 septum magnets

while the nominal trajectory passes through the field-free region. The field of the septum
magnets deflects the bunches vertically and away from the LHC cryostat. To decrease

16



2. The LHCb experminent at the LHC

Figure 2.15.: Left: Simulated transverse energy deposition of a 7TeV beam with 1.8 ×
1011 protons per bunch at a depth of about 270 cm. Figure taken from
Ref. [76]. The form of the distribution is the result of sweeping the beam
across the dump block to reduce the maximum energy density. Right:
Front-view on the cylindrical beam dump block surrounded by concrete
shielding. Photo cropped from Ref. [79].

the energy density of the beam, a dilution kicker magnets sweep the beam across the
absorber block, which located a drift length of ∼750m[30]. The absorber itself consists
of a water-cooled graphite cylinder with a diameter of 722mm and a length of 8520mm.
The graphite is encased in stainless steel and over pressurized with nitrogen to prevent
oxidation of graphite. For radiation shielding the absorber assembly is surrounded by
900 t of steel and concrete blocks[76].
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The BCM uses diamond sensors to measure the particle flux. Energy deposition mech-
anisms are important for understanding potential damage scenarios, which include the
energy deposition in the VELO sensors. This chapter introduces the detector physics
concepts relevant for the BCM. A thorough treatment of this subject is available in es-
tablished literature, e.g. Ref. [63]. In the first section the interaction of particles and
matter is discussed in general. Subsequently, the focus of the second part lies on chemical
vapor deposition (CVD) diamond, which is used as the sensor material for the BCM.

3.1. Interaction of particles and matter
In general, particles are detected via their interactions with the surrounding matter. A
particle travelling through a medium will interact with it and thereby deposit energy.
The properties of both the target material and the incident particles determine the
type and rate of interactions and the amount of energy transferred. The stopping power
⟨− dE/dx⟩ quantifies the mean energy loss per distance travelled. For charged particles,
the relevant processes are excitation and ionization at lower energies, and radiative losses
due to Bremsstrahlung at higher energies.
Ionization losses occur due to Rutherford scattering of the incident particles on the

electrons of the target medium. Depending on the amount of transferred energy, this
leads to ionization or excitation of the target atom. For heavy particles, i.e., m > me,
the average stopping power due to ionization and excitation is given by the Bethe-Bloch
formula[17]: ⟨︃

−dE

dx

⟩︃
= Kz2

Z

A

1

β2

[︃
1

2
ln

2mec
2β2γ2Wmax
I2

− β2
]︃
. (3.1)

The stopping power is a function of the particles relativistic kinematic parameters β and
γ. The other quantities are

• a constant scaling factor K = 0.307MeVcm2/mol,

• the charge of the incident particle z,

• the atomic number A, molar mass Z, and mean excitation energy, I, of the target
material,

• and the maximum energy transfer possible per interaction Wmax[85].

Fig. 3.1 exemplifies the stopping power for antimuons, µ+, on a copper target over a wide
kinematic range. In the intermediate momentum range, 0.1 < βγ < 1000, the stopping
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power is described by the Bethe-Bloch equation. Here, the mean energy loss reaches
a minimum. According to Ref. [85], this occurs at βγ ≈ 3 to 3.5 in most materials.
Particles in this regime are referred to as minimum ionizing particles (MIPs). For the
characterization of particle detectors MIPs serve as an important benchmark because
they represent the worst case signal size due to the minimal energy deposition.

Figure 3.1.: Stopping power for an antimuon beam through copper in different energy
regimes. Figure taken from Ref. [85].

The aforementioned calculations are valid for heavy particles. But during testing
of detectors with β sources for example, the stopping power for electron beams is of
special interest. Several modifications have to be made to eq. (3.1) to correctly describe
the interaction of electrons: Firstly, because incident and target particle are of the
same species, quantum mechanical indistinguishability reduces the maximum energy
transfer Wmax by a factor of two compared to the classical treatment. Secondly, in the
case of large energy transfers, the interactions have to be treated as discrete processes,
Møller scattering, i.e. See Refs. [85, 109] for a more thorough treatment including the
computation of the applicable interaction cross-sections.
With higher momentum, the Bethe-Bloch theory, cf. eq. (3.1), predicts logarithmic

increase in stopping power. Yet, a stronger rise is observed for higher values of βγ, be-
cause radiative effects become significant in this regime. Charges deflected in the electric
field of the medium’s nuclei radiate photons. The energy loss due to this Bremsstrahlung
scales linear with the incident particle’s energy and is inversely proportional to the square
of its mass M : (︃

−dE

dx

)︃
rad

=
E

X0
∝ Z2 E

M2
. (3.2)

Hence, radiative losses become significant at lower energies for electrons compared to
heavier particles.
The radiation length, X0, represents the typical length scale for radiative losses in

a given material. It is also useful to compare the influence of different materials on a
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particle beam. The photons produced by Bremsstrahlung can also interact with the
surrounding matter. Depending on the energy, there are three different processes that
dominate the interaction of photons with matter, which are shown in Fig. 3.2 for a
carbon target.
In the low-energy regime, i.e., Eγ ⪅ 10 keV, the photo-electric effect dominates the

total interaction cross-section. Here, an electron is removed from the atomic shell of
the material after interacting with an incoming photon. The latter is absorbed in the
process. The remaining energy of the photon is transferred to the electron as kinetic
energy. For higher photon energies, which are comparable to the electron rest energy
mec

2, Compton scattering becomes the dominant interaction. In this case, the photon is
scattered inelastically on an electron. Some of the initial photon’s energy is transferred
to the electron during the interaction. As a result, the outgoing photon is emitted with
a larger wavelength.
For even higher energies, pair production is the dominating process. The conversion

of a photon to an electron positron pair is possible when the incident photon energy is
at least 2me. In isolation, this reaction is not possible as it violates the conservation
of momentum. However, in the presence of a nuclear field, this limitation is lifted.
Pair production is related to the emission of Bremsstrahlung. In fact, at high energies,
products of either reaction can in turn undergo the other, leading to the formation of an
electromangetic shower. In these cascades, a single incident photon or electron creates
an exponentially growing number of daughter particles by repeated pair production and
Bremsstrahlung emission. The reaction stops when the photon energy falls below the
minimum energy for pair production mentioned above. In the context of the LHCb
experiment, electromagnetic showers are relevant both for the energy measurement in
the calorimeters and as a possible consequence of adverse beam conditions as discussed
in section 2.3.

20



3. Detector physics

Figure 3.2.: Photon cross-section as a function of energy in a carbon target. σp.e. cor-
responds to the photo-electric effect, σCompton to the Compton effect, and
κnuc to pair production in the nuclear field. Figure modified from Ref. [85].

3.2. Diamond as detector material
This section will give an introduction to the properties of chemical vapor deposition
(CVD) diamond and its application in particle detection. In table 3.1, the material
properties of diamond are summarized and compared to silicon, which is a common
material in detector applications. Carbon can form different solid phases depending on
the spacial configuration of the atoms: Graphite and diamond are two common allotropes
of the element carbon. Diamond is made up of atoms arranged in the eponymous
diamond lattice structure shown in Fig. 3.3. This structure consists of two interlaced
fcc lattices shifted diagonally by a quarter of the lattice constant. Each atom forms
sp3-hybrid orbitals with its four closest neighbors. This results in a tetrahedral crystal
structure with a lattice constant of 3.57Å[88].
Diamond is meta-stable under standard temperature and pressure conditions, This

means it does not convert to the thermodynamically preferable Graphite configuration
due to the high activation energy of 728 kJmol−1 for this reaction[24]. In nature, dia-
mond is formed at high temperatures and pressures in the earth’s mantel and moved up
into the crust by volcanic activity. As early as 1995, this process was replicated by the
so called high-pressure high-temperature (HPHT) synthesis. In this process, carbon is
converted into diamond at pressures 50 kbar to 100 kbar and temperatures of 1800K to
2300K [82]. Diamonds produced by the HPHT technique are almost exclusively utilized
in industrial applications. They are unsuitable for detector use due to their small size –
typically around 1mm – and insufficient purity.
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Figure 3.3.: The diamond crystal structure consists of two interlaced face-centered cubic
(fcc) lattices shifted diagonally by a quarter of the lattice constant. Figure
taken from Ref. [63].

An alternative to HPHT synthesis is the chemical vapor deposition (CVD) process,
in which diamond is grown on a substrate in a low pressure (< 100 kPa) environment.
The underlying process is the decomposition of methane

CH4(g) 2H2(g) + Cdiamond (3.3)

and the subsequent deposition of the carbon onto a substrate. For the reaction to
proceed, activation energy must be provided to the gaseous phase. This can be done
in several ways, such as via a hot filament or a microwave plasma. For detector-grade
diamond, the latter is the preferred method as it introduces the fewest impurities into
the finished product. A schematic reactor for the microwave CVD process is shown in
Fig. 3.4.
The large-scale structure of the resulting diamond depends on the choice of substrate:

If a single crystal is used, it continues to grow due to the carbon deposition. The result is
a so-called single-crystalline CVD (sCVD) diamond. Alternatively, powdered diamond
can be used as growth medium. Each diamond grain serves as a nucleation site for vapor
deposition, which causes columnar growth (see Fig. 3.5) of poly-crystalline CVD (pCVD)
diamond, whereby the grain size increases in the growth direction. This polycrystaline
structure impacts the electrical properties of the diamond in a potentially undesirable
manner. However, pCVD diamond can be grown to larger sizes and produced at a lower
cost. Therefore, they are often the preferred choice in detector applications such as the
BCM.
For the use of a material as a sensor medium its electrical properties are of importance.

In solids, the energy levels of the electrons are influenced by the large number of atomic
nuclei in the crystal lattice. This leads to the formation of so-called energy bands with
groups of tightly spaced energy levels separated by a relatively large band gap (∼ eV).
The occupation of these bands depends on the temperature according to the Fermi-Dirac
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Figure 3.4.: In a CVD reactor, incoming process gases, usually methane and hydrogen,
are activated by a microwave plasma. The carbon radicals formed by this
reaction are then deposited onto a substrate, where diamond can grow under
the right conditions. Figure taken from Ref. [27].

distribution[25, 31, 63]:
f(E) =

1

exp
(︂
E−Ef
kBT

)︂
+ 1

. (3.4)

The Fermi energy, EF, corresponds to the highest energy level that would be occupied
in the absence of thermal excitations (T = 0K). The energy bands directly above and
below EF are referred to as valence and conduction band, respectively. Fig. 3.6 shows
several possible configurations of these bands in relation to the Fermi energy. These
correspond to different classes of solids in terms of electrical conductivity: In conductors
the Fermi level does not fall into the band gap, either because the two bands overlap
or EF lies within the conduction band. Electrons can easily transition between states
within one band due to the small energy differences. An electric field can therefore impart
energy and momentum onto these charge carriers. Macroscopically, this movement can
be observed as electrical current. This band structure is characteristic of metals and
explains the high conductivity of these materials.
However, the Fermi level can also lie in the band gap between valance and conduction

band. For materials with large band gaps,

∆E ≫ kBT ,

the valance band is completely filled, and the conduction band is empty. In absence of
thermal excitations, no electron has sufficient energy to cross the band gap. An electric
field cannot impart energy on electrons in the completely filled energy band, because
there are no free states in the band left for the electrons to transition into. Hence, no
current flow is possible, and the material is considered an insulator. However, a fraction
of electrons according to eq. (3.4) are excited thermally and transition from the valence

23



3. Detector physics

Figure 3.5.: Scanning electron microscopy image showing a CVD diamond film with a
thickness of 100µm. It is grown on a silicon substrate with the grain size
increasing from the substrate side (bottom) to the growth side (top). Image
courtesy of CVD diamond group, School of Chemistry, University of Bristol,
UK.

to the conduction band. Here, they contribute as free charge carriers to the conduction of
electrical current. Meanwhile, the unoccupied states in the valence band also propagate
as positively charged holes in the opposite direction of the electrons.
Materials with sufficiently small band gaps, e.g., 1.11 eV for Silicon or 1.44 eV for

Gallium arsenide[88], are classified as semiconductors because a significant amount of
free charge carriers are present at room temperature. Typical values for the conductivity
lie between 104Ω−1 cm−1 and 10−10Ω−1 cm−1[94].
Thermal excitation is not the only source of free charge carriers in semiconductors.

The energy needed to cross the band gap can also be deposited by the interaction of high
energy particles with the material as discussed in the previous section 3.1. This way,
semiconductors can serve as particle detectors: With the deposited energy, electrons can
transition from the valence to the conduction band. This creates free charge carriers
in the form of electron-hole pairs in the semiconductor. Not all energy deposited in
the medium leads to electrons overcoming the band gap. Therefore, the average energy
needed to create an electron hole pair is larger than the band gap of the material. For
diamond this value is 13.1 eV[75].
A bias voltage is applied to the sensor to separate and detect the freed charge carriers.

According to Ramo’s theorem[84], a current ik is induced on an electrode, k, by a charge,
q, moving with velocity v⃗:

ik = qF⃗w · v⃗. (3.5)

The latter is a function of the electron and hole mobilities, µe and µh. The so-called
weighting field F⃗ is calculated by removing the charge and setting all electrodes to ground
potential (0V), except for k which is set to Vk = 1V. Ramo’s theorem implies that the
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Table 3.1.: Selected physical properties of diamond. For pCVD these values can vary
significantly. For comparison with a typical semiconductor values for Silicon
are also provided. Temperature-dependent values are given at 300K.

Property Diamond Silicon Unit

atomic number 6 14
atom mass 12.01 28.09 u
density 3.51 2.328 g cm−3

crystal structure diamond diamond
lattice constant 3.57 5.431 Å
band gap 5.5 1.12 eV
intrinsic carrier density 0 1.01× 1010 cm−3

resistivity 1e16 2.3e5 Ωcm
avg. energy per (e/h) pair 13.1 3.65 eV
thermal conductivity >18 1.48 Wcm−1K−1

mobility (e) ∼ 1800 1450 cm2V−1 s−1

mobility (h) ∼ 2300 500 cm2V−1 s−1

lifetime (e) ∼ 0.100 >100 µs
lifetime (h) ∼ 0.050 >100 µs

signal is not dependent on the free charge carriers reaching the electrodes. Rather, the
charge is continuously collected for the duration of the charge movement. If the charge is
lost before reaching the electrode, the remaining signal to be generated is lost. It means
that the percentage of collected signal is determined by the charge carriers mean drift
distance. This so-called charge collection distance (CCD),

CCD = E (µeτ e + µhτh) , (3.6)

depends on the bias field strength E as well as the charge carrier mobility, µ{e,h},
and mean drift time τ{e,h}, The charge collection efficiency (CCE) is the ratio of charge
detected at the electrodes to the amount of free charge carriers initially created by the
ionization process. This value can be estimated from the CCD if the latter is small
compared to the spacing of the electrodes, which is usually the case for CVD diamond
sensors of typical sizes:

CCE =
Qion
Qdet

≈ CCD

d
. (3.7)

In pCVD diamond, this lifetime is heavily influenced by the geometric structure of the
material because the grain boundaries in the poly crystal create potential wells which
trap the charge carriers and therefore reduce the CCD. For individual pCVD samples
there can be a significant difference in efficiency due to variations in the grain structure
of the diamond. For applications such as the BCM, this reduces the signal current for
a given particle flux and noise level. Hence, it is desirable to use sensors with a large
CCE. The measurement of the CCE was part of the characterization of the BCM sensors,
which was done by the Dortmund group, and is presented in section 4.1 and Ref. [99].
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Figure 3.6.: The electrical conductivity of materials is determined by the position of
the valence and conduction bands with respect to the Fermi level EF. For
metals, the Fermi level lies within one band or two overlapping bands. If EF
lies in a band gap, ∆E, the material is classified as either a semiconductor
or insulator depending on the size of ∆E.

In addition to the initial grain structure, radiation induced damages also influence
the efficiency. Similar to the grain boundaries, these effects also create further trapping
centers by introducing additional acceptor and donator levels in the band structure of
the diamond. Radiation damage to diamond sensors does not lie within the scope of this
thesis. For further details, the reader is referred to Refs. [63, 85].
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To protect the LHCb experiment from damage due to adverse beam conditions, the
detector design incorporates the so called Beam Conditions Monitor (BCM). This safety
system monitors the particle flux around the beam pipe at two locations near the LHCb
interaction point as seen in Fig. 4.1: One station, BCM-U, is situated at z = −2131mm
on the shielding wall of the VELO alcove as seen in Fig. 4.2a. On the other side, 2765mm
downstream of the IP, the second station, BCM-D, is mounted in the area between the
UT and the LHCb dipole magnet, cf. Fig. 4.2b. The BCM has protected the LHCb
detector since the beginning of Run I of the LHC in 2008. Ref. [43] describes the original
design of the BCM system.

Figure 4.1.: The BCM system consists of two stations placed on the beam pipe: The
upstream station (BCM-U) is located in the non-instrumented hemisphere
2131mm from the IP. The downstream station (BCM-D) is situated be-
tween the UT and the magnet at a distance of 2765mm from the IP. Figure
modified from Ref. [70].

At each station, eight polycrystalline CVD sensors are mounted radially around the
beam pipe. Diamond is chosen as the sensor material due to its unique properties.
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(a) BCM-U station located at the
shielding wall of the VELO alcove

(b) BCM-D mounted on the beam pipe
near the magnet.

Figure 4.2.: The two stations of the BCM are located on either side of the LHCb IP
and are mounted an annular support structure. To shield the system from
electrical noise, each station is wrapped with copper foil.

Firstly, the sensors should function at ambient temperature. Otherwise, cooling infras-
tructure would need to be installed at the BCM stations, leading to additional complexity
and reduced reliability. In contrast to e.g. silicon sensors, diamond detectors can be op-
erated at higher temperatures due to their relatively low dark currents. Secondly, the
BCM stations are located close to the beam pipe and the IP, which exposes them to high
radiation doses from the operation of the LHC. Its crystal structure makes diamond suf-
ficiently radiation hard that the sensors can withstand the harsh radiation environment
for several years.
Besides the sensors, auxiliary components belong to each station, such as the annu-

lar support structure attached to the beam pipe. These components are described in
section 4.2 Also, each station features a mini-crate where the diamond connection unit
(DCU) is located. The former houses the front-end charge to frequency converter (CFC)
card, see section 4.3 and Ref. [36], and its low-voltage power supply. The latter termi-
nates the conductors coming from the sensors, passes the sensor current to the input
channels of the CFC card, and supplies the bias voltage (200V) to the sensors.
The current measurements acquired by the front-end cards is read out via two redun-

dant optical links each. These systems are situated in the so called D3 barracks, which
are separated from the LHCb detector by a 4m thick concrete shielding wall[105]. This
enables access to these systems independent of the LHC operational status, and allows
for design of the back-end systems without consideration for radiation hardness.
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The readout system receives the data frames from the CFC cards via the optical links
and decodes them to recover the measured currents. Based on these currents and a set of
predefined thresholds, the system determines whether the beam conditions allow for the
safe operation of the LHCb detector. If not, a beam abort is triggered via the Controls-
Interlocks-Beam-User (CIBU) interface to the LHC[106]. A more complete specification
of the readout system and its external interfaces is provided in chapter 5.
For the implementation of the BCM DAQ system, which includes the aforementioned

online data processing and beam abort logic, FPGAs are chosen. These integrated
circuits provide programmable logic elements, and enable the design of versatile data
acquisition and processing systems. The development of the DAQ for the upgraded
BCM system is the main aspect of this thesis. Therefore, this work will be presented in
three dedicated chapters 6, 7, and 8 for the hardware, firmware, and software aspects
of the system, respectively. For setting the above-mentioned thresholds, Monte Carlo
simulations of the BCM stations and the VELO have been conducted by the BCM
group[87]. An overview of these studies is given at the end of this chapter in section 4.4.

4.1. Sensor characterization
During the refurbishment of the BCM system, the stations were outfitted with new
diamond sensors. 32 polycrystalline diamonds, with the same specified requirements as
the original sensors, have been procured from Element Six Technologies in 2021.
As outlined in section 3.2, the CCE of the sensors varies due to differences in the grain

structure of the material. Furthermore, according to Ref. [43], erratic current spikes in
the order of several micro amperes were observed in certain sensors of the original BCM.
Therefore, a characterization of the sensors is needed to decide which subset to use in
the refurbished BCM.
The characterization procedure was developed in the scope of several theses [33, 60,

61]. Eventually, Ref. [99] describes the final test setup and presents measurements on
prototype sensors. For the test, a bias voltage of 200V is applied to each sensor. A
time-integrated measurement of sensor currents is performed with a Keithley 6487
picoammeter[101]. Initially, the dark current of the sensors is measured. Next, the
sensors are placed under a 90Sr source, which provides electrons with an energy of up
to 2.3MeV[15]. Out of the 32 diamonds, the 16 sensors with the highest signal-to-noise
ratio were chosen. Diamonds that exhibited erratic behavior were excluded.

4.2. Stations
For optimal coverage of the particle flux around the beam pipe, the sensors are placed
symmetrically around it. This is achieved by a mechanical support structure in form of
two half rings for each station. For the upstream BCM station, it is mounted on the
shielding wall of the VELO alcove. There are many systems located in this area even
though it does not lie in the actual acceptance of the LHCb detector. For Run 3, the
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Figure 4.3.: Mechanical support of BCM-U. One half station mounted on a “sliding
door”(dark gray) which runs along two rails located on the shielding wall in
the background is shown. This configuration allows the BCM to be moved
into and out of the confined space between the shielding wall and the Probe
for LUminosity MEasurement (PLUME) detector in the foreground.

PLUME detector[68], which is located just in front of the BCM-U, was installed as an
additional luminometer.
This poses a maintenance challenge for the BCM because there is only a few centime-

ters of space between the PLUME envelope and the upstream station. To mitigate this,
a new support structure was developed by the Dortmund BCM group which is shown
in Fig. 4.3. The ring carrying the sensors and PCB is fixed to a machined aluminum
plate which is attached to a rail system. This system allows for the station to be opened
and moved way from beam pipe and out of the confined space between PLUME and
the shielding wall. During beam operation, the areas in the vicinity of the LHCs beams
become activated. This is especially relevant for the VELO alcove due to its proximity to
the IP. Maintenance work on the BCM may potentially have to take place during short
technical stops with little time for the activation of the work area to subside. Following
the ALARA1 principle, the duration of the intervention has to be minimized to keep the
doses incurred by maintenance personnel low. Each side of the station can be removed
from the guide rails and replaced by a spare part. A second copy of the half plates
(including the diamond sensors) was produced by the Dortmund BCM group and serves
as a spare for drop-in replacement. From each half station, the sensors are connected via
a twisted-pair cable. For this, a standard Category 7 shielded, twisted-pair cable was

1As Low As Reasonable Achievable
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C Sensor

Figure 4.4.: Schematic showing the connection of a single sensor to a front-end channel.
The low-pass filter is housed in the DCU.

Figure 4.5.: Minicrate housing the front-end card and its power supply. The DCU at-
tached on the left side.

used. The use of standardized cabling has advantages for complying with CERN safety
standards and procuring spare material.
For the design of the BCM downstream station, the effect of any material brought

into the LHCb acceptance needs to be considered. Any material in this area, especially
with a short radiation length X0, can lead to interactions with particles in the detector
such as multiple scattering and the initiation of particle showers. These effects prevent
the tracking and the correct reconstruction of the events which decreases the overall
efficiency of the detector. For this reason, the support structure of the downstream
station is made from the plastic material TecaPeek instead of aluminum. On this
base, the printed circuit boards (PCBs), each of which hold four sensors, are attached
by TecaPeek screws. The station can be separated into two parts to place it onto the
beam pipe, and it is mechanically secured by clamping it to the support structure of the
beam pipe as seen in Fig. 4.2b. To further reduce the material budget, a hand-wound
cable with is used to connect the sensors to the front end electronics, which is made from
thin twisted Kapton® coated copper pairs.
Fig. 4.6 shows the sensors are mounted on a PCB as well as the sensor numbering

for both stations. To shield the system from electromagnetic interference (EMI), the
sensors at both stations are covered with Kapton® coated copper foil. The cables for
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D-0 U-0
D-1

U-1

D-2

U-2

D-3
U-3D-4 U-4

D-5

U-5

D-6

U-6

D-7
U-7

A- Side C- Side

Figure 4.6.: Top: BCM-D station with the shielding foil removed. Numbering scheme
for the BCM sensors. When looking along the positive z direction, the
channels are numbered increasing counter-clockwise. For the BCM-U, the
arrangement is rotated by 22.5◦ to allow the separation of the half plates
of the station. Nota bene: The direction shown does not correspond to the
physical access to the upstream station. In this case, the channel numbering
appears clockwise.

both stations are terminated in the so-called DCU, which supplies the sensors with the
bias voltage of 200V, and forwards the current signals to the front-end CFC card. In
Fig. 4.4 the schematic of one of the eight DCU channels is shown. For each channel, the
bias voltage is filtered via a RC low-pass filter. The DCU is physically attached to the
front-end mini crate (as seen in Fig. 4.5), which houses the CFC data acquisition card
described in the next section.
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Table 4.1.: Specifications of the CFC front-end cards. Data taken from Ref. [36].

Current measuring range 2.5 pA 1mA
Error down to 10pA −50% +100%
Error down to 1nA −25% +25%
Maximal input current 561mA
Input voltage peak 1 kV at 100µs
Radiation tolerance 500Gy in 20 yr
Digital supply +2.5V
Analogue supply ±5V*
High-voltage monitor input 0V +5kV
Measurement period 40µs
Output data rate 800Mbit s−1 (8b10b encoded)

4.3. Front-end electronics
The signal of the diamond sensors is a current, which is proportional to the particle flux
through the sensors. This current needs to be periodically measured and the resulting
data must be digitized, which is the role of the front-end (FE) electronics. For the
BCM, the choice was made to use DAQ cards originally used for the LHC BLM[36].
This readout-card, in this document referred to as CFC or front-end card, allows for
the measurement of 8 channels with a large dynamic range. It features radiation tol-
erant electronics in a robust, compact form factor. Table 4.1 provides the main design
specifications of the CFC cards.
The main component of the FE card is a so-called charge to frequency converter

(CFC), the operation of which is illustrated by Fig. 4.7. In this setup, the signal current
is fed into an operational amplifier-driven integrator circuit. When the capacitor of the
integrator reaches a certain charge, it is discharged to reset the integrator. To determine
the current, the number of these charge-discharge cycles per the measurement period are
counted and hence the charge per 40µs is determined. For the BCM card, a frequency of
25 kHz, i.e., one cycle per measurement period, corresponds to a signal current of 5µA.
To increase the resolution of the CFC, especially in the low current regime, a 12 bit

analog-to-digital converter (ADC) is used to sample the integrator level at the end of
a readout period. For a constant input current, the integrator level of the CFC card
follows a saw tooth waveform. The current can be recovered from the count and the
difference of two consecutive ADC values:

I(ti) = 5 µA
(︃

counts(ti) +
ADC(ti−1)− ADC(ti)

ADCrange

)︃
. (4.1)

In principle, the ADCrange in eq. (4.1) would be 4096, given by the width of the 12 bit
ADC. However, in reality, this value is lower as the integrator output does not sweep
the ADC completely. For this reason, ADCrange needs to be empirically determined by
the DAQ system for every channel.
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Figure 4.7.: Exemplary waveform of the CFC card’s integrator level. In this case, three
cycles occurred during the measurement period shown. Figure taken from
Ref. [36].

The CFC card is designed to be operated in the LHC tunnel. The electronics need
to be sufficiently radiation tolerant to withstand an expected dose of 400Gy in 20 years
of operation[36]. For a safety margin, the card and its components are designed and
tested for an integrated dose of 500Gy. This requirement guided the design of the
components of the card, such as the operational amplifier, the FPGA, and the ADC.
During testing, it was discovered that the operational amplifier developed an increased
offset current with increasing irradiation[36]. To counteract this, the cards feature an
active compensation mechanism. For each channel a digital-to-analog converter (DAC)
injects additional current into the integrator circuit. When the card is turned on, the
output of the DAQ gradually increased until a constant current of 10 pA is observed,
which corresponds to one count every 10 s.
An FPGA controls and monitors the operation of the CFC card. After each integration

period, this device collects the count and ADC values and sends them out via a redundant
optical link.
A data frame, as shown in Fig. 4.8, has a length of 40B. It contains the CFC count

and ADC values for each channel having a width of 8 bit and 12 bit, respectively. To
monitor the health of the card, the frame includes a 32 bit status vector and the current
DAC setting for each channel. The status field provides information on the cards power
supply, temperature, and state of the optical transceivers (XCVRs). A comprehensive
description of all status bits can be found in table A.1 in the appendix. In addition to
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0123456789101112131415

Card ID

Status

Count 0 ADC 0
ADC 0 Count 1 ADC 1

ADC 1 Count 2
ADC 2 Count 3

Count 3 ADC 3
Count 4 ADC 4

ADC 4 Count 5 ADC 5
ADC 5 Count 6

ADC 6 Count 7
Count 7 ADC 7

DAC 0 DAC 1
DAC 2 DAC 3
DAC 4 DAC 5
DAC 6 DAC 7

Frame ID

Cyclic Redundancy Check

Figure 4.8.: Data frame of the front-end card. Each line corresponds to a 16 bit data
word. These words are encoded using 8b10b code and transmitted at a rate
of 40MHz. Figure modified and corrected from Ref. [36].

this, any issues with the active compensation system can be detected by monitoring the
DAC values.
The data frame begins with the 16 bit card identification number (CID) of the front-

end card. This unique number allows the correct assignment of the data to its source.
An incrementing frame identification number (FID) is included to detect if any data
frames are lost during the transmission. Ensuring the correct frame sequence is especially
important because as per eq. (4.1) the current is determined from the consecutive frames.
Lastly, a cyclic redundancy check (CRC) field completes the data frame. A CRC is an
algorithm for error detection based on polynomial division. The content of the 32 bit
wide field is derived from the contents of the data frame and appended to it. The receiver
repeats the computation to ensure the integrity of the message. The CFC card uses the
CRC-32/MPEG2 variant of this algorithm. Details of the computation can be found
in appendix A.1.1.
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Figure 4.9.: Simulated currents for Run 1 to 3 for both BCM stations. Sensor IDs 0
to 7 and 8 to 15 correspond to the upstream and downstream stations,
respectively. Figure taken from Ref. [87].

4.4. Simulation studies
Due to the changed geometry of the VELO and the increased instantaneous luminosity,
a new set of thresholds needs to be determined for the BCM in Run 3. Monte-Carlo
simulations are conducted for the BCM sensors and for the sensitive parts of the VELO.
At first, the energy deposition in the BCM sensors during nominal running conditions is
determined. According to Ref. [72], the collision products are the major contribution to
the background signal observed in the BCM sensors. Therefore, the energy deposition
plays an important role for setting the thresholds in Run 3.
The proton-proton collisions were simulated with the Pythia[96] application and the

particle decays with EvtGen[64]. Parameters of the simulation, such as the center-of-
mass energy and the average number of proton-proton interactions per collision, were set
according to the expected Run 3 conditions. The interaction of the high-energy particles
with the detector material is simulated with the Geant4[7] software. For this step, the
geometry of the upgrade detector is used.
The estimates for the background signal derived from the simulation are shown in

Fig. 4.9 for Runs 1 to 3. In addition to this, a measurement of currents from a LHC
fill in 2018 (Run 2) is shown to cross-check the simulation. The measured values lie
around a factor of two above the simulation results. This can be partly explained by the
simulation not taking the CCE of the sensors into account. However, the simulation was

36



4. Beam Conditions Monitor

Table 4.2.: Simulated mean currents for Run 1 to 3 for both BCM stations. For compar-
ison, measurements from 2018 are provided in parentheses. Data taken from
Ref. [87].

Station Run 1 [nA] Run 2 [nA] Run 3 [nA]

SIM (DAT) BCM-U 20 46 (22) 189
SIM (DAT) BCM-D 9 20 (10) 75

deemed reliable enough for determining the thresholds[87]. A summary of the results
is provided in table 4.2. Based on these findings, it was proposed to increase the BCM
thresholds by a factor of four. The resulting thresholds for Run 3 operations are laid
out in appendix A.2.
In a second step, adverse beam conditions were simulated to verify the coverage of

the BCM in light of the changed VELO geometry. For the evaluation of the coverage
of the BCM, beam scraping scenarios were studied. During a series of simulations, the
proton beam was offset in position and angle. Every time, the energy deposition in the
sensitive VELO components was compared to the response of the BCM sensors.
In summary, the studies showed that the BCM, in fact, has sufficient coverage to

protect the VELO. Furthermore, it was determined that the maximum temperature
increase in the RF-foil of the VELO is limited to approximately 0.01K before the beams
are dumped by the BCM. For further details on these studies, the reader is referred to
Ref. [87].
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5.1. Requirements
5.1.1. Beam abort logic
The purpose of the BCM is to protect the LHCb experiment from the LHC beams in
case of misalignment or other malfunctions. The system must be able to automatically
detect these conditions in order to react in time. The LHC beams have an orbital period
of 89µs[30]. This means the system needs to react in this time frame in order to prevent
repeated damage from the misaligned beams. Failure to remove the beam permit could
cause permanent damage to the components of the LHCb detector. The prevention
of such “false negative” scenario is the primary design goal of the beam abort decision
algorithm and the BCM as a whole. On the other hand an unneeded beam abort imposes
a cost onto the LHC and its users. In this case the data taking for all four experiments
is stopped, the filling procedure has to be repeated, and data taking is interrupted for
30 to 70 minutes [30]. The design of the beam abort decision algorithm therefore has to
balance these concerns.
The basis for the abort decision are the input current signals from the CFC card sent

every 40µs from each station. The beam abort algorithm treats the stations indepen-
dently, i.e. if either station shows excessive currents, the beam is dumped. So-called
running sums N are introduced to suppress (random) noise.
Given a sequence of current measurements {Ik}, the running sum RSN is obtained by

summing over the last N observed current values. The advantage of this approach is
the suppression of noise for increasing values of N . Additionally, it is well suited to be
implemented in digital logic as described in section 7.4. For large N , the smoothing effect
of the running sums effectively filters out the high frequency components of the signal.
This leads to larger response times and the suppression of fast transient signals. For this
reason, the BCMs decision algorithm uses multiple running sums (namely N = 1, 2, 32)
in different abort criteria. In the past, individual sensors showed erratic spikes in dark
current [43]. To mitigate the risk of false beam abort requests additional temporal or
spacial coincidence conditions are applied to the abort criteria.

RS1 abort This mode is based on the non-smoothed current measurements. The cur-
rent of each sensor is compared to a threshold which can be set individually per sensor.
If a sensor shows excessive current for two consecutive frames, it is considered triggered
(temporal coincidence). Additionally, spacial coincidence is applied by requiring three
neighboring sensors to trigger. As the integration time of the front end is 40µs, this
criterion has a reaction time of at least 80µs corresponding to around one LHC turn.
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RS2 abort The former criterion is limited in that it is not responsive to transient
events with durations under 40µs as the signal must be present in two consecutive
frames. Such events could occur either during injection or when the LHC is filled with
only one bunch. Therefore, an additional criterion based on running sum RS2 forgoes
the temporal coincidence requirement. The beam permit is removed when RS2 exceeds
the per-sensor threshold in three neighboring sensors.

RSsum
32 abort So far only short range criteria have been considered. These have quick

reaction times, because only two measurement periods are considered. But because
of this, the decision thresholds have to be set significantly above the background level
to prevent false positives due to noise. As mentioned above, longer running sums can
suppress this noise due to the averaging effect of this operation. For this reason the
decision algorithm also includes a long range abort criterion based on RS32. But instead
of the neighborhood based spacial coincidence, the signal is averaged by summing over
all sensors within a station. To remove outliers the smallest and two largest values of
RS32 are excluded from the RSsum

32 . This value is then compared to a single threshold
per station.
Also, the thresholds can be varied depending on the beam mode. During the injection

phase, the VELO in the retracted position further away from the beams. Therefore,
it is possible to increase the thresholds to prevent unnecessary dumps during injection
without increased risk to the LHCb detector. See appendix A.2 for the concrete threshold
values.

5.2. Interface to outside systems
5.2.1. beam interlock system
The LHC beams contain a large amount of energy which is potentially dangerous if
not properly controlled. The beam interlock system (BIS) is the primary safety sys-
tems responsible for managing the hazards of the LHC beams. This interlock aggregates
the output of several hundred so-called user systems around the LHC ring. If any of
these systems deem the conditions to be unsafe for the beam operation to continue, it
withdraws its USER_PERMIT thereby initiating a beam abort request. It is the respon-
sibility of the BIS to forward this request to the LBDS, which then physically extracts
the beams from the LHC and disposes of them safely as described in section 2.4. The
key requirements that guided the design of the BIS are response time, redundancy, and
fail-safe operation. Fig. 5.1 shows the layout of the system. The backbone of the system
are 17 beam interlock controllers (BICs) which are connected by a total of four fiber
optical links. For each beam there are two redundant loops. At the LBDS in IR 6, a
10MHz signal is injected into both loops. The signals travel around the ring in opposing
directions and pass the BICs on the way. If a BIC is instructed to issue a beam abort,
it opens the loop for the respective beam. At the IR 6 the end of the loop is monitored
for the presence of the 10MHz signal. When it is not present or a change in frequency
is detected, a beam abort request is issued to the LBDS.
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Figure 5.1.: The backbone of the LHC beam interlock system consists of 17 beam in-
terlock controllers. These are associated to either side of the 8 IRs and the
CERN Control Centre (CCC). Figure taken from Ref. [111].

Many different user systems are connected to the BIS via the BIC. The so-called
CIBU unit provides a uniform interface[106]. The USER_PEMRMIT is signalled from the
user system to the CIBU via two redundant current loops. If the user system drives more
than 9mA of current through both channels, the corresponding user permit is set. When
the current drops below 1mA, the user permit is removed and a beam abort request
is initiated by the BIS. The CIBU also provides a feedback channel called BEAM_INFO
which gives the global status of the beam permit. As this signal is not safety critical, no
redundancy is employed here.
The other important design consideration is the time delay between the request of a

beam abort by a user system and the complete extraction of the beams from the LHC
beam pipe. When the current loop is broken at the CIBU, the specification guarantees
that the request reaches the LBDS in at most 100µs[107]. This time depends on the
location of the triggering BIC due to the propagation delay of the optical fibers carrying
the permit signals. For IP 8 a delay of approximately 60µs is expected due to its prox-
imity to the LBDS at IR 6[107]. When the dump request has reached the LBDS, it needs
to synchronize with the abort gap between the bunch trains. In the worst case, this can
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Figure 5.2.: Front view of the CIBU interface to the BIS, located at the LHCb detector,
showing the status of the redundant USER_PERMIT and the feedback signal
BEAM_INFO.

take a full turn which corresponds to 89µs. After the synchronization, the extraction
kicker magnets are ramped up and the beams are extracted within another orbit[107].
In addition to the main beam permit, the injection into the LHC ring is also interlocked

by a set of different BICs. The LHCb experiment supplies three inputs to the BIS. They
are associated with the interlock of the LHCb dipole magnet, the VELO positioning
system, and the BCM. In addition, the BCM supplies separate permits for the injection
of Beam 1 and Beam 2. The BIC for the former is located at IR 2, and thus the distance
to the CIBU unit of the BCM exceeds the maximum range of 1200m[107]. For this
reason a fiber optic version of the BIS interface named CIBFU is used which extends
the maximum distance between user system and BIC to 6000m. The BIC for beam two
is located at the same site as the LHCb experiment. Here the BCM permit is directly
added to the SPS extraction interlock in the TI 8 transfer line.

5.2.2. Post mortem readout
For a large system such as the BIC, it is important to have access to a diagnostic system.
When a beam abort has been triggered, operators need to understand the cause of the
dump and whether it is safe to proceed with the next injection. The objective of the
post-mortem (PM) system is to increase the overall operational efficiency of the LHC.
For this reason the PM system[14] collects information from many parts of the machine
protection system such as the BLMs and the magnet protection system. Devices which
are part of the PM system keep transient storage of potentially interesting data (PM
buffer). When a PM event, such as a beam dump is initiated, a post-mortem trigger
(PMT) signal is sent to the connected devices via the LHC General Machine Timing
System[66]. These systems react by freezing the PMT buffer and sending the data to a
central server for storage and analysis.
The BCM of the LHCb experiment also receives the PMT as it is connected to the

BIS. In Run I and II, the PM buffer was realized by the TELL1 readout board, which
was fitted with additional buffer memory. The TELL1 FPGA maintains a circular buffer
containing the CFC frames that were received in the last 40 s. Upon reception of the
PMT, the data is read out by the board’s control PC and persisted on network storage.
After that, an analysis job is executed that recovers the sensor currents and running sums
from the raw data. Plots of these data are made available via the BCM’s control room
panel to the LHCb shift crew. At the time of writing of this thesis, no data is forwarded
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to the central LHC PM system. During the readout period of ∼2min the monitoring
system of the TELL1 becomes unresponsive. This can be a drawback in situations
such as injection tests where the BCM blocks re-injection after a (sometimes expected)
beam dump during the readout period. This issue is resolved by Run 3 architecture as
presented in section 5.3.

5.2.3. VELO Safety System Interlock
Due to its vicinity to the beams, the safety of the VELO highly depends on the availabil-
ity of the BCM. Therefore, the status of the BCM is interlocked with the VELO Safety
System (VSS) via a dedicated hardware link. The BCM readout system continuously
monitors the health of the whole BCM subdetector. This includes the status of the op-
tical link to the front end cards, the presence of the correct cards on both stations, and
the absence of any front-end error flags. In addition, the level of the bias voltage supply
to the sensors is monitored. If any of these parameters indicate a fault, the so-called
BCM_OK signal is de-asserted.
In the baseline configuration of the VSS, this leads to an emergency shut-off of the

high voltage supply and the moving of the VELO stations to the safe position away from
the beams.
However, no beam abort request is issued by the BCM via the BIC. This is only done

if the BCM’s sensors indicate excessive beam loss. In principle, it could be argued that
during a fault of the BCM such an event cannot be excluded. On the other hand, it is
highly unlikely that adverse beam condition and a fault of the BCM coincide. Therefore,
it is sufficient to bring the VELO into a safe state via the VSS and address the BCM
fault before the next fill of the LHC. Yet, the BCM uses the BCM_OK condition as part of
the injection interlock to prevent resumption of beam operation without working BCM.

5.3. Architecture
At the end of Run II of the LHC, it was decided that the readout system of the BCM
should be overhauled. One motivation of this upgrade was the LHCb-wide move away
form the TELL1 readout card which is being retired in the experiment’s subdetectors
during the Long Shutdown 2 (LS 2). The successor of the TELL1 is a versatile readout
card based on the Peripheral Component Interconnect express (PCIe) standard here-
inafter referred to as PCIe40 card[22]. This card forms the basis for the triggerless DAQ
architecture of the LHCb detector. It can perform different functions depending on the
firmware loaded into the card’s FPGAThere are some problems when trying to directly
replace the BCM’s TELL1 by the new readout card. Due to the cards small footprint and
lack of additional IO pins, it is not possible to drive the BCM connections to and from
external systems by only the PCIe40 card. Furthermore, the differences of the BCM’s
data acquisition process compared to the LHCb physics subdetectors make a drop-in
replacement impossible. While physics data is recorded every 25 ns synchronously to the
LHC’s bunch crossing frequency, the BCM’s front end runs asynchronously with a larger
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integration time of 40µs. Additionally, the data formats of the respective front-end
systems are not compatible with each other.
To resolve these issues, the BCM group decided to delegate the safety critical aspects of

the BCM readout system to a dedicated DAQ card that interfaces with external systems
such as the BIC and the VSS. This so-called Machine Interface Beam Abort Decision
(MIBAD) unit is the main component of the upgrade BCM readout architecture as
shown in Fig. 5.3. The MIBAD receives the data from the front-end CFC cards via
redundant optical links and decodes the incoming data frames. Based on the currents in
the diamond sensors, the beam permits are derived according to the algorithm presented
in section 5.1.1. In addition, the MIBAD monitors the status of the front-end and its
internal logic to produce the VSS interlock flag.
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Permits PC

BCM40
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Post-mortem data

Figure 5.3.: In the BCM upgrade readout architecture, the MIBAD and the readout
card replace the TELL1 system used in Run I and II. The MIBAD performs
the safety critical functions of the BCM systems and the interfaces with the
BIS via the CIBU interface, VSS, and the PMT. Figure taken from Ref. [33].

These permits are then signalled to the BIS and the VSS by a hardware link via the
general purpose input and output (GPIO) pins of the MIBAD FPGA. Monitoring and
control of the system are realized via a Gigabit Ethernet link over twisted-pair cable
(1000BASE-T) to a control PC. For debugging purposes, raw data frames can also be
exported to the control PC over this link.
During normal operation, both raw data frames and the calculated running sums are

transmitted via an optical link to the PCIe40 card which is housed in the control PC.
Here, the received data is decoded and verified before being transferred to the host PC’s
main memory via the PCIe bus. A PM-Server application manages these data frames
in a circular buffer in the RAM of the PC. For certain events, such as the reception of a
PMT or the de-assertion of permit signals, the MIBAD system injects a special packet
into the data stream to notify the PM-server. In this case the ring buffer is stopped, its
contents are persisted to hard drive, and the PM-analysis software is launched to create
diagnostic plots for the control room operators.
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Figure 6.1.: Bird’s-eye view of the MIBAD crate without fiber optic cables and XCVRs
installed. Mounted on the baseplate on the right-hand side is the main
FPGA board, which is mostly covered by the optical mezzanine card. The
interface signals are routed via the BCM mezzanine to connectors on the
front plate. Power is supplied via the redundant power supply located in
the top-left corner of the crate.

The Machine Interface Beam Abort Decision (MIBAD) system is designed for oper-
ation in the counting house inside the LHCb experimental cavern. It is implemented
as a crate for installation in a 19 in rack with a height of 3RU(ˆ︁=133.35mm) The core
component of the system is a FPGA integrated into the Arria V® Starter Kit[49]. The
features of this card are described in greater detail in section 6.3 in this chapter. It
is powered via a custom-made powering PCB, which connects to the PCIe connector
of the FPGA card. Power is supplied from a commercially available, redundant power
supply. The FPGA receives the data from the front-end cards over redundant optical
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links. These are terminated by small form-factor pluggable (SFP+) modules, which are
housed on an optical mezzanine card (see section 6.6). An additional, BCM-specific
mezzanine is connected to the FPGA board, which is described in section section 6.4 to
send and receive signals from the BIC and the VSS.

6.1. Field Programmable Gate Arrays
The main purpose of the BCM readout system is to receive, decode, and analyze digital
data from the front end-end and set the beam interlocks accordingly. When designing
such a system, there are several options for processing digital data. For simple opera-
tions, such as basic logic gates, timers, arithmetic, etc., semiconductor manufacturers
provide general purpose integrated circuits (ICs). These chips consist of a silicon die on
which all components for the respective task are implemented. More complex operations
can be realized by chaining a number of ICs on a single PCB. Several constraints such
as the required PCB size and routing complexity make this approach impractical for
implementing large digital circuits.
An alternative approach is to break the operation into a (possibly large) number of

subtasks, which then define a program executed by a processor. A processor can be
seen as a general purpose IC optimized for executing a specific instruction set. This has
the advantage that the programming, i.e., the software, can easily be adapted without
the need for changes in the hardware. Usually, the programs are executed sequentially,
which can constrain the performance in problems that are theoretically parallelizable.
As a processor usually uses multitasking, it can be difficult to achieve operations with
deterministic latency, which can be desirable in certain DAQ applications. Given a spe-
cific task, a general purpose processor will be outperformed by an IC with a specialized
architecture for said task.
To mitigate these problems, a designer may choose to use so-called application spe-

cific integrated Circuits (ASICs). In this case, the architecture of the IC is specifically
designed and optimized for the task at hand. Based on this design, custom silicon dies
are fabricated by processes such as photolitography. As the fabrication process needs to
be adapted to each individual design and iteration, the development of an ASIC design
necessitates large up-front investments both in time and cost. Therefore, it is usually
only justified when a large quantity of ICs are needed. For this reason, the development
of an ASIC for the BCM readout system is not practicable.
programmable logic devices (PLDs) provide a compromise between the approaches

presented so far. They provide a large number of standardized building blocks, such as
storage and logic cells, on a single die, which then can be dynamically interconnected
(configured) to perform the desired operations. This way the architecture can still be
optimized for the task at hand, but no custom manufacturing process is needed. Also,
changes are easy to implement by reconfiguring the PLD. There are different types of
PLDs available on the market. In so-called complex programmable logic devices (PLDs),
logic functions are implemented as a sea of gates. This means that the logic function
is implemented by a combination of AND and OR logic gates. FPGAs use an alternative
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approach for implementing this combinatorial logic. Look-up tables (LUTs) allow the
efficient realization of logical functions with multiple inputs. Modern FPGAs, such as
the Arria V® device, contain as many as 137 000 LUTs[48].
Another difference between PLDs and FPGAs is the volatility of the configuration

loaded on the device. A modern FPGA loses its configuration and needs to be recon-
figured after power up. On the contrary, PLDs retain their configuration during power
cycling. For this reason, a PLD can be used to load the initial configuration from a
memory device to a larger FPGA on startup. This arrangement is used in the FPGA
board of the MIBAD readout system.

6.2. Hardware design process
FPGAs are programmable logic devices. As described in section 6.1, the primary building
blocks of these devices are logic blocks containing a look-up table (LUT) and memory
in the form of a D flip-flop. A designer defines the behavior of the FPGA by connecting
the logic blocks in a suitable number and programming the LUTs to perform the desired
function. In the scope of this document, the set of instructions to configure the FPGA
is referred to as firmware.
The firmware design process beings with the modeling of the desired digital system in

a hardware description language (HDL). Similar to programming languages such as C
or Python, HDLs provide a high-level, human-readable abstraction layer to define the
behavior of an underlying system. However, whereas a programming language specifies
an algorithm to be executed on a processor, an HDL describes the behavior or the
structure of the hardware itself. For the development of the MIBAD firmware, very
high-speed integrated circuit Hardware Description Language (VHDL) is used.
VHDL supports several modelling paradigms, among them structural and behavioral

modelling.[80]. The structural approach is defined by a hierarchical description of a
circuit in terms of its subcomponents. For this purpose, VHDL introduces the concept
of an entity, which represents a design unit only specified by its external interface,
i.e., its input and output ports. The concrete implementation, which is referred to
as architecture, is not part of the entity definitions. A structural model defines the
architecture in terms of its subentities.
Behavioral modelling is used to specify the architecture of the entities at the lowest

level. In this paradigm, a circuit is described by specifying its response given the input
and the current state. In this context, the register-transfer level (RTL) is introduced.
The state of the circuit is defined in a set of ideal, clocked memory elements and the
flow of the data between these registers.
A simple circuit, which toggles its output every clock cycle when the input is asserted,

is used to illustrate these concepts. In Fig. 6.2, the behavioral VHDL description and the
corresponding RTL representation are shown. Sequential signal assignments conditional
on the rising_edge of a clock signal are translated into registers. Concurrent state-
ments define non-clocked, combinatorial elements such as logic gates or multiplexers.
Unlike the primarily sequential execution in a processor, all logic blocks in an FPGA
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-- Concurrent statements
D <= input and (not Q);
output <= Q;
-- sequential statements
ff : process(clk) is
begin

if rising_edge(clk) then
Q <= D;

end if;
end process ff;

D Q output

input
clk

Figure 6.2.: Specification of a simple digital circuit with a hardware description language.
The VHDL definition (left) translates to an RTL representation (right).

operate concurrently. Hence, in VHDLs all statements that are not part of a sequential
process operate in parallel. By increasing the number of registers and generalizing the
combinatorial logic, arbitrary finite state machines (FSMs) can be implemented.
A RTL simulation is the next step in the firmware design process. The behavior of

the RTL design is simulated on a computer by specialized software. In the scope of this
thesis, QuestaSim is used for this purpose[95]. The output of the simulation consists
of the waveforms of all signals as defined in the HDL model. This allows the designer to
verify the functionality of the design. Additionally, tests benches can be implemented
that check certain aspects of the design automatically. For the MIBAD firmware, the
implementation of these test benches is outlined in section 9.1.
After the RTL simulation has confirmed the viability of the design, the design can be

synthesized into a firmware that can be utilized on the actual FPGA. For this purpose,
the FPGA vendor provides software framework. For the Arria V® FPGA at hand, the
Intel® Quartus® Prime1 is used[55]. The synthesis happens in multiple steps. First,
the VHDL code is parsed and the RTL description of the design extracted. This step is
referred to as Analysis and Elaboration. Afterward, the design is mapped onto the actual
hardware of the FPGA in the Place and Route stage. The software tries to implement
the RTL model using the resources of the device. Registers and combinatorial logic
are mapped onto the actual logic cells of the FPGA. Also, other components, such as
XCVRs, block memory, and phase-locked loops (PLLs), are assigned. Next, the program
tries to define the routing between the individual components of the design taken into
account the timing constraints defined below. This process can fail if the design uses too
many resources and therefore cannot fit into the device. Subsequently, the Assembler
produces a so-called bitstream. This output is then used to configure the FPGA.
The RTL abstraction, as introduced above, does not take into account timing effects

which are present in the underlying hardware. Signals within the FPGA have a finite
propagation speed, which is defined by the physical length of the path between two
registers and the amount of cascaded combinatorial logic. Additionally, setup and hold
time requirements have to be met for the flip-flops to properly capture the data. The
setup time specifies the time span before the clock edge in which data at the input on

1Standard Version 18.1
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the flip-flop needs to be stable. Also, input has to remain stable for the hold time after
the clock for the flip-flop to capture the data correctly.

Static Timing Analyis is performed during the synthesis to ensure that these require-
ments are fulfilled[54]. By default, the timing of all paths between flip-flops is checked
taking into account the specific data and clock propagation delays. If any paths fail the
timing analysis, the design has to be revised. Otherwise, the correct operation of the
FPGA cannot be guaranteed.

6.3. MIBAD FPGA board
The Arria®V GX FPGA Starter Kit is the main logic board of the MIBAD system.
This card hosts the Arria V® FPGA, which performs the main data processing task
of the MIBAD. The FPGA features, among other things, 24 high-speed serial XCVRs
with a maximum data rate of 6.5536Gbit s−1[48]. These components are necessary for
receiving and decoding the front-end data from the optical links. Additionally, the
FPGA includes 12 PLLs, which are used for generating the clock signals for various
clock domains needed for data processing. The base clock signal is generated by a Si
5338 programmable, any-frequency clock source [98]. The board also contains several
memory components: While volatile memory in the form of double data rate synchronous
dynamic RAM (DDR RAM) and synchronous static random access memory (SSRAM)
are not utilized for the MIBAD architecture, the nonvolatile flash-based memory is used
to store the configuration of the FPGA. During the startup of the board, the firmware
is loaded from the flash memory to the FPGA by a PLD as described in the previous
section. For this purpose, a MAX V system controller is integrated into the development
board. In its factory configuration, the board is equipped with an LCD character display
which is connected to the FPGA via a 14-pin header. As a display is not foreseen for
the MIBAD design, the header was repurposed for connecting to the BCM mezzanine
card described in the section 6.4.
The FPGA board uses the Joint Test Action Group (JTAG) interface for configuring

and debugging the PLDs. There are two ways to access this interface. Either an external
JTAG adapter can be connected to a dedicated pin header on the board. Alternatively,
the embedded USB Blaster II can be utilized, which provides access to the JTAG
interface via a USB connection between the board and a control PC. This is the preferred
method for programming the MIBAD system’s firmware. For further monitoring by the
experiment control system (ECS), an Ethernet connection is used. The FPGA board
features a Marvell Ethernet PHY 88E1111[78]. This IC provides the connection
between the FPGA and the physical medium, i.e., twisted-pair lines.

6.4. Interface card
As discussed in the previous chapter, the MIBAD system needs to be able to communi-
cate with external systems, namely the interlocking systems of the LHC and the VELO.
These systems use various input/output standards (I/O standards), as summarized in
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table 6.1. An interface card PCB, the BCM-mezzanine, adapts these signals to the I/O
pins of the FPGA. The BCM mezzanine for the MIBAD system is largely based on the
adapter card of the TELL1 readout.
The beam and injection permits are signalled to the respective CIBU units in the

form of a current loop. Fig. 6.3a shows the output stage that drives these loops. The
MIBAD output stage applies a voltage of 5V to one end of the loop. On the other end,
a ULN2001 Darlington array switches the loop to ground if the permit should be set
to True. A current of at least 9mA is needed to set the beam permit to True. To
revoke the USER_PERMIT, the MIBAD FPGA opens the current loop via the Darlington
array. A current of less than 1mA guarantees the de-assertion of the USER_PERMIT at
the CIBU interface. For a loop current between 1mA and 9mA, the state of the permit
is not guaranteed and depends, among other things, on the age of the components inside
CIBU device. The CIBU specification[106] also prescribes input protection in the form
of a fuse and over-voltage suppression diodes.
An opto-isolator is used to signal the BCM_OK signal to the VSS. The output stage is

shown in figure Fig. 6.3b. When the permit is asserted, the FPGA drives the opto-isolator
via an open collector Darlington array, reducing the resistance of the former, which is
connected directly to the pin output connector. When the permit is de-asserted, no
current can flow through the inverter to the opto-isolator, leaving it in a high-impedance
state. Due to the optical isolation, the MIBAD system remains galvanically separated
from the VSS and the transmission line connecting both systems. This setup reduces
the effect of electromagnetic interference or ground loops on the MIBAD.
With the USER_PERMIT_INFO line, the CIBU provides information about the current

state of the interlock system to the connected user systems. This input is provided in
the form of a 5V transistor-transistor logic (TTL) signal. The FPGA input pin for
this signal expects a 2.5V signal. The voltage level is converted utilizing a 7406 open
collector inverter as seen in Fig. 6.3c. A pull-up resistor is added to prevent a floating
level when the input is not connected. In this case, the USER_PERMIT_INFO indicates
a value of True, as this is the fail-safe choice in this context. Nevertheless, the CIBU
specification forbids user systems to rely on this signal for safety-critical applications,
primarily due to the missing redundancy. The BCM complies with this requirement, as
this signal is not used except for a display in the control panel.
When a beam dump is triggered, all user systems connected to LHC beam interlock

receive a PM trigger. As discussed in section 5.2.2, this signal is broadcast using the
LHC General Machine Timing (GMT) system. At the LHCb experiment, the trigger
signal is received by the CISV GMT receiver module[8], which provides the PM as
5V TTL compatible output. A 2µs pulse indicates a PM event.
The input stage is identical to the PERMIT_INFO. An open-collector inverter receives

this signal on the BCM mezzanine. Here, the pull-up resistor ensures that any interrup-
tion in connection to the CISV module is treated as an additional PM event.
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USER_PERMIT
1.5 kΩ

10.5 kΩ

5V

to CIBU

ULN2001D

(a) Beam and injection permit.

BCM_OK
1.5 kΩ

10.5 kΩ

5V

to VSS

ULN2001D

(b) VSS interlock.

PMT / PERMIT_INFO

4.7 kΩ

5V

4.7 kΩ

2.5V

from CIBU

7406

(c) PM trigger.

Figure 6.3.: Output stage for driving the current loops to signal beam and injection
permits to the CIBU interface.

Table 6.1.: External input and output connections of the MIBAD system. Based on and
extended from Ref. [92].

signal remote system direction I/O standard

BCM_OK VSS (VELO) out TTL, opto-isolator
beam and injection permits CIBU interface out current loop
permit info CIBU interface in TTL, opto-isolator
PM trigger LBDS in TTL

6.5. Power supply
On a safety critical system such as the BCM, a reliable power supply is essential. The
MIBAD crate is designed to house a power supply that is compliant with the ATX
Standard[50]. A commercial, redundant power supply[9] was chosen for the MIBAD
crate. It contains two hot-swappable modules, each of which can supply the rated
output power of 320W.
The FPGA board requires a voltage rail of 12V and 3.3V. A custom-mode power

adapter board provides the power to the main board via the PCIe connector. Voltage
regulators on the main board generate all other voltage rails from the 12V input. In
addition to this, the power-adapter provides power to the BCM mezzanine card. The
latter also requires a 2.5V voltage rail to interface with the FPGA, which is provided
by a voltage regulator on the adapter board. Lastly, the two cooling fans in the rear of
the MIBAD crate are powered from this board.
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6.6. Optical mezzanine cards

(a) (b)

(c)

Figure 6.4.: Top: SantaLuz mezzanine card with high speed mezzanine card (HSMC)
connector on one side of the PCB (left) and the SFP+ cages housing the
optical XCVRs (right). Both images taken from Ref. [100]. Bottom: Single
SFP+ optical XCVR module.

According to the readout architecture, the MIBAD receives data from the front-end
via optical links. In addition to this, the connection to the PCIe40 readout cards is
realized with optical fiber. On the FPGA, these links are driven by high-speed serial
XCVRs. SFP+ modules, see Fig. 6.4c, convert these electrical signals from and to optical
signals.
The SFP+ standard defines a common interface between these modules and the host

device. For the MIBAD crate, another interface PCB is needed to connect the SFP+
modules to the FPGA. The SantaLuz card shown in Fig. 6.4 is chosen for this purpose.
Originally developed by the Dortmund Group[100], this card allows for the connection of
up to 8 SFP+ modules to the FPGA board via the HSMC interface. Due to space con-
straints, the SantaLuz card is not directly attached to the main FPGA board. Instead,
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the PCBs are mounted on top of each other and are connected by a HSMC extension
cable.
For the optical link, multimode SFP+ modules with a wavelength of 850 nm are used.

This choice is mainly driven by the compatibility with the CFC cards and the optical
fiber already installed in the experimental cavern. However, the systems can easily be
adapted to different optical communication standards by swapping the SFP+ modules.
Optical fibers reach the MIBAD in the form of multi-fiber trunk cables containing

12 fibers each. On the front panel, these cables are attached via so called multi-fiber
push-on (MPO)connectors. Within the crate, breakout cables route the signal to the
individual modules. The mapping of the fiber numbers of the trunk is documented in
appendix A.5. In combination with dynamic routing within the FPGA (cf. section 7.2),
the fiber assignment allows for normal operation even when the trunk cable is connected
with the wrong polarity, i.e., swapping fibers 1 ↔ 12, 2 ↔ 11, and so on.
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Figure 7.1.: Top-level structure of the MIBAD firmware.

The firmware of the MIBAD FPGA is structured in a modular fashion with different
subblocks responsible for the certain tasks required for the readout of the BCM. Fig. 7.1
gives an overview of these blocks and their interconnections. The data from the front-end
cards is sent serially using a 8b10b line code. which is initially received by the FPGA
via the FrontEndLink entity. It contains the transceiver (XCVR) blocks responsible
for deserializing and decoding the data. This functionality is largely provided by the
FPGA manufacturer as a hard IP core. Nevertheless, these blocks need BCM-specific
configuration (see section 7.1) to be able to process the data from the front-end cards. In
addition to this, the FrontEndLink block contains a front-end emulator. The front-end
emulator is able to generate data frames which have the same format used by the CFC
cards, which is then sent out by the FrontEndLink XCVR. It can then be fed back into
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the FPGA either with a physical fiber or by enabling the serial loop-back feature of the
XCVR. This data stream is a vital tool for both simulation and in-hardware verification
of the firmware design as discussed later in chapter 9.
The MIBAD system receives data from the two BCM stations via two redundant fiber

links each. The assignment of BCM stations to XCVR channels is not fixed. This means
the readout system needs to select one of the redundant links per station according to
the card identifier which is part of the CFC frame. In the MIBAD firmware this task is
handled by the Router block. But before the incoming data can be further processed, it
needs to be synchronized into the clock domain of the FPGA. For this synchronization,
dual-clock first in, first out data buffers (FIFOs) are used. While incoming frames are
stored in the buffer, their length and checksum are verified. Frames that pass these
checks move on to the Station block for analysis and the BackEndLink entity as post-
mortem data. In the process the Router monitors the number and health of active links
with is a significant aspect of the overall BCM system status.
The core responsibility of MIBAD system is the implementation of beam abort decision

algorithm. The beam conditions are evaluated independently for each station in the two
instances of the Station entity. The incoming data frames are aligned, and the detector
currents are recovered from the received count and ADC values. Based on these results,
the running sums are calculated and compared against a set of predefined thresholds.
In addition to this, the coincidence requirements laid out in section 5.1.1 are applied
to generate the permit signals PERMIT_RS1, PERMIT_RS2, and PERMIT_RS32_SUM. Due
to the sequential nature of the incoming data and to reduce logic resource usage, the
Station block reuses the same logic elements each of the eight channels per station.
Intermediate values are stored in random access memory (RAM) blocks addressed by the
channel number. Based on these memory blocks, online monitoring data for currents and
running sums is provided to the experiment control system (ECS). Details on architecture
and implementation of the data processing in general of the Station block are given in
section 7.4.
The permit signals generated by the Station blocks is passed into the CavernInterface

block, which manages the interlock connections to the LHC BIC and the VSS. A con-
figurable permit matrix maps the permit derived from the threshold comparisons and
the monitoring of the system health to the output signals of the MIBAD system. The
resulting signals are latched before being routed to the output pins of the FPGA This
ensures that once a permit is deasserted it will not assert itself automatically when the
signals fall below threshold. Instead, the permit must be actively reset by the user via
the ECS. Furthermore, the system monitors the status of the permits as well as all inputs
to the permit matrix and notifies the control PC of changes via dedicated data packets.
Additionally, the CavernInterface block forwards this information to the ECS to notify
the user about the causes of any interlock actions.
Communication to the back-end components of the BCM readout system is handled

by the BackEndLink entity. It has two important tasks: Managing the communication
with the ECS and forwarding the data stream for the PM readout. In order to monitor
and control the MIBAD unit, the ECS needs to be able to read out status information
and send commands to the FPGA. For this reason, the MIBAD system is connected to
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a control PC via an Ethernet link, which is terminated by and a dedicated IC (external
PHY) on the MIBAD board. In the firmware BackEndLink entity implements the inter-
face to this chip and manages the coming requests of the ECS and outgoing responses.
The purpose of the PM readout to provide insight into (and justification of) the deci-
sions of the BCM when a beam abort is triggered. For this reason both the raw data
from the front end and the derived running sums are stored at the highest resolution
possible (once every 40µs per station). This is in contrast to the ECS was operates
with an update rate of about 1.3 s. The PM data are sent from the MIBAD via a dedi-
cated optical link to the PCIe40 card housed in the control PC. In total there are three
sources for this post-mortem data: The Router forwards a raw CFC data frame and the
Station block generates a packet containing the calculated running sums. Finally, every
time any permit changes or an external PMT signal is detected, the CavernInterface
emits a packet to notify the PM readout of these changes. All these data streams are
merged in the Uplink block and headers are added to the packets, The data format
used is compatible with the Ethernet standard[42]. For this reason the Uplink block
also implements a medium access control (MAC) function which manages the optical
link according to the above-mentioned standard. The serial XCVR for the optical link
is provided by a hard IP core which is configured similarly as the front-end link. The
choice of the Ethernet compatible data format allows the PM data to also be transported
on the ECS link via twisted-pair cable. This allows the recording of these data packets
without a functioning PCIe40 card. Especially for debugging during the development
and commissioning period this feature is valuable and was used extensively.
Several functionalities are not covered by the first level entities described above. The

implementation of the ECS registers is of special importance. These are addressed
memory units that contain monitoring and configuration information for the MIBAD
system. A so-called ECS master can read data from these addresses and write back
to a subset of them. As mentioned previously, the communication for this feature is
handled by the Ethernet link to the control PC. On the FPGA side, it is implemented
by a dedicated bus architecture, which connects the registers provided by the sub-entities
with a bus controller on the top-level entity. This controller receives ECS requests from
the Uplink block and executes the corresponding transactions on the ECS bus.
Lastly, an important aspect of FPGA design is the clock distribution. The clock signals

drive the sequential logic elements of the FPGA. The design of the MIBAD firmware
needs several clock signals with different frequencies and synchronicity requirements.
As described in chapter 6, the FPGA receives reference clock signals from the Si 5338
onboard oscillator to special clock input pins. PLLs are utilized to derive the other
needed clock frequencies. Specific information on the purposes and frequencies of the
clock signals can be found in section 7.8.

7.1. High Speed Serial Transceivers
The fiber-optical connections from the MIBAD system to the front-end cards and the
PCIe40 back end are high speed serial links. This allows the transfer of high data rates
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over a single physical connection and prevents synchronization issues that would appear
in parallel interfaces at higher transfer speeds. Serial links operate at a significantly
higher clock speed than the rest of the logic blocks within the FPGA. Implementing the
(de-) serialization functions with the regular logic resources of the FPGA is therefore
impossible as it would lead to timing violations. Because of this, FPGA manufactures
add dedicated circuitry directly into the silicon of their devices, which is specifically
designed to operate at high clock frequencies. With these XCVRs, data rates of up to
6.5536Gbit s−1 for the Arria V® device used by the MIBAD system [47, 48] can be
achieved.
The Arria V® XCVR cores provide configurable paths for the incoming (Tx) and

outgoing (Rx) data as shown in Fig. 7.2. The two types of optical link implemented in
the MIBAD firmware use the same hard IP core, which is configured to the characteristics
of the respective link type.
In remainder of this section the relevant parts of the data paths will be highlighted to-

gether with the applicable configuration parameters. A complete list of the configuration
parameters can be found in the manufacturer documentation[47] of the device.

Figure 7.2.: Transmit and receive data path of the high speed serial XCVR hard IP cores
provided on the Arria V® FPGA. Figure taken from Ref. [47].

Receiver data path Incoming serial data contains an embedded clock signal. Extract-
ing this clock is necessary to correctly receive the data. Clock data recovery (CDR) is
achieved by aligning an internal clock signal to the transitions observed in the incoming
data stream according to the expected (nominal) data rate of the link. The resulting
serial clock is divided by a serialization factor of 8 to obtain the parallel clock. Next,
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the data and the recovered clock signals are passed to deserializer block which performs
the core function of XCVR, namely sampling the incoming signal with the serial clock
and converting it into a parallel data stream synchronous the parallel clock.
Initially, the boundaries of the deserialized data words are not aligned to the original

word boundaries of the sender. Alignment can be achieved by looking for so-called
alignment patterns in the data stream. A common approach, also used here, is the
utilization of 8b10b encoding[112] In this scheme every byte (8 b) is encoded in a 10 b
symbol. The lower five bits of each byte are encoded with a 5b6b code and the upper
three bits with and 3b4b encoding.
This allows for the transmission of an effectively DC free signal, meaning the output

signal is driven high and low at the same rate on average. Additionally, the 8b10b code
guarantees frequent transitions of the signal level by ensuring that the output is constant
for at most 5 bits (run length), which ensures that the clock can be successfully recovered
by the receiver. Encoding each byte with 10 bit allows using additional control symbols
to be injected into the data stream. A subset of these control symbols can be used as
so-called comma words. These symbols are the only words in the used line code with
the maximum run length of 5. These words can then be used by the transceiver to
find the correct word boundaries and align the deserializer accordingly. In the MIBAD
links control words are used for multiple purposes: In the time between two frames an
idle pattern consisting of the comma word K.28.5 and a data word The latter is either
D.05.6 or D.16.2 depending on the running disparity. For the front-end link the start
of frame is indicated by two consecutive K.23.7 synchronization patterns.
In the standard configuration, the receiver includes a rate match FIFO after the word

aligner. This buffer is used to compensate any difference in the clock frequencies of
the recovered parallel clock and the clock of the FPGA’s core. However, for incoming
data this synchronization is performed in the Router block. In back-end link XCVR,
the rate match FIFO is included in the data path. To prevent over- or underflow of
the buffer, the Physical Coding Sublayer (PCS) deletes idle pattern symbols or inserts
padding symbols as needed.
The next step of in the data path is the 8b10b decoder block, which recovers the

original byte data from the aligned 10 bit symbols. Additionally, the decoder indicates
whether the input world is a control or data symbol. This data is passed to a further
deserializer block, which operates on the byte level. This allows the reception of a higher
data rate with a given FPGA core clock. For both links a serialization factor of two is
used, which leads to an output bus width of 16 bit (two bytes). Similar to the word
alignment following the deserializer, the ordering of the bytes has to be recovered. The
byte ordering block verifies the correct alignment by checking whether the idle pattern
is ordered correctly. If this is not the case, additional padding is inserted to restore the
correct ordering.
Lastly, the data passes the so-called phase compensation FIFO which serves to prevent

data corruption due to phase difference between the XCVR internal parallel clock and
the core clock of the downstream logic. In the case of the front-end link the phase
compensation FIFO is not strictly necessary as the downstream logic is still in the
recovered clock domain.
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Table 7.1.: Output of the DownlinkXCVR entity for each of the four front-end links. This
data is passed on to the Router block for further processing. All signals are
synchronous clock recovered by the XCVR.

Signal Notes

clk recovered clock domain
rst reset from XCVR
data[15:0]
valid
error[0] decoding error
error[1] XCVR error

Transmitter data path In principle the layout of the transmitter data path is analogous
to the receiver’s with certain differences: The serialization of parallel data does not
entail the need for byte or word alignment. Hence, these blocks are missing from the
transmitter data path. Yet, in some applications it might be desirable to control the
word alignment at the receiver from the transmitter side. For this reason the transmitter
includes a so-called bit slip block, which bypassed in both MIBAD XCVR configurations.
The other difference is the source of the serial clock. While the receiver recovers its clock
from the data stream itself, the transmitter serial clock is generated on the FPGA by a
dedicated transmitter PLL. It converts the input reference clock to the high-speed serial
clock and is configured according to the data rate of the link.

XCVR FSM For both links the interface between XCVR and the core logic of the
FPGA consists a 16 bit wide data bus and a two bit signal for indicating the presence
of a control character. There is one bus for the transmitter and one for the receiver
data path. Additionally, several flags indicating synchronization status and transmission
or decoding errors are provided by the XCVR IP core. For the front-end link, the
DownlinkXCVR entity wraps the configured XCVR, as described above. Additionally,
this entity contains a FSM which recovers the frame boundaries from the received data
stream. The output of this procedure is a streaming interface (cf. section 7.6) with added
valid and error signals to the data bus. Input is considered valid if both bytes are
data symbols and the XCVR reports a correct synchronization. The FSM determines the
beginning of the frame by scanning the data stream for the start of frame marker (two
consecutive K.23.7 symbols). After these symbols, the valid output is asserted until
the idle pattern is detected again. During the data frame any transceiver or decoding
errors are forwarded via the error bus. At this point there is no handling of these errors
nor is the length of the data frames checked.
The output of the FSM for each of the four front-end links is given in 7.1 and is

passed to the Router block for further processing. Besides the reception data path, the
DownlinkXCVR also implements the transmitter side. For testing purposes, data from the
front-end emulator presented in section 7.3 is sent out through the XCVR. This creates
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an optical signal which is equivalent to the output of the CFC cards. A loop back of the
test signal can then be achieved either by connecting an optical fiber loop the output
and input of the optical link or by utilizing the internal loop-back function of the XCVR
IP core.

7.2. Frame router
The MIBAD board receives data from two BCM stations. At each station, the front-
end card connects via two redundant optical connections. Hence, the MIBAD system
receives data on four front-end links. Within the firmware, it is the responsibility of the
Router block to synchronize the data from each link to the internal clock domain of the
MIBAD, to verify the integrity of the incoming data frames, and selecting one of the
redundant links for further data processing. In addition to this, the block monitors the
overall health of the connection to the front-end cards and can deassert the BCM_OKsignal
if it detects any faults. Each link is associated to an instance of the FrameChecker
entity. Incoming data, which is synchronous to the recovered clock from the XCVR, is
timestamped and written into a dual-clock FIFO buffer to perform the clock domain
crossing. In parallel to this, the integrity of the data frame is checked. By counting the
number of consecutive, valid data words from the front-end XCVR, the length of the
frame is determined. The CRC field is used to verify the contents of the data frame.
In addition to the CRC verification, the error bus from the XCVR is monitored for
any transmission errors. Once the frame is fully processed, the gathered information is
summarized in a FrameInfo word. The contents of this record are listed in table 7.2.
This information stored in another FIFO to enable a safe clock domain crossing.
The logic that reads from the FIFOs is driven by the internal 156.25MHz clock of the

FPGA. Once a new FrameInfo word is detected, it is presented to the LinkSelector
block. This unit monitors all four links for new frames by sequentially polling the
latest FrameInfo from the respective FrameChecker entities. Based on the contents of
FrameInfo data, the further handling of the frame is decided. Frames that fail any of the

Table 7.2.: Contents of the FrameInfo record. Routing of the frame is based on the card
and frame ID. For diagnostic purposes, this information is also included in
the header of the raw data sent to the back-end PC.

Field Notes

cid[15:0] card ID
fid[15:0] frame ID
crc_rx_errors[0] decoding error
crc_rx_errors[1] XCVR error
crc_rx_errors[2] CRC error
length[4:0] in 16 bit words
rx_timestamp[63:0] reception time of first word in frame
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previously mentioned checks are discarded. In a next step, the card ID of the accepted
frames is matched to the expected ID for each station. For safety reasons, the expected
card IDs are permanently embedded in the firmware file during synthesis. Nonetheless,
by enabling the maintenance mode, these values can be changed temporarily for testing
purposes. However, the settings are returned to the default values when the MIBAD is
power cycled.
When the frame matches a station, the final routing decision is made based on the

frame ID. For each station, the LinkSelector stores the ID of the last frame processed.
If the ID of the incoming frame is the direct successor of the previous frame, the link
is considered the primary link, and the frame is selected for analysis. The data of the
frame is extracted from the dsp_fifo and forwarded to the respective Station block.
If the frame ID equals the stored value, this has already been received on another link.
In this case, the redundant frame is discarded, and the contents of the dsp_fifo are
dropped. Frames from this secondary link are not forwarded to the back-end PC in
the default configuration. Finally, the frame sequence is broken if the observed frame
ID is neither equal nor the direct successor to the stored value. This sequence error is
recorded by incrementing a counter. Nevertheless, the frames are processed equally to
the primary link. However, the following logic is notified of the broken sequence. This is
necessary done because the extraction of the currents relies on data from two consecutive
frames due to CFC mechanism described in section 4.3. In any case, after the reception
of an uncorrupted frame, the link is considered active, and the mapping of the link to
the station is stored in an ECS register. The activity of each link is monitored by a
watchdog timer, which is reset every time a frame is received. If the link sees no valid
frame for around 100µs, the link is inactive and no longer mapped to a station. From
this mapping, the signals RouterPermit and RouterPermitRedundant are derived. The
former is asserted when each station detects at least one active link, while the latter
also requires the presence of a redundant link per station. In the default configuration,
discussed in section 7.5, the RouterPermit is a prerequisite to assert the BCM_OK VSS
interlock flag.
The Router is also responsible for forwarding the unprocessed front-end data frames

to the BackEndLink/ entity. This data stream is then sent out to be included in the
PM data buffer. In the default configuration, the Router only forwards the frames of
the primary link and, for diagnostic purposes, any broken frames. This behavior can be
configured via an ECS register to include the secondary link or all frames from a given
station or link.
As the correct functioning of the front-end links is vital for the BCM, the monitoring

system includes a dedicated subpanel, shown in Fig. 7.3, which displays relevant statistics
such as the card ID and last frame ID detected on each link. Additionally, the counters
for the errors mentioned above, transmission error, wrong length, and bad CRC, i.e.,
serve to monitor the equality of each link.

60



7. Readout firmware

Figure 7.3.: Status information obtained from the ECS registers of the Router entity as
shown on the control panel.

7.3. Front end emulator
To verify the correct functioning of the MIBAD system, it is imperative to perform
extensive tests of the system and its components. This includes on one hand RTL
simulations of the firmware via – preferably automated – test benches, as described in
section 4.4. On the other hand, such simulations need to be cross-checked by performing
tests on the system while running on physical hardware. In both of these cases, a source
for front-end data is needed which is equivalent in format to the data from the actual
CFC card. Therefore, the data generator should be fully synthesizable and its operation
cannot rely on simulation-only VHDL constructs. Additionally, the content of the test
data frames should be adaptable to simulate different operating conditions of the front
end. These requirements guided the development of the front-end emulator presented in
this section. As the BCM has two stations with separate front-end cards, the MIBAD
firmware contains two instances of the emulator entity.
There front-end generator supports two major modes of operation: By default, the

background signal of the diamond sensors is simulated based on a pseudorandom number
generator (PRNG). This mode is mainly used to verify the monitoring components of
the MIBAD and the ECS control software. Additionally, the background mode serves
as a baseline signal in contrast to transient signals injected into the data stream. In
transient mode, which is triggered via an ECS command, the front-end emulator pro-
duces a current transient retrieved from a RAM block. By populating this memory block
with different waveforms, the fast-acting components of the firmware such as the abort
decision and the PM system can be tested.
The primary development of the background simulation mode occurred in the scope

a master’s project within the BCM group. Based of this work, available in Ref. [12],
the components are refined and integrated into the firmware. In background mode, the
signal is derived from a PRNG which generates a sequence of apparently random num-
bers. Based on a scrambled linear feedback ansatz[19], the xoroshiro128++ generator
produces output samples by repeatedly applying a set of exclusive or, shift, and rotation
operations to a 128 bit internal state vector. From this state vector a pseudo-random
number is generated by a scrambling stage consisting of shift and addition operations.
While Ref. [19] shows that the xoroshiro128++ generator has several desirable prop-
erties, it lends itself for use in the front-end emulator as its implementation is straight-
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forward on FPGAs. This is because all basic operations, namely Boolean logic, shifts,
rotation, and addition, are well-supported on the logic fabric of these devices.
The output of the PRNG is a uniformly distributed 32 bit vector which, when inter-

preted as a signed integer, corresponds to a random variable X in the range

−216 ≤ X ≤ 216 − 1. (7.1)

As these samples should mimic the background signal of the front-end card, a trans-
formation is applied to the output of the PRNG. The front-end emulator supports the
generation of uniform or Gaussian1 background signals with location and scale parame-
ters that can be configured individually per channel.
Before discussing the transformation itself, it is vital to think about the mapping of

the current values to binary signals. The natural unit for representing the measurement
of a CFC card is the ADC tick, where 4096 ADC ticks per 40µs correspond to 5µA.
The dark current of the diamond in low-noise environments lies in the order of around
1 nA. Hence, emphasis needs to be placed on the representation of fractional ADC
counts. Additionally, negative currents can also appear in fluctuations of the ADC level.
Floating point numbers are usually used to represent real numbers on processor-based
architectures such as CPUs or GPUs. However, this representation is not well-supported
on FPGAs such as the Arria V® . Implementing signed fixed-point arithmetic, on
the other hand, is possible with standard synthesizable VHDL types. In contrast to
an unsigned representation where a n-bit sequence (bi)i=0,...,n−1 represents the natural
number

x =

n−1∑︂
i=0

bi · 2i, (7.2)

signed fix point effectively “shifts the decimal point” by implicitly scaling the number
by 2−k. Additionally, the most significant bit is used to encode for representing negative
numbers in the two’s complement scheme[39], which leads to the following representation:

x = −bn−1 · 2n−k−1 +
n−2∑︂
i=0

bi · 2i−k. (7.3)

This way, it is possible to use the native arithmetic operations of the FPGA, such as
addition, subtraction, and multiplication via dedicated digital signal processing (DSP)
resources. When using fixed-point arithmetic, one has to keep track of the scaling factor
k of the operands and adjusting it via shifting operations if necessary. The choice for
n of 32 is given by the size of the ECS registers, which store the values such as the
location and scale parameters as well as the transient current values. A scaling shift
k of 19 is chosen for values representing current measurements. Given a 32 bit register
and accounting for the sign bit, this value for k leaves 20 bit for the integer part of the

1Previous specifications of the transformation step also included a special case for constant signals.
This mode was removed because it can be replicated by setting the scale parameter to zero one of
the other modes.
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number. This is sufficient to contain the 8 bit counter and the 12 bit ADC value of a
CFC measurement.
The 32 bit output pattern of the PRNG, when interpreted as a signed fixed-point value

with k = 32, leads to a uniformly distributed random variable centered around zero:

X ∼ U[︁
− 1

2
; 1
2

)︁. (7.4)

Applying an affine linear transformation,

Iunif = µ+ s ·X, (7.5)

produces an output distribution parameterized in location µ and scale s. Gaussian
samples can be obtained via a heuristic from sums of uniformly distributed variables:
According to the Central Limit Theorem[18], a sum of n independent samples Xk with
mean µ and variance of σ2 approximately follows a normal distribution for large values
of n:

n−1∑︂
k=0

Xi ∼̇ N
(︂
nµ;

(︁√
nσ

)︁2)︂ for n≫ 1. (7.6)

Given input samples Xk from the PRNG, distributed according to eq. (7.4), the affine
transformation,

Y = µ+ s

√︃
12

n

n∑︂
k=0

Xk⏞ ⏟⏟ ⏞
∼̇N (0;1)

, (7.7)

yields approximately Gaussian distributed samples with the mean and standard devia-
tion equal to the location and scale parameters, µ and s, respectively. The approximation
quality increases with the number n of summed input samples in eq. (7.7). But increas-
ing n also leads to an increased register width to store the sum and an increased number
of input samples. Thus, more clock cycles and logic resources are needed to generate an
output sample. For implementing the front-end emulator, a value of 12 is chosen, which
has the additional benefit of the scaling term given by the square root in eq. (7.7) turning
to unity. Hence, one multiplication operation and the corresponding DSP resource can
be saved.
In the firmware these transformations, as described in eqs. (7.5) and (7.7), are im-

plemented by the DistTransformer. Due to the linear nature of the mappings, the
implementation needs only addition, subtraction and multiplication operations. The
former two can be realized with the core logic elements of the FPGA. Multiplication, on
the other hand, cannot be performed effectively without dedicated circuitry. For this rea-
son, the Arria V® contains so-called DSP blocks. The design of the DistTransformer
is optimized to reduce the logic block utilization. Based on a conditional accumulator,
this architecture, shown in Figure Fig. 7.4, needs only a single multiplication unit to
transform the signal on all eight channels.
The operation of the DistTransformer starts with a request for a random number,

which includes the desired background distribution, scale, and location parameters. The
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Figure 7.4.: Architecture of the DistTransfomer entity. The accumulator A is initialized
with a random value X0. For Gaussian output, a total of 12 random values
are summed. In the output stage, the accumulator value is transformed to
the desired mean and scale parameter.

36 bit accumulator is initialized with the current output of the PRNG. For the subsequent
11 clock cycles, the FSM enters the accumulation phase. In these cycles, the newly
generated inputs from the PRNG are added to the accumulator if the request specifies
a Gaussian background distribution. Otherwise, the accumulator remains constant. In
the cycle after the accumulation phase, the accumulator value is multiplied by the scale
factor supplied with the initial request. The resulting 68 bit value is right-shifted by 32
to account for the difference in k values of the fixed point representation. Before being
added to the location parameter, the shifted product is resized to 32 bit by discarding
the 36most significant bits. After these operations, the result is distributed according
to the given parameters. The DistTransfomer was verified through a RTL simulation
during the development. Fig. 7.5 shows histograms of the resulting output distributions
for both uniform and Gaussian background types. For reference, the figure also includes
the target distributions. In both cases, the emulated background samples approximately
follow the given distribution. To evaluate these deviations of the sample distribution,
the pull distribution can be examined.
The pulls are given by the difference of the bin content of empirical distribution and

the expected bin content. The latter is determined by integrating the target probabil-
ity density function (pdf) over the extent of each bin. This difference is normalized by
the standard deviation of the expectation. For the uniform case, symmetric scatter-
ing around the expected bin content is observed. The magnitude of the deviations is
also consistent with the assumption that the samples follow the target distribution. In
contrast to this, in the case of Gaussian background samples, a systematic difference be-
tween the sample histogram and the target distribution is visible. This difference stems
from the imperfect approximation of the Gaussian pdf via the sum of uniform samples.
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Figure 7.5.: Histogram of the output of the DistTransfomer entity as generated by a
RTL simulation. Simulated background types are uniform and Gaussian
distributions with µ = 10 and s = 5, respectively. The target distributions
are given in orange and the blue indicates the generator output.
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Nonetheless, this study confirmed that the output of the DistTransformer is suitable
in both cases for use as a background proxy.
The data frame of the CFC card does not directly contain the measured current. Due

to the measurement principle of the front end (see section 4.3), the current is encoded
in terms of CFC counts and an ADC value. Therefore, the front-end emulator mimics
this process in the CFC entity. The operation of this entity is in principle the inversion of
Equation (4.1). The number of counts is given by the eight most significant bits of the
input current vector. As the remainder of the current is encoded in terms of the difference
of consecutive ADC values, the CFC stores the last ADC values of each channel between
frames. The initial value of these registers is arbitrary and chosen to be 4095. This
corresponds to the maximum possible value of that field. Given the last value and the
difference from the remaining bits of the input vector, the current ADC level is determined.
The result of this operation is checked for over- and underflow. Overflow occurs if a
negative current sample causes the ADC level to rise above 4095 ADC ticks. In this case
the output is capped at the maximum value. However, when the level falls below 0 in
the actual CFC card the integrator is recharged to the maximum level and an additional
count is added to the output. In the emulator, this behavior corresponds to the underflow
scenario of the subtraction of two numbers in two’s complement representation. For this
reason, the only action needed when overflow is detected, is to increment the output
counter.
The ADC resulting from the above operation lies between 0 and 4095 thereby fully

sweeping the range of the ADC. In reality, this is not the case; the integrator level
fluctuates between

0 ≤ ADCmin < ADCmax ≤ 4095 (7.8)

The values for ADCmin and ADCmax are dependent on the hardware characteristics and
differ for all cards and channels. In the front-end emulator presented here, they can be
set per channel via an ECS register. The output ECS level is determined by applying
an affine transformation:

ADCout =
ADCmax − ADCmin

4095⏞ ⏟⏟ ⏞
≈ ADCmax−ADCmin+1

212

·ADCraw + ADCmin. (7.9)

Division by arbitrary divisors is not directly supported by the FPGA’s core fabric. There-
fore, an approximation, as shown in eq. (7.9), is introduced: Adding one to both the
numerator and the denominator of the fraction turns the divisor into a power of two.
This way the division turns into a trivial right-shift operation. When the result is
rounded to integer ADC ticks, the maximum error introduced by this approximation is
−1. Also, the edges of the ADC range are transformed correctly, i.e. the output ranges
from ADCmin to ADCmax.
The FrameAssembler is the main controlling entity of the front-end emulator. Here,

the top level FSM of the emulator is implemented as shown in Fig. 7.6. According to these
states the operation of the emulated CFC card can be controlled via ECS commands.
The emulator is initially in the Off state where no data frames are generated. If the
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Figure 7.6.: State diagram of the top-level FSM of the front-end emulator. Transitions
marked in orange are triggered by ECS commands. The FSM automatically
leaves the transient states when the end of the transient memory is reached
(blue arrows).

FSM receives a cmd_on command, the emulator enters the Background mode. In this
mode, a data frame is emitted every 1600 cycles of the 40MHz clock. This corresponds
to the nominal integration time of the CFC card of 40µs. In background mode the
current data encoded in the frames is sourced from a PRNG. Several parameters of the
background distribution can be set via the ECS.
From this mode, one can either turn the emulator off or inject the content of the

transient memory. After entering the Transient Injection state, the output of the
PRNG is discarded, and the current data is read from a RAM. Via the ECS, the user
can program the currents for 64 consecutive data frames into a memory block. This way,
the response of the MIBAD system to fast transient signals can be emulated and tested.
When the end of the transient memory is reached, the FSM automatically transitions
back to Background mode.
In some cases, the constant stream of PRNG-based background data frames interferes

with the tests. For this reason, it is also possible to issue the cmd_transient command
when the front-end emulator is in the Off state. Then, the FSM enters Single Shot
mode in which only the 64 frames from the transient memory are emitted, after which
the Off state is resumed.
Besides running the FSM, the FrameAssembler is responsible for producing the frames

according to the data format given in Fig. 4.8. To match the data rate of the XCVR, the
output of the FrameAssembler consists of 16 bit words synchronous to the 40MHz core
clock of the front-end transceiver. The sequential operations are controlled by a program
counter running through 1600 states. In the first 20 cycles, the CFC words are emitted.
The content of the frame can be categorized into three categories: Firstly, values such as
the card ID, status fields, and the DAC counts are (quasi-) static. Hence, these values
can be directly read from ECS registers and included in the frame. The second category
consists of the current measurements encoded in a CFC count and an ADC level for
each channel. The generation of the background samples takes up multiple clock cycles.
Therefore, a buffer is used during the sending of the data frame. The origin of the buffer’s
contents is discussed later in this section. Lastly, the frame contains the frame ID and
the CRC field. Both of which can be generated on the fly by the FrameAssembler. The
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frame ID is populated by a wrapping, 16 bit-wide counter that is incremented after each
frame. The 32 bit wide CRC is determined iteratively. In every cycle, an intermediate
CRC ci is calculated from the current word of the data frame and the previous CRC
value ci−1. After all other data words are processed, the final CRC value is appended
to the data frame in the last two cycles. This concludes the transmission of the CFC
frame.
The remaining time before the start of the next frame is used to generate the successive

data samples and to re-populate the current buffer. This operation is done sequentially
for each channel. It starts by sending a current request to the DistTransfomer entity.
This request sets the desired distribution, location, and scale parameters. If either of
the transient modes is active, the current sample is requested by forwarding the address
to the transient RAM. In the next cycle, the retrieved value is included in the current
request as a scale parameter. For the transient simulation, the location parameter is set
to zero, thereby forcing the output of the DistTransfomer to match the desired point
in the memory waveform. In the case of the background simulation, the values for the
location and scale parameters are stored in an ECS register for each channel.
After 14 cycles, the DistTransfomer entity has produced a scaled output, which is fed

to the CFC entity, introducing another cycle of latency. The final output consists of a
20 bit word containing the counts and ADC values that is stored in the FrameAssembler’s
buffer. The generation for one channel takes less than 16 clock cycles per channel or 128
cycles in total. Hence, the channels can be processed sequentially, and only one instance
of each DistTransfomer and CFC block is needed. Compared to parallel processing with
dedicated circuitry for each channel, this design reduces the utilization of general logic
resources and DSP blocks.
The last stage of the front-end emulator consists of the so-called FrameEncoder. In the

times between frames, i.e. when the data valid bit is deasserted, the front-end emulator
is expected to produce an idle pattern like the actual hardware card. Additionally, a
start-of-frame pattern is injected before the beginning of each frame. The output of
the FrameEncoder consists of the 16 bit wide data bus augmented by a pair of bits,
which indicate whether either of the data bytes should be interpreted as 8b10b control
characters. These signals are then forwarded to the transmit data path of the front-end
transceiver.

7.4. Data processing
The MIBAD firmware contains one data processing block for each BCM station. This
so-called Station entity receives data frames from the Router and analyses them to
assess the beam condition in real-time. From this, a beam permit signal is derived for
each station. Also, the Station entity includes a monitoring subsystem that provides
data to the ECS software and the PM buffer. In addition to the sensor data, the Station
block also checks the front-end status data to ensure the correct operation of the BCM
system.
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The front-end card provides current measurements in eight channels, one for each
diamond sensor. During the data processing, many operations must be repeated for each
channel, which can be achieved in two ways: Either, the processing logic is instantiated
once, and this instance receives data sequentially, one channel at a time. Alternatively,
the logic is duplicated such that each channel can be processed in parallel. Incoming data
reaches the processing stage in words of 16 bit length per clock cycle. For this reason,
parallel processing does not lead to a significant increase in response time. Moreover,
a sequential approach reduces the resource usage of the implementation, which eases
timing closure.
Hence, the architecture of the data processing block, as seen in Fig. 7.7, is based on

sequential processing of the channels. Data are passed between the processing steps and
memory blocks via read and write requests addressed by the channel number. Processing
blocks output as a write request, represented as a red arrow in Fig. 7.7, to one or more
downstream blocks. These can be both further processing and memory blocks. Memory
for storing per-channel quantities is implemented by dual-port RAM. Each port can
either serve as the target of a write request or accept read requests to provide values for
arbitrary channels. In Fig. 7.7, these read requests are represented by green arrows and
the corresponding answer by blue arrows.
The sensor measurements for each channel are encoded in 20 bit fields, which are

packed into 16 bit words, according to the front-end data format shown in Fig. 4.8.
Hence, the first processing step is to align the data such that each channel can be
processed entirely in a single clock cycle. Alignment is achieved by buffering the incoming
data for one cycle and issuing a write request once the data for one channel has been
received in full.
Due to the CFC measurement principle of the front-end card, the current is repre-

sented as a number of counts and an ADC level. After the alignment, the next step is
recovering the current from these values. This operation is described by Equation (4.1)
and implemented by the CFCInverter entity. The magnitude of the current depends on
the number of counts and the difference in the ADC levels in consecutive frames. There-
fore, the CFCInverter stores the ADC level in an internal buffer between CFC frames.
If the contents of this buffer are invalid, for example, when the first frame is processed,
or a frame is missing, no current can be determined. This Router block notifies the
CFCInverter in case of a sequence error. Still, the ADC level is buffered for the next
frame.
In the front-end card, the integrator level does not sweep the whole range of the 12 bit

ADC. The effective ADC range is different for each channel of each front-end card.
When converting from counts and ADC levels to a current, the ADC difference must be
normalized to the range of the respective channel. The ADCRangeMonitor determines
the ADC range by tracking the smallest and largest ADC level observed for each channel
since the system power-up. These values are stored in an associated RAM and made
available to the ECS.
A division operation is needed to perform the normalization according to eq. (4.1).

Dividing by numbers that are not powers of two is not well-supported by the core logic
elements of most FPGAs. To mitigate this problem, the manufacturer of the FPGA
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provides a dedicated IP core for division operations[53]. When configuring this core,
pipelining stages which split the computation over multiple clock cycles, can be added
to relax the timing constraints for the operation. The maximum number of pipelining
steps depends on the width of the divisor. For the normalization of the ADC range,
this leads to a latency of 12 clock cycles. This latency would significantly contribute to
the response time of the MIBAD system when the division is included in the conversion
according to eq. (4.1).
However, the ADC ranges, determined by the firmware, saturate rather quickly in

the first few seconds of data taking, and remain constant afterward. Therefore, caching
can separate the division latency from the operation of the CFCInverter. This strategy
is adapted from the firmware of the predecessor TELL1 readout system. The division
by the ADC range is replaced by a multiplication of its cached inverse. Multiplication
is better supported by the DSP elements of the FPGA. The cache is maintained by
the ADCNormalizer entity, which wraps the division IP core. It continuously reads the
ADC ranges from the ADCRangeMonitor and performs the inversion in unsigned fixed
point representation for each channel. The computation is performed analogously to
eq. (7.3)) with 23 bit precision, and the results are stored in a RAM block, from which
the CFCInverter retrieves the needed value when the respective channel is processed.
The actual conversion then consists of a subtraction, an addition, and a multiplica-

tion operation. Additional pipelining stages are added to the implementation of the
CFCInverter to meet the timing constraints. The DSP resources perform optimally if
the multiplication is the only operation in a clock cycle. As in this case, dedicated input
and output banks of the DSP block can be utilized to store the factors and the prod-
uct[46]. For this reason, the conversion is pipelined in three clock cycles. Determining
the difference between the present ADC level and the value from the last frame is the
first step of the pipeline. At the same time, the output vector is also initialized with
the number of CFC counts converted to ADC ticks by shifting the value 12 bit to the
left. This operation corresponds to a multiplication by 4096. If no valid ADC level from
the last frame is available, the next steps in the pipeline are skipped. In any case, the
present ADC value is stored for the following data frame.
In the next pipeline step, the normalization of the ADC difference is computed. The

previously initialized current vector is passed unchanged to the next step in the pipeline.
Subsequently, the normalized ADC current from the shifted CFC counts is combined
with the normalized ADC range to produce the recovered current. Until this point in
the process, signed integers are used because they correctly model the underflow behavior
caused by the wrapping ADC level. In the following data processing blocks, only positive
current values are considered. Therefore, negative values are mapped to zero.
As presented in section 5.1.1, the beam dump decision algorithm uses not only the

instantaneous current values but also moving averages implemented as so-called running
sums. A generic entity was developed for calculating these sums for a given length N .
The implementation for the MIBAD is also based on the TELL1 firmware described in
Ref.[92]. Especially for the longe-range abort criteria (N = 32), adding all measurements
in a single clock cycle leads to long combinatorial paths during synthesis. Which in turn
complicates the timing-closure of the design. Instead, the running sums are calculated
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by continuously updating an accumulator register for each new measured current:

RSN (j) = RSN (j − 1) + i(j)− i(j −N) (7.10)

In the above recurrence relation, the running sum is updated by adding the latest value
and removing the oldest term, which no longer lies in the summation window of lengthN .
This value is retrieved from a circular buffer containing the last N current measurements.
The RunningSummer processes the eight channels per data frame in a two-stage pipeline.
Firstly, the accumulator for the given channel is loaded from a block RAM. In parallel,
the value to be removed from the running sum is retrieved from a second memory block.
In the next step, the running sum is updated according to eq. (7.10) and stored in the
accumulator RAM. Also, the latest current value is written to the circular buffer.
The long-range abort criteria act on the sum of running sums per station. These per-

station observables are meant to represent the overall background level at the station.
The two highest and the lowest signal levels are excluded from this sum to reduce the
influence of outliers. In the MIBAD data processing block, the per-station observables
are generated by the PriorityAdder, based on the TELL1 firmware component with
the same name described in Ref. [92]. It makes use of the sequential nature of the data
processing architecture. The PriorityAdder uses an accumulating register to sum all
sensors in a station sequentially. In parallel, the process keeps track of the extremal
values and stores them in three registers. After the last sensor has been processed this
way, the three extremal values are subtracted from the accumulator register to produce
the final output.
The final step is the generation of the beam permit signal from various observables

generated so far:

• per-sensor current measurements (RS1),

• per-sensor moving averages (RS2, RS32),

• per-station observables (RSsum
2 , RSsum

32 ).

From these quantities, the beam permits are generally derived by comparing them to
pre-defined thresholds. Four sets are loaded onto the FPGA to be selected depending
upon the LHC machine mode to account for different beam conditions due to the LHC
operational state. Currently, only two threshold sets are in use to differentiate between
injection and non-injection conditions.
The SensorThresholdComparator sequentially reads in the observables for each sen-

sor and loads the corresponding threshold value from memory. Each channel is sequen-
tially compared to the threshold. Channels that exceed the threshold are considered
triggered. A temporal coincidence requirement can be optionally enabled via a VHDL
generic parameter. Then, a sensor only triggers once it exceeds the threshold in two
consecutive frames.
Subsequently, a spacial coincidence requirement is applied to the triggered sensors.

Eight triplets made up of three neighboring sensors each are considered. The beam
permit is removed if all sensors in one of the triplets have triggered.
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All beam permit signals are then forwarded to the CavernInterface. Besides the
boolean permit, each permit signal contains additional diagnostic information. In case
of a beam abort, these data are shown on the control room panels and should aid
operators in determining the cause of a beam dump. The permit form the Sensor-
ThresholdComparator contains two 8 bit vectors representing triggered channels in the
current and the previous measurement period.
According to Ref. [43], individual sensors may sometimes exhibit erratic behavior.

Consequently, the need to exclude a specific sensor or triplet may arise. The MIBAD
firmware allows the masking of arbitrary channels and triplets via generic parameters.
Even though this might be indicated to continue operation with defective sensors, careful
consideration must be given to the consequences of this masking. Depending on the
position and number of masked sensors, the coverage and, consequently, safety function
of the BCM may be severely reduced.
Performing the threshold comparison for the per-station observables RSsum

2 and RSsum
32

is considerably less complex. According to the LHC machine mode, the Station-
ThresholdComparator retrieves the threshold from memory and compares it to the
observable. For diagnostic purposes, the StationThresholdComparator provides the
first value of the observable that exceeded the threshold to the ECS.
A common feature of all threshold comparator entities is that they retrieve the thresh-

old values from an associated threshold RAM. These memory blocks contain the thresh-
old values in terms of normalized ADC ticks. The memory depth depends on the type
of comparator, with four and 36 words for the StationThresholdComparator and the
SensorThresholdComparator, respectively. The memory is implemented as ECSRAM,
one of the client entities for the ECS bus described in section 7.7.
As the correct threshold settings are critical for the correct operation of the BCM,

special care must be taken to ensure that the intended set of thresholds is loaded and not
accidentally changed due to operational errors. For this reason, the threshold memory
is configured as read-only memory (ROM) outside of dedicated development configura-
tions. In hardware, this is achieved by interrupting the write signal to the memory
block. Because the memory is not writable and the MIBAD system must be fully opera-
tional after start-up without external configuration, the ROM has to be initialized with
the thresholds during the synthesis of the firmware. This way, the thresholds are per-
manently embedded in the programming file of the FPGA. In practice, this is achieved
by providing a set of memory initialization files (MIFs), as specified in Ref. [57], to the
synthesis tool. To ensure the correct threshold set is used, an automated workflow was
developed that retrieves the threshold from the version-controlled BCM configuration
database.These tables are converted to the MIF format and included in firmware during
the compilation flow. Appendix A.2 provides an annotated reference for the thresh-
olds valid at the beginning of Run 3. This workflow creates a unique mapping between
firmware revision and the embedded threshold values for a given device serial number.
Hence, a recompilation of the firmware is necessary to update the thresholds. However,
the maintenance mode allows for a temporary override of the embedded thresholds.
The latter are automatically reinstated once the FPGA is power cycled or reconfigured.
Section 8.1 further elaborates on running the MIBAD system in maintenance mode.
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The purpose of the modules discussed so far is the generation of the beam permit
signals by real-time analysis of BCM data. If adverse conditions are detected, the permit
is automatically removed by the MIBAD. The other important responsibility of the data
processing block is the provision of monitoring data to the ECS. This information is
vital in the control room for monitoring the health of the BCM system and the beam
conditions around the LHCb interaction point. Especially after a BCM-triggered beam
dump, operators need to investigate the cause of the intervention and rule out any
malfunction of the BCM system.
Individual observables are produced at different times during the data processing, as

shown in Fig. 7.8. This is due to the sequential processing of the channels and the
dependencies between observables. For example, the per-station running sums can only
be determined once per-channel sums are known, which in turn depend on the channel
currents. For this reason, RAM blocks are added to the design to buffer each observable
by capturing the write requests of the respective processing blocks. As indicated by
the overlap seen in Fig. 7.8, multiple blocks produce output simultaneously. Hence, one
RAM instance is needed per each data-producing block. In Fig. 7.7, the memory is
located below the respective block.

from router 1 2 3 4 5 6 7 8 9 10

algined data 1 2 3 4 5 6 7 8

RS1 1 2 3 4 5 6 7 8

RS{2,32} 1 2 3 4 5 6 7 8

RSsum
{2,32}

Σ

to uplink H1 H2 D1 D2 ...

to monitoring D1 D2 ...

Figure 7.8.: Timing diagram of the data processing block and the monitoring logic.

The MonitoringManager is responsible for sequentially reading out this buffer RAM.
This process is initiated for each readout cycle, i.e., every 40µs, once RSsum

2 and RSsum
32

are available. Then, the readout sequence of the MonitoringManager begins with the
sensor currents RS1, followed by the running sums RS2 and RS32. For each observable,
all channels are read out sequentially. Finally, the station sums RSsum

2 and RSsum
32

complete the sequence. These values are transferred to the MonitoringAccumulator,
which summarizes them into monitoring statistics.
The MIBAD receives and processes data at a rate of 25 kHz, corresponding to one

front-end data frame per 40µs. For monitoring purposes, this rate is too high. The ECS
software operates with a monitoring period of around 1.3 s. This means that each mon-
itoring period covers 323 front-end data frames. Therefore, data gathered from within
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the data processing needs to be converted to monitoring observables, which are then
made available via the ECS bus. Monitoring observables are derived from accumulators
yi that are updated for each new value of the observable xi:

yi = f (yi−1, xi) . (7.11)

By applying accumulator functions f for each observable, four summary statistics are
generated: The minimum and maximum values over one monitoring period are tracked to
ensure that extremal values are recorded. By their nature, these values do not represent
an unbiased representation of the underlying data samples. Therefore, one accumulator
tracks the last sample of each observable. In the absence of any systematic effects due
to the alignment of the monitoring period, this represents an unbiased sample of the
underlying observable. A sum of all observations of a monitoring period is computed to
obtain the average of the underlying observable.
The MonitoringAccumulator instantiates two processes. The input FSM is part of

the main 156.25MHz clock domain. Dual-port RAM stores the accumulated values and
performs the clock domain crossing. As the monitoring data is processed sequentially,
one memory core of 128 words is sufficient. The input FSM buffers incoming data
and retrieves the last accumulator value from the RAM. In the next clock cycle, the
accumulator value is updated and written back. This pipelining step is necessary as the
input process only accesses one port of the dual-port RAM and is therefore limited to
performing either a write or a read operation during one clock cycle.
This processing of the 26 observables is repeated for each of the four accumulator func-

tions by the MonitoringController repeatedly reading and sending the data stream.
When all values in the accumulator RAM are updated, the processing of the frame is
complete. Once 323 frames have been processed, the input FSM notifies the output
process and enters a waiting state. The output process, synchronized to the ECS clock
domain (125MHz), wakes up and copies the contents of the accumulator RAM to an
ECSRAM instance which makes them available on the ECS bus.
After all data is transferred to the ECSRAM, the input process is notified. It leaves

the waiting state and re-initializes the accumulator RAM. Afterward, the monitoring
subsystem is ready to accept the data of the first frame of the next monitoring period.
An important design aspect of the MonitoringAccumulator is the clock domain cross-

ing that occurs within this block. For the observables, synchronization is ensured by the
dual-port block RAM, which allows both ports to be operated in different clock domains.
Special consideration must be made for the signals between the input and output pro-
cesses. Synchronization registers to these signals to prevent meta-stability issues. The
signal from the input to the output process passes from a faster to a slower clock domain.
Extending the signals from the faster domain ensures correct capture by the logic in the
slower domain.
Besides determining the beam permit and providing data to the ECS, each Station

entity monitors the health of the front-end card. As presented in section 4.3, each
data frame contains a 32 bit status word. The meaning of the individual bits and the
condition under which an error is raised is given in table A.1 in the appendix. For most
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flags, an error is indicated by a deasserted bit. Only bits 24 to 29 are 0 by default,
as they represent special functions of the front-end card that are not used in the BCM
system. The high-voltage check via the CFC card is also not implemented for the BCM.
Therefore, the associated bit 19 is expected to be deasserted.
For some of these flags, the associated error can severely impact the safe operation

of the BCM. Therefore, the MIBAD reacts by deasserting the BCM_OK permit, which
signals the BCM malfunctioning to the VELO. A hardware-based check is part of the
MIBAD firmware. For each station, an instance of the CFCHealthCheck entity compares
the status words of the CFC data frames. Table A.1 in the appendix indicates which
of the 32 status flags are included in this check. If any of the included flags deviate
from the expected status for two or more consecutive frames, the cfc_health_permit
is deasserted.
Furthermore, the CFCHealthCheck block makes the status word and the DAC counters

available via the ECS bus. The DAC counters are part of the front-end cards active
compensation scheme, as discussed in section 4.3, and are also included in every data
frame. This information is included on the monitoring panel for the BCM front-end
cards. For additional redundancy, the ECS software independently checks the status
bits. Deviations are classified as a warning or an error, according to table A.1. While
the ECS software logs the warnings to notify the user, errors cause a software-induced
removal of the BCM_OK permit. In addition to the status flags, the software also monitors
the DAC values. If any channel saturates at 255 counts, the system also removes the
BCM_OK signal.

7.5. Cavern interface
The principal purpose of the MIBAD board is managing the LHC and VELO interlocks.
The CavernInterface entity handles communication with these systems. Table 6.1
gives an overview of the signals to the external endpoints.
Two types of external input signals reach the MIBAD: The feedback channels from

the LHC interlock and the post-mortem trigger. These signals must be synchronized to
the main clock domain of the FPGA to prevent meta-stability issues. Because external
signals can be subject to electromagnetic interference, hysteresis-based filtering is applied
to suppress glitches or undesirable transients. A change in the logic level of an input
signal is only forwarded to the MIBAD logic once it is stable for more than 26 clock
cycles or 406 ns. This hysteresis time has to be sufficiently low such that the FPGA can
still capture the PMT signal with a pulse width of 2µs, according to Ref. [8].
The various components of the MIBAD firmware generate seven internal permits per

station. A complete listing is given in table 7.3. Based on these signals, the system can
trigger two actions: Via the CIBU interface, the MIBAD can request a dump of the
LHC beams or prevent their (re-)injection. Alternatively, the system can deassert the
BCM_OK signal to notify the VELO of any BCMmalfunctions. An arbitrary, combinatorial
mapping from the internal permits to the output actions can be defined by the permit
map in the CavernInterface. The default configuration, summarized in table 7.3, aims
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Table 7.3.: Internal permits generated by different components of the MIBAD firmware.
For each station an indenpenden permit set is generated.

Name Source Beam permit BCM_OK

rs1_permit SensorThresholdComparator •
rs2_permit SensorThresholdComparator •

rs32_permit SensorThresholdComparator
rs32_sum_permit StationThresholdComparator •

cfc_health_permit_permit CFCHealthCheck •
router_permit Router •

router_redundant_permit Router

to reproduce the behavior of the TELL1 readout board described in Ref. [92]. The
threshold-related permits act on the LHC beam interlock. Hence, a beam dump request
is only issued due to excessive sensor currents. Permits related to the general health
of the BCM system, such as the output of the CFCHealthCheck and the RouterPermit
signals, are tied to the BCM_OK signal. The RouterPermit requires one active front-end
link per station to assert the BCM_OK signal. Tighter requirements can be enforced via
the ECS software without an additional firmware modification. In both cases, the output
is given as a logical conjugation, so if any input permit is removed, the output signal is
deasserted. Additionally, the MIBAD system interlocks the injection of both LHC beams
via USER_PERMITS on two extra CIBU interfaces. While the control software initiates the
injection procedure via the permit latch mechanism described in the following paragraph,
the injection permit is revoked if any permits for the BCM_OK signal are released.
As described above, the output of the permit map is solely combinatorial. Conse-

quently, when conditions that lead to the revocation of a given permit are no longer
present, the output of the map is immediately re-asserted, which is not desirable for
signals that connect to external systems. Once an interlock is broken, the correspond-
ing output should remain deasserted until the ECS software manually resets it. The
PermitLatch entity provides this functionality with a finite state machine shown in
Fig. 7.9.
An instance of the PermitLatch manages each output permit. If the latch is in the

Unset state, the respective output permit is false. An ECS request to assert the permit
puts the FSM into the Try Set state. In this state, the FSM monitors the output of the
internal permit map. If the internal signal is true for N clock cycles, the FSM transitions
to Set, and the output permit is asserted. If the internal permit, on the other hand, is
false at any point, the latch transitions to the Unset state. The Try Set state ensures
that the output signal is asserted if the internal permits are stable. Once set, the latch
leaves the set state when the internal permit is deasserted or due to an ECS command.
The latter command is only available during maintenance mode for the beam permit.
There are two ways to initialize the permit latch: In the first option, the FSM starts

in the Unset state, which means the output permit will be false after the MIBAD is
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Wait for
initial try

start

Try Set

Unset

Set

Mth cycle

< M cycles

int_permit asserted
< N cycles

int_permit asserted
in Nth cycle

int_permit deasserted

int_permit
deasserted

ECS
command

Figure 7.9.: A FSM controls the output permit signal as implemented in the
PermitLatch entity. Automatic transitions are colored blue, whereas tran-
sitions based on internal permits are presented in red. Orange indicates
ECS-triggered actions.

powered on or reset. Alternatively, the FSM can try to set the external permit as part
of the initialization of the FPGA, after which the internal permits might not be stable
for some time. Therefore, an additional Wait for initial try state is introduced. In
this state, the FSM waits for M clock cycles to allow the internal permits to stabilize.
Subsequently, the FSM transitions into the Try Set. The initialization method and the
waiting periods, N and M , are configurable via generic parameters of the PermitLatch
entity. By default, the latches for the BCM_OK and the injection permits are initialized in
the Unset state, whereas the beam permit latch starts in the Wait for initial try
state.
In regular operation, the output of the permit latches is directly attached to the output

pins of the FPGA. For some interlock testing procedures, as defined by the interlock
specifications in Ref. [106], it is necessary to control the output permit signals to the
CIBU interface manually. Therefore, the MIBAD firmware implements this functionality
in the override mode. In this mode, the redundant channels of the USER_PERMITS and the
BCM_OK signal can be manually controlled via the ECS. Evidently, this mode circumvents
all protections offered by the BCM. Therefore, two safety precautions are put in place
to mitigate maloperation risks. Firstly, the override function can only be activated in
maintenance mode. Thus, the ECS registers controlling the override are deactivated
during regular operation. In addition, the override mode does not allow the setting of
the BCM_OK flag when both channels of the beam permit are already forced to true.
A change in the PMT input also leads to a PERMIT_CHANGE. Therefore, the PM read-

out software, which will be introduced in section 8.2, uses this packet to detect the
PM event. When any input or output to the CavernInterface changes, the entity
emits a data packet, which is added to the PM data stream. The contents of this
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BCMTYPE_PERMIT_CHANGE telegram are given in Fig. 7.10. In the first field, a 64 bit
timestamp of the permit change event is provided. Then the current, i.e., after the
change, state of internal permits and the input and out signals of the CavernInterface
is summarized in a 32 bit status vector. Table table A.2 specfies the contents of this
vector. Another instance of the permit change vector, which reflects the permits before
the change, concludes the packet.

012345678910111213141516171819202122232425262728293031

timestamp

status_vec
status_vec_prev

Figure 7.10.: Contents of the BCMTYPE_PERMIT_CHANGE packet.

7.6. Back-end interface
For interlock purposes, the MIBAD unit communicates via dedicated phyiscal connec-
tions. These links are managed by the CavernInterface entity, which is discussed in
section 7.5. The DAQ system communicates with the back-end PC via two avenues:
An Ethernet connection over twisted-pair cable provides a duplex link for exchanging
control and monitoring data. For PM data, the PCIe40 DAQ card recieves the data
via an fiber-optical link from the MIBAD. The latter connection is a simplex link, i.e.
communication is only possible from the MIBAD to the DAQ card. On the FPGA, the
BackEndLink entity manages these links and ensures the routing of the different internal
data streams to the external links.
A high-level overview of the data flows within the entity is shown in Fig. 7.11. The

FrontEndLink receives data from multiple sources within the firmware design. Three
different types of PM data are collected.
The FPGA vendor provides IP cores that assist in forwarding the data from the soures

to the links. Ref. [51] defines multiple, standardized interfaces for transfering data be-
tween entities. Out of these Avalon® interfaces, MIBAD firmware design primarily
utilizes the memory-mapped (Avalon® -MM) and streaming (Avalon® -ST) interfaces.
While the former is the basis for the ECS bus discussed in the next section, the lat-
ter is the main interface for transferring data streams between the sub-entities of the
BackEndLink entity.
In an Avalon® streaming system, data is transferred from a Source to a Sink compo-

nent. In its simplest form, the Source provides a data signal with a given width together
with a valid signal. The sink reads the content of data in every clock cycle in which
the valid signal is asserted. Additionally, the Avalon® spefication supports the trans-
fer of units of logically related data via the startofpacket and endofpacket signals.
Fig. 7.12a show an exemplary transfer of a data packet.

79



7. Readout firmware

Header
and

Padding
stripper

Ping
generator

Preprocessor
ECS_REQ

Preprocessor
CFC_RAW

Preprocessor
PERMIT_CHANGE

Preprocessor
DATA

ECSMaster Router CavernInterface Station

Twisted-pair link Optical link

external
PHY

SFP+
Modules

MDIORGMII serial

outside of FPGA

Figure 7.11.: Toplevel uplink block diagram.
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data[31:0] D0 D1 D2

valid
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(a) Transfer of data packet with a length of
22B. Data is transferred every clock cy-
cle where valid is asserted. The begin-
ning and end of the packet are marked
by the respective signals. On the last
cycle, the empty signal indicates that
only six of the possible 8 bytes are valid.

clk
data D0 D1 D2 D3

valid

ready

(b) Data transfer with backpressure via the
ready signal. A transfer is considered
complete once both ready and valid
are asserted in the same clock cycle.

Figure 7.12.: Example data transfers in streaming interfaces with (right) and without
(left) backpressure.
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The size of the transferred packets is given in terms of symbols. In the scope of this
work, a symbol is equvialent to one byte. Typically, multiple symbols are transferred
per clock cycle. Most streaming interfaces in the BackEndLink entity transfer 4B per
clock cycle corresponding to 32 bit wide data signal. When the packet size is not an
integer mutiple of number of symbols per cyle, an optional empty signal can be used to
specify the nuber of invalid symbols in the last cycle of the packet.
The data stream discussed so far, only supports communication from the Source to

the Sink and requires the latter to accept any amount of data at any time. However,
a Sink may have a limited processing capacity or other constaint on receving data. A
streaming interface can support this backpressure via the ready signal. It can be used
by the Source to signal whether it is ready to accept data. Different streaming interfaces
may require a different ammount of latency between the assertion of the ready signal
and subsequent assertion of the valid signal. In the context of the MIBAD firmware,
Sources can usually assert valid at any time and data is considered transferred when
both ready and valid are asserted. In Fig. 7.12b such a transfer is shown.
Avalon® -ST streams are used to transfer data between sub entites of the BackEndLink.

For the Fig. 7.13 illustrates this data flow for the Prepocessor entity. Up to four
channels of incoming data are merged by a vendor-provided Multiplexer IP core[52].
As only one channel at a time can be forwarded to the downstream logic, the inputs to
the Multiplexer must support back-pressure. If the source does not natively support
backpressure, a stage of FIFO buffers can be inserted into the data path.
Subsequently, the HeaderGenerator receives the data from the Multiplexer and

prepends the headers required by the Ethernet standard. One Preprocessor instance
is associated to each data source, which is configured to set the respective BCM_TYPE
in the header. Both output modes, i.e., the twisted-pair and fiber optical links, need a
dedicated instance of the data stream. Therefore, it is duplicated by a Splitter core
provided by the vendor[52].
In addtion to the ECS and PM traffic, the MIBAD device sends periodic ping packets.

They are emitted by the PingGenerator entity every 10 s. These packets contain the
MAC address as well as the currently loaded firmware version. This information is used
for auto discovery of the device by the MIBAD software stack, which will be introduced
in chapter 8.
The entities discussed so far handle outgoing data streams. However, the ECS subsys-

tem also receives requests via the twisted-pair connection. After reception these packets
contain an Ethernet and BCM header. In addition to this, short request packets may
be padded by the sender with zeroes. Therefore, the header and eventual padding are
removed by the HeaderPaddingStripper entity. This block also drops non-ECS packets.
The Gbase-T enity manages the twisted-pair link. A block diagram of this entity

is provided in Fig. 7.14a. First, The data streams from the Preprocessor and the
PingGenerator entities are merged. The primary purpose of the GBase-T link is the
ECS communication. Via the backend-control register, the user can select which, if
any, PM data types are addiationally transmitted on this link.
The merged data stream is forwarded to an instance of the TripleSpeedMAC[58]. A

medium access control (MAC) manages the link according to the Ethernet standard.In
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Figure 7.13.: Block diagram of the preprocessor entity.

the context of the MIBAD links, the MAC block is mainly responsible for generating
the synchronization and idle patterns which are inserted between the data frames. In
addition to this, the MAC generates a frame check sequence, which is used by the
receiving MAC to ensure the integrity of the received data.
The direct interaction with the transmission medium is handled by a physical layer

(PHY) interface. For the twisted-pair transmission line, an external PHY chip is lo-
cated on the FPGA card. A standardized communication standard is used between the
MAC and the Marvell Ethernet PHY 88E1111[78]. In the reduced gigabit media-
independent interface (RGMII) scheme, data is transferred at a rate of 125MHz on bus
a data bus, which has a width of 4 bit. However, by employing Double Data Rate (DDR)
transfers, which occur on both the rising and falling edge of the clock, a data rate of
1Gbit s−1 is achieved. A two-wire configuration interface (MDIO), which is part of the
RGMII, allows the MAC to configure and control the PHY before and during operation.
Several configuration settings need to be applied to the TripleSpeedMAC before oper-

ation. The MAC provides a memory-mappeddd interface for this purpose. A configura-
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Figure 7.14.: Entities responsible for managing the physical links in the BackEndLink
block. The implementation depends on the media type, i.e. twisted-pair
(left) or optical fiber (right). In either case, data from several sources is
aggregated, processed by a MAC entity, and send out via a physical layer
(PHY) interface.
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tion FSM is added to the design to automatically perform the configuration after a reset
of the FPGA. Once the autoconfiguration is finished, the memory-mapped interface is
joined to the general ECS bus.
The fiber-optical link is only used for sending PM data to the PCIe40 card. Therefore

is implemented in a redundant simplex (transmit-only) configuration. A block diagram
of the corresponding entity is shown in Fig. 7.14b.
In the first step, the data streams from all three PM souces are merged. Subsequently,

a Splitter block duplicates the merged data stream, feeding one instance to each re-
dundant output channel.
Due to compatibility reasons with the fiber-optical PHY, a different MAC is used.

In constrast to the TripleSpeedMAC, the LowLatencyEthernetMAC[56] does not feature
internal buffer memory. Hence, an external FIFO needs to be inserted into the data
path to provide the necessary back-pressure handling capability for the Splitter block.
In addition to this, the MAC core requires uninterrupted packets to operate prop-

erly. This means that the valid signal may not be de-asserted between the asser-
tiogn the startofpacket and endofpacket signals. Both issues are remedied with the
PacketMetering entity. It wraps a standard FIFO buffer and keeps track of the number
of complete packets that are stored in the FIFO. A packet is only forwarded to the MAC
once it has been completely stored in the buffer.
A high-speed serial XCVR in conjunction with an SFP+ module on the SantaLuz

card serves as the PHY to transmit the data on the optical fiber. The hard IP cores are
instantiated analogously to the FrontEndLink XCVRs.

7.7. ECS bus on the FPGA
The experiment control system (ECS) monitors and controls the operations of the BCM
and, hence, must exchange data with the MIBAD system. Both firmware and software
developments are needed to enable this data exchange. Whereas the latter is described
in section 8.1 of the next chapter, this section introduces the mechanisms through which
ECS information is collected and processed within the FPGA. Data is transferred via
Avalon Memory Mapped Interfaces. In the memory-mapped architecture specified by
the manufacturer of the FPGA in Ref. [51], data is passed between Host and Agent
components.
These transactions, which are either read or write type, are initiated by the Host

component. A timing diagram in Fig. 7.16 shows two exemplary transactions: At first,
the Host initiates a read transaction by outputting the address of the target register
onto the address bus. Simultaneously, the Host asserts the read flag to indicate the
beginning of a read transaction. In this example, the targeted Agent cannot provide
the requested data on the next clock cycle. Hence, it asserts the waitrequest flag to
delay the transaction for two clock cycles. Generally, Agents can stall a transaction
for an arbitrarily long time. Care must be taken in the design of these components to
prevent deadlocks on the ECS bus. Once the Agent is ready to provide the data, it
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deasserts the waitrequest signal, puts the data onto the readdata bus, and asserts the
readdatavalid flag, thereby completing the transaction.
Subsequently, an exemplary write transaction is shown. As before, the Host initiates

this transaction type by setting the address bus. Additionally, the Host puts the data
to be written onto the address bus and asserts the write flag. In this example, the
Agent does not stall the transaction by asserting the waitrequest signal. Therefore,
the transaction is completed in a single clock cycle.
In this firmware design, ECS data resides in 32 bit-wide, addressed registers. Fig. 7.15

shows the implementation of the ECS bus within the FPGA. There are four types of
agent components connecting to the MIBAD bus: The ECSReadable register exclusively
supports read-only transactions. With the ECSConrolReg entity, either read-write or
write-only access is possible. These entities use regular flip-flops of the FPGA to im-
plement the registers. Hence, agent-side logic can access the contents of these registers
in parallel in a single clock cycle. However, when implementing many registers with
this approach, the design may not fit onto the FPGA due to the large amount of re-
quired flip-flops. Additionally, timing-closure may be problematic because multiplexing
between the registers creates long combinatorial paths.
An agent utilizing dual-port block RAM can be used instead of the register-based

entities to mitigate the problems above. The so-called ECSRAM entity wraps a vendor-
provided IP core to access the memory resources of the FPGA. One port of the dual-port
memory is directly connected to the ECS bus. The agent-side logic then uses the other
port to access the content of the registers. Unlike the flip-flop-based implementation,
only a single register can be read from or written to per clock cycle.
Memory-mapped interfaces of vendor-provided IP, such as serial high-speed transceivers

and MAC cores, consitute a fourth class of agents. In general, these interfaces can be
connected directly to the ECS bus. However, the address signal needs to be offset by a
given base address to map the local addresses of the agent to the global ECS address
map.
An Avalon® memory-mapped system usually consists of a single Host connected to

multiple Agent components. The ECStransfers monitoring and control data between
an external control system and the FPGA. However, the memory-mapped bus can only
transfer data within the IC. Therefore, a mechanism is needed to interface with external
systems. In a prototype implementation, a JTAG to Avalon Host Bridge acted as the
Host of the bus. Thereby, A JTAG connection via the USB blaster on the readout board
handles the communication between the device and a control PC. This connection, which
is also used for programming the firmware of the FPGA, allows the reading and writing
to the ECS registers from the application System Console, which is part of the Quartus
software. This approach was well-suited during the development of the first iterations of
the ECS implementation. However, it relies on the proprietary System Console and does
not lend itself to integration with the rest of the MIBAD software stack. Additionally, the
interface via the system console proved relatively unstable, especially when confronted
with agents that stall the transaction via the waitrequest signal. Consequently, a
Host entity communicating via the Gbase-T Ethernet link with the control software was
developed.
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Figure 7.16.: Timing diagram of two exemplary transactions on the ECS bus of the
MIBAD.

Within the firmware design, this is achieved by utilizing the Avalon Packets to Trans-
actions Converter [52]. This IP core receives transactions from the BackEndLink block,
executes them on the ECS bus, and returns the result as a data stream. The data for-
mat utilized by this core is specified in Ref. [52]. Subsequently, the BackEndLink block
receives the response packets, processes them, and transmits them via the twisted-pair
Ethernet connection.
Some vendor IP cores constrain the clock frequency of the embedded memory-mapped

interfaces[58, 59]. Therefore, the ECS bus operates at a lower clock rate of 125MHz
compared to the main 156.25MHz clock. FIFO buffers are inserted into the datapath to
pass the data streams between the two clock domains. Avalon ST Adapters connect the
data streams of Avalon Packets to Transactions Converter and the BackEndLink entity
to account for the different data bus widths.
A third Host entity is used exclusively in the scope of simulating the firmware design.

It is part of the verification component (VC) library of the VUnit testing framework[10].
A VC provides an interface for testing routines to issue read and write requests pro-
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grammatically. As the ECS is an integral part of the firmware design, an automatic test
procedure is employed to ensure the correct functioning of the ECS bus. In these tests,
read and write transactions to key registers are simulated, and the results are validated.
This so-called testbench is run after any changes are made to the firmware design.
Besides implementing the Host and Agent entities, other critical design challenges

concern the bus topology and the addressing scheme. ECS agents are arranged and
connected in a tree structure analogous to the design hierarchy of the firmware. Agent
addresses are assigned according to this layout. As part of the compilation process of
the firmware, the address map is generated from an XML file that specifies the number,
size, and functions of the registers. This information is kept in the BCM configuration
database, thereby synchronizing the address list with the ECS software.
Several settings controlled by the ECS can severely impact the functionality of the

BCM system and render it incapable of detecting and reacting to adverse beam con-
ditions. Some firmware features, such as the front-end emulator and loopback mode,
should never be active during regular operation of the BCM. For this reason, the corre-
sponding ECS registers remain read-only to prevent accidental modification. However,
it is necessary to change these configuration options for testing and development pur-
poses. Consequently, a maintenance mode is introduced to the MIBAD system, where
the write protection is suspended. In contrast to the TELL1 readout system, the main-
tenance mode of the MIBAD system is activated via an ECS register instead of a key
switch. Only a BCM expert should modify this register via the command line interface.
This constraint prevents the inadvertent activation of the maintenance mode from the
control room panels.

7.8. Clock distribution and reset control
Clock and reset signals are essential for the reliable functioning of the MIBAD readout
system and, by extension, the safe operation of the BCM. A clock signal is necessary for
driving and synchronizing all sequential logic elements. Reset signals ensure that the
FPGA begins its operation in a well-defined state. Furthermore, clock and reset signals
are essential when establishing proper timing constraints.
External clock signals reach the MIBAD FPGA from different sources. An external

oscillator provides the primary reference clock with a frequency of 125MHz. Details
on this Si5338 oscillator are given in section 6.3 and Ref. [98]. Further sources of
clock signals are the data streams received by the FPGA. Here, the clock signal can be
embedded in the data stream and recovered by a transceiver, as is the case for the optical
links to the front-end cards. Alternatively, a dedicated clock signal can be supplied
alongside the data lines. In the context of the MIBAD system, the latter method is used
for receiving data from the external PHY of the GBase-T Ethernet link.
A clock domain is a group of synchronous logic elements, such as flip-flops or block

RAM blocks, driven by the same clock signal. Within the FPGA, clock signals have a
high fan-out, which means that they connect to many components. For example, the
main clock of MIBAD drives more than 104 elements. Due to the propagation delay
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within the chip, a clock signal does not reach each flip-flop in the domain at the same
time. This phenomenon is known as clock skew and needs to be considered when ensuring
the timing closure of the design, as described in section 6.2. For this reason, the handling
of clock signals requires specific considerations:
FPGAs have dedicated pins for receiving clock signals; within the chip, these signals

are routed via specialized clock networks[46]. These resources allow the synthesis tool to
manage the clock skew better. Additionally, utilizing these special clock resources helps
to reduce unwanted effects such as jitter, i.e., random fluctuations of the clock period
with respect to the nominal value. During the development of the MIBAD firmware,
excessive jitter negatively influenced the performance of the high-speed serial XCVRs,
impacting the stability of the front-end connection. Ensuring the proper usage of the
clock resources of the FPGA proved to be a key mitigation strategy for this problem.
In addition to the external clock sources mentioned above, devices such as the Arria

V® can internally synthesize clock signal. A phase-locked loop (PLL) can derive new
clock signals with specific frequency and phase relations from a reference clock. Fig. 7.17
shows the building blocks that make up a PLL. At its core lies a voltage-controlled
oscillator (VCO) driven by a feedback loop to follow the output of a reference signal[16].
A phase and frequency detector (PFD) determines the phase offset between the VCO
and the reference signal. Before being passed to the VCO, the output of the PFD is
passed through a loop filter. This low-pass filter determines the temporal response of
the system. By inserting frequency dividers M , N , and Ci in the datapath, as indicated
in Fig. 7.17, the required output clock signals can be synthesized. The Arria V® PLLs
support the generation of up to 18 output frequencies f iout:

f iout =
M

N · Ci
· fref. (7.12)

In the MIBAD firmware design, the MainController is responsible for clock manage-
ment. While the ECS bus is directly driven by the reference clock, the MainController
contains two PLL instances to synthesize the required clock signals. One PLL is used to
synthesize the 156.25MHz data clock. An instance generates 40MHz and 80MHz sig-
nals. Based on the 40MHz clock, the MainController derives the MIBAD timestamp.
Further details on the timestamping mechanism are given at the end of this section. The
80MHz drives the four downstream XCVRs introduced in section 7.1. These XCVRs,
in turn, utilize internal PLLs to synthezise other signals, such as the serial and parallel
clock, and to perform the clock data recovery.
A set of logic elements within a clock domain can be understood as a state machine.

Whereas a clock signal reliably and consistently triggers the state transitions, a reset
signal is needed to bring the FSM into a defined initial state from which time evolution
can begin. FPGAs, such as the Arria V® , support the definition of initial values,
which are applied to the flip-flop when the firmware bitstream is loaded onto the device.
Therefore, a firmware design does not strictly need a reset signal.
However, multiple clock domains are driven by clocks generated by PLLs on the FPGA

itself. A PLL requires some time to lock onto the reference clock and its output to
stabilize[45]. Therefore, these clocks are not guaranteed to be stable immediately after
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Figure 7.17.: Basic building blocks of a phase-locked loop: The main components are
a phase and frequency detector (PFD), charge pump, loop filter, and a
voltage-controlled oscillator (VCO). Frequency division by factors N , M ,
K, and V is used to obtain the desired output frequencies. Figure extracted
from Ref. [44].

the initialization of the FPGA. When a clock domain is not held in reset until the
corresponding clock is stable, timing violations can occur. Also, some of the IP cores
used in the design, such as XCVRs, require a reset signal for proper operation[59].
For these reasons, the design includes a synchronous reset signal for each clock domain,

which means that the assertion and deassertion of this signal are aligned to the edges
of the associated clock. A reset controller within the MainController entity generates
these reset signals.
The set sequence is as follows: First, upon initialization of the FPGA, the reset signal

is asserted, keeping the clock domain in the reset state. Next, the controller monitors
the pll_locked flag of the source of the clock. This signal transitions from high to low
when the PLL is stable. Subsequently, the reset controller starts a counter, holding the
reset signal asserted while the clock is stable. After a time of at least 100 ns, the reset
signal is deserted synchronously to the clock. Because the reference clock originates
from an external source, it is already stable when the FPGA is initialized. Therefore,
the associated reset timer starts immediately after initialization.
Once the reset signal for a clock domain is released, it will not be re-asserted by logic

within the FPGA. However, at any point during operation, a global reset of the MIBAD
system might be necessary to bring the system back into a known state. In principle,
a global reset could be achieved by re-asserting the reset signals in all clock domains.
Nevertheless, this is not sufficient for all design elements. Some RAM instances, such
as the threshold memory, are initialized through an MIF during the configuration of the
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FPGA. Applying a reset signal to these blocks clears the memory content but does not
restore the initial configuration.
For this reason, a global reset is achieved by reconfiguring the FPGA through the Max

V system controller. A request from the ECS initiates this procedure. After which, the
FPGA sends a reconfiguration command to the Max V via the system bus connection
between both devices.
In addition to the clock and reset signals, the MainController also generates a times-

tamp. It is implemented by incrementing a 64 bit counter for every cycle of the 40MHz
clock. This timestamp is used at various points within the firmware design to record
the time of events, such as incoming and outgoing data packets or changes in the permit
signals. As the timestamp is used in multiple, different clock domains, a proper clock
domain crossing needs to be ensured. For this reason, the timestamp is implemented by
a Gray counter as described in Ref. [26].
When the FPGA is configured, the timestamp register is initialized with a zero value.

Therefore, subsequent reconfigurations reset the register and lead to non-unique times-
tamps. In practice, this is not a limitation because the board will only be power-cycled
during technical stops, shutdowns, or interventions on the BCM system. Consequently,
this scheme is sufficient for determining the relative timing for the BCM during multiple
consecutive fills of the LHC.
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Figure 8.1.: Data flow through the BCM software stack.

In addition to the hardware and firmware, a software stack has been developed to
integrate the BCM readout into the overall computing infrastructure of the LHCb ex-
periment. Fig. 8.1 illustrates the data flows between these components. According to the
architecture laid out in section 5.3, The task of the software stack can be divided into two
areas: The first section details, how the MIBAD system needs to be integrated into the
ECS software of the LHCb Subsequently, the second section describes how the PM data
produced by the MIBAD has to be acquired, buffered and analyzed. Several software
components, each responsible for a subtask, make up the MIBAD software stack.

8.1. Monitoring and control
A supervisory control and data acquisition (SCADA) system is a software system that
controls complex facilities and machines. It collects data from lower level systems,
processes them, and displays them via a graphical user interface, often referred to as
“panels”, to the operating personnel. Commands initiated by the operators are in turn
forwarded to the underlying systems. The primary SCADA system in use at the Euro-
pean Organization for Nuclear Research (CERN) accelerator complex is WinCC Open
Architecture (WinCC OA)
A WinCC OA project consists of multiple processes, so-called managers, that can

communicate via network connection. These managers can run on different computers,
thereby enabling distributed architectures to be built. Additionally, WinCC OA provides
several drivers for devices such as power supplies that are commonly used throughout
the LHC installations.
In addition to the features provided by the vendor, many additional functionalities

have been developed at CERN. Either as part of the Joint Controls Project (JCOP)
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framwork[41] common to all LHC facilities or of experiment-specific developments such
as the LHCb framework[35]. Such developments include drivers for the PCIe40 readout
card and other devices unique to the LHC experiments. A hierarchical FSM based
control structure allows the control of numerous devices from a few top-level nodes
The development of the WinCC OA components for the BCM is not part of this work

and will be documented in a future thesis[86]. At this point, only the aspects of the
WinCC OA development that have impact on the overall MIBAD software stack will
be presented. In summary, the WinCC OA project needs to retrieve certain data from
the MIBAD like currents, running sums and information pertaining to a dump or post-
mortem (PM) event such as timestamps and reason for a dump. In the other direction,
the WinCC OA application sets and unsets the beam and injection permits and the
BCM_OK signal.
The above-mentioned frameworks do not provide components to communicate with the

MIBAD as it is solely used for the BCM. Hence, a bespoke implementation is necessary.
Via the so-called Distributed Information Management System (DIM)[34] protocol, the
JCOP framework allows the integration of arbitrary hardware systems. DIM provides
a communication layer that follows a publish–subscribe pattern. In this paradigm, a
server publishes services, which in this scenario correspond to the readable MIBAD
registers. WinCC OA, which acts as a DIM client, subscribes to these services, When
the underlying registers change, the server supplies the updated values to the subscribed
clients. Additionally, the client sends data to the server via so-called commands.
While the JCOP framework implements the client on the WinCC OA side, a dedi-

cated DIM server has been developed to manage the access to the underlying hardware
registers. In summary, the server retrieves the list of registers and the corresponding
addresses based on the detected firmware version. It then publishes these registers as
DIM services. Subsequently, the server continuously polls the hardware registers and
forwards the updates to subscribed clients. For the writable registers, the server accepts
commands from clients and issues the write requests to the appropriate ECS addresses.
To access the ECS registers on the MIBAD FPGA, the DIM server utilizes the BCM

protocol introduced in section 7.6. This protocol is based on the Ethernet standard. The
BCM-specific payload is integrated into the Ethernet frame by using a custom type of
Ethernet packet (EtherType). In contrast to typical applications of this standard, the
IP protocol is not used. As a consequence, the networking stack of the operating system
of the control PC cannot be used.
Linux-based operating systems provide a special interface for this use case. So-called

raw sockets allow a process to take control of a network interface, bypassing the network
stack. This way, the application can send and receive data frames of all types. However,
a process needs superuser privileges to open and use open raw sockets. It may be
undesirable to give these permissions to all processes that may need to communicate
with the MIBAD, especially in a restricted computing environments, such as the LHCb
experiment network.
The MIBAD proxy server is introduced to avoid that multiple programs have to

run with elevated privilege. It is the only process that runs as superuser and directly
communicates with the MIBAD via a raw socket. Other processes of the BCM software
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stack can access the MIBAD via endpoints provided by the proxy. The Transmission
Control Protocol (TCP), which is used for these endpoints, allows processes with regular
permissions to establish a connection.
The proxy server can potentially receive two types of traffic from the MIBAD. Pri-

marily, the GBase-T link is used for the ECS communication, with the proxy receiving
requests on the TCP interface, forwarding them via the raw socket to the MIBAD, and
passing the response back to the requestor. Additionally, data for the PM server can be
transferred via the Gbase-T link. As opposed to the duplex ECS traffic, the PM data
flow is unidirectional, from the hardware to the control PC. This data gets fed into a
different TCP stream than the ECS packets.
For the implementation of the proxy server, the Rust programming language was cho-

sen, which is a systems programming language focused on memory and thread safety.
The proxy server is implemented in asynchronous Rust with the Tokio runtime. Inter-
nally, the application logic is subdivided into several small, self-contained tasks that are
mainly triggered by incoming packets from either the MIBAD side or the TCP streams.
The proxy server allows for multiple simultaneous connections to the ECS endpoint.

Incoming requests are processed in order of arrival, and the response are sent to the
respective TCP stream. This way, it is possible, for example, to access MIBAD registers
while the WinCC OA is running at the same time. However, the user is responsible for
ensuring that no conflicting actions are taken by the systems involved. Simultaneous
access is not possible on the PM data endpoints.
On the application level, TCP connections represent byte streams. A sequence of bytes

transported from the sender to the receiver. Underneath this layer of abstraction, the
TCP ensures that the data reaches the sender uncorrupted and in the correct order. The
operating system determines how to best split the byte stream into packets, resending
them in case of packet loss. For the user of a TCP connection, the concept of packet does
not apply. Therefore, an application receiving data from the MIBAD proxy needs to
reconstruct the packet boundaries from the data stream. Different approaches are used
depending on the endpoint. All packets within the PM data stream have fixed lengths.
Therefore, the receiver retrieves the boundaries by iteratively scanning the byte stream,
inspecting the bcm_type field to obtain the packet type, and locating the next header
given the length of the found packet type.
For the ECS traffic, which has variable packet sizes, depending on the number of

registers read or written, another approach is utilized. A control character is inserted
into the data stream to signal the end of a packet. In this implementation, the value
0x0a has been arbitrarily chosen to serve as the end-of-line character. In addition to
this, an escape byte, 0x0b, is inserted before symbols that have the same value as the
end-of-line and escape characters, but which do not have a control function.
The first development versions of the proxy server directly used raw sockets to retrieve

data from the Ethernet link. However, when the PM export via Ethernet is enabled,
packets reach the server at over 100 kHz To retrieve the data, the server needs to perform
a system call for every packet. Due to this overhead, this implementation of the server
experienced packet loss rates of up to 2.7%
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This level of packet loss was deemed unacceptable. Especially for the raw CFC frames,
the loss rate is effectively doubled as the current is reconstructed from the difference
of the ADC levels in two consecutive frames. Therefore, the current version of the
proxy server uses the pcap[103] library for capturing the packets from the MIBAD
system. This library is the backend for commonly used network packet analyzers such
as tcpdump[103] and Wireshark[104]. It makes the capturing process more efficient by
utilizing a buffer shared with the kernel of the operating system. This avoids unnecessary
copying of the packet data and allows the transfer of multiple packets with a single system
call. Further, the length of this buffer is configurable and thus can be sufficiently sized
to minimize packet loss.
With this adaptation, the packet loss was reduced by several orders of magnitude.

Future usage scenarios might lead to even higher packet rates. In this case, multi packet
frames can be a remedial measure. The specification of the BCM protocol allows for
the bundling of multiple BCM packets within a single Ethernet frame. This leads to a
corresponding reduction in Ethernet frames that need to be processed by the operating
system. However, as the packet loss is presently tolerable, the use of multi-packet frames
has not been implemented in the firmware or software.

8.2. Post-mortem readout
The BCM software stack is responsible for handling the PM data stream. The PM
data consists of the unprocessed CFC data frames (BCMTYPE_CFC_RAW), the currents and
running sums derived by the MIBAD (BCMTYPE_DATA), and notifications about changed
permits (BCMTYPE_PERMIT_CHANGE).
The MIBAD system can send this data to the control PC via two routes. In the

optical PM configuration, the data is first transferred via optical fiber to the PCIe40
readout card. This card then forwards the PM data to the control PC over the PCIe
interface. A part of the common readout framework, the so-called daqserver is provided
for receiving the data on the PC. This server makes the PM data available on a named
pipe.
Alternatively, the PM data can be transferred together with the ECS data over the

twisted-pair Gbase-T link. In this configuration, referred to as combined PM, the MIBAD
proxy server receives the data from the Gbase-T link, separates the PM packages from
the ECS data stream, and makes them available on a dedicated TCP socket as described
in the previous section.
Next, the PM buffer implements a ring buffer in the RAM of the control PC. This

data structure has a predefined size, NPMIt is filled with the incoming data and when
the capacity is reached the oldest data is overwritten. Hence, the PM buffer contains
the last NPM BCM packages. When the MIBAD system receives the PMT, it injects
a permit change packet into the PM data stream. Upon reception of this packet, the
buffer server stops the acquisition of new packets and writes the contents of the circular
buffer to the hard drive of the control PC.
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Simultaneously, the PM buffer notifies the WinCC OA project of the PMT event
via the DIM interface. As a fallback, the BCM WinCC OA project monitors the
post_mortem_timestampregister to detect the occurrence of a PMT. This information
signals the end of a data taking run to the LHC-wide run control system. The WinCC
OA project also launches the PM analysis process. The analysis is performed on the
output of the PM buffer.
At the time of writing, the full PM analysis chain has yet to be finalized. However,

the following principle steps have been identified: The reconstruction of the currents and
running sums from the front-end data frame. As an optional cross-check, the resulting
values can be compared to the contents of the BCMTYPE_DSP packets, which are computed
by the FPGA of the MIBAD system. Subsequently, the beam abort decision algorithm
(cf. section 5.1.1) is applied to the data set to confirm the decision of the MIBAD.
The result of the analysis is presented by a set of suitable diagrams showing the

currents and running sums as a function of time relative to the PMT. In the control
room, operators can access this information in a dedicated post-mortem panel.
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The upgraded BCM was commissioned in multiple stages from 2021 to 2024. Table 9.1
provides a timeline of the relevant milestones. The upstream and downstream stations
with new diamond sensors were installed and commissioned in 2021 and 2022, respec-
tively. Due to development delays, the commissioning of the new readout system was
postponed until the first technical stop in June 2023. In this chapter, the necessary
steps in the commissioning process are presented. As it is a critical safety system for
the LHCb detector, emphasis is placed on the testing procedures for the MIBAD system
and the BCM as a whole.
First, the firmware for the FPGA was verified using RTL simulations. In this step,

tests were conducted on individual firmware components and collections of components
that perform specific functions. Where possible, automated test benches were imple-
mented to enable frequent feedback during the development process. These simulation
studies, summarized in section 9.1, examined the firmware design in terms of the RTL
abstraction. However, this description does not address hardware effects such as issues
with signal quality, timing violations, and interaction with external components. These
effects can only be studied with actual hardware. Therefore, tests with the front-end
emulator were carried out, which are summarized in section 9.2.
In March 2022, the system was installed in the experimental cavern. As tests with

emulated data did not indicate any issues, a long-term test of the system was conducted
by running the new readout in parallel with the existing TELL1 readout board. Data
from the front-end cards is routed to both readout boards in parallel, However, the legacy
system still controls the interface to the beam interlock system. In parallel the utility

Table 9.1.: Relevant milestones during the commissioning of the upgraded BCM.

Oct 2021 BCM-U installation
First test beam after LS 2

Mar 2022 BCM-D installation
MIBAD prototype installed at IP 8
Parallel operation – TELL1 provides beam interlock

Sep 2022 Luminosity measurements with the MIBAD system
May 2023 Restored redundancy by installing fiber splitters
Jun 2023 MIBAD system connected to beam interlock

First dump with new system during injection tests
Nov 2023 Decommissioning of TELL1 readout
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of the BCM for estimating the instantaneous luminosity in nominal running conditions
was evaluated. Section 9.3 summarizes the results of these initial measurements.
After this test, the configuration was reversed, with the MIBAD controlling the in-

terlock from now on. Shortly after this time, an LHC injection test produced splashes.
The resulting particle flux exceeded the BCM thresholds, which provoked the first beam
dump of the MIBAD readout system. Details on this event are described in section 9.4
at the end of the chapter. The MIBAD system performed without any issues during the
rest of the year. Therefore, the tandem operation was discontinued in November 2023
and the TELL1 readout decommissioned during the following year-end technical stop.

9.1. Simulation studies
Register-transfer level (RTL) simulations are an important aspect for testing the MIBAD
firmware. A simulation software, Questa Sim[95] models the design in terms of the data
flow between registers through combinatorial logic. Simulating a firmware design has
the advantage that all external and internal signals of the design can be inspected by
the designer. In contrast, when investigating a design on the target device, the designer
has to rely on a preexisting monitoring system, such as the ECS registers, or auxiliary
components like the SigalTap logic analyzer, to obtain insight into the state of the
design. Additionally, a simulation usually needs significantly less time, which allows for
faster testing and development iterations.
A suitable subset of the design is chosen to be simulated and is referred to as a design

under test (DUT). It is embedded in a so-called test bench as illustrated in Fig. 9.1,
which is a HDL entity that provides input and output signals to the DUT. The test
bench generates clock and reset signals necessary to drive the design. In addition to
this, a number of input stimuli are applied to the DUT. The exact nature of these
signals depends on the DUT and the test case. Common examples are read and write
requests to the memory-mapped interfaces of the MIBAD firmware entities. Moreover,
a test bench preferably includes logic that checks whether the output of the DUT is
consistent with the expected behavior.
The VUnit test framework[10] is used for the verification of the MIBAD firmware

design. It provides a Python-based interface for launching and controlling VHDL test

Stitmulus
Generator

Design under Test
(DUT)

Output
Checker

Controller process

clk, rst

Figure 9.1.: A test bench for performing an RTL simulation of a design under test (DUT).
The test bench wraps the DUT and provides input stimuli and auxiliary
inputs such as clock and reset signals.
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benches. Furthermore, the framework provides a library of VHDL components to ease
the development of automatic test benches. So-called verification components (VCs)
allow programmatic control of interfaces such as Avalon® data streams and memory-
mapped buses. Most of these components offer a checking functionality, i.e., the answer
of the DUT is compared to a reference value. The information whether a given test case
passes or fails is then passed back to the Python process, which aggregates this data
over all test benches and displays it to the user.
The most important test benches for the MIBAD firmware are presented in the re-

mainder of this section. These test benches implement so-called integration tests, i.e.,
the interaction between multiple firmware entities is simulated. Hence, components like
the front-end emulator introduced in section 7.3 serve as stimulus generators for testing
downstream entities.
A dedicated test bench exists for the Downlink entity. A block diagram of this sim-

ulation environment is shown in Fig. 9.2a. The Downlink entity is instantiated as the
DUT. It contains the front-end emulator and the transceivers as sub-entities. The se-
rial output of the latter is looped back by the test bench. Clock and reset signals are
provided by an instance of the MainController entity. As the front-end emulator is
contained within the DUT, there is no need for an additional stimulus generator in the
test bench. The controller process interacts with the DUT by reading the output bus
of the Downlink entity specified in table 7.1. In addition to this, the process reads data
via the memory-mapped ECS interface. For this reason, the test bench instantiates the
Avalon® memory-mapped VC from the VUnit library.
The primary purpose of this test bench is to ensure that the high-speed serial XCVRs

are configured and integrated into the design correctly. Furthermore, the integrity of the
data path from the front-end generator to the output of the DUT is verified via several
automated checks. In this verification sequence, the front-end emulator is started via an
ECS command by the test bench controller process. Subsequently, the test bench checks
whether valid data appears on the output of the DUT for all four links. If no data is
observed for over 1ms, the test case has failed.
In the FPGA, the incoming data frames are verified and routed to the data process-

ing blocks where the beam permits are determined. This pipeline is simulated by the
Dataflow test bench shown in Fig. 9.2c. It consists of the Router and Station blocks.
The input data is provided by an instance of the front-end emulator. Alternatively, data
frames for testing can be loaded from a text file. The high-speed serial XCVRs are not
included in this test bench to lower the required simulation time.
Depending on the data source, several test cases are simulated. In the file-based mode,

various test data frames are fed into the DUT. These include malformed frames with an
incorrect length or CRC field. Additionally, unexpected card IDs and sequence errors
are simulated. Subsequently, the test bench checks the relevant ECS registers to ensure
the erroneous frames have been detected and handled appropriately.
Nominal conditions are simulated with the front-end emulator. Initially, the test bench

controller configures and starts the emulator via the ECS bus. Then, the simulation
runs until 50 data frames have been generated and processed. As above, the test bench
controller checks the ECS for any errors during the data processing. However, no errors
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Figure 9.2.: Integration test benches for core components of the MIBAD firmware design.
Red indicates simulation-only components. Data streams, ECS access, and
auxiliary signals are shown in green, orange, and blue, respectively.
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should occur in this test case, as the front-end generator produces correct data frames.
Next, the correct assignment of front-end links is checked. To this end, the test bench
controller reads the contents of the link_mapping register of the Router block.
Subsequently, the registers of the Station entity are polled. This includes the CFC

status bits and the DAC values for each channel. The register information is checked
against the configuration of the front-end generator. Next, the monitoring subsystem of
the of Station entity is probed. During the initialization, the front-end emulator is set to
constant current mode. Hence, the expected values for the monitoring observables, i.e.,
channel currents and running sums, can be trivially derived from the font-end emulator
configuration. The test bench instantiation uses a shorter monitoring period to avoid
excessive simulation runtimes.
The last phase of the Dataflow test bench probes the beam abort logic. A current

spike is simulated with the transient current injection feature of the front-end generator.
The test bench controller then monitors the permit output of the Station entity, and
checks whether the expected beam permit signal has been de-asserted in time.
In reality, the permit signals from the Station blocks are passed to the Cavern-

Interface entity, which manages the MIBAD output permits. The Interlock test
bench is used to verify this process. Shown in Fig. 9.2b, it consists of the DUT, the
MainController, ECS master VC, and a test bench controller process. The test bench
controller sets the internal permit signals and performs checks on the output permits of
the CavernInterface block.
The test sequence begins with a check of the initialization sequence as defined by

the PermitLatch FSM in Fig. 7.9. Immediately after the release of the reset signal,
all output permits are expected to be de-asserted. For this test, the input permits are
asserted. Hence, it is expected that the DUT asserts the beam permit after a defined
number of clock cycles. However, the injection permits and the BCM_OK signal should
remain false. Next, the test bench controller tries to set these permits via an ECS
request. At this stage of the test, all output permits are expected to be true.
After the initialization sequence, the test bench controller simulates the triggering

of a threshold comparator by de-asserting the respective internal permit. One clock
cycle later, the internal BCM_OK signal is also de-asserted to test if the DUT correctly
reacts to simultaneous changes of different permits. The test bench controller confirms
that the external permits are de-asserted. Additionally, the timestamp registers for
the permit changes are polled. This timestamp should indicate that the output permit
changed within 25 ns, i.e., one cycle of the 40MHz clock, after the change of the input
permit. Lastly, it is confirmed that the DUT reports the correct dump reason in the
corresponding ECS registers.

9.2. Verification in hardware
The goal of the hardware tests is to verify the operation of the MIBAD system as a
whole. This includes the correct functioning of the FPGA, the auxiliary components of
the MIBAD crate, and the interfaces to external systems.
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A test checklist is utilized to ensure that the testing is complete and consistent among
all units. Before each MIBAD unit is powered, a series of checks confirm the mechanical
integrity of the crate. Additionally, the internal routing of optical fibers and cables from
the FPGA board to the front panel is checked.
Subsequently, the unit is powered up and connected to a control PC via USB and

Ethernet. Next, the firmware is loaded onto the FPGA and the communication via the
ECS link is established. A loop-back adapter is connected to the front-end port on the
MIBAD front panel. These fibers, connect the transmitter to the receiver side of the
optical transceiver. This way, the MIBAD receives the data frames from the front end
emulator.
As presented in section 7.3, the front-end emulator can be configured to model different

scenarios. To begin with, a Gaussian background shape with constant mean current is
emulated. Each channel is set to a different level, proportional to the channel number.
In so doing, the association of channels in the front-end data frame and the display in
the monitoring panel can be checked.
However, more importantly, the current injection feature of the front-end generator

can be used to test the beam abort decision logic of the MIBAD. Each test waveform
contains 32 current values for each channel. The example, is designed to trigger the
short-range abort criteria based on RS1 and RS2. Therefore, it simulates a current spike
in the three neighboring sensors 3 to 5. The beam dump logic is verified on the MIBAD
hardware with the help of the front-end emulator. Similar test signals are used to check
the long-range RSsum

32 criterion. Several counter examples, i.e., waveforms designed to
not trigger any abort criteria, complete the set of test cases.
The change in beam permit in response to the test pulses is observed in several ways.

Firstly, a beam dump is displayed on the control and monitoring system. The panel
indicates the station and the criterion that triggered a dump. Additionally, the control
FSM transitions into the Dumped state.
Apart from the monitoring system, it needed to be confirmed that the dump request

was propagated correctly to the CIBU interface. A set of test fixtures shown in section 9.2
was developed for this purpose. These consist of a D-Sub connectors connect to the front
panel of the MIBAD unit. As a proxy for the CIBU interface, LEDs are inserted into the
current loops to indicate the state of the permit. A schematic of the adapter is provided
in Fig. A.1 in the appendix. Besides providing a visual display of the output permit,
these adapters simulate the connection to the LHC interface as the current draw of the
LEDs is comparable to the CIBU electronics.
However, they do not indicate the response time of the MIBAD system as a whole.

As indicated in chapter 5, the decision time of the MIBAD should only be a minor con-
tribution to the total response time of the BIS chain. Fig. 9.4 illustrates the setup used
to check this requirement. A second adapter, see Fig. A.2, allows for the measurement
of the loop current on an oscilloscope via a shunt resistor.
A fiber-optic splitter is inserted into the loop-back line to measure the arrival time of

the front-end data. The optical signal is converted to a single-ended electric signal, which
is fed into the oscilloscope. For this measurement, a WaveMaster 8 Zi-B oscilloscope
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Figure 9.3.: Test fixtures for checking the permits at the output connectors on the
MIBAD front panel.

FE Gen XCVR CavernInterface

Station

MIBAD

splitter

opto-eletric
converter

Oscilloscope

Figure 9.4.: Setup for measuring the response time of the MIBAD readout.

is used[102]. It has a serial data analyzer feature, which allows for automatic decoding
of the 8b10b encoded front-end signal.
The measurement was conducted with the same test waveform as above. The results

are presented in Fig. 9.5, which also shows the resulting signal and the decoded data in
the upper and lower panels, respectively. The start of the response time is determined by
first symbol of the front-end frame triggering causing the dump, which directly follows
the start-of-frame pattern indicated by yellow markers. The response time lasts until the
current falls below 1mA, for which the CIBU specification[106] guarantees a de-asertion
of the beam permit. Given the wiring of the BNC adapter, this corresponds to a voltage
level of 4.9V and leads to a total response time of

∆t = 1.39µs. (9.1)

This value is significantly lower than both the integration time of the front-end cards
and the propagation delay of the BIC at 40µs and around 100µs, respectively.
But, the above measurement has a potential flaw. Only the time from the last frame

to the change in permit is considered. In principle, an earlier frame could have triggered
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Figure 9.5.: Simultaneous measurement of the output permit (top) and the optical signal
from the front-end generator (bottom). The decoded 8b10b symbols are
shown in green, yellow, and red for data, start of frame, and comma words,
respectively.

the permit change. This would mean that the actual response time is multiplexers
integration times larger than stated above. Therefore, the measurement is validated
using MIBAD internal timestamps.
The system provides 40MHz timestamps, τ , from the start of the test waveform and

change of the beam permit. The permit change is triggered by the 32nd data frame.
This leads to a response time of

∆t =
τpermit change − τinjection

40MHz
− 31 · 40µs = 1.225µs. (9.2)

This value is lower than the first measurement, thereby excluding the possibility of
response times in excess of 40µs. As the second measurement does not take into ac-
count any propagation delays outside the FPGA, a lower value is expected and both
measurements are consistent.

9.3. Tandem operation and luminosity measurements
In parallel with the installation of the downstream station in March 2022, the first
prototype of the MIBAD readout system was installed in the D3 barracks at IP 8. At
this time, the development of the MIBAD firmware had not been finalized. The TELL1
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Figure 9.6.: Connection of the front-end cards during the tandem operation. One redun-
dant link per fron-end card is routed the glstell1 and MIBAD each.

readout was re-enabled to provide the interlock for operations in the first year of Run 3.
However, it was decided to run the new system in parallel with the existing TELL1
readout as this allowed testing of the new system under realistic conditions with data
from the actual front-end cards and sensors. This tandem operation was made possible
by the redundancy of the optical connections to the front end. Fig. 9.6 illustrates this
configuration.
The control software had to be reconfigured to support operation with one link per

station. However, this loss of redundancy does not reduce the level of safety offered by
the BCM. If the remaining link failed, the readout system would detect this condition
and de-assert the BCM_OK flag. The VSS would in term move the VELO to a safe position
away from the beams. Operation could only resume once the connection to the front-end
card is restored. Moreover, a lost front-end link does not trigger a beam abort by the
BCM. Ultimately, the tandem operation did not disturb the operation of the LHC in
any way. Nevertheless, full redundancy was restored by the use of fiber optic splitters
in May 2023.
During normal conditions, the majority of the particle flux is due to pp interaction

at IP 8[72]. If the response of the BCM sensors is sufficiently linear with respect to the
average number of visible pp interactions, µ, the BCM can be used to provide an addi-
tional measurement of the average luminosity at the interaction point. This relationship
was investigated in the scope of a so-called µ-scan.
The interaction rate can be influenced by introducing a transversal separation between

the two colliding beams. A µ scan consists of the several short runs of data taking with
increasing values of µ.
In Fig. 9.7, the BCM response, i.e., the sensor current, is shown for a scan conducted

in September 2022. The mean sensor current per-station is given as a function of the
target value of µ. A linear model in the form of

I = α · µ+ β (9.3)

is fitted to the data, and the resulting values for α and β are given in table 9.2. The
parameter α quantifies the response of each station due to pp interactions, whereas β
represents all other contributions to the signal. The sources of µ-independent signal
contributions include sensor dark current, machine-induced background (MIB), and ac-
tivation of material near the sensors.
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Figure 9.7.: Mean sensor current per station as a function of nominal luminosity. The
data was taken during a µ-scan on September 30th, 2022.

Both components, α and β, are significantly higher in the upstream station. As
equivalent sensors and front-end cards are used in both stations, the discrepancy stems
from the placement and geometry of the stations.
For lower values of µ, a systematic deviation from linearity can be observed with the

BCM signals below the model. As a cross-check, the correlation between both BCM
stations is shown in Fig. 9.8. In this case, the linear relationship between the signals
holds over the complete range of studied values of µ. This suggests that the cause of the
non-linearity either equally affects both stations or stems from the measurement of the
target µ itself. Subsequently, it was discovered that, at the time of these measurements,
the LHCb luminosity system was not fully commissioned, which could be a possible
explanation for the observed variations. Therefore, these scans should be repeated to
determine whether the BCM can provide a reliable estimate of the luminosity. The BCM
data presented in this section are derived from runs of approximately five minutes each.
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Figure 9.8.: Current in BCM-U as a function of current in BCM-D.

Table 9.2.: Linear fit of BCM response for both stations as a function of µ. The uncer-
tainty estimate is only based on the statistical uncertainty of the input data.
Hence, these figures do not account for any systematic effects or the choice.

α β

BCM-U 4.679 737 16(11) nA 4.065 520 00(32) nA
BCM-D 1.433 063 66(8) nA 1.403 850 74(25) nA

combined 3.242 391 13(7) −0.381 949 2(4) nA

9.4. First beam dump
After completing final tests during a technical stop of the LHC, the interlock connections
were switched from the TELL1 readout to the MIBAD system on June 24th, 2023.
From this point on, the MIBAD system was responsible for the protection of the LHCb
experiment. However, the TELL1 system was still connected to the front end via the
fiber optical splitters, serving as a cross-check for the new readout system.
Later on the same day, the LHC resumed operation, ending the technical stop. As

part of the start-up procedure, tests of the LHC safety systems, such as the BLM, were
conducted. For these tests, thejaws of the absorber (TDI) at the injection point near
IP 8 was closed. At approximately 22:51 a proton bunch was injected onto the TDI.
Subsequently, the BCM sensors detected an elevated particle flux near IP 8 and con-

sequently the MIBAD system withdrew the beam permit. The decision of the MIBAD
system was confirmed by the analysis of the PM data acquired by the TELL1 readout.
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According to the monitoring system, the beam was aborted due to the RSsum
32 criterion

of the downstream station. Section 9.4 shows this observable and the corresponding
threshold.
The waveform suggests that the energy deposition took place in a single data frame.

The width of the pulse corresponds to integration period of RSsum
32 and the rise and

fall times are determined by the analog bandwidth of the front-end card. Due to the
large signal, the beam permit was de-asserted on the first CFC frame after the injection.
However, in a scenario like this, the fast-abort criteria based on RS1 and RS2 should
also trigger. In Fig. 9.9, the current, i.e., RS1, is given for all sensors of both BCM
stations at the time RSsum

32 initially exceeded the threshold. The applicable thresholds
are shown in the Figure. The energy loss is highly localized on the A-Side towards the
outside of the LHC ring. A triplet consisting of sensors D-5 to D-7 initially exceeds
the RS1 threshold. However, the majority of the signal is concentrated in a single CFC
integration period. Hence, the temporal coincidence requirement for the RS1 criterion
presented in section 5.1.1 is not met.
The design of the MIBAD was confirmed. This incident constitutes the first applica-

tion of the MIBAD system in an operational environment, which performed as specified.
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10. Conclusion and outlook

Since the beginning of operations in 2008, the BCM has played a vital role in the
protection of the LHCb experiment. Especially in the light of the five-fold increase in
instantaneous luminosity and reduced clearance between the VELO and the high-energy
beams.
From 2018 to 2022, the detector received a major upgrade to increase the effective

data taking rate, which also effected the operation of the BCM. The upgrade led to the
experiment-wide replacement of the readout electronics. Before the upgrade, the BCM
relied on the TELL1 readout card to acquire and process the data from the front end.
The successor of the TELL1 is the PCIe40 readout card.
However, due to form factor and pinout constraints, this card cannot be used as a

drop-in replacement for the BCM. Hence, a new readout solution was needed. The
design and implementation of this system is the central subject of this thesis.
A commercially available, inexpensive FPGA board forms the core of the system.

It is integrated with the necessary supporting hardware, such as a power supply and
optical transceivers, into a crate suitable for production use. A firmware design was
developed for this MIBAD system, that implements the abort algorithm. This algorithm
has a proven track record during the first two Runs of the LHC. In addition to this, a
software stack was developed which allows integration into the control system of the
LHCb experiment.
After extensive testing, the MIBAD system was commissioned in multiple stages in

the years 2021 to 2023. Soon after, the BCM performed its first successful dump with the
MIBAD readout system due to excessive particle flux during LHC injection tests. With
its new readout system, the BCM is ready to play an important role in the protection of
the LHCb experiment from Run 3 onwards. Thereby, BCM helps to ensure the LHCb
detector can reliably and effectively collect a high-quality data set with an integrated
luminosity of at least 50 fb−1, which will serve as the basis for many physics analyses to
probe the Standard Model of particle physics.
Even though the LHCb experiment is uniquely at risk due to its special detector

layout, it is not the only detector with a dedicated beam monitoring system.
One of the principle limitations of the current system in respect to time resolution is

the CFC front-end card. The 40µs integration time of the front-end stands in contrast
to a bunch spacing of 25 ns. Also, the data acquisition is not synchronized to the LHC
bunch crossing clock. Hence, the current BCM front end cannot resolve the bunch
structure of the beams. Such information as part of the post mortem data could prove
valuable when investigating the cause of beam losses and preventing them in the future.
Especially during injection, losses happen in a fraction of the CFC integration window,
and thus the current BCM effectively cannot provide the desired temporal resolution.
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10. Conclusion and outlook

In addition to these diagnostic benefits, a BCM readout, which is synchronized to the
bunch crossings at IP 8, could provide luminosity measurements per bunch crossing.
At this point, it should be noted that decreasing the integration time will not increase

the level of protection offered by the BCM. On one hand, the minimum response time
of the BCM is not the major contribution to the total reaction time, i.e., from incident
to the complete extraction of the LHC beams. In addition to this, a smaller integration
window leads to larger uncertainties per measurement point. Hence, dump decisions
would need to be based on longer running sums, counteracting the gain in response time
due to faster readout.
A possible solution is the implementation of a combined approach. The beam permit

would be derived from the measurement of the sensor currents with a similar integration
time as in the current BCM. In tandem, a high-speed, broad-band amplifier measures
the charge pulses of the sensors synchronized with the LHC bunch crossing clock. This
data could provide valuable insight into the cause of beam losses as part of the post-
mortem analysis. A similar approach is used by the Diamond Beam Loss Monitoring
System of the LHC. Diamond detectors were installed at critical locations, such as the
injection points and near collimators. A commercial amplifier allows a fast readout which
is synchronous to the LHC bunch crossing clock.
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Glossary

ADC analog-to-digital converter

ASIC application specific integrated Circuit

BCM Beam Conditions Monitor

BIC beam interlock controller

BIS beam interlock system

BLM Beam Loss Monitor

CCC CERN Control Centre

CCD charge collection distance

CCE charge collection efficiency

CDR clock data recovery

CERN European Organization for Nuclear Research

CFC charge to frequency converter

CIBU Controls-Interlocks-Beam-User

CID card identification number

CKM Cabibbo–Kobayashi–Maskawa

CPU central processing unit

CRC cyclic redundancy check

CVD chemical vapor deposition

DAC digital-to-analog converter

DAQ data acquisition

DCU diamond connection unit

DDR RAM double data rate synchronous dynamic RAM
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Glossary

DIM Distributed Information Management System

DSP digital signal processing

DUT design under test

ECAL electromagnetic calorimeter

ECS experiment control system

EMI electromagnetic interference

fcc face-centered cubic

FE front-end

FID frame identification number

FIFO first in, first out data buffer

FPGA field programmable gate array

FSM finite state machine

GMT General Machine Timing

GPIO general purpose input and output

GPU graphics processing unit

HCAL hadronic calorimeter

HDL hardware description language

HPHT high-pressure high-temperature

HSMC high speed mezzanine card

I/O standard input/output standard

IC integrated circuit

IP interaction point

IR insertion region

JCOP Joint Controls Project

JTAG Joint Test Action Group
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Glossary

LBDS LHC Beam Dumping System

LEP Large Electron Positron Collider

LHC Large Hadron Collider

LHCb Large Hadron Collider beauty

LS 2 Long Shutdown 2

LUT look-up table

MAC medium access control

MIB machine-induced background

MIBAD Machine Interface Beam Abort Decision

MIF memory initialization file

MIP minimum ionizing particle

MPO multi-fiber push-on

PCB printed circuit board

PCIe Peripheral Component Interconnect express

PCIe40 Common LHC readout board from run III of the LHC on forward.

PCS Physical Coding Sublayer

pCVD poly-crystalline CVD

pdf probability density function

PFD phase and frequency detector

PHY physical layer

PID particle ID

PLD complex programmable logic device

PLD programmable logic device

PLL phase-locked loop

PLUME Probe for LUminosity MEasurement

PM post-mortem
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Glossary

PMNS Pontecorvo–Maki–Nakagawa–Sakat

PMT post-mortem trigger

PRNG pseudorandom number generator

PS Proton Synchrotron

PSB Proton Synchrotron Booster

RAM random access memory

RF radio frequency

RGMII reduced gigabit media-independent interface

RICH Ring Imaging Cherenkov

ROM read-only memory

RTL register-transfer level

SCADA supervisory control and data acquisition

SciFi Scintillating Fibre

sCVD single-crystalline CVD

SFP+ small form-factor pluggable

SiPM silicon photo multiplier

SM Standard Model

SPS Super Proton Synchrotron

SSRAM synchronous static random access memory

TCP Transmission Control Protocol

TELL1 Common LHC readout board during runs I and II of the LHC

TI injection transfer line

TTL transistor-transistor logic

UFO unidentified falling objects

UT Upstream Tracker

VC verification component
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Glossary

VCO voltage-controlled oscillator

VELO VErtex LOcator

VHDL very high-speed integrated circuit Hardware Description Language

VSS VELO Safety System

WinCC OA WinCC Open Architecture

XCVR transceiver
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A. Appendix

A.1. Front-end card
A.1.1. CRC-32/MPEG Algorithm
Polynomial: x32+x26+x23+x22+x16+x12+x11+x10+x8+x7+x5+x4+x2+x+1.
Initial value: 0xffffff.
No reflection of input or output.
No inversion of output.
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A. Appendix

A.3. PermitChange packet

Table A.2.: Contents of the STATUS_VEC field.

bit position station / direction permit

0 U RS1
1 D RS1
2 U RS2
3 D RS2
4 U RS32
5 D RS32
6 U RSsum

32

7 D RSsum
32

8 U cfc_health
9 D cfc_health
10 U router
11 D router
12 U router_redundant
13 D router_redundant
14 reserved
15 reserved

16 out beam_permit_A
17 out beam_permit_B
18 out injection_permit_1_A
19 out injection_permit_1_B
20 out injection_permit_2_A
21 out injection_permit_2_B
22 out bcm_ok
23 reserved

24 in beam_permit_info
25 in injection_permit_1_info
26 in injection_permit_2_info
27 in post_mortem_trigger
31 downto 28 reserved
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A. Appendix

A.4. Circuit diagrams

Figure A.1.: MIBAD measuring adapter.

D1

D2

Figure A.2.: MIBAD permit tester.
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A. Appendix

A.5. Mapping of MPO trunk fibers

Table A.3.: Mapping of SFP+ module to fiber number in MPO trunk.

SFP+ module Front End Backend Rx Backend Tx

0 Tx 1
0 Rx 2

1 Tx 3
1 Rx 4

2 Tx 10
2 Rx 9

3 Tx 12
3 Rx 11

4 Tx
4 Rx

5 Tx
5 Rx

6 Tx 6
6 Rx 6

7 Tx 7
7 Rx 7
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