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Abstract

The classical approach to testing for structural change employs retrospective tests using a historical
data set of a given length. Here we consider a wide array of fluctuation-type tests in a monitoring
situation — given a history period for which a regression relationship is known to be stable, we test
whether incoming data are consistent with the previously established relationship. Procedures based on
estimates of the regression coefficients are extended in three directions: we introduce (a) procedures
based on OLS residuals, (b) rescaled statistics and (c) alternative asymptotic boundaries. Compared to
the existing tests our extensions offer better power against certain alternatives, improved size in finite
samples for dynamic models and ease of computation respectively. We apply our methods to two data
sets, German M1 money demand and U.S. labor productivity.
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1 Introduction

Structural stability is of prime importance in applied time series econometrics. Estimates derived from
unstable relationships erroneously considered as stable are not meaningful, inferences can be severely
biased, and forecasts lose accuracy. In a comprehensive study using a sample of 76 representative US
monthly time series and several thousand forecasting relations derived from them, Stock and Watson (1996)
found evidence for parameter instability in a substantial fraction of their models. Not surprisingly, a recent
specia issue commemorating the twentieth anniversary of the Journal of Business & Economic Satistics
in 2002, which reprints ten of the most frequently cited papers published in the Journal, includes two
influential articles on structural change, Hansen (1992b) and Zivot and Andrews (1992).

The by now classical approach to the detection of structural changes attempts to detect breaks ex post, see
Hansen (2001) for a state of the art survey. Starting with the pioneering work of Chu, Stinchcombe, and
White (1996) a second line of research has emerged: given that in the real world new data arrive steadily
it is frequently more natural to check whether incoming data are consistent with a previously established
relationship, i.e., to employ a monitoring approach. Below we implement a variety of procedures for the
monitoring situation.

Tests for structural change can be divided into two classes: F tests that are designed for a single-shift (of
unknown timing) alternative (Hansen 1992b; Andrews 1993; Andrews and Ploberger 1994), and fluctuation
tests that do not assume a particular pattern of structural change. Fluctuation tests can in turn either be
based on estimates of the regression coefficients or on regression residuals (recursive or OLS), both from
awidening data window or from a moving window of fixed size. The probably best-known test from the
fluctuation test framework is the recursive (or standard) CUSUM test introduced by Brown, Durbin, and
Evans (1975), later extended by Kramer, Ploberger, and Alt (1988) to dynamic models. A unifying view
on fluctuation-type tests in historical samplesis provided by Kuan and Hornik (1995).



These tests are commonly used to detect structural change ex post (historical tests). The class of fluctu-
ation tests can be extended to the monitoring of structural changes, i.e. for detecting shifts online. Chu
et al. (1996) introduced the first fluctuation test for monitoring by extending the recursive estimates test
of Ploberger, Kramer, and Kontrus (1989). Leisch, Hornik, and Kuan (2000) generalized these results
and established a class of estimates-based fluctuation tests for monitoring. We briefly summarize their
results at the beginning of Section 3 and then extend the class of fluctuation tests for monitoring in three
directions. we consider processes based on OLS residuals, rescale estimates-based processes in order to
improvethe empirical size, and consider alternative boundariesfor the Brownian bridge in order to improve
power against certain alternatives. In Section 4 we apply the methods introduced as well as some historical
tests to two data sets: German M1 money demand (L Utkepohl, Terasvirta, and Wolters 1999) — where one
might suspect astructural shift following the German monetary unionin 1990 —and U.S. labor productivity
(Hansen 2001). The conclusions will be summarized in Section 5.

2 Themodel
Consider the standard linear regression model

yi = x; B + ug i=1,...,n,n+1,...), Q)
where at time 4, y; is the observation of the dependent variable, z; = (1, z;0,...,z4) ' isak x 1 vector

of regressors, with the first component usually equal to unity, and 3; isthe & x 1 vector of regression
coefficients.

Werefer tothe datafromi = 1, ..., n asthe history period, where the regression coefficients are assumed
tobeconstant,i.e. 5; = [By,7 = 1,...,n, and we want to monitor new datafrom timen + 1 onwardsto test

whether any structural change occurs in this monitoring period. Thus, tests for monitoring are concerned
with the hypothesis that

against the alternative that at some point in the future the coefficient vector 3; changes.

The results in this paper are based on two assumptions as in, e.g., Kramer et al. (1988), one about the
disturbances and one about the regressors:

(A1) {u;} isahomoskedastic martingale difference sequence with respect to A;, the o-field generated by
{s, T, us|s < i}, with E[u?|4;] = o2.

(A2) {x;}issuchthat limsup,, ., £ 37" | ||z;]|>T° < oo for somed > 0 and|| - || the Euclidean norm;
and furthermore that
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for some finite regular nonstochastic matrix Q.

Assumption (A2) allows for dynamic models, provided the regressors are (almost) stationary.

In what follows, 3(7) is the ordinary least squares (OLS) estimate of the regression coefficients based
on the observationsi + 1,...,4 + j, similarly matrices Q; ;) indexed with (i, ;) are composed using the
observations from the same data window. Analogously, 3 = (1) denotes the OLS estimate based
on all observations from 1 through 4, and Q ;) is shorthand for Q(; ;). The OLS residuals are denoted as

; = y; — ] B and 52 is some suitable estimator of the disturbance variance, e.g., 62 = -1 3" a2,
The general idea behind all of the procedures we consider is to derive a process that captures the fluctua-
tion either in estimates or in residuals of a regression model and to reject the null hypothesis of stability
whenever there is excessive fluctuation in these processes, as assessed against asymptotic boundaries that
the limiting processes are known to cross with a given probability. The following section presents a class

of such fluctuation-type tests and extends them in several directions.




3 Thegeneralized fluctuation test for monitoring

3.1 Estimates-based processes

Chu et al. (1996) were the first to extend a fluctuation test, namely the recursive estimates (RE) test, to the
monitoring case. They suggested to employ the recursive estimates process

where Q) = Xy ' X(ny/nandi = |k-+t(n—k)| witht > 0, and to reject the null hypothesis whenever
(one component of) the process Y, (¢) crosses the boundary +b, (t) where

h(t) = \/t(t—l) [A2+1og (t_tl)] (4)

in the monitoring period 1 < ¢t < T and A determines the significance level of this procedure, or equiva-
lently when max; |V, ()], ¢ =1,..., k, crosses by (t).

Leisch et a. (2000) introduced the generalized fluctuation test for monitoring, which contains the test of
Chu et al. (1996) as a special case. Specifically, they considered processes that reflect the fluctuation within
estimates of the regression coefficients to detect structural changes. Another special case of this class of
testsisthe ME test which uses moving rather than recursive estimates, i.e.

[nh]
oy/n

and rejects the null hypothesisif (one component of) the process crosses the boundary +¢(¢), where

Zn (t|h) =

.Q(n)% <B(L'rttJ—thJ-,thJ) _ [;(n)) 7 (t>h) (5)

c(t) = X-y/log,t, (6)

in the monitoring period 1 < ¢t < T, wherelog tis1fort < e andlogt otherwise. In theory the end of
the monitoring period 7" may be infinity but in many applications using a finite 7" is more natural because
the monitoring period, or at least a reasonable upper bound for it, is known in advance. In that way no size
islost for an infinite monitoring period on [T, c0). In addition, Leisch et a. (2000) consider tests based on
the same processes but capturing the fluctuation with the range instead of the maximum of the deviation of
the estimates.

3.2 Residual-based processes

As for tests for structural change in the history period, fluctuation tests for monitoring can not only be
based on the differences of estimates of the regression coefficients but also on residuals; this was aready
considered by Chu et al. (1996) although they focused on the recursive estimates approach. Whereas they
used a CUSUM procedure based on recursive residuals we will introduce monitoring processes based on
the computationally much more convenient OL S residuals. The OLS residual- and estimates-based types
of tests are equivalent in the case where there is only a constant regressor, a common situation in statistical
quality control. Theideais asintuitive as for the estimates-based processes: the regression coefficients are
just estimated once for the history period and based on these estimates the residuals of the observationsin
the monitoring period are computed. If there is a structural change in the monitoring period the residuals
should deviate systematically from their zero mean. Thus, we introduce monitoring processes based on the
OLSresiduals

i =y -] f. (7)

%

The OL S-based CUSUM process for monitoring is then defined as:

B(t) = a (=0 ®)




The following functional central limit (FCLT) holds for B9 (¢):
Bu(t) = WO(t) = W(t)—t - W(1), 9

where W and W° are the (1-dimensional) Brownian motion and Brownian bridge, respectively. The proof
for (9) is essentially the same asin Ploberger and Kramer (1992) for the ordinary OL S-based CUSUM test
except that ¢ is from the compact interval [0, T'], with T" > 1, rather than from [0, 1]: Rewrite (8) as

nt) [nt]

B = > - - ST (3 - 9). (10
Asin Ploberger and Kramer (1992) the following relation holds uniformly in ¢ on [0, T7:
L%T 30n) _ ot
DI (B -5) = \/ﬁ;u + op(1). (11)
Hence (9) follows from the well-known fact that
% (% uitiui) = o(W(t)—tW(Q)) = aWO(t). (12)
=1 =1
The OLS-based MOSUM process for monitoring is defined analogously as:
. 1 Lnt] A
M) = oo (i_mgjwﬂ u) (t=h) (13)
_ BS(W)_Bg(WJ—thJ) a
n n

wheren = (n — [nh])/(1 — h). From (14) together with (9) it follows directly that M2 (¢|h) satisfies the
following FCLT:
M2(tlh) = WO°(t)—W°(t—h), (15)

i.e., the OLS-based MOSUM process converges towards the process of the increments of the Brown-
ian bridge. Therefore the limiting process for the OLS-based CUSUM and MOSUM process is the 1-
dimensional special case of the k-dimensional recursive and moving estimates process. The respective
empirical processes are in fact equivalent if z; = 1 for al t. Thus, the boundaries given in the previous
section can be used as well for the OL S-based processes.

The advantage of estimates-based processes isthat there is aprocess for each regression coefficient, hence
it can be determined which coefficient(s) is (are) responsible for the rejection of the null hypothesis. The
OL S-based processes on the other hand are much easier to compute because a linear model has to be fit
only once for the whole process (and not in every single step) and then just residuals have to be computed.
In many applications, like macroeconomics, computation time is not an issue because the time series con-
sidered are often relatively short. However, the situation may be different for real-time monitoring of
high-frequency datain financia applications.

3.3 Rescaling of estimates-based processes

The estimates-based processes from (3) and (5) scale the estimates of the regression coefficients with the
estimate Q(,,) of their asymptotic covariance matrix () that is based on the observations in the history
period. Kuan and Chen (1994) showed by simulation of empirical sizes that the tests can be seriously
distorted in dynamic models and suggested to rescale the processesto repair this defect. Instead of estimat-
ing Q aways on the basis of the full history period, each estimate B9 s scaled with the corresponding



estimate of the covariance matrix Q; ;), i.€., the modified processes can be written as

* [ (A6 A(n
O A CHI G § (16)
* nh L M Aa(Int]—|n n Aln
Zn (t| h) = é_\/% . Q(I_’n,tj—\_nhj,l_nhj)z (B(L tI=lnhllnh)) _ ﬂ( )> . (17)

The respective limiting processes remain of course the same, because both estimates of the covariance
matrices also converge to Q asn — oo, but Kuan and Chen (1994) show that they converge faster in
dynamic models. Using the sameideait is quiteintuitive that the rescaling of the estimates-based processes
might also provide benefits for monitoring in dynamic models.

Following Kuan and Chen (1994) we consider three data generating processes (DGPs):

Yi = 0 Yi—1 + Uj, yo =0, (18)
Yi =2+ 0 yi—1 + uy, yo = 0, (19
Yi=2+0 xitu, x=0 xi-1+e (20)

with u; and ¢; n.i.d.(0,1), and simulate the size of the corresponding tests for a range of sample sizes and
of pwitha = 0.1 and h = 0.5. We use four different values for the sample size (n = 10, 25, 50, 100) and
two different values for the monitoring period (7" = 2, 10) and compute the empirical size based on 1000
replications. Our simulations show that the problem is the same in the monitoring case, especially for short
history and long monitoring periods: For large values of o the empirical size of the ME test is seriously
distorted, see Table 1.

DGP T n | Autocorrelation coefficient o
00 01 02 03 04 05 06 0.7 0.8 0.9
10 | 127 142 171 186 215 220 265 326 397 514
2 25| 106 83 126 132 151 170 213 261 341 485
50| 141 126 122 115 146 141 167 201 242 364
(18) 100 | 105 88 112 103 123 128 133 171 199 283
10| 448 541 626 689 740 855 90.7 942 986 999
10 25|210 237 302 392 499 634 756 895 988 1000
50| 158 174 214 293 350 461 617 7.7 93.9 99.7
100 | 10.7 122 119 144 144 188 222 268 392 671
10| 165 241 244 321 392 499 625 816 935 938
2 25| 137 130 156 171 249 305 428 562 787 988
50 | 183 105 111 147 168 183 227 368 629 937
(19) 100 | 101 114 115 136 140 129 171 219 400 786
10 | 615 694 812 854 921 970 99.7 1000 100.0 100.0
10 25|235 336 420 502 660 793 933 992 999 100.0
50| 186 245 305 360 486 625 791 90.7 99.8 100.0
100 | 11.3 117 140 144 190 213 308 381 651 992
10| 185 171 182 206 231 224 258 280 287 373
2 251|121 121 120 135 115 157 153 179 231 264
50 | 13.2 119 92 123 101 132 117 15.0 14.8 225
(20) 100 | 11.2 96 101 10.0 84 109 110 11.2 12.4 17.2
10 | 61.3 678 800 843 926 980 999 1000 100.0 100.0
10 25|248 338 446 558 666 8L7 930 998 1000 100.0
50| 202 229 290 375 498 633 783 927 99.7 100.0
100 | 108 103 119 106 110 120 130 138 173 301

Table 1: Empirical size of the ME test



Kuan and Chen (1994) illustrate this phenomenon with the following equation for the DGP (18):

Qe \ _,_20+0)n—[nt]) 2
E<Q(Lm)> ! n|nt](1— o2?) +0(n™). (21)

The second term on the right hand side is a bias term tending to 0 for n — oo for fixed o, but for afixed
sample size n it approaches infinity for o — 1. However this bias is even enhanced if ¢ > 1, so that
rescaling will even increase the distortion of the empirical size of this test. Therefore rescaling makes no
sense in the case of the recursive estimates test for monitoring, but it does for the moving estimates test,
because the parameter that determines the window sizeisnot ¢ but 4 and A < 1. Thisis confirmed by our
simulations: Table 2 shows that the bias is much smaller for the rescaled processes, especially when the
history size n is reasonably large.

DGP T n | Autocorrelation coefficient o
00 01 02 03 04 05 06 07 08 09
10 | 12.0 153 162 193 184 238 241 279 325 394
2 25| 99 120 117 140 157 129 171 212 273 353
50 | 119 87 101 105 123 119 124 160 203 284
100 77 101 10.3 103 96 104 108 116 157 227
10 | 20.0 182 238 235 270 299 372 411 510 607
10 25|136 125 130 151 157 174 224 269 336 505
50 | 102 112 133 131 134 175 183 198 311 407
100 | 109 124 105 99 114 139 139 165 197 311
10 | 132 120 151 139 158 158 189 186 228 335
2 25| 93 92 102 113 123 116 105 124 152 210
50 | 11.8 84 80 103 123 118 131 131 109 154
100| 96 98 92 85 99 94 107 104 105 136
10 | 174 163 191 220 20.7 240 279 277 315 434
10 251|110 106 112 10.7 144 150 173 178 181 234
50 | 100 104 106 110 116 138 145 174 181 179
100 | 108 100 92 109 114 108 123 125 133 114
10 | 152 170 170 146 156 182 185 211 218 254
2 25| 94 104 106 103 103 117 115 132 133 168
50| 105 98 110 72 106 105 111 117 128 16.0
100 | 84 116 94 105 112 92 80 83 113 132
10| 168 162 194 203 221 228 251 271 327 455
10 25| 84 92 99 137 129 161 169 211 197 213
50 98 104 107 108 118 145 176 138 174 189
100 | 101 97 95 114 104 111 76 114 121 145

(18)

(19)

(20)

Table 2; Empirical size of the rescaled ME test

3.4 Boundaries

The shape of the boundaries for empirical fluctuation processes does not make a big difference under the
null hypothesis, because they are always chosen to be crossed with the (asymptotic) probability «; but then
again under the alternative they can affect very much the chance to detect certain patterns of structural
changes. For example, the CUSUM tests (in historical samples) perform poorly if a change occurs late in
the sample period. Zeileis (2000) suggests aternative boundaries which are able to increase the detection
chances of the OLS-based CUSUM test for early and late changes. Also in the case of monitoring the
detection properties for structural changes in the monitoring period strongly depend on the shape of the
boundaries—a topic which has not yet been studied in detail.

Chu et al. (1996) already state that the RE test for monitoring has good chances to detect changes early in
the monitoring period, but getsincreasingly insensitiveto late structural changes. Thisisdueto thefact that
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Figure 1: Comparison of hitting times for RE and ME process with standard boundaries

most of the size of thetest is used at the very beginning of the monitoring period as Figure 1 shows. It shows
the distribution of hitting times (from 10,000 runs) for the Brownian bridge, the asymptotic approximation
to the RE process, with the standard boundary (4) at level o = 0.1 and for the increments of a Brownian
bridge (with ~ = 0.5). It can be seen that the size of the ME test is spread much more evenly; in fact 25
% of the size of the RE test is used on the interval [1,1.09]. Thisis caused by the shape of the boundary
b1 (t), which can be seen in Figure 3: it starts together with the Brownian bridgein O at ¢t = 1 and so most
random crossings will occur very early. We will introduce boundaries for the RE process that distribute the
size more evenly. The reason that we control size rather than power isthat it is easier on the one hand and
al so reasonabl e on the other due to the close connection between the two: typically, the empirical processes
start to fluctuate and deviate from their zero mean at the time of the structural change.
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Figure 2: Hitting times for RE process with alternative boundaries

For obtaining a boundary that does not use up the size of the corresponding test at the beginning of the
monitoring period it seems natural to choose a boundary with an offset in ¢ = 1, but with the correct
asymptotical growth rate ¢. The simplest boundary that fulfills these requirementsis

ba(t) = At (22)

One might want to consider aboundary which is constant at the beginning of the monitoring period like the
boundary (6), but this is inappropriate for a process with growing variance such as the Brownian bridge,
because simulations show that most of the size will then be used at the point where the boundary changes



from being constant to growing. Becausethereisno (known) closed-form result for the crossing probability
of a Brownian bridge for the boundary (22), we simulate the appropriate critical values of A for different
values of T asfor the ME test.

boundaries (at level 0.1)

1.0 12 14 16 18 2.0

Time

Figure 3: Boundaries for the Brownian bridge

The size of the corresponding test is also distributed more evenly (see Figure 2). Figure 3 shows the
resulting alternative boundary b-(¢) (at level 0.1) in comparison to the standard boundary. It can be seen
that the boundaries cross at about ¢ = 1.3 which means that the detection chances decrease only for very
early changes, but increase for al other changes. This is emphasized by simulations under a single shift
alternative like in Chu et a. (1996) and Leisch et a. (2000) with the following setup: the data generating
processisn.i.d.(2,1) with ahistory size of n = 100 and amonitoring period 7" = 10. Under the alternative
the mean switches from 2 to 2.8 in the monitoring period either at ¢ = 1.1 or at ¢t = 3. Leisch et al. (2000)
showed (by simulation with 1,000 replications) that the mean detection delay in this scenario for the RE
test (with standard boundaries) at the 10% level is 27, i.e., the structural break at observation 1.1n = 110
is discovered on average at observation 137. With the new boundaries, the RE test performs a bit (but
not dramatically) worse for such an early shift: the mean of the detection delay is 35. However if the the
change occurs late in the sample period at 3n = 300 the mean detection delay for the standard boundaries
is 128 but only 100 for the linear boundary b, (t), the standard deviation is also reduced. The results can
also be seen in Table 3 in comparison to the ME test.

shift date ME RE (Withb,)  RE (with b)
110 32(12) 27(16) 35(14)
300 36(21) 128(74) 100(55)

Table 3: Mean (and standard deviation) of detection delay

It is desirable, of course, to have a more flexible and |less heuristic instrument to select the boundaries for
fluctuation tests: one might want to choose the boundaries according to a specified prior distribution for
the timing of the shift under the alternative. Thisissue is currently under investigation.

4 Applications

We illustrate the methods introduced in the previous section by applying them to two dynamic models:
German M1 money demand (L Utkepohl et al. 1999) and U.S. labor productivity (Hansen 2001).
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4.1 German M1 money demand

L itkepohl et al. (1999) investigated the stability and linearity of a German M1 money demand function
based on data from the German central bank using seasonally unadjusted quarterly data from 1961(1) to
1995(4). The data are available online in the data archive of the Journal of Applied Econometrics (http:
//ged.econ.queensu.ca/jae/1999-v14.5/1lutkepohl-terasvirta-wolters/).

L Utkepohl et al. (1999) found a stable relationship for the M1 money demand for the time before the
German monetary unification on 1990-06-01 but aclear structural instability for the extended sample period
up to 1995(4), which they modelled by smooth transition regression techniques. Specifically, Lutkepohl
et al. (1999) established a stable and linear regression relationship for the German M1 money demand using
an error correction model (ECM) based on data for the logarithm of real M1 per capita m,, the logarithm
of apriceindex p;, the logarithm of the real per capita gross national product y; and the long-run interest
rate R;. The time series can be seen in Figure 4.

OL S estimation of their model gives the following result for the phase from 1961(1) to 1990(2) before the
German monetary unification:

Amt = —O.SOAyt,2 — OG?ARt — 1.00AR,5,1 — O53Apt
—0.12m_1 + 0.13y,_1 — 0.62R;_, (23)
—0.05 — 0.13Q1 — 0.016Q2 — 0.11Q3 + ,

where Q1 — Q3 are seasonal dummies and all coefficients (except the intercept) are highly significant; the
fitted model gives an adjusted R? = 0.943. In a cointegration relationship, the estimators of coefficients
on (1) variables converge at afaster rate than the coefficients on I(0) variables, hence they may be treated
as known when monitoring the error correction model. We therefore aggregate the cointegrated variables
my_1,y;—1 and R;_; toasinglevariablee; | = —0.12m;_1 +0.13y,_; — 0.62R;_ to assure stationarity
of thisregressor in the ECM. Thisway of testing for structural changein ECMsis similar to the procedure
suggested by Hansen (1992a).
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Figure 5: Historic residual-based fluctuation tests

The structural change modelled by Liitkepohl et al. (1999) can be detected with fluctuation tests in two
ways: either with historical tests finding a structural change ex post or using the monitoring methods
introduced in the previous section detecting the structural change online. Although we focus on the latter
approach in this paper we will first carry out historical tests as well. All computations and simulations
have been performed in the statistical software package R (http://www.R-project.org/) andin
particular the package st rucchange (Zeileis, Leisch, Hornik, and Kleiber 2002).

Firstly two residual-based fluctuation tests—the recursive (or standard) and the OL S-based CUSUM test—
are applied to the model (23). Figure 5 shows that both CUSUM processes lack any significant fluctuation;
thus, both testsfail to detect structural change in the data. However, two estimates-based tests—the RE and

10



the ME test—both show a clear peak or shift respectively in the beginning of the 90s (cf. Fig. 5), i.e., both
tests detect the structural change after the monetary unification that is aso described by Litkepohl et a.
(1999). The reason that the residual-based tests are insensitive to this change while the estimates-based
tests are not is the well-known fact that the power of both CUSUM tests depends on the angle between the
shift and the mean regressor; in particular they do not have power against shifts orthogonal to the mean
regressor (Kramer et al. 1988; Ploberger and Kramer 1992). The suspicion that this might be the case in
the given data is confirmed: the estimate for the angle is 90.27° (assuming that there is just one structural
shift, which is a reasonable hypothesis for the present data).

Fluctuation test (recursive estimates test) ME test (moving estimates test)
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Figure 6: Historic estimates-based fluctuation tests

Now we will confirm the instability of the coefficients in the regression relationship for the money demand
function using the tools introduced in Section 3: the OLS-based CUSUM process with the alternative
boundary b, (t) from (22) and the rescaled moving estimates process. We consider the observations from
1961(1)-1990(2) as the history period of the monitoring process and the observations after the monetary
unification from 1990(3)-1995(4) as the monitoring period. Thus, we put ourselves in the position of a
researcher in 1990 who wants to find out whether the model established for the pre-1990 money demand
becomes unstable following the monetary unification.

Monitoring with OLS-based CUSUM test
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Figure 7: OLS-based CUSUM process
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Figure 7 shows the OLS-CUSUM process with the history period left of the vertical dashed line and the
monitoring period on the right. Whereas the process does not exhibit much fluctuation before 1990 it
does so after the start of the monitoring period and crosses the standard boundary after ten observationsin
1992(4) and the alternative boundary another seven observations later. As the break occurs immediately
after the end of the monitoring period the standard boundaries perfom a bit better, but note that there is
almost a crossing in 1990(4) after just two observations. In a“real” monitoring situation it would be hard
to decide if such a crossing was just atype | error or caused by a structural change. The moving estimates
process aso has a clear shift (see Figure 8), but crosses its boundary a little bit later: in the third quarter
of 1994. Hence we can find overwhelming evidence that there has been a structural change in the money
demand relationship after the monetary unification.

Monitoring with ME test (moving estimates test)

empirical fluctuation process
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Figure 8: Moving estimates process

4.2 U.S. labor productivity

In hisrecent overview of “ The new econometrics of structural change” Hansen (2001), examines U.S. labor
productivity in the manufacturing/durables sector, a monthly time series with observations from 1947(2)
through 2001(4) which is available from Bruce Hansen's homepage (http://www.ssc.wisc.edu/
“bhansen/). Heusesafirst order autoregressive model for the U.S. labor productivity in the manufactur-
ing/durables sector which is measured by ., the growth rate of the Industrial Production Index to average
weekly labor hours. The time series for the period considered is depicted in Figure 9.

Hansen (2001) finds a clear structural change in about 1994 and two weaker changes in 1963 and 1982.
For illustration, we choose the time from 1964(1) until 1979(12) as the history period, because we are
interested in monitoring the two later changes. We exclude the time before 1964, because there must not
be abreak in the history period. OLS estimation of the coefficientsin the historical AR(1) model gives

2 = 0.0025— 0.1867_1 + 1, (24)

with both coefficients being highly significant. Asfor the money demand datawe monitor the datausing the
OL S-based CUSUM process with boundaries b, () from (22) and the rescaled moving estimates process.
This approach is dightly different from the one in our first example: there is no known event that might
cause an instability in the model considered. We rather assume that we are in a position where we have
established a model equation we want to work with, and we want to learn whether we have to update it or
not.
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Figure 9: Labor productivity in the manufacturing/durables sector

The OL S-based CUSUM process in Figure 10 revealstwo clear structural changes: thefirst in about 1983,
where the path startsto depart from O, and the second in about 1991. Neither the standard nor the alternative
boundaries detect the first shift at the 5% level, but the process crosses both boundaries after the second
break: the new boundary already in 1998(2) the standard one only in 2000(5). The moving estimates
process (see Figure 11) also exhibits two breaks. However, it drifts off somewhat later compared to the
CUSUM process. It aso does not detect the first change at the 5% level but crosses its boundary after the
second change in 1998(8).

Monitoring with OLS-based CUSUM test

empirical fluctuation process

1970 1980 1990 2000

Time

Figure 10: OLS-based CUSUM process

The reason that the OLS-based CUSUM test performs better than the ME test on this particular data set is
the usage of the new boundaries. An RE test with standard boundarieswould even fail to detect asignificant
change at the 5% level.

However, the moving estimates have the additional benefit that they allow to determine the nature of the
break. The 2-dimensional process for the estimates of the intercept and the coefficient on z;_; can be
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Figure 11: Moving estimates process
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Figure 12: 2-dimensiona moving estimates process
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plotted separately asin Figure 12. This shows that the break in the 1980s affects both parameters, because
both processes have a shift, but not significantly so. The second break in the 1990s just affects the intercept
but not the AR coefficient, thus we are able to conclude that the type of the detected structural shift is
instability in the intercept term.

5 Conclusions

Online monitoring of regression relationships that are known to be stable for a history period is frequently
more natural and more practical than the commonly employed retrospective tests. In this paper, we have
presented a unified approach to the online monitoring of econometric models which includes three new
extensionsto tests based on regression estimates: processes based on OL Sresiduals, rescaled processes and
alternative boundaries. These offer advantages concerning power against certain alternatives, finite sample
properties in dynamic models and ease of computation. We have illustrated the feasibility of the methods
introduced using fluctuation-type tests on two standard dynamic models, a stationary autoregression and
an error correction model.

The determination of optimal asymptotic boundaries, in the sense of minimal detection delay, deserves
further study.
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