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Abstract

In the common trigonometric regression model we investigate the optimal design
problem for the estimation of the individual coe�cients where the explanatory vari�
able varies in the interval ��a� a�� � � a � �� It is demonstrated that the structure
of the optimal design depends sensitively on the size of the design space� For many
cases optimal designs can be found explicitly where the complexity of the solution
depends on the value of the parameter a and the order of the term for which the
corresponding coe�cient has to be estimated�

AMS Subject Classi�cation� ��K��
Keywords and Phrases� trigonometric regression� c�optimality� optimal design for estimat�
ing individual coe	cients� Chebyshev approximation problem� implicit function theorem

� Introduction

Trigonometric regession models of the form

y 
 �� �
mX
j��

��j�� sin�jt �
mX
j��

��j cos�jt � �� x � ��a� a�� � � a � �����

are widely used to describe periodic phenomena �see e�g� Mardia ������ Graybill �����
or Kitsos� Titterington and Torsney ������ and the problem of designing experiments for

�



Fourier regression models has been discussed by several authors �see e�g� Hoel ������ Karlin
and Studden ������ page ���� Fedorov ������ page ��� Hill ������ Lau and Studden
������ Riccomagno� Schwabe and Wynn ������� While most authors concentrate on the
design space ���� �� much less attention has been paid to the case of a smaller design
space �see e�g� Hill ������� This situation is of practical importance because in many
applications it is impossible to take observations on the full circle ���� ��� We refer for
example to Kitsos� Titterington and Torsney ������ who investigated a design problem in
rhythmometry involving circadian rhythm exhibited by peak expiratory �ow� for which the
design region has to be restricted to a partial cycle of the complete ���hour period�
It is the purpose of the present paper to study the optimal design problem for the estimation
of the individual coe	cients �k in the trigonometric regression model ���� on the interval
��a� a�� In Section � we introduce the general notation and state several preliminary results�
which give some lower bounds on the number of support points of the optimal design�
Section � deals with the full circle ���� ��� for which the solution of the optimal design
problem is already di	cult� Here we are able to �nd the optimal designs for estimating
the individual coe	cients �k explicitly� whenever k � �m

�
� In Section � we consider the

optimal design problem for the estimation of the coe	cients of the cosine terms� which is
intimately related to the c�optimal design problem for the common polynomial regression on
the interval �cos a� ��� It is demonstrated that the optimal design problem for the estimation
of the parameter �k can be solved analytically for any k � f�� �� � � � � �mg� provided that
the design space ��a� a� is su	ciently small� Section � considers the problem of estimating
individual coe	cients of the sine terms� for which the situation is completely di�erent� We
use the implicit function theorem to prove that the optimal design depends analytically
on the parameter a and �nd the limiting design as a� �� From these results the optimal
designs for estimating the coe	cient of the highest sine term can be obtained numerically
by a Taylor expansion with arbitrary precision� For the remaining coe	cients of the sine
terms it is shown that on a su	ciently small design space the corresponding optimal designs
have the same support points as the optimal design for the estimation of the coe	cient
��m�� and an explicit formula for the corresponding weights is derived�
The results of this paper demonstrate that the optimal design problem for the estimation of
the individual parameters in a trigonometric regression is substantially more di	cult than
the corresponding problem in the polynomial case� which was recently solved by Sahm
����� and Dette� Melas and Pepelyshe� ������ Nevertheless� for many important cases
the optimal designs can be found explicitly by the results and methods given in this paper�

� Optimal designs for estimating individual coe�cients

Consider the trigonometric regression model ����� de�ne � 
 ���� ��� � � � � ��m
T and

f�t 
 ��� sin t� cos t� � � � � sin�mt� cos�mtT 
 �f��t� � � � � f�m�t
T����

as the vector of regression functions� An approximate design is a probability measure
� on the design space ��a� a� with �nite support �see e�g� Kiefer ������� The support
points of the design � give the location where observations are taken� while the weights
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give the corresponding proportions of total observations to be taken at these points� For
uncorrelated observations �obtained from an approximate design the covariance matrix of
the least squares estimator for the parameter � is approximately proportional to the matrix

M�� 


Z a

�a

f�tfT �td��t � R
�m����m������

which is called information matrix in the design literature� An optimal design minimizes �or
maximizes an appropriate convex �or concave function of the informationmatrix and there
are numerous criteria proposed in the literature� which can be used for the discrimination
between competing designs �see e�g� Fedorov ������ Silvey ����� or Pukelsheim �������

In this paper we are interested in optimal designs for the estimation of the individual
coe	cients �k in the trigonometric regression model ����� To be precise let ek � R

�m��

denote the �k � �th unit vector �k 
 �� � � � � �m and A� be a generalized inverse of the
matrix A � R

�m����m�� � then a design � is called ek�optimal or optimal for estimating the
coe	cient �k� if �k is estimable by the design � �i�e� ek � Range�M��� and � minimizes
the function

�k�	 
 eTkM
��	ek����

in the set of all designs 	 such that �k is estimable by the design 	� ek�optimal designs
have been discussed by several authors� mainly for the case of polynomial regression on
the interval ���� �� �see e�g� Studden ������ Kiefer and Wolfowitz ������ Hoel and Levine
����� and Sahm ������� but nothing is known for the trigonometric case� Our �rst result
is an important tool for the determination of optimal designs and gives a slightly di�erent
formulation of the equivalence theorem for ek�optimal designs as it is usually stated in the
literature �see e�g� Pukelsheim ������ Section �� or Studden ������� The result is stated
here for general regression models and a proof can be found in Dette� Melas and Pepelyshe�
������

Lemma ��� For k 
 �� �� � � � � d let �fk�t 
 �f��t� � � � � fk���t� fk���t� � � � � fd�t
T denote

the vector obtained by omitting the component fk�t in the vector f�t 
 �f��t� � � � � fd�t
T �

A design �� is optimal for estimating the parameter �k in the model

y 

dX

j��

�jfj�t � � � t � 
 � R

if and only if there exist a positive number h and a vector q � R
d such that the function

��t 
 fk�t� qT �fk�t

satis�es

��� h���t � � for all t � 


��� supp��� � ft � 
 j h���t 
 �g

�



���
R
�
��t �fk�td�

��t 
 � � R
d

Moreover� in this case h 
 �k��
� and the function � is called extremal polynomial�

It follows by standard arguments �see Pukelsheim ������ Chapter ���� that � is a convex
function on the set of designs on the interval ��a� a�� which is invariant with respect to a
re�ection of the design at the origin� Consequently there exists a symmetric ek�optimal
design �which is not necessarily unique and we will restrict ourselves to the determination
of optimal designs in the set �s of all symmetric designs on the interval ��a� a�� As pointed
out by Dette and Haller ����� this set can be mapped in a one to one manner onto the
set of designs on the interval ��� �� where � 
 cos a� More precisely� de�ne for a symmetric
design � on the interval ��a� a� its projection 	� as the design on the interval ��� �� given by

	��cos x 


�
��x � ���x if � � x � a

��� if x 
 ��
����

It is now easy to see that after an appropriate permutation P � R
�m����m�� of the order

of the regression functions the information matrix ���� of a symmetric design is block
diagonal� that is

�M�� 
 PM��P 


�
Mc�� �

� Ms��

�
����

with diagonal blocks given by

Mc�� 


�Z a

�a

cos�it cos�jtd��t

�m

i�j��

����


 � �
�Z �

�

Ti�xTj�xd	��x

�m

i�j��

Ms�� 


�Z a

�a

sin�it sin�jtd��t

�m

i�j��

����


 � �
�Z �

�

��� x�Ui���xUj���xd	��x

�m

i�j��

where

Ti�x 
 cos�i arccos x

����

Ui�x 

sin��i� � arccos x

sin�arccos x

denote the Chebyshev polynomials of the �rst and second kind� respectively �see e�g� Rivlin
������� Note that this transformation transfers the optimal design problem for the estima�
tion of the individual coe	cients in a trigonometric regression model to design problems
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for the estimation of the coe	cients in the weighted polynomial regression models

y 

mX
j��

jTj�x � �� x � ��� ������

y 

p
�� x� �

m��X
j��

jUj�x � �� x � ��� ��������

The proof of the following result is now straightforward and therefore omitted�

Lemma ��� A symmetric design �� on the interval ��a� a� is optimal for estimating the
coe	cient ��� �� � � � m in the trigonometric regression ����� if and only if the design
	�� obtained by the transformation ���
� is optimal for estimating the parameter � in the
Chebyshev regression model ������

Similary� a symmetric design �� on the interval ��a� a� is optimal for estimating the co�
e	cient ����� �� � � � m in the trigonometric regression model ����� if and only if the
design 	�� obtained by the transformation ���
� is optimal for estimating the coe	cient ���
in the weighted Chebyshev regression model ������

Note that there is an alternative formulation of Lemma ��� in terms of c�optimality in the
ordinary polynomial regression model� A c�optimal design minimizes the variance of the
least squares estimator for the linear combination

Pd
j�� jcj� where c 
 �c�� � � � � cd

T � R
d is

a given vector and d � fm� �� mg corresponding to the cases ����� and ����� respectively
�see Pukelsheim ������� To be precise let T � R

m���m�� and U � R
m�m denote the matrix

of the coe	cients of the Chebyshev polynomials of the �rst and second kind� respectively�
i�e�

�T��x� � � � � Tm�x
T 
 T � ��� x� � � � � xmT

�����

�U��x� � � � � Um���x
T 
 U � ��� x� � � � � xm��T �

De�ning t�� 
 T��e� �� 
 �� � � � � m and u�� 
 U��e� �� 
 �� � � � � m� �� then we obtain
the following auxiliary result�

Lemma ��� A symmetric design �� on the interval ��a� a� is optimal for estimating the in�
dividual coe	cient ��� �� � � � m in the trigonometric regression ����� if and only if the
design 	�� obtained by the transformation ���
� is t���optimal in the ordinary polynomial
regression model of degree m on the interval ��� ���

Similary� a symmetric design �� on the interval ��a� a� is optimal for estimating the co�
e	cient ����� �� � � � m in the trigonometric regression model ����� if and only if the
design 	�� obtained by the transformation ���
� is u�����optimal in the ordinary weighted

�



polynomial regression model of degree m� � with e	ciency function ��x 
 �� x� on the
interval ��� ���

Proof� We concentrate on the second case� The �rst assertion follows by exactly the same
arguments� By Lemma ��� e�����optimality of �� in the trigonometric regression ���� holds
if and only if the design 	�� obtained by the transformation ���� minimizes the criterion

eT���M
�
s ��e��� 
 eT����U

��T

��Z �

�

��� x�xi�jd	��x

�m��

i�j��

��

U��e���


 uT ��� �

��Z �

�

��� x�xi�jd	��x

�m��

i�j��

��

u��� ��

The assertion now follows because the matrix in the last expression is the information
matrix of a weighted polynomial regression of degree m� � with e	ciency function ��x 

�� x� �see Fedorov �������

�

It is obvious that Lemma ��� and ��� are important tools for the identi�cation of optimal
designs for estimating the individual coe	cients in the trigonometric regression model
����� In the remaining part of this section we will use these results for the derivation
of bounds on the number of support points of the optimal designs� To this end we note
that the Chebyshev polynomials of the �rst kind are orthogonal with respect to the arcsine
distribution� i�e�

�

�

Z �

��

Ti�xTj�x
dxp
�� x�




���
�	

� if i 
 j 
 �
�
�
if i 
 j � �

� if i �
 j

�����

while the corresponding orthogonality relation for the Chebyshev polynomials of the second
kind is

�

�

Z �

��

p
�� x�Ui�xUj�xdx 


�
� if i 
 j � �

� if i �
 j
�����

�see e�g� Rivlin �������

Theorem ��� If ��k denotes a symmetric optimal design for estimating the parameter �k
in the trigonometric regression model ������ then

maxf��� �� m� �� �g � �supp����� � �m� �

maxf���m� �� �g � �supp������� � �m

whenever � � � � m�

�



Proof� We will concentrate on the �rst case k 
 �� even� the odd case will follow by similar
arguments� Using Lemma ��� and the transformation ���� the assertion of the theorem in
the even case follows if we establish the bounds

maxf�� ��
m� �

�
� �g � �supp�	��

��
 � m � ������

for the support of the e��optimal design 	��
��
in the Chebyshev regression model ����� This

implication is obvious for the lower bound� while the upper bound requires the additional
argument that the support of the optimal design 	��

��
must either contain the point � or

consists of less than m� � points� Finally m� � points in the interval ��� �� including the
right boundary correspond to �m � � points in the interval ��a� a� including the center �
by the transformation �����
Note that the upper bound in ����� follows directly from Pukelsheim ����� p� ���� Let

	���� 


�
x� x� � � � xn
w� w� � � � wn

�
�����

denote the e��optimal design for the Chebyshev regression model ���� �� � � � m� If
n 
 m � � there is nothing to prove and we consider now the remaining case n � m� A
reformulation of condition �� of Lemma ��� shows that 	��

��
is e��optimal in the Chebyshev

regression model ���� if and only if there exists a constant h � � and a polynomial

��x 
 T��x�
mX
j��
j ���

qjTj�x

such that

p
hj��xj � � 	 x � ��� �������

p
hj��xij 
 � i 
 �� � � � � n�����

FDw 
 � � R
n�����

where w 
 �w�� � � � � wn
T denotes the vector of the weights of the design 	��

��
� F is an m
n

matrix de�ned by

F 




������������

T��x� � � � T��xn

T��x� � � � T��xn
���

���
���

T����x� � � � T����xn

T����x� � � � T����xn
���

���
���

Tm�x� � � � Tm�xn


������������

� R
m�n�����

�



and D is a diagonal matrix with entries ��x�� � � � � ��xn �note that these quantities are all
equal in absolute value� Note that for � � n the upper n
 n block

�Ti���xj
n
i�j��

of the matrix F in ����� is non�singular because of the Chebyshev property of the system
fT��x� � � � � Tn���xg �see Karlin and Studden ������� In this case ����� would imply
w 
 �� which is impossible for the optimal design� Consequently we obtain n � � which
yields one of the lower estimates in ������
In order to establish the second estimate n � �m � ��� � � we will prove below that the
existence of a nontrivial solution � 
 Dw � R

n of ����� implies that the integral equationZ �

��

��xQ�xT��x
dxp
�� x�


 ������

holds for all polynomials Q of degree � m� n� where

��x 

nY
i��

�x� xi

denotes the supporting polynomial of the design 	����� If this equivalence has been established
it follows from the assumption n � m that the polynomial ��xT��x of degree � � n
is orthogonal to all polynomials Q�x of degree less or equal than m � n� Assume that
n � m��

�
� then ��xT��x would be of degree m��

�
and m� n would be bounded from below

by m��
�
� Consequently we can use Q�x 
 ��xT��x in ����� which is impossible proving

that n � m��
�

� ��
In order to prove the remaining implication

����� � �����

assume that � � R
n is a nontrivial solution of F� 
 �� which means that there exist two

linearly independent columns of the matrix F �note that n � m� Let z� z�� � � � � zm�n denote
complex numbers and de�ne an �m � � 
 �m � � matrix B�z by adding an additional
row and m� n � � additional columns� i�e�

B�z 




�����
T��x� � � � T��xn T��z T��z� � � � T��zn�m

T��x� � � � T��xn T��z T��z� � � � T��zn�m
���

���
���

���
���

Tm�x� � � � Tm�xn Tm�z Tm�z� � � � Tm�zn�m


����� ������

If x�� � � � � xn� z� z�� � � � � zm�n are all distinct we have

detB�z �
 �

because this determinant is proportional to a Vandermonde determinant based on these
points� Assume that z�� � � � � zm�n are distinct and di�erent from the xi� then we obtain by
Laplace�s rule the representation

detB�z 

mX
i��

biTi�z

�



where b� 
 � because the corresponding determinant obtained by deleting the �n��th col�
umn and ����th row contains two linearly dependent columns �note that this determinant
contains the matrix F de�ned in ������� Therefore the orthogonality ����� implies

Z �

��

detB�z � T��z dzp
�� z�



mX
i��

bi

Z �

��

Ti�zT��z
dzp
�� z�


 �������

On the other hand the de�nition ����� yields detB�zi 
 � �i 
 �� � � � � m � n and
detB�xi 
 � �i 
 �� � � � � n which shows that

detB�z 

nY
i��

�z � xi
m�nY
i��

�z � zi 
 ��zQ�z ������

where the last equation de�nes the polynomial Q� Because z�� � � � � zm�n are arbitrary com�
plex numbers the identities ����� and ����� imply that ����� holds for any polynomial of
degree m� n� which completes the proof of Theorem ����

�

For a given support the optimal weights of a c�optimal design can be obtained by standard
formulas �see e�g� Studden ����� or Pukelsheim and Torsney ������� The following
formulas for the weights of the optimal designs for estimating individual coe	cients are
obtained from general results on quadrature formulas �see Stroud and Secrest ������ and
provide an alternative and interesting representation for the weights of the ek�optimal
designs in the case of trigonometric regression� For the sake of simplicity we state these
results only for the Chebyshev regression model ����� the situation for the model �����
is similar �see Theorem ��� and the trigonometric case is obtained by the transformation
���� �see the following sections�

Lemma ��� Let n � m� � and

	� 


�
x� � � � xn
w� � � � wn

�

denote an e��optimal design in the Chebyshev regression model ����� �� � � � m� then the
weights can be represented by the formula

wi 

jAijPn
j�� jAjj i 
 �� � � � � n�����

where the quantities Ai are given by

Ai 


Z �

��

�i�xT��x
dxp
�� x�

i 
 �� � � � � n�����

�



and

�i�x 

nY

j��
i��j

x� xj
xi � xj

denotes the ith Lagrange interpolation polynomial with nodes x�� � � � � xn�

Proof� The proof consists of two steps� At �rst we will show that for a given �distinct
support the space of solutions of the equation ����� is of dimension � and as a consequence
the vector w is uniquely determined by normalization� Secondly� we will demonstrate that
the weights given by ����� and ����� de�ne such a solution�
For the proof of uniqueness assume that �� 
 ����� � � � � ��n

T and �� 
 ����� � � � � ��n
T are

two linearly independent solutions of the equation FD� 
 � where the matrix F has been
de�ned in ������ Let �F denote the �m��
 n matrix obtained from the m
 n matrix F
by adding the row �T��x�� � � � � T��xn between the �th and ����th row� then the identity
����� and FD�i 
 � �i 
 �� � imply

�FD�i 

�

hi

nX
j��

�ij � e� i 
 �� ��

Whenever n � m � � the �rst n rows are linearly independent� If
Pn

j�� �ij 
 � for some
i � f�� �g this would imply �i 
 � contradicting to the non triviality of these vectors�
Consequently we have

Pn
j�� �ij �
 �� i 
 �� � which yields �by the same argument that

these vectors are linarly dependent� For this reason the dimension of the space of solutions
of the equation ����� is one and the component of any nontrivial solution must be all of
the same sign �because there exists at least one solution of FD� 
 � yielding the weights
of the e��optimal design�
For the second part we distinguish the cases n 
 m�� and n � m� For the latter case note
that by the proof of Theorem ��� the existence of a solution of the system ����� implies
the identity Z �

��

Q�x��xT��x
dxp
�� x�


 �

for all polynomialsQ of degreee � m�n� It then follows from standard results on quadrature
formulas �see e�g� Stroud and Secrest ������ p� �� that there exists weights ��� � � � � �n such
that the identity Z �

��

P �xT��x
dxp
�� x�



nX

j��

�jP �xjT��xj�����

holds for all polynomials P of degree m� In other words the quadrature formula ����� is
exact for all polynomials of degreem� Because n � m we can use the Lagrange interpolation
polynomials ���x� � � � � �n�x with nodes x�� � � � � xn in ������ which yields

Ai 


Z �

��

�i�xT��x
dxp
�� x�


 �iT��xi i 
 �� � � � � n

��



and Z �

��

P �xT��x
dxp
�� x�



nX

j��

AjP �xj�����

for all polynomials P of degree � m� Note that the Ai do not vanish simultaneously� because
otherwise the left hand side of ����� would be zero� which is impossible� Moreover� from
the orthogonality relation ����� for the Chebyshev polynomials of the �rst kind we have

� 


Z �

��

Ti�xT��x
dxp
�� x�



nX

j��

AjTi�xj

whenever i � f�� � � � � �� �� � � �� � � � � mg� But this system is equivalent to FA 
 �� where
A 
 �A�� � � � � An

T and F is de�ned in ������ which proves that D�A�� � � � � An
T is a

solution of ������ The assertion of Lemma ��� in the case n � m now follows from Lemma
��� and the �rst part of this proof�
For the remaining case n 
 m � � recall the de�nition of the matrix

�F 
 �Ti�xj��i�j�������m � R
m���m��

and de�ne �Fi�x as the matrix obtained from �F by replacing the ith column by the vector
�T��x� � � � � Tm�x

T � With these notations the Lagrange interpolation polynomials can be
represented as

�i�x 

det �Fi�x

det �F
i 
 �� � � � � m� �

�note that �F is nonsingular by the Chebyshev property of the polynomials T��x� � � � � Tm�x�
and we obtain from the orthogonality �����

Ai 


Z �

��

�i�xT��x
dxp
�� x�


 c�
det �Fi�

det �F

where c� 
 �� c� 
 ��� if � � � and the matrix �Fi� is obtained from �F deleting the ith
column and ����th row �i 
 �� � � � � m��� � 
 �� � � � � m� It now follows from Corollary ���
in Pukelsheim ����� that the quantities de�ned in ����� give the weights of the e��optimal
design�

�

� Optimal designs on the full circle and the quadratic

trigonometric regression model

In this section we will study the case of the full circle as design space in more detail and
indicate that on arbitrary intervals the situation becomes extremely di	cult� It turns out
that for many but not for all cases optimal designs for estimating the individual coe	cients
in the trigonometric regression model ���� with design space ���� �� can be found explicitly�

��



Theorem ��� Consider the trigonometric regression model ����� on the design space
���� ���
�a� For any � such that m�� � � � m and any � � ��� �

��
� the design

���� 


�
�� �� � �

�
� � � �� � ����

�
� �

�
��
� � �

��
� � � �

��
�

�
����

is optimal for estimating the parameter ���� Moreover� in this case �����
�
�� 
 ��

�b� For any � such that m�� � � � m the design ���� de�ned by ����� is optimal for the
estimation of the intercept ���

�c� For any � such that m�� � � � m the design

������ 


�
�� � �

��
�� � ��

��
� � � �� � ����

��
� ��

��
� �

�
��

�
��

� � � �
��

�
��

�

is optimal for estimating the coe	cient ������ Moreover� in this case �������
�
���� 
 ��

Proof� We will only consider the �rst case �a� the remaining parts are treated similary�
The proof follows essentially by an application of Lemma ��� and discrete orthogonality
properties for the Chebyshev polynomials of the �rst kind� To be precise let ti 
 �� � i

�
�

�i 
 �� � � � � �� and consider the trigonometric polynomial ��t 
 cos��t� which obviously
satis�es condition �� and �� of Lemma ��� with h 
 �� In order to prove the remaining
condition �� we have to establish the identities

s�j 


Z �

��

��tf�j�td�
�
���t 


�

��

����X
i��

cos�jti cos��ti 
 �����

for all j 
 �� �� � � � � �� �� �� �� � � � � m� and

s�j�� 


Z �

��

��tf�j���td�
�
���t 


�

��

����X
i��

sin�jti cos��ti 
 �����

for all j 
 �� � � � � m� Note that the relation ���� is obvious by the symmetry of the design
����� For the quantities s�j we obtain with the notation xi 
 cos�ti 
 cos��ti 
 cos�t���i
i 
 �� � � � � �

s�j 

�

��
fTj�x�T��x� � Tj�x�T��x�g� �

�

���X
i��

Tj�xiT��xi�

Note that x�� � � � � x� are the extremal points of the Chebyshev polynomial of the �rst kind
and that orthogonality properties of these polynomials with respect to discrete measures

��



�see Rivlin ������ Exercise ������� show that s�j 
 � if and only if for all j � f�� � � � � � �
�g � f�� �� � � � � mg the quantities

�� j and j�� jj
are not multiples of ��� A simple calculation shows that this is obviously satis�ed if � � m���
which completes the proof of the �rst assertion of Theorem ����

�

Example ��� It is interesting to note that in the case � � m�� there exists an extremal
polynomial for the design ���� such that the inequality �� of Lemma ��� is satis�ed �in other
words the usual checking condition of the equivalence theorem is ful�lled� but the design
���� does not allow the estimability of the parameter ��� �because the identity �� in Lemma
��� is not satis�ed� For example� consider the case m 
 � and � 
 � for which a possible
candidate for e��optimality is the design

��� 


�
�� � �

�
�
� � �

�
�

�
�

In this case the polynomial ��t 
 cos t� cos��t satis�es condition �� and �� of Lemma
��� with h 
 ��� but does not satisfy ��� This corresponds to the non�estimability of the
parameter �� by the design ��� �i�e� e� �� M������ A similar observation can be made in the
design problem for the estimation of the parameters corresponding to the sine terms in the
model �����
We also mention the two cases not covered by Theorem ��� in this example� The optimal
design for estimating the coe	cient of cos��t in in the trigonometric regression model of
degree � on the interval ���� �� is given by

��� 


�
���

�
��

�
�
�

��
�

�
�

�
�

�
�

�
�

�

with extremal polynomial ��t 
 sin t���� sin��t� while the optimal design for estimating
the coe	cient of sin t is given by

��� 


�
���

	
��

	
�
	

��
	

�
�

�
�

�
�

�
�

�

with extremal polynomial ��t 
 cos t � ��� cos��t� The optimality of these designs can
veri�ed by an direct application of Lemma ����

Example ��� Consider the case m 
 � and the trigonometric regression model ���� on
the design space ���� ��� By part �a of Theorem ��� the design

��� 


�
�� ��

�
� �

�
�

�
�
� � �

�
�
�

�
�
�

�
����

��



is optimal for estimating the coe	cient of the term cos��t in ���� whenever � � ��� �����
Note that formally this design is not symmetric �except if � 
 �



 but this non symmetry is

arti�cal� because the boundary points �� and � can be identi�ed due to the ���periodicity
of the regression functions� Similary� the design

��� 


�
�� � �

�
�
� � �

�
�

�
����

is optimal for estimating the parameter of the term cos t whenever � � ��� ���� and the
designs ��� and ��� are optimal for estimating the intercept in the trigonometric regression
model ����� We also note that there are more optimal designs for estimating the intercept�
e�g�

��� 


�
���

�
� ��

�
�
�

�
�

�
�

�
�����

The ���optimality of the design ��� can be shown by a direct application of Lemma ���
observing that the corresponding blocks in ���� are given by Ms��

�
� 
 � � R

��� and

Mc��
�
� 


�

�
�

�
B� � � �

� � �

� � �

�
CA �

Finally� by part �c of Theorem ��� we obtain that the designs

��� 


�
���

�
��

�
�
�

��
�

�
�

�
�

�
�

�
�

�
����

and

��� 


�
��

�
�
�

�
�

�
�

�
����

are optimal for estimating the coe	cients of the terms sin��t and sin�t in the quadratic
regression model on the interval ���� ��� respectively�

Example ��� The �nal example of this section will investigate the optimal designs for
the quadratic trigonometric regression model ���� on the partial circle ��a� a� indicating
the particular di	culties caused by this restriction� We give a complete solution of this
problem� where the results are obtained from the following sections� At this point the
optimality of the particular designs can be directly veri�ed through Lemma ��� �which is
left to the reader and the examples should serve as a motivation for the more technical
considerations in the following sections�
It is easy to see that for a � ���� the design given in ���� is optimal for estimating the
intercept in the trigonometric regression of degree � on the interval ��a� a�� If a � �

�
� the

��



situation changes and the design

����a 


�
�a t� � t� a

w�
� w�

� w�
� w�

� w�
�

�
����

with
t� 
 t��a 
 arccos�cos�a�� � ��������

and

w�
� 
 w�

��a 

� � � cos a

� � � cos a� cos� a
� w�

� 

� � �cos a��

� � � cos a� cos� a
�����

is e��optimal on the interval ��a� a� �see Theorem ��� below�
The optimal design for the estimation of the coe	cient of cos t on the interval ��a� a� is
obtained as

����a 


�
�a �� � a � � a a
�
�

�
�

�
�

�
�

�
�����

if arccos����� � a � � �see Example ��� below and as

����a 


�
�a �t� � t� a

w�
�

�
�

w�
�

�
�
w�
�

�
�����

in the case � � a � arccos������ where t� is de�ned by ����� and the weights w�
� and w�

�

are given by

w�
� 


�

��

cos a� �

cos a� �
� w�

� 

�

�
� �w�

������

�see Theorem ��� below� Finally� the design for estimating the coe	cient of cos��t on the
interval��a� a� is given by

����a 


�
�a �t� � t� a
�



�
�

�
�

�
�

�



�
�����

where the point t� is de�ned by ����� �see Example ��� below� We also note that the
points � 
 cos �� x� 
 cos t� and � 
 cos a are the extremal points of the Chebyshev
polynomial of the �rst kind

T�

�
�x� �� �

�� �

�
on the interval ��� �� and demonstrate in the following section that this is a general property
of e���optimal designs for su	ciently small design spaces �see Theorem ��� below�
The description of the optimal designs for the estimation of the coe	cients corresponding
to the sine�terms is more complicated� De�ne e as the unique positive solution of the
equation

e� � �e� � cos a � e� � sin a� �e � cos a� � 
 �

and
t� 
 t��a 
 arccos e������

��



If �
�
� a � � the optimal design for estimating the coe	cient of sin t on the interval ��a� a�

is given by

����a 


�
��

�
�
�

�
�

�
�

�
�����

�see Corollary ��� below while for � � a � �
�
the design

����a 


�
�a �t� t� a

�
�
� w�

� w�
� w�

�
�
�
� w�

�

�
�����

with t� de�ned by ����� and

w�
� 
 w�

��a 

�

�

cos�a�cos�a� ��cos�a � ��cos�ae� �e� � �

�cos�a� e�cos�ae� � ��� � cos�a�e� � � cos�ae� cos�a�e � cos�a� � �
�����
is e��optimal on the interval ��a� a� �see Theorem ��� below�
Similary� if �

�
� � a � � the design

����a 


�
���

�
��

�
�
�

��
�

�
�

�
�

�
�

�
�

�
�����

is optimal for estimating the coe	cient of sin��t in the quadratic trigonometric regression
on the interval ��a� a� �see Corollary ��� below� while for � � a � �

�
� the e��optimal design

is of the form ����� with t� given by ����� and weight w�
� de�ned by

w�
� 
 w�

��a 

�

�

�cos�a� ��cos�a � ��e cos�a � �� �e�

�cos�a� e�cos�a � e cos�a� � e� cos�a� e�
�����

�see Theorem ��� below�

� Optimal designs for estimating individual coe�cients

of cosine terms on a partial circle

In this section we investigate e���optimal design for �� � � � m for the trigonometric
regression model ���� with design space ��a� a� in more detail� It is demonstrated that
there exists a point� say a�� � ��� ��� such that for all a � a�� the optimal design for
estimating the parameter ��� in the trigonometric regression on the interval ��a� a� can be
found explicitly� Our second result gives a lower bound for a�� � while it is indicated at the
end of this section that an explicit solution of the e���optimal design problem for any value
of a satisfying a�� � a � � can only be expected in particular cases�

��



Theorem ��� Consider the trigonometric regression model ����� on the interval ��a� a�
and let

ti 
 ti�a 
 arccos
n�� �

�
cos

i�

m
�

� � �

�

o
i 
 �� � � � � m�����

xi 
 cos ti �i 
 �� � � � � m denote the extremal points of the mth Chebyshev polynomial

Tm�
�x� �� �

�� �


of the �rst kind on the interval ��� �� 
 �cos a� ��� de�ne weights

w� 

A�Pm
j��Aj

� wi 

Ai

�
Pm

j��Aj

i 
 �� � � � � m����

where

Ai 
 ���m���i �
Z �

��

�i�xT��x
dxp
�� x�

i 
 �� � � � � m����

and �i�x denotes the ith Lagrange interpolation polynomial with nodes xi 
 cos ti �i 

�� � � � � m� For any � � f�� � � � � mg the quantity

a�� 
 a���m 
 supfa � ��� �� j Ai � � for all i 
 �� � � � � mg����

is always positive and the design

�����a 


�
�tm � � � �t� t� t� � � � tm
wm � � � w� w� w� � � � wm

�
����

is optimal for estimating the parameter ��� in the trigonometric model ����� on the interval
��a� a�� whenever a � a�� �

Proof� In a �rst step we will prove that if the parameter a approaches � the quantities Ai

de�ned in ���� are all positive� To this end let si 
 cos� i�
m
 denote the extremal points of

the Chebyshev polynomial of the �rst kind Tm�x� Following Sahm ����� we have

�m��
mY
j��
j ��i

�si � sj 

d

dx
�x� � �Um���x

���
x�si



d

dx
�Tm���x� xTm�x

���
x�si


 �m� �Um�si�msiUm���si� Tm�si 

���i
�i

where �� 
 �m 
 ����m and �i 
 ��m if � � i � m � �� For the derivation of this
identity we used the well known facts �see Szeg o ������ T �

k�x 
 kUk���x� Um�si 
 ���i

��



if � � i � m� � and Uk�� 
 ���kUk��� 
 k � �� This implies for the weights in ����

Ai 
 ���m���i �
Z �

��

mY
j��
j ��i

x� xj
xi � xj

T��x
dxp
�� x�



�m�����m��
��� �m

�i

Z �

��

mY
j��
j ��i

��x� �� �� f�� �gsj � T��x dxp
�� x�

�

This means that for a� � �which implies � 
 cos a� � we have

lim
a��

��� �mAi 
 ��m�����m���i
Z �

��

�x� �mT��x
dxp
�� x�


 �i�
�m��

Z �

��

�� � xmT��x
dxp
�� x�


 �i�
�m��!�

�
�
!�m � �

�


!�m� �

P
�m��m���
� ���
P

�m��m���
� ��


 �i�
�m��!�

�
�
!�m � �

�


!�m � �� �

!�m � �

!�m� � � �

where P �����
n �x denotes the nth Jacobi polynomial �see e�g� Szeg o ������� the second

equality follows by the substitution x � �x and T���x 
 ����T��x� the third equality
is obtained from the identity �������� in Szeg o ����� and the �nal equality is a consequence

of the relations P
�����
� �� 
 !�������f!����!����g and P �����

� ��x 
 P
�����
� �x����

�see formula ������ and ������ in the same reference�� Consequently� if a� � all quantities
Ai de�ned in ���� are positive and by continuity the supremum a�� de�ned by ���� is also
positive�
For the proof of the second assertion of Theorem ��� recall that by Lemma ��� the e���
optimality of the design �����a de�ned by ���� in the trigonometric regression model ���� is
equivalent to e��optimality of the design

	��
���a




�
x� x� � � � xm
w� �w� � � � �wm

�

in the Chebyshev regression model ���� on the interval �cos a� ��� We will now use Lemma
��� to establish this optimality� To this end assume that a�� � a and de�ne

��x 
 Tm�
�x� �� �

�� �
 � �� 


mX
j��

bjTj�x����

where the coe	cient �� is de�ned by the condition that the coe	cient b� of T��x in the
above expansion of � equals one and � 
 cos a� This polynomial obviously satis�es the
condition �� and �� of Lemma ��� with h 
 ����� As demonstrated in the proof of

��



Theorem ��� the condition �� of this Lemma is equivalent to the existence of a solution of
the equation

FDw 
 �����

with positive coe	cients� where D 
 diag������ � � � � ���m and the matrix F is de�ned
by ������ However� it is demonstrated in the second part of the proof of Lemma ���� that
the vector �A���A�� � � � ���mAm is always a solution of F� 
 �� Because Ai � � �i 

�� � � � � m whenever a � a�� it follows that the vector �w 
 � �w�� � � � � �wm

T with

�wi 

AiPm
j��Aj

� i 
 �� � � � � m

is a solution of ���� with positive coe	cients� Consequently� by Lemma ��� the design

	��� 


�
x� x� � � � xm
�w� �w� � � � �wm

�

is optimal for estimating the parameter � in the Chebyshev regression model ����� The
assertion now follows from the above discussion� which shows that the design �����a de�ned
in ���� is optimal for estimating the coe	cient ��� in the trigonometric regression ����
on the interval ��a� a�� whenever a � a�� � The remaining assertion for a 
 a�� follows by
continuity�

�

Corollary ��� If a � � the optimal design �����a for estimating the parameter ��� in the
trigonometric regression model ����� on the interval ��a� a� converges weakly in the following
sense

lim
a��

�����a���a� at� 
 ������� t� 	 t � ���� ��
where the design �� is de�ned by

�� 


�
�ym �ym�� � � � �y� y� y� � � � ym�� ym

�
�m

�
�m

� � � �
�m

�
�m

�
�m

� � � �
�m

�
�m

�

and the points y�� � � � � ym are given by

yi 
 cos
���m� i

�m

�
i 
 �� � � � � m�

Proof� The assertion for the weights follows from the transformation ���� and the �rst part
of the proof of Theorem ���� which shows that for a� � the weights in the corresponding
design problem in the Chebyshev regression model ���� satisfy

lim
a��

��i 


�
�
�m

if i 
 �� m
�
m

if i 
 �� � � � � m� � �

��



m 
 � m 
 � m 
 � m 
 �

� ���� ������� ������� �������

cos�x ������� ������� ������� �������

cos��x � ���� ������� �������

cos��x � ������� �������

cos��x � �������

cos��x �

Table ���� Critical values a�� � de�ned in �
�
� for various values of � and m� The optimal
design for estimating the coee�cient ��� in the trigonometric regression model ����� on the
interval ��a� a� is of the form �
���� whenever a � a�� �

The proof is completed by showing that the scaled support points �ti�a 
 ti�a�a de�ned
in ���� satisfy

lim
a��

�ti�a 
 lim
a��

ti�a

a

 yi 
 cos

���m� i

�m

�
� i 
 �� � � � � m�

To this end we use the expansion cos x 
 �� x���� o�x� and obtain from ���� for a� �

�� ��ti�aa
�

�
� o�a� 
 cos ti�a 
 �� a�

�
��� cos

i�

m
 � o�a�

which gives by the identity cos �x 
 � cos� x� �

�t�i �a 

�

�
��� cos

i�

m
 � o�a� 


�

�
�� � cos

��m� i

m
 � o�a�



�
cos

��m� i

�m

��
� o�a� i 
 �� � � � � m

and proves the assertion�
�

The critical bound a�� can be determined numerically from ���� and ���� by standard
numerical integration� Table ��� gives some of the critical points a�� obtained from Theorem
��� for various degrees of the trigonometric regression model� Note that Theorem ��� covers
a relatively large range of the interval ��� ��� The following theorem shows that the critical
bound of ���� is at least ��� independent of the parameter which has to be estimated�

Theorem ��� Let x�� denote the smallest zero of the polynomial

�
d

dx
�f�x� �Um���xg � 
 �� � � � � m� �����

��



and x�m 
 � then for any � � f�� � � � � mg the critical value a�� de�ned in �
�
� satis�es

a�� � a��� 
 arccos
x�� � �

x�� � �
�

In particular we have a�� � a��� � ��� for all � � f�� � � � � mg and for any �xed � we have

lim
m��

a��� 

�

�
�

Proof� Note that by Lemma ��� a design ���� is e���optimal in the trigonometric regression
if and only if the measure 	��

��
induced by the transformation ���� is t���optimal in the

ordinary polynomial regression on the interval ��� ��� where t�� 
 T��e� and T denotes the
matrix of coe	cients of the Chebyshev polynomial of the �rst kind de�ned by ������ Let
ti�j denote the entries of the matrix T��� then it follows by Cramer�s rule that

ti�j 
 � whenever i � j is odd

ti�j 
 � whenever i � j�

Moreover� the nonvanishing coe	cients in the Chebyshev�expansions of the monomials

xk 


kX
j��

	k�jTj�x k 
 �� � � � � m

are all positive �see e�g� Rivlin ������ Exercise ������� and as a consequence the vector
t�� 
 T��e� can be written as

t�� 


bm��
�

cX
j��

���je���j����

with positive coe	cient ���j �j 
 �� � � � � bm��
�
c� � 
 �� � � � � m� We will now investigate the

e���j�optimal designs in ordinary polynomial regression using recent results of Sahm ������
Note that the design space� which has to be considered� is the interval ��� ��� where �� �
as a� �� Sahm ����� showed that the structure of the optimal design for estimating the
ith coe	cient in an ordinary polynomial regression on the interval ��� �� is determined by
the symmetry parameter s�� 
 ���������� In particular he proved that the ei�optimal
design for the ordinary polynomial regression is supported at the transformed Chebyshev
points

xj 
 cos�tj 

�� �

�
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j�

m
 �

� � �

�
j 
 �� � � � � m�����

whenever

s�� 

� � �

�� �
� x�i �

��



where x�i is the smallest zero of the polynomial

�
d

dx
if�x� �Um���xg �

if � � i � m� � and x�m 
 �� Now it is easy to see that the zeros of the polynomials

�
d

dx
if�x� �Um���xg

and

�
d

dx
i��f�x� �Um���xg

are interlacing and consequently we have for the smallest roots of these polynomials

x�i � x�j

whenever i � j� This implies that whenever

a � a��� 
 arccos
x�� � �

x�� � �

we have

a � arccos
x�i � �

x�i � �
i 
 �� �� �� � � � � m

and consequently it follows from Sahm ����� that in this case for all i 
 �� ���� � � � � m the
ei�optimal designs in the ordinary polynomial regression on the interval ��� �� are supported
at the points in ������ We will now prove that the t���optimal design in the ordinary
polynomial regression �which is the e��optimal design for the Chebyshev regression �����
is also supported at the full set of Chebyshev points de�ned in ������ whenever a � a��� �
If this assertion has been proved we obtain from Lemma ��� that the weights of the design
	��

��
are given by ����� and ������ which implies that the quantities

Ai 
 ���m���i

Z �

��

�i�xT��x
dxp
�� x�

de�ned in ���� are positive for all a � ��� a��� � This follows because by the �rst part of this
proof the quantities Ai are positive if a� � and they have to be of the same sign� because
we will prove below that for all a � ��� a���  the design 	��

��
is supported at the full set of

Chebyshev points�
To this end recall that for � � a � a��� the e���j�optimal design �j 
 �� � � � � bm��

�
c is

supported at the Chebyshev points de�ned in ����� with extremal polynomial given by
����� Lemma ��� for the vector f�x 
��� x� � � � � xmT shows that the corresponding vector
of optimal weights wj 
 �wj

�� � � � � w
j
m

T satis�es

GjDwj 
 � � j 
 �� � � � � bm� �

�
c �

��



where the matrix D is given by D 
 ���m�� � diag������ � � � � ���m and the matrix Gj

is obtained from the matrix
�G 
 �xiji�j�������m

by deleting the ��� �j � �th row� The condition �� of the same Lemma implies for some
hj � �

�GDwj 

�

hj
e���j � j 
 �� � � � � bm� �

�
c �

which yields that for all j � f�� � � � � bm�j
�
cg the �k � �th component of the vector

�G��e���j

is nonzero and has sign ���k���m �by the pattern of the diagonal elements of the matrix
D� Introducing the notation �see Studden ������

D	�c 


����������

� � � � � � � � � � c�
x� � � � x	�� x	�� � � � xm c�
���

���
���

���
���

xm� � � � xm	�� xm	�� � � � xmm cm

����������
� 
 �� � � � � m

for a vector c 
 �c�� � � � � cm � R
m�� � we obtain for this component the representation

� �
 eTk �G��e���j 
 ���m�kDk�e���j

det �G
j 
 �� � � � � bm� �

�
c� k 
 �� � � � � m�����

and consequently Dk�e���j has sign ���� for all j 
 �� � � � � bm��
�
c� Therefore it follows

from the representation ����

Dk�t�� 


bm��
�

cX
j��

���jDk�e���j �
 �

for all k 
 �� � � � � m and the results of Studden ����� show that the t���optimal design in
the ordinary polynomial regression is supported on the full set of Chebyshev points de�ned
by ������ whenever � � a � a��� � By the discussion at the beginning of this paragraph the
quantities Ai de�ned in ���� are all positive for a � ��� a���  which implies a��� � a�� and
completes the proof of the �rst part of the theorem�
For the second part we note that all zeros of the polynomial �x � �Um���x are real and
located in the interval ���� �� �see e�g� Szeg o ������ and consequently the roots of the �th
derivative have the same property� which implies x�� � �� or equivalently a��� � arccos � 

���� Similary the roots of �x � �Um���x become dense in the interval ���� �� as m�
�see Van Assche ������ and by of the interlacing property the zeros of the �th derivative
have the same property� which implies for any �xed �

lim
m��

a��� 
 lim
m��

arccos
x�� � �

x�� � �

 arccos � 


�

�

��



and completes the proof of the theorem�
�

Example ��� Consider the case of estimating the coe	cient of the highest cosine term�
i�e� � 
 m in Theorem ���� In this case the polynomial de�ned in ���� is constant� which
implies a��m 
 a�m 
 �� and the e�m�optimal design in the trigonometric regression model
on the interval ��a� a� is given by ���� for any a � ��� ��� Moreover� the weights of the
e�m�optimal design can be found explicitly by a careful inspection of the proof of Theorem
���� which shows that this design is obtained from the t�m�optimal design in an ordinary
polynomial regression on the interval ��� �� with � 
 cos a� The representation ���� shows
that the vectors t�m and em are linearly dependent and consequently this design is the D��
optimal design in an ordinary polynomial regression on the interval ��� ��� The D��optimal
design for polynomial regression has been determined by many authors on the interval
���� �� �see e�g� Studden ������ ���� or Spruill ������� Because this problem is invariant
under a	ne transformations the t�m�optimal design in the ordinary polynomial regression
puts masses �

�m
� �
m
� � � � � �

m
� �
�m

at the points x�� x�� � � � � xm where xi 
 cos ti �i 
 �� � � � � m
and the nodes ti are de�ned by ����� Observing the transformation ���� it follows that
for any a � ��� �� an optimal design for estimating the coe	cient ��m in the trigonometric
regression model on the interval ��a� a� is given by

���m 


�
�tm �tm�� � � � �t� t� t� � � � tm�� tm
�
�m

�
�m

� � � �
�m

�
�m

�
�m

� � � �
�m

�
�m

�
�

where the support points ti are de�ned in �����

Example ��� Consider the case of estimating the coe	cient ��m�� in the trigonometric
regression model ����� that is � 
 m�� in Theorem ���� In this case we have by induction

�
d

dx
m��f�x � �Um���xg 
 �m� �" � f� �mxg

which gives x�m�� 
 � �
m

and

a��m�� 
 arccos
��m

m� �
�

Consequently� the e�m���optimal design is supported at the points de�ned in ���� whenever

� � a � arccos�
��m

� �m


�see also formula ����� in Example ���� where the case m 
 � is considered��
In this case we are also able to �nd the optimal designs for a � a��m�� using the recent results
of Sahm ����� and the arguments given in the proof of Theorem ���� More precisely� the
e�m���optimal design for the trigonometric regression on the interval ��a� a� is obtained
from the t�m� ��optimal design in the ordinary polynomial regression on ��� ��� Formula

��



���� shows that this problem is equivalent to the em���optimal design problem in the same
model� Theorem ���b of Sahm ����� shows that in the case

� � �

�� �
� �� �

m
�� �

m
� ��� �

m

�� cos���m

� � cos���m
�

the optimal design is supported at the points

xj 
 �
� �m cos� j�

m


��m
j 
 �� � � � � m�����

�the formula for the corresponding weights is omitted for the sake of brevity� The trans�
formation ���� shows that for a � �arccos ��m

m��
� arccos ����

����
� the e�m���optimal design in the

trigonometric regression ���� on the interval ��a� a� has only �m support points

�tm � tm��� � � � ��t�� t�� � � � � tm�

where tj 
 arccos xj �j 
 �� � � � � m and

�� 
 � �

m
� ��� �

m

�� cos���m

� � cos���m
������

Consider as a concrete example the case m 
 � discussed in Section �� where �� 
 � and
x� 
 �� x� 
 �� Here a symmetric e��optimal design in the trigonometric regression of
degree m 
 � on the interval ��a� a� is supported at the four points �a��� � a� � � a� a�
whenever arccos����� � a � �� as claimed in formula ����� of Example ���� In the
general case m � � it follows that �� � � and a third case appears� for which the solution
of the optimal design problem in the corresponding polynomial regression cannot be found
explicitly �see Sahm ������� In this case the optimal designs for estimating the coe	cient
��m�� in the trigonometric regression on the interval ��a� a� is supported on �m points
�including the points �a and a and can be obtained by the methods introduced in Dette�
Melas and Pepelyshe� ����� and the transformation �����

� Optimal designs for estimating individual coe�cients

of the sine terms on a partial circle

In this section we concentrate on the optimal design problem for the estimation of the
individual coe	cients corresponding to the sine terms in the trigonometric regression model
����� Example ��� already indicates that the situation for this case is substantially more
di	cult� Moreover� it also indicates that the e�� and e��optimal design for the quadratic
trigonometric model have the same support points� whenever a � �

�
� One of our main

results of this section shows that this property is also true for general degree m � �� In
other words� if a is reasonable small �which will be made precise later the support points of
the e�m���optimal design in the trigonometric regression model ���� on the interval ��a� a�
coincide with the support points of e�����optimal design for any � � f�� � � � � mg�

��



For this reason we will start our investigations of the sine case with a careful discussion of
the optimal design problem for the estimation of the parameter ��m�� in the trigonometric
regression model ����� In this case we use the implicit function theorem to determine
the optimal design� a technique� which was introduced by Melas ����� in the context of
optimal design� Our �rst result is an immediate consequence of Theorem ��� and Lemma
����

Corollary ��� Let m�� � � � m and ��� � ���� � a � �� then the optimal design for
estimating the coe	cient ����� in the trigonometric regression model ����� on the interval
��a� a� is given by the design ������ de�ned in part c of Theorem ����

In the following we consider the optimal problem for the estimation of the parameter ��m��
and study the case � � a � ��� � ���m for which the e�m���optimal design problem is
equivalent to the em�optimal design problem in the Chebyshev regression model ����� on
the interval ��� ��� In this case the function � in Lemma ��� is of the form

�m�x 

p
�� x��Um���x � bm��Um���x � � � � b�U��x � b�����

and it follows from Threom ��� that the em�optimal design 	��
�m���a

has m support points�
including the boundary point �� Morover� the point x 
 � cannot be a support point of
the design 	��

�m���a
� because this point is a root of the extremal polynomial �� Therefore�

by the transformation ����� the optimal design for estimating the parameter ��m�� in the
trigonometric model is of the form

����w� 


�
�a at� � � � atm �atm � � � �at� a

�
�
w�

�
�
w� � � � �

�
wm

�
�
wm � � � �

�
w�

�
�
w�

�
����

where

w � V �

n
w 
 �w�� � � � � wm

T jwi � ��
mX
j��

wj 
 �
o


 � T �

n
t 
 �t�� � � � � tm

T j � � � t� � � � � � tm � �
o
�

For w � V and 
 � T de�ne � 
 x� � x� � � � � � xm � � by xi 
 xi�
 
 cos�ati
�i 
 �� � � � � m and

	�
� w 


�
� x� � � � xm

w� w� � � � wm

�
����

as the design obtained from the measure ��
� w by the transformation ����� then a straight�
forward calculation and an application of the Cauchy#Binet formula show

eTmM
��
s ���
� wem 


detMs���
� w

detMs���
� w



mX
i��

�

��� x�i 
Q

j ��i�xj � xi�wi

����

��



where x� 
 �� A � R
m���m�� denotes the matrix obtained from A � R

m�m by deleting
the mth row and column� Consequently for given points x�� � � � � xm the optimal weights
are obtained as

w�
i 
 w�

i �a 

���m�if

p
�� x�i

Q
j ��i�xi � xjg��Pm

k�����m�kf
p

�� x�k
Q

j ��k�xk � xjg��
�����

while the value of the criterion ���� for the optimal weights w� 
 �w�
�� � � � � w

�
m is given by

��x� a �
 eTmM
��
s ���
� w�em 


�
mX
i��

���m�if
q

�� x�i
Y
j ��i

�xi � xjg��
��

�����

�see also Pukelsheim ������ Section ����� A tedious calculation shows that this function is
strictly convex as a function of

x � x�T  
 fx 
 x�
 
 �cos at�� � � � � cos atm
T j 
 
 �t�� � � � � tm

T � Tg

�note that the set x�T  consists of vectors with ordered components� This yields on the
one hand that the solution x� 
 x��a of the problem

��x��a� a 
 inf
��T

��x�
� a 
 inf
�
inf
w
eTmM

��
s ���
� wem

is unique and can be obtained from ���� with x 
 x��a� where x��a is the unique solution
of the equations

�

�xi
��x� a 
 �� i 
 �� � � � � m �����

On the other hand strict convexity also implies that the matrix

J�x� a � 


�
��

�xi�xj
��x� a

�m

i�j��

����

is positive de�nite for all x � x�T � a � ��� ���� �
�m

 and by the implicit function theorem
�see e� g� Gunning and Rossi ������ the mapping

x� �

�
��� ���� �

�m
 � x�T 

a � x��a � R
m��

����

is real analytic� In other words� at any point a� � ��� ���� �
�m

 there exists a neighbour�
hood U� of a� such that x�jU� can be expanded in a convergent Taylor series� Note that the

mapping x� in ���� describes a complete solution of the em�optimal design problem in the
Chebyshev regression model ������ if the solution for one a� can be identi�ed� For this
purpose we extend x� to the region ������ �

�m
� ���� �

�m
nf�g by the de�nition

�x��a 
 x��jaj�

��



Observing the obvious relation ��x� a 
 ��x��a it follows that the function �x� is also
real analytic on the interval ����� � �

�m
� ��� � �

�m
nf�g� and the transformation x �

arccos �x�a yields that the function


 � �

�
������ �

�m
� ���� �

�m
nf�g � R

m��

a � 
 ��a
�����

with


 ��a 


�
arccos �x���a

a
� � � � �

arccos �x�m�a

a

�
�����

is also real analytic� Our next result shows that this property also holds on the complete
interval�

Lemma ��� The function 
 � de�ned in ����� and ������ can be extended to a real analytic
function on the complete interval ������ �

�m
� ���� �

�m
� where the value at the point �

is de�ned by


 ��� � 


�
cos�� � �

�m� �
� � � � � cos�

m�

�m� �


�
������

Proof� The assertion of Lemma ��� is established� if we show that the limit

lim
a��


 ��a

exists and is equal to the right hand side of ������ If a� � we obtain from the expansions

sin�at 
 at� o�a

cos�at 
 �� �at�

�
� o�a�

the representation �t� 
 ���
�

�

�m��

a��m�������x� a 

mX
i��

���m�i
ti
Q

j ��i�t
�
i � t�j

� o�a�����

and as a� � the minimization of � with respect to x � x�T  is approximately equivalent
to the minimization of the right hand side of ����� with respect to 
 
 �t�� � � � � tm � T �
For this reason we study the function

g�
 

mX
i��

���m�i
ti
Q

j ��i�t
�
i � t�j

�����

with 
 � T and t� 
 ��� The same arguments as given for the derivation of ���� show
that this minimization gives the support points of the unique em�optimal design in the
polynomial regression

E�yjt� 
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m��X
j��
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�j� t � ���� ��������

��



It is now easy to see that the measure

	� 


�
� cos � cos�� � �

�m��
 � � � cos� m�

�m��


�
�m��

�
�m��

� � � �
��m���

�
A

is optimal for estimating the coe	cient of t�m�� in the model ����� and that the corre�
sponding extremal polynomial is given by ��t 
 T�m���t��

�m��� Therefore it follows from
����� and ����� that

lim
a��


 ��a 


�
cos�� � �

�m� �
� � � � � cos�

m�

�m� �


�
�����

which proves the assertion of the Lemma� We �nally note that we also obtain a limit for
the corresponding optimal weights in ����� i� e�

lim
a��

w�
i �a 


�
�

�m��
if i 
 �

�
�m��

if i 
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�����

�

Lemma ��� shows that in a neighborhood of the point � the function


 ��a 
 �t���a� � � � � t
�
m�a �

which yields the negative interior support points of the e�m���optimal design� can be ex�
panded in a convergent Taylor series� that is


 ��a 

�X
j��


 �j
aj

j"
�����

where 
 �� 
 
 ��� is de�ned by the right hand side of ������ The coe	cients in this
expansion can be found recursively as shown in Dette� Melas and Pepelyshe� ������ To
be precise� consider the function

��
� a � 
 ��x�
� a�

where x�
 � 
 �cos�at�� � � � � cos�atm and the function � is de�ned in ���� with x� 

cos��a� It then follows that the coe	cients in the Taylor expansion ����� can be found
recursively from 
 � 
 
 ����
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 �J����
�
d

da
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 ��s��a� a
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 �� �� � � ������

where
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i � � � � � ��

t��i ������� ������ ������ ������ ������� �������

t��i ������� ������ ������� � ������ ������ �������

Table ��� Coe	cients in the Taylor expansion ������ for the interior negative support
points t���a� t

�
��a of the e��optimal designs in the cubic trigonometric regression model

����� on the interval ��a� a�� The e�� and e��optimal designs have the same support points�
if a � b�� � � 
 �� �� where b�� is de�ned in �������

is a polynomial of degree s and the functions J and g are de�ned by

J�a 


�
��

�ti�tj
��
� a

�m

i�j��

������

g��
 � a 

�

�

��
� a

���
���

������

respectively �for a proof see Dette� Melas and Pepelyshe� ������� We summarize these
results in the following Theorem�

Theorem ��� For any a � ��� ��� � �
�m

 the e�m���optimal design for the trigonometric
regression model ����� on the interval ��a� a� is unique and of the form

���m���a 


�
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where the weights are obtained by formula ����� with x� 
 cos a� xi 
 cos�at�i �a� The
vector of support points 
 ��a 
 �t���a� � � � � t

�
m�a is a real analytic function on the interval

��� ���� �
�m

 satisfying ������ and can be obtained �locally� by the Taylor expansion ������
with coe	cients 
 �j � which are calculated recursively by formula �������

Example ��� In the case m 
 � the optimal design for the estimation of the coe	cient
sin��x in the cubic trigonometric regression model ���� on the interval ��a� a� for � � a �
���� is given by
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where the weights are obtained from formula ����� It is easy to see that t�i �a de�nes an
even function and Table ��� shows the �rst six nonvanishing coe	cients of the expansion
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i � � � � �

t��i ������� ������ ������ ������ ������

t��i ������� ������ ������ ������� �������

t��i ������� ������ ������� ������ ������

Table ��� Coe	cients in the Taylor expansion ������ for the interior negative support
points t���a� t

�
��a� t

�
��a of the e��optimal designs in the trigonometric regression model

����� of degree m 
 � on the interval ��a� a�� The e��� e�� and e��optimal designs have the
same support points� if a � b�� � � 
 �� �� �� where b�� is de�ned in �������

The corresponding functions and weights are depicted in Figure ��� for a � ��� �����
Similarly� the e��optimal design for the model of degree � is of the form
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where the weights are obtained from ���� and the coe	cients in the Taylor expansion
����� are listed in Table ��� �the odd coe	cients are � because the supporting points are
even functions of a� These functions are illustrated on Figure ����

Theorem ��� Let �a 
 at���a � at���a � � � � � at�m�a � � denote the negative interior
support points of the e�m���optimal design in the trigonometric regression model ����� on
the interval ��a� a�� where a � ��� ��� � �

�m
� de�ne xi 
 cos�at�i �a �i 
 �� � � � � m�

x� 
 cos a�

Bi 
 Bi�a 


Z �

��

Y
j ��i

x� xj
xi � xj

s
�� x�

�� x�i
U����xdx� i 
 �� � � � � m�

and

w�
i 
 w�

i �a 

jBijPm
j�� jBjj � i 
 �� � � � � m������

If a� � we have

lim
a��

w�
i �a 


�
�

�m��
if j 
 �� � � � � m

�
�m��

if j 
 �
�

Moreover� if � � � � m� � and

a � b�� � 
 b���m � 
 sup
n
a � ��� ���� �

��
 jwi � � for all i 
 �� � � � � m

o
������

��



then the e�����optimal design is given by

�������a 


�
at���a � � � at�m�a �at�m�a � � � �at���a
�
�
w�
� � � � �

�
w�
m

�
�
w�
m � � � �

�
w�
�

�
�

In other words� if a � b�� � then the e����� and the e�m���optimal designs in the trigonometric
regression model ����� on the interval ��a� a� have the same support� Moreover for any
� � f�� � � � � m� �g we have b�� � ����

Proof� The Proof of Theorem ��� is similar to the proof of the corresponding statements
for the cosine case and for the sake of brevity we only sketch the main di�erences� By
Lemma ��� the design �������a is e�����optimal if and only if the design

	��
�����a




�
x���a � � � x�m�a

w�
� � � � w�

m

�
�

is e��optimal in the Chebyshev regression model ������ where x�i 
 x�i �a 
 cos at�i �i 

�� � � � � m� Consider the Chebyshev expansion of the polynomial in ���� and de�ne ���x 

�m�x�b�� We will now use this polynomial as extremal polynomial in Lemma ��� to
establish e��optimality of the design 	��

�����a
� Note that this design has the same support

points as the em�optimal design and for this reason the em�optimality of the design 	��
�m���a

implies that the polynomial �� satis�es the conditions �� and �� of Lemma ���� Let

F 

�
���j��

q
�� x��j Ui���x

�
j
�
i�j�������m

then condition �� is satis�ed� if we can �nd a vector �w 
 � �w�� � � � �wm
T � which has nonva�

nishing coe	cients of the same sign and satis�es

F �w 
 c�e� � R
m�����

for some constant c� � R �the corresponding weigths are then obtained by normalization�
A similar analysis as given in the proof of Lemma ��� shows the solution of ����� is of the
form c�B�� � � � � Bm

T � where

Bi 
 Bi�a 
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Y
j ��i

x� xj
xi � xj

s
�� x�

�� x�i
U����xdx� i 
 �� � � � � m�

Moreover� if a� � it follows by similar arguments as given in the proof of Lemma ��� that
the weights de�ned by ����� satisfy

lim
a��

w�
i �a 


�
�

�m��
if i 
 �

�
�m��

if i 
 �� � � � � m�
�����

��



Consequently� the quantity b�� de�ned by ����� is positive and Lemma ��� shows that the
design 	��

�����a
is e�� optimal� whenever a � b�� � which proves the �rst part of the assertion�

For the remaining part assume that a � ��� and note that the quantities Bi are propor�
tional to

�Bi 


Z �

��

sin t sin��t
Y
j ��i

�cos tj � cos tdt� i 
 �� � � � � m �

Observing that for t� t�� � � � � tm � ������ ���� the inequalities cos t � ��Y
j ��i

�cos tj � cos t �
Y
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�cos tj � cos t � �
Y
j ��i
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Y
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Y
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�cos tj � cos t � �

hold� it follows for odd �

�Bi 
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dt
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sin t sin��t
hY
j ��i

�cos tj � cos t �
Y
j ��i

�cos tj � cos t
i
dt

� �
Y
j ��i

cos tj �
Z �
�

�

cos��� �t� cos��� �t

�
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which implies that Bi 
 ci �Bi �
 � for all i 
 �� � � � � m� whenever a � ���� Conseqently the
de�nition ����� implies b�� � ���� which proves the second part of the assertion in the case
of an odd index �� The even case is similar and therefore omitted�

�

For lower degree trigonometric regression the critical bounds are listed in Tabel ���� If
a is smaller than the correesponding bound� the e�����optimal design in the trigonometric
regression model ���� has the same support points as the optimal design for estimating the
coe	cient of sin�mx� which can be obtained by a Taylor expansion using the coe	cients in
Table ��� �for m 
 � and Table ��� �for m 
 �� The corresponding weights are obtained
by numerical integration using formula ������ We have illustrated these calculations in the
cubic trigonometric regression model in Figure ��� and ���� which show the support points
and corresponding weigths of the optimal designs for estimating the coe	cient of sinx and
sin��x� respectively �the corresponding designs for the highest sine term can be found in
Figure ����

��



m 
 � m 
 � m 
 � m 
 �

sin�x ��� ����� ����� �����

sin��x � ����� ����� �����

sin��x � � ����� �����

sin��x � � � �����

Table ��� Critical values b�� de�ned in ������ for various values of � and m� The optimal
design for estimating the coee�cient ����� in the trigonometric regression model ����� on
the interval ��a� a� has the same support points as the e�m��� optimal design� whenever
a � b�� �
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