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Introduction

The Standard Model (SM) of particle physics has been extremely successful in describing the properties of the elementary constituents of matter and their interactions. However, it is still regarded as being incomplete. A major shortcoming seems to be the fact that it is not capable of predicting nor explaining the values of the elementary particles masses. In particular, the Standard Model only contains strictly massless and left-handed neutrinos without any indication of a fundamental principle.

The question of the neutrino mass makes neutrino physics to one of the most actual and important topics of particle physics. A neutrino mass, even if very small, would signify that the prominent Standard Model has to be modified and extended. A non-zero neutrino mass would also allow for so-called neutrino oscillations, where strong experimental evidence exists for. These could help to explain the deviation in the theoretical ratio of atmospheric electron to muon type neutrinos and/or the observed deficit of solar neutrinos. Massive neutrinos would also be candidates for a part of the missing non-baryonic matter in the universe providing a better understanding of the expansion of the universe and early formation of large-scale structure.

Many plausible extensions of the Standard Model allow neutrinos to have mass and predict new relatively heavy particles like mirror fermions, vector doublets or singlet neutrinos. For example, in grand unification theories, which try to unify the strong and electroweak forces, new neutrino-like massive states, often called neutral heavy leptons, occur naturally as right-handed isosinglet partners of the light isodoublet neutrinos. In those models, the neutral heavy leptons do not couple directly to the carriers of weak, strong or electromagnetic interactions, but are produced and decay via mixing with the Standard Model light neutrinos.

If observed, the neutral heavy leptons might help to explain and understand better some of the open questions in the Standard Model and provide important impact for possible extensions to the Standard Model.

This thesis presents the results of a search for neutral heavy leptons in the NOMAD\textsuperscript{1} experiment at CERN\textsuperscript{2} using data collected during the 1996-1998 data taking periods. The neutral heavy leptons are assumed to be produced.

\textsuperscript{1}Neutrino Oscillation MAgnetic Detector
\textsuperscript{2}Centre Européenne pour la Recherche Nucléaire, European Laboratory for Particle Physics
in neutrino-like neutral current interactions of neutrinos of the CERN wideband beam in the front calorimeter of the detector. The combination of an instrumented neutrino target (FCAL) followed by an instrumented decay region (NOMAD detector) forms a compelling experimental setup for such a search. A large event statistics is provided by the heavy target, while the light decay analyzer with its excellent measurement capabilities allows to study the properties of the decay products. The analysis concentrates on the subsequent decay of the muon type neutral heavy particle into final states including an identified muon. In the context of the analysis, the energy calibration of the FCAL has been performed and neutrino interactions in the FCAL have been studied.

Outline of this thesis

In Chapter 1 models for neutral heavy leptons, including the mechanisms for production and decay, are described. A summary on the existing experimental situation a given.

Chapter 2 details the NOMAD experiment. The neutrino oscillation search strategy is depicted, followed by a description of the CERN wideband neutrino beam, the NOMAD apparatus and the NOMAD software environment.

Chapter 3 focuses upon the main detector used for this analysis, the NOMAD front calorimeter FCAL. The motivation for its construction is outlined and a detailed sketch of its components is given. A method for the energy calibration is discussed.

Chapter 4 describes the selection and classification of FCAL neutrino interactions. A comparison between real data and MonteCarlo events is presented and the achieved agreement of the applied calibration is demonstrated. Further the event timing information of the FCAL in combination with the drift chamber timing information is introduced.

Chapter 5 explains the used MonteCarlo simulation of neutral heavy leptons. The implementation is outlined and resulting neutral heavy lepton characteristics are discussed.

Chapter 6 describes the algorithms for the selection of neutral heavy lepton events in general and of the different analyzed decay modes in particular. Selection efficiencies are calculated and the sources for systematic uncertainties are discussed. The concept of the “blind analysis method” is introduced. The number of expected background events is predicted and the observed number of events in the different decay modes is given.

Chapter 7 presents the results of the neutral heavy lepton analysis. Limits are established on the mixing of muon type neutral heavy leptons with Standard Model neutrinos.
Chapter 1

Theory of Neutral Heavy Leptons

In some of the models for new physics beyond the Standard Model of particle physics (SM) neutral heavy leptons are predicted, also referred to in the literature as heavy, right-handed or sterile neutrinos labelled e.g. $L_0$, $N$, $N'$, or $NHL$.

In this thesis models are considered where the neutral heavy leptons are isosinglet partners of the SM neutrinos. The LEP\textsuperscript{1} experiments at CERN have measured the number of light neutrino families from the precise study of the $Z^0$ line-shape. From the ratio of the invisible width $\Gamma_{\text{inv}}$ to the total width of the $Z^0$ boson they derived the number of neutrino generations as $N_\nu = 2.994 \pm 0.012$ [1]. However, because neutral heavy leptons do not carry charge-like attributes and they do not couple directly to $Z^0$ and $W^\pm$ bosons, they can contribute only very little to the $Z^0$ width due to the possible smallness of the coupling occurring through the mixing with ordinary neutrinos.

The SM does not explain why neutrinos are massless nor why they are so much lighter than the other charged leptons. If the left-handed neutrinos were strictly massless a new exact symmetry must be preserved at all orders. An alternative is that neutrinos, unlike other fermions, are Majorana particles and have a unique mechanism of mass generation through mixing with heavy isosinglets.

In this chapter the concepts of Dirac and Majorana neutrinos are described, important for models like GUT and left-right symmetric models extending the SM, and the “See-Saw” mechanism for neutrino mass generation is introduced. Neutral heavy lepton properties such as mixing and mass as well as production and decay are derived. The chapter closes with previous searches and existing experimental limits for the existence of neutral heavy particles.

1.1 Dirac and Majorana neutrinos

In the minimal $SU(2) \times U(1)$ model, neutrinos are predicted to be spin 1/2, electrically neutral, colorless particles which carry conserved lepton number. Since

\textsuperscript{1}Large Electron Positron Collider
they have only one helicity state, they are called Weyl neutrinos. However, extensions of the Standard Model involving new $SU(2)_R$ singlet fermions (if neutrinos are massive Dirac particles) or new Higgs representations (if neutrinos are Majorana particles) allow for non-zero masses. First, the expressions Dirac- and Majorana-neutrinos will be defined and the corresponding mass terms will be introduced.

**Dirac neutrinos**

Charged leptons and quarks are four component Dirac particles, left- and right-handed\(^2\) particles and their anti-particles. To write the Lagrangian of a free Dirac neutrino, the four chiral components $\nu_L$, $\nu_R$, $(\nu_L)^C$ and $(\nu_R)^C$ are required, where $C$ denotes the charge conjugated partners. Of these four components only those with negative chirality have been observed, i.e. $\nu_L$ and $(\nu_L)^C = (\nu^C)_R = \overline{\nu}_R$. Since the components with positive chirality do not take part in charged or neutral currents, they are usually called sterile neutrinos, but they interact with the Standard Model Higgs bosons and are present in the Lagrangian of a free Dirac neutrino and its mass terms\(^3\) [2]:

\[
\mathcal{L}^D = \overline{\nu}^D (i\gamma^\mu \partial_\mu - m) \nu^D
\]

\[
-\mathcal{L}^D_M = m^D (\overline{\nu}_R \nu_R + \overline{\nu}_L \nu_L) = m^D \overline{\nu}_L \nu_R + \text{h.c.}\]

$m^D$ is the Dirac mass denoting the strength of the coupling between left- and right-handed fields. Since both $\nu_L$ and $\nu_R$ are necessary to describe the Dirac mass term but $\nu_R$ are not observed, the Standard model implies that the neutrino mass is zero.

**Majorana neutrinos**

Particles being their own anti-particles are called Majorana particles, only possible for particles not carrying charge-like attributes like electric charge, lepton or baryon number. Since neutrinos, as far as known, do not carry any charge-like attribute, they can be defined as Majorana neutrinos:

\[
\nu^M = (\nu^M)^C \equiv C^{-1} \nu^M C.
\]

---

\(^2\)The terms left- and right-handed are used in the literature referring to both chirality and helicity, which are different concepts. The chirality operator is $\gamma_5$, whereas the helicity operator is $\vec{\sigma} \cdot \hat{p}$, the spin projection on the direction of motion. Since the latter commutes with the free Hamiltonian, the helicity states are the physical states for free particles. Only in the case of massless particles $\gamma_5$ commutes as well with the free Hamiltonian. It is important to note that chirality is a Lorentz invariant concept but not directly measurable, whereas helicity is, but is frame dependent.

\(^3\)Unless otherwise specified, “natural” units in which $\hbar = c = 1$ are used.

\(^4\)hermetian conjugate
The free Lagrangian for a Majorana neutrino is given by:

$$\mathcal{L}^M = \frac{1}{2} \bar{\nu}^M (\gamma^\mu \partial_\mu - m) \nu^M,$$  \hspace{1em} (1.4)

where the factor 1/2 takes care of double counting when an interaction term is added to the free Lagrangian. In the Majorana mass term, the fermion fields $\nu_L$ and $\nu_R$ are coupled to their charge conjugates\(^5\) and the Majorana masses $m^M_{L,R}$ give the strength of the coupling. There are two mass terms in the Lagrangian:

$$-2\mathcal{L}^M_M = m^M_L \left( \bar{\nu}_L \nu^C_R + \bar{\nu}^C_R \nu_L \right) + m^M_R \left( \bar{\nu}_R \nu^C_L + \bar{\nu}^C_L \nu_R \right)$$

$$= m^M_L \bar{\nu}_L \nu^C_R + m^M_R \bar{\nu}^C_L \nu_R + \text{h.c.}$$ \hspace{1em} (1.5)

depending on whether the left- or right-handed fields are coupled.

The Dirac and Majorana particles are different only if the neutrino rest mass is not zero. If the neutrino has no mass and travels at the speed of light, then a Lorentz transformation to a faster moving frame is not possible and the classification w.r.t. helicity is only theoretical. On the other hand, if the neutrino mass is non zero, it would be possible to decide experimentally if neutrinos are of type Dirac or Majorana: a massive Dirac neutrino has nonzero magnetic and electric dipole moments, whereas Majorana neutrinos are invariant under a charge conjugation $C$, they cannot have a magnetic moment.

The Dirac mass term is invariant under the global phase transformation $\nu \rightarrow e^{i\alpha} \nu$, thus it can be associated with a conserved quantum number, the lepton number. The Majorana neutrino is a linear combination of two components with lepton number $L = +1$ and $L = -1$; in consequence, the lepton number violation is $\Delta L = \pm 2$, an important ingredient for neutrino-less double-beta decay. Lepton number violation is only possible in extensions to the Standard Model. Although the SM Lagrangian does not have any terms that violate lepton number, there is no intrinsic gauge symmetry that would require that lepton number is conserved.

The theory of Dirac neutrinos provides no explanation why neutrinos are so much lighter, if non-zero, with respect to the other fermions of the same generation. If one assumes a neutrino mass as solely a Dirac mass, $m^D = g_\nu < \phi^0 >$, than a $\nu_\alpha$ mass in the 10 eV/c\(^2\) range would require an extremely small coupling ($g_{\nu_\alpha} \leq 10^{-10}$). Moreover, $g_{\nu_\alpha}$ would have to be smaller by $m_{\nu_\alpha} \leq 10^{-4}$ than the analogous Yukawa coupling for the electron. Majorana masses are different from the Dirac masses of the quark and charged lepton masses and provide therefore a possibility to explain the difference between neutrino and charged fermion masses.

\(^5\)here $\nu^C_{L,R} \equiv (\nu^C)_{L,R} = (\nu^C_{R,L})^C$; others define sometimes $\nu^C_{L,R} \equiv (\nu_{L,R})^C$
1.2 General mass term

The most general mass Lagrangian for the neutrino can be written as a sum of Dirac and Majorana mass terms [2]:

\[-2\mathcal{L}_M = m_D (\bar{\nu}_L \nu_R + \bar{\nu}^C_L \nu_R^C) + m_L \bar{\nu}_L \nu_R^C + m_R \bar{\nu}_R^C \nu_R + \text{h.c.} \quad (1.6)\]

This equation can be rewritten in the more comfortable matrix form:

\[-2\mathcal{L}_M = \mathcal{N}_L \mathcal{M} \mathcal{N}_R^C + \text{h.c.} \quad (1.7)\]

with \( \mathcal{N}_L \equiv \begin{pmatrix} \nu_L \\ \nu^C_L \end{pmatrix} \), such that \((\mathcal{N}_L)^C = \mathcal{N}_R^C\), and

\[ \mathcal{M} = \begin{pmatrix} m_L & m_D \\ m_D & m_R \end{pmatrix}. \quad (1.8)\]

A mass matrix like this indicates some kind of mixing between mass and weak eigenstates. To find its corresponding eigenstates and eigenvalues the matrix has to be diagonalized finding:

\[ \nu'_L = +\nu_L \cos \theta + \nu^C_L \sin \theta \]
\[ \nu'_R^C = -\nu_L \sin \theta + \nu^C_L \cos \theta \quad (1.9)\]

with the mixing angle \( \tan 2\theta = \frac{2m_D}{m_R - m_L} \) and

\[ m_{1,2} = \frac{1}{2} \left\{ (m_L + m_R) \pm \sqrt{(m_L - m_R)^2 + 4m_D^2} \right\}. \quad (1.10)\]

Under the assumption \( m_L \ll m_D \ll m_R \), motivated in the following two sections, the relation for the eigenvalues simplifies significantly leading to the so-called “See-Saw” model described in Section 1.5.

1.3 Grand Unified Theories

Grand Unified Theories (GUT) unite electroweak and strong forces at energies greater than the mass scale \( M_{\text{GUT}} = 10^{14} - 10^{16} \, \text{GeV}/c^2 \). Above this mass scale the running couplings of weak, strong and electromagnetic forces merge and may be described by a “Grand Unification” theory.

GUT theories introduce additional sets of Higgs bosons responsible for the symmetry breaking between strong and electroweak interactions at \( M_{\text{GUT}} \) scale. As a result of this spontaneous symmetry breaking these additional Higgs multiplets \( \Phi \) develop vacuum expectation values and set the mass scale for both gauge bosons and fermions.
1.4 Left-right symmetrical model

GUTs based on groups larger than $SU(5)$ [3–5] predict the existence of heavy weak isosinglets $N$ that couple with the Standard Model neutrinos. Mass eigenstates $\nu'$ and $N'$ are related to the weak eigenstates $\nu$ and $N$ via the mixing matrix in Equation 1.8:

\[
\begin{pmatrix}
\nu' \\
N'
\end{pmatrix} = \begin{pmatrix}
m_L & m_D \\
m_D & m_R
\end{pmatrix}
\begin{pmatrix}
\nu \\
N
\end{pmatrix}.
\]

(1.11)

The mixing matrix enters the neutrino mass Lagrangian in the form of Equation 1.7. The parameters $m_D$, $m_L$ and $m_R$ appear in the Lagrangian as a result of the interaction of $\nu$ and $N$ fields with the Higgs fields, resulting in Majorana terms:

\[
m_D = h_\nu \bar{\nu}_L \Phi \nu_R \\
m_L = h' \bar{\nu}_L \Delta_L \nu_L \\
m_R = h' \bar{\nu}_R \Delta_R \nu_R,
\]

(1.12)

where $h_\nu$ is the Yukawa coupling of the neutrinos to a Higgs field $\Phi$, and $h'$ the Yukawa coupling to $\Delta_L$ and $\Delta_R$. It appears that the coupling of any additional Higgs doublet to the SM fermion fields would result in observable consequences. Therefore the vacuum expectation value of $\Delta_L$ must be small. On the other side, there are no constraints on the vacuum expectation value of the singlet field $\Delta_R$. Its mass scale must be large because there is no experimental evidence for an additional right-handed gauge boson. GUT predicts the mass of the weak singlet eigenstate of the order of the GUT mass scale. This leads to the relation between the Dirac and Majorana masses:

\[m_L \ll m_D \ll m_R.\]

(1.13)

Under this assumption the mass eigenvalues in Equation 1.10 are:

\[
m_1 = m_\nu' \simeq m_D^2 / m_R \\
m_2 = m_{N'} \simeq m_R.
\]

(1.14)

Choosing e.g. $m_D \simeq 1$ GeV/$c^2$ and $m_R \simeq 10^{15}$ GeV/$c^2$ GUT predicts one very small mass corresponding to the left-handed neutrino and its extremely heavy right-handed partner:

\[m_\nu' \simeq 10^{-15} \text{ GeV}/c^2 \text{ and } m_{N'} \simeq 10^{15} \text{ GeV}/c^2.\]

(1.15)

1.4 Left-right symmetrical model

Heavy neutrinos are also predicted in the so-called left-right symmetrical model $SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ [6], where the basic weak Lagrangian is invariant
under space reflection, as are electromagnetic and strong interactions. It therefore involves both \((V - A)\) as well as \((V + A)\) charge currents and predicts the existence of a right-handed gauge boson \(W_R\). The observed predominance of left-handed weak interactions at low energies is understood as a consequence of the fact that the vacuum is not symmetric under space reflection. In the left-right symmetric models, since both left and right-handed helicities of the neutrino are included, the neutrino naturally has a mass. Additional Higgs multiplets \(\Delta_L\), \(\Delta_R\) and \(\Phi\) are introduced. The various stages of symmetry breaking are:

\[
SU(2)_L \times SU(2)_R \times U(1)_{B-L} \xrightarrow{<\Delta_R> \neq 0, <\Delta_L> = 0} SU(2)_L \times U(1) .
\]  

(1.16)

The subsequent breakdown of \(SU(2)_L \times U(1)\) down to \(U_{em}(1)\) is achieved via the Standard Model Higgs \(<\Phi> \neq 0\). The neutrino mass Lagrangian after symmetry breaking is:

\[
-2\mathcal{L}_M = h' \left( \nu^T_C v_L C \nu_L - \nu^T_C v_R C \nu_R \right) + h\nu^T_L v_1 C \nu_R + \text{h.c.},
\]  

(1.17)

where \(C\) is the charge conjugation matrix, \(\nu^T\) is the transposed field, \(v_L \equiv <\Delta^0_L>\), \(v_R \equiv <\Delta^0_R>\) and \(v_1 \equiv <\Phi>\) are the vacuum expectation values and \(h\) is the Yukawa coupling to \(\Phi\) and \(h'\) the Yukawa coupling to \(\Delta_L\) and \(\Delta_R\).

In matrix form

\[
-2\mathcal{L}_M = (\overline{\nu}^T N^T) \mathcal{M} \begin{pmatrix} \nu \\ N \end{pmatrix} + \text{h.c.}
\]  

(1.18)

where \(\nu \equiv (\nu_L, N) \equiv C(\overline{\nu}_R)^T\) and \(\mathcal{M}\) is a mass matrix similar to Equation 1.8 with \(m_D \equiv h v_1\), \(m_L \equiv h' v_L\), \(m_R \equiv h' v_R\) and its eigenstates

\[
\nu' = +\nu \cos \theta + N \sin \theta \\
N' = -\nu \sin \theta + N \cos \theta
\]  

(1.19)

with \(\tan 2\theta = \frac{2m_D m_R - m_L}{m_R m_D - m_L}\).

For the eigenvalues of the mass matrix one can find two different solutions depending on the number of Higgs bosons in the theory:

- There is only one \(\Phi\) in the theory, whose vacuum expectation value sets the mass scale for both left-handed gauge bosons and fermions. One then attributes a tiny fermion mass to the arbitrary chosen small Yukawa couplings

\[
m_{\nu'} \simeq m_L + m^2_D/m_R \\
m_{N'} \simeq m_R.
\]  

(1.20)
1.5 The See-Saw mechanism

Postulating the existence of two $\Phi$'s the small fermion mass may originate from a different mass scale than the masses of the gauge bosons, with one of them coupling to the fermions and providing their small masses through its small vacuum expectation value

$$m_{\nu'} \simeq m_D^2/m_R$$

$$m_{N'} \simeq m_R.$$  \hfill (1.21)

$m_R$ is related to the mass of the right-handed boson via the Yukawa coupling $h/g = m_R/m_{W_R}$, where $h$ is the Yukawa coupling of the Higgs to the fermions and $g$ the Yukawa coupling to the gauge bosons.

The left-right symmetric model leads to the same relation as the GUT model: the mass of the right-handed neutrino $N$ is of the same order as the mass of the right-handed boson:

$$m_{N'} \simeq m_{W_R} \simeq 10^5 \text{ GeV}/c^2.$$  \hfill (1.22)

The resulting relations between the mass eigenvalues of the left-handed neutrino and its heavy right-handed partner can be generalized leading to one of the most popular models in the literature for generating neutrino masses, the so-called “See-Saw” model [7]. For each lepton family with its light left-handed neutrino coupling to its family charged lepton via weak charged currents, a heavy right-handed Majorana neutrino as a weak isosinglet is postulated which does not couple to any fermions or bosons directly.

Both the GUT and left-right symmetric model predict the relation:

$$m_L \ll m_D \ll m_R$$  \hfill (1.23)

so that the mass eigenvalues are:

$$m_1 \simeq m_D^2/m_R \ll m_D$$

$$m_2 \simeq m_R$$  \hfill (1.24)

with $m_2 \gg m_D \gg m_1$. This is the See-Saw mechanism: with fixed $m_D$ the light neutrino gets lighter as the hypothetical heavy neutrino gets heavier. The mass of the light neutrino is generated by the See-Saw mechanism. The eigenstates Equation 1.9 can be rewritten as:

$$\nu' = \nu(1 - \frac{\xi^2}{2}) + N\xi$$

$$N' = -\nu\xi + N(1 - \frac{\xi^2}{2})$$  \hfill (1.25)
where $\xi \simeq m_D/m_R$. The mass $m_D$ is a typical Dirac mass of a fermion (lepton or quark), thus the See-Saw mechanism naturally leads to neutrino masses much smaller than the fermion masses. On the other hand, there is no indication on what fermion mass is qualified to be “typical”.

**The See-Saw mechanism for three generations**

The See-Saw model can be generalized to 3 families leading to a $6 \times 6$ mass matrix. Assuming that $m_R$ is about the same for all three families

$$m_R \simeq \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

(1.26)

one gets the so-called *quadratic* See-Saw prediction:

$$m_{\nu_e} : m_{\nu_\mu} : m_{\nu_\tau} = m_e^2 : m_\mu^2 : m_\tau^2.$$  

(1.27)

If $m_R$ would follow the family hierarchy:

$$m_R \simeq \begin{pmatrix} m_e & 0 & 0 \\ 0 & m_\mu & 0 \\ 0 & 0 & m_\tau \end{pmatrix}$$

(1.28)

the quadratic dependence is replaced by the *linear* dependence on $m_D$:

$$m_{\nu_e} : m_{\nu_\mu} : m_{\nu_\tau} = m_e : m_\mu : m_\tau$$

(1.29)

One could also choose the up-quark masses instead of the charged lepton partner of the neutrino in which case the corresponding masses in the upper relations would have to be changed to the appropriate quark masses.

**Summary**

In summary, both GUT and left-right symmetrical models provide a mechanism for the neutrino mass generation. The See-Saw mechanism naturally follows from these theories. However, both models predict extremely heavy neutral heavy leptons: more than $\simeq 10^{14}$ GeV/c$^2$ for GUT and $\simeq 10^5$ GeV/c$^2$ for left-right symmetry. Both these values are out of reach for any experiment in the foreseeable future.

Fine tunings and modifications within the models are possible, or one may assume that the symmetry breaking occurs at lower than GUT and LR scales, resulting in NHL masses being in experimental reach.

Also, it is not clear what to use as a typical Dirac mass: the mass of the charged lepton or the quark mass from the same family or the lepton/quark mass...
from other families. Given present bounds on the muon neutrino mass $m_{\nu_\mu} \leq 0.5 \text{ keV}/c^2$ and taking a typical Dirac mass as $m_D = m_e = 0.5 \text{ MeV}/c^2$ one could estimate the neutral heavy lepton mass of the muon family $m_R$ using the See-Saw mechanism:

$$m_R \simeq \frac{m_D^2}{m_{\nu_\mu}} = 0.5 \text{ GeV}/c^2. \quad (1.30)$$

There are alternative theories [8–10] which predict the same mechanism for neutrino mass generation and much lighter neutral heavy leptons.

Without strong theoretical indications on the neutral heavy lepton mass range, except that it should be relatively heavy, the whole range from $\simeq 0.1 \text{ GeV}/c^2$ to infinity is open for searches.

## 1.6 Neutral Heavy Leptons

In GUT or left-right symmetric models, as shown in the previous sections, additional heavy neutral leptons occur which are primarily isosinglets under ordinary weak $SU(2)$. Since the NHL does not have electromagnetic, strong or weak charge it consequently does not interact with matter and can only be produced via the mixing with SM neutrinos in such a way that fundamental weak isodoublets acquire some admixture of the heavy states.

Introducing the mixing parameter $|U| \equiv \xi \simeq m_D/m_R$ the weak eigenstates relations in the See-Saw mechanism Equation 1.25 can be rewritten as:

$$\nu' \simeq \nu (1 - \frac{|U|^2}{2}) + N|U| \quad (1.31)$$

$$N' \simeq -\nu|U| + N(1 - \frac{|U|^2}{2}).$$

The general mixing between ordinary and heavy neutrinos is described by a $3 \times 3$ mixing matrix $U_{ij}$:

$$U = \begin{pmatrix} U_{ee} & U_{e\mu} & U_{e\tau} \\ U_{\mu e} & U_{\mu\mu} & U_{\mu\tau} \\ U_{\tau e} & U_{\tau\mu} & U_{\tau\tau} \end{pmatrix} \quad (1.32)$$

in which case the SM neutrinos $i = e, \mu, \tau$ are substituted as:

$$\nu'_i \simeq \nu_i \left(1 - \frac{\sum_a |U_{ia}|^2}{2}\right) + \sum_a N_a |U_{ia}| \quad (1.33)$$

where the sum is over heavy lepton species $a$. The weak eigenstates are now $\nu'_i$; mass eigenstates are $\nu_i$ (light) and $N_a$ (heavier). Equation 1.33 leads to both
charged and neutral currents connecting the heavy leptons with the familiar light ones.

In a model in which a neutrino mixes with another isodoublet, one can expect a suppression of flavor-changing neutral currents (FCNC) analogous to that which holds for quarks. Also mixing of the known isodoublet neutrinos with higher isodoublet (sequential leptons) could appear. For both cases strong experimental constraints exist, e.g. the total $Z^0$ width. One can evade these by assuming that mixing between ordinary and heavy neutrinos occurs only diagonally, i.e. with a single correspondence between light and heavy states: $U = \text{diag}(U_{ee}, U_{\mu\mu}, U_{\tau\tau})$.

1.6.1 Production of NHL

Neutral heavy leptons could be produced e.g. in the semileptonic decays of charged mesons or in neutrino beams via deep-inelastic neutral weak current interactions. The latter is the case for the analysis performed in this thesis where the beam consists predominantly of muon type neutrinos $\nu_\mu$. For a model described by Equation 1.33 with no inter-family mixing the transition is $\nu_\mu \rightarrow N_\mu$.

Then the production cross-section for neutral heavy leptons may be expressed as that of an ordinary weak current (with a neutral heavy lepton in the final state instead of the light neutrino) times the square of the mixing parameter $|U_{\mu\mu}|^2$ times a suppression factor depending on the mass $m_{N_\mu}$ of the $N_\mu$ (see GLR [11]):

$$
\frac{d\sigma}{dx}(\nu_\mu N \rightarrow N_\mu X) = \frac{d\sigma}{dx}(\nu_\mu N \rightarrow \nu_\mu X) \times |U_{\mu\mu}|^2 \times \left(1 - \frac{m_{N_\mu}^2}{xs}\right)^2 \times \Theta(xs - m_{N_\mu}^2)
$$

with the $\Theta$-function:

$$
\Theta(z) \equiv \begin{cases} 
1 & \text{for } z \geq 0 \\
0 & \text{for } z < 0 
\end{cases}
$$

The kinematical factor $S_m = \left(1 - \frac{m_{N_\mu}^2}{xs}\right)^2$ ($x$: Bjorken $x$, $\sqrt{s}$: center of mass energy) takes into account the reduction of phase space for the production of the heavy lepton and follows directly from calculating the first order matrix element [12] for the Feynman diagram describing the process depicted in Figure 1.1. The $\Theta$-function assures that the struck quark carries a sufficient fraction of the center of mass energy, $xs$, to generate a neutral heavy lepton of mass $m_{N_\mu}$.

1.6.2 Decay of NHL

Because of its mass the neutral heavy lepton has a finite lifetime. In Figure 1.2 the typical decay mechanism is shown, where both neutral and charged currents
can contribute. The total decay rate may be expressed in terms of the muon decay width [11]:

$$\Gamma_{N_\mu} = \Gamma_\mu \cdot \left( \frac{m_{N_\mu}}{m_\mu} \right)^5 \cdot \Phi \cdot |U_{\mu\mu}|^2$$

(1.36)

The decay width is proportional to the effective number $\Phi$ of unit-strength charged current channels which can be calculated [11]:

$$\Phi_\mu = 6.95 \cdot \left( \frac{m_{N_\mu}}{1 \text{ GeV}/c^2} \right)^{0.19}$$

(1.37)

So the lifetime of the muon type neutral heavy lepton is (with $m_\mu = 105.658$ MeV/c$^2$ [1]):

$$\tau_{N_\mu} = 4.51 \cdot 10^{-12} \text{ sec} \cdot \left( \frac{m_{N_\mu}}{1 \text{ GeV}/c^2} \right)^{-5.19} \cdot |U_{\mu\mu}|^{-2}$$

(1.38)

Figure 1.3 shows the lifetime as a function of the mixing parameter $|U_{\mu\mu}|^2$ and mass $m_{N_\mu}$. For a mass of $\simeq 3$ GeV/c$^2$ and mixing parameter $\simeq 2 \cdot 10^{-5}$ the lifetime is $\simeq 10^{-9}$ sec corresponding to a mean flight length of $\gamma c \tau \simeq 2.4$ m for a typical energy of 24 GeV, corresponding to the experimental setup of this analysis (see Chapters 2 and 3).

For muon type neutral heavy leptons typical branching ratios into specific final states for different masses are listed in Table 1.1 (from [11]). With increasing mass $m_{N_\mu}$ the number of possible decay modes increases. Attempts have been made to further subdivide and calculate the branching ratios more precisely [13], but the
calculations depend strongly on assumptions made for the type of neutral heavy lepton.

The only undetectable final state is $N_\mu \rightarrow \nu\bar{\nu}$ with about 15% branching ratio. In this thesis the decay modes with a charged lepton in the final states will be considered using the excellent lepton identification of the apparatus. The mode $N_\mu \rightarrow e^-e^+\nu_\mu$ is excluded because of its small branching ratio as well as the hadronic mode $N_\mu \rightarrow \nu_\mu q\bar{q}$ because of the missing identification power (no charged lepton). So the analyzed fraction of the total decay width is $\simeq 60\%$.

$$N_\mu \rightarrow |U_{\mu\mu}|^2 Z^0/W^+ \rightarrow l_\mu$$

Figure 1.2: Feynman diagram for the decay of $N_\mu$.

<table>
<thead>
<tr>
<th>final state</th>
<th>type</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu^-e^+\nu_e$</td>
<td>CC</td>
<td>13.6%</td>
<td>13.8%</td>
<td>13.8%</td>
</tr>
<tr>
<td>$\nu_\mu e^+e^-$</td>
<td>NC</td>
<td>2.4%</td>
<td>1.9%</td>
<td>1.8%</td>
</tr>
<tr>
<td>$\mu^-\mu^+\nu_\mu$</td>
<td>NC/CC</td>
<td>5.5%</td>
<td>7.3%</td>
<td>7.7%</td>
</tr>
<tr>
<td>$\nu\nu\bar{\nu}$</td>
<td>NC</td>
<td>19.0%</td>
<td>15.0%</td>
<td>14.1%</td>
</tr>
<tr>
<td>$\mu^-q\bar{q}$</td>
<td>CC</td>
<td>40.5%</td>
<td>41.2%</td>
<td>41.3%</td>
</tr>
<tr>
<td>$\nu_\mu q\bar{q}$</td>
<td>NC</td>
<td>18.9%</td>
<td>20.8%</td>
<td>21.3%</td>
</tr>
</tbody>
</table>

Table 1.1: Decay branching ratios in per cent and type of weak decay for $N_\mu$ into specific final states for different masses $m_{N_\mu} = 0.5, 1.0, 2.0$ GeV/c$^2$.

1.7 Previous Neutral Heavy Lepton searches

Previous experiments searching for neutral heavy leptons, starting about 25 years ago, may be categorized based on the source of NHL production into five types:
1.7 Previous Neutral Heavy Lepton searches

Figure 1.3: Lifetime of a muon type neutral heavy lepton $N_{\mu}$ as a function of the mixing parameter $|U_{\mu\mu}|^2$ and mass $m_{N_{\mu}}$.

$\beta$-decays

Here $\beta$-sources are analyzed for an admixture of neutral heavy leptons. All experiments were negative hitherto [14–22].

Neutrino decays in reactor experiments

Because neutral heavy leptons are heavier than anti-electron neutrinos they may decay into an anti-electron and a gamma or, if the mass is sufficient, into an anti-electron neutrino plus a $e^+e^-$ pair. Reactor experiments have searched for these kind of signatures [23–25].

Two-body decays of mesons

The semileptonic decays of charged mesons like pions, kaons, $D$ and $D_S$ were analyzed for the presence of neutral heavy leptons with different techniques:

- The final state kinematics of decay modes with a charged lepton and a neutrino were investigated. Without the presence of a NHL the momentum spectrum of the charged lepton would peak (two-body decay with missing neutrino momentum). An admixture of a NHL would result in a second peak whose distance and relative height w.r.t. the Standard Model neutrino peak would indicate the mass and mixing parameter.
- A direct NHL measurement is possible in so-called beam-dump experiments where e.g. a proton beam hits a thick target such that the large number of secondary mesons are stopped in the target producing neutrinos and possibly neutral heavy leptons. These experiments are usually limited in the NHL mass range by the mass of the mesons (decay at rest).

In none of the experiments [26–48] an evidence for neutral heavy leptons was found. Only the so-called KARMEN anomaly (see below) may be interpreted as a possible decay of a slow moving heavy neutral particle.

**Collider searches**

In collider searches possible sources for NHL are the decays of $W^\pm$ and $Z^0$ bosons, where the neutral heavy leptons are produced and decay inside the detector. These experiments were sensitive for high NHL masses up to the boson mass. For smaller NHL masses the lifetime and so the decay length increases and the decay occurs outside the acceptance of the detector ($\lesssim 3$ GeV/$c^2$). No evidence was found in the LEP experiments [49–52] at CERN.

**Direct production in neutrino-nucleon scattering**

In high-statistics neutrino experiments one might expect several million neutral current events which can be analyzed for the presence of neutral heavy leptons. Depending on the experimental setup these experiments are sensitive for different NHL masses, determined by the distance of the neutrino neutral current interaction target and the decay analyzer. Previous experiments like CHARM [53,54] and CCFR [55,56], essentially huge iron-sampling calorimeters, were both, target and analyzer, at the same time and limited in their sensitivity by the granularity of the detector: the decay vertex had to be well separated from the production vertex. The search for neutral heavy leptons was negative [57–60].

**The KARMEN anomaly**

The KARMEN neutrino experiment [61] used a pulsed proton beam to generate pions which decay into a muon and neutrino, with the muon subsequently decaying yielding muon and electron neutrinos. Neutrino interactions are observed and their timing spectrum is characteristic for the muon lifetime. However, there is an excess of events in the neutrino timing distribution, which can be interpreted as the decay of a slow moving particle, $v \simeq 0.016$ $c$, arriving 3.6 $\mu$s after the pulse. A possible explanation is the existence of a 33.9 MeV/$c^2$ NHL produced in the pion decay $\pi \rightarrow \mu N$. The potential NHL is on the edge of available phase space, and therefore travels slowly in the $\pi$ rest frame, making this type of detection possible.
Four other experiments could not confirm such kind of NHL [41, 62–64]. However, there are other explanations such as exotic muon decay $\mu^+ \rightarrow e^+ X$, but searches in the region of the KARMEN anomaly have been negative [65,66].

Figure 1.4 shows the existing experimental limits at 90% confidence level (C.L.) (the exclusion curve from the L3 experiment shows 95% C.L.) on muon type neutral heavy leptons from experiments L3 [51], CHARMII [57], CCFR [58], sensitive in the same region as the also drawn estimated sensitivity of this experiment (from [67]). The regions inside the curves are excluded.

Figure 1.4: Existing limits on muon type neutral heavy lepton mixing parameter and mass from experiments sensitive in the same region as this experiment.
Chapter 2

The NOMAD experiment

The NOMAD (Neutrino Oscillation MAgnetig Dector) experiment is designed for the appearance search of tau neutrinos $\nu_\tau$ in the CERN SPS wideband neutrino beam. The beam has a mean energy of 24 GeV and predominantly consists of muon neutrinos $\nu_\mu$. As a byproduct, the experiment can set limits on $\nu_\mu \leftrightarrow \nu_e$ oscillations.

NOMAD is sensitive on the mixing between $\nu_\mu$ and $\nu_\tau$ to the mass difference squared $\Delta m^2 > 1 \text{ eV}^2$ with a maximal sensitivity obtained for $\Delta m^2 > 40 \text{ eV}^2$.

Two different approaches have been envisaged to detect $\tau$ production via $\nu_\tau^{CC}$ interactions:

- The proper $\tau$ decay length at SPS beam energies is $c\tau = 88.6 \mu\text{m}$ and can be measured with a high precision position detector. A practical choice adopted by the CHORUS experiment is an emulsion detector, allowing to measure the $\tau$ decay path on an event-by-event basis with an almost negligible background. The disadvantage of this approach is the very time consuming emulsion scanning process, requiring years for the analysis for the $10^6$ event statistics of the experiment.

- An alternative approach, chosen by NOMAD, is to identify the $\tau$'s with kinematical criteria: the differences in the final state kinematics between $\nu_\mu$- and $\nu_\tau$-induced charged current interactions. In this way it is possible to search on a statistical basis for an excess of $\tau$ candidates over the background.

The kinematical analysis techniques and the design of the NOMAD detector are the subject of this chapter.
Table 2.1: Sensitivity of the NOMAD experiment to the different $\tau$ decay modes (from [68])

<table>
<thead>
<tr>
<th>Decay channel</th>
<th>BR[%]</th>
<th>$\epsilon$ [%]</th>
<th>BR x $\epsilon$ [%]</th>
<th>$N_{\tau}$</th>
<th>$N_{\text{BKG}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau^- \to e^- \overline{\nu}<em>e \nu</em>\tau$</td>
<td>17.81 ± 0.07</td>
<td>13.5</td>
<td>2.4</td>
<td>39</td>
<td>4.6</td>
</tr>
<tr>
<td>$\tau^- \to \mu^- \overline{\nu}<em>\mu \nu</em>\tau$</td>
<td>17.37 ± 0.09</td>
<td>3.9</td>
<td>0.7</td>
<td>11</td>
<td>2.2</td>
</tr>
<tr>
<td>$\tau^- \to h^- \nu_\tau$</td>
<td>11.79 ± 0.24</td>
<td>1.5</td>
<td>0.2</td>
<td>3</td>
<td>$\leq 0.2$</td>
</tr>
<tr>
<td>$\tau^- \to \rho^- \nu_\tau$</td>
<td>25.32 ± 0.15</td>
<td>2.2</td>
<td>0.6</td>
<td>7</td>
<td>$\leq 0.2$</td>
</tr>
<tr>
<td>$\tau^- \to h^- h^- h^+ n\pi^0 \nu_\tau$</td>
<td>15.18 ± 0.13</td>
<td>7.7</td>
<td>1.1</td>
<td>18</td>
<td>$\leq 0.2$</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>87.5</td>
<td>5.0</td>
<td>78</td>
<td>$\simeq 7$</td>
<td></td>
</tr>
</tbody>
</table>

2.1 Search for $\nu_\mu \leftrightarrow \nu_\tau$ oscillations with NOMAD

In order to increase the sensitivity for the oscillation search the NOMAD detector is designed to detect most of the $\tau$ decay modes, listed in Table 2.1, together with their estimated analysis efficiencies (at the time of the proposal of the experiment) and the expected number of $\tau$ and background events. The kinematical analysis strategy is determined by the dominant background to the different channels. From this point of view, the accessible signatures can be divided into two categories, the leptonic and the hadronic decay modes. A brief description of the general analysis criteria used for these two classes will be given here. More detailed descriptions may be found in [70] and [71].

Leptonic channels

The search for leptonic $\tau$ decays starts with the identification of the lepton, $\mu$ or $e$, produced close to the $\nu_\tau$ interaction vertex. The dominant background for the two leptonic channels are the corresponding charged current neutrino interactions, $\nu_\mu^{\text{CC}}$ and $\nu_e^{\text{CC}}$, producing the lepton directly at the interaction vertex. Figure 2.1 illustrates the kinematic selection criteria used to distinguish background from signal events. The missing momentum transverse to the incoming $\nu_\mu$ direction ($\mathbf{P}_T$) can be calculated from the reconstructed event. The angles $\phi_{\mu h}$ and $\phi_{mh}$ are then formed between the transverse momentum vectors of the outgoing lepton, the hadron jet and $\mathbf{P}_T$. The angle $\phi_{\mu h}$ is peaked strongly towards $180^\circ$ in $\nu_\mu^{\text{CC}}$ events, whereas in events from $\tau$ decays this correlation is much weaker because of the undetected neutrinos. Similarly, the direction of the $\mathbf{P}_T$ vector in $\nu_\mu^{\text{CC}}$ events is determined mainly by resolution and has no specific direction, making the $\phi_{mh}$ distribution rather flat. In contrast, the $\phi_{mh}$ distribution from events with a $\tau$ decay peaks towards $180^\circ$, reflecting the fact that the $\tau^-$ and the jet are produced back-to-back. The separation between signal and background is enhanced by combining these variables in the $\phi_{\mu h}$-$\phi_{mh}$ plane.
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Muon channel

This channel is in direct competition with $\nu_\mu^{CC}$ interactions. To reject events with a primary $\mu^-$ from the scattering process, a tight cut in the $\phi_{\mu h}$-$\phi_{mh}$ plane is used. Another contribution to the background arises from $\pi^-$ and $K^-$ decays in flight in the target region. However, these have a limited transverse momentum $Q_T$ with respect to the total visible event momentum $P_{tot}$:

$$Q_T \equiv \sqrt{\left( P_{\mu^-} \right)^2 - \left( P_{\mu^-} \cdot P_{tot} \right)^2 / P_{tot}^2}$$

(2.1)

and may be used to reject this background efficiently. The large statistics of $\nu_\mu^{CC}$ events offers the possibility to study and understand detector and physics effects on the missing transverse momentum resolution and on the oscillation search.

Electronic channel

The advantage of this channel compared to the muonic channel is a much smaller background of the corresponding charged current interaction, since the $\nu_e$ content of the beam is only 1% of the $\nu_\mu$ contribution. Therefore a more relaxed cut in the $\phi_{eh}$-$\phi_{mh}$ plane can be used, yielding a larger efficiency. Besides $\nu_e^{CC}$ interactions the following background sources are considered as important:

- $\gamma$ conversion and Compton scattering
- $\pi^0$ and $\eta$ Dalitz decays with asymmetric electrons (one is lost)
- $\mu^- \rightarrow e^- \overline{\nu}_e \nu_\mu$ and $K^- \rightarrow e^- \pi^0 \nu_e$ decays

Figure 2.1: Transverse plane kinematics for signal (left) and charged current background (right).
Hadronic channels

In the case of $\tau$ hadronic decays, the basic preliminary selection requires events with no identified electron or muon, thus eliminating the bulk of charged current events. Given the large number of $\nu_\mu^{CC}$ in the data sample, the rejection of this background requires an excellent efficiency for lepton identification. The remaining background are $\nu_\mu^{NC}$ events where a hadron (or a group of hadrons) in the hadronic jet is taken as a candidate for the $\tau$ decay products. The selection in the transverse plane is not efficient in this case, as the background events present a momentum imbalance from the undetected outgoing $\nu_\mu^{NC}$ neutrino. The main handle is again the perpendicular component of the momentum of the generic hadron candidate $h^-$ with respect to the total visible momentum of the event, $Q_T$. Since hadrons in the background are produced in the fragmentation of the hit quark and the nuclear remnants, they have a limited transverse momentum, while the hadrons from $\tau$ decays are expected to be well separated in space from the hadronic jet, as depicted in Figure 2.2.

![Diagram](image)

Figure 2.2: Sketch of the isolation variable $Q_T$ for signal and background.

2.2 The CERN neutrino beam

The NOMAD detector is located at the CERN West Area Neutrino Facility (WANF) and is exposed to the SPS wide-band beam (WBB) which consists predominantly of $\nu_\mu$.

Figure 2.3 shows a schematic layout of the WANF beam line.

The neutrinos are primarily produced from 450 GeV protons impinging on a beryllium target. Two Beam Current Transformers (BCT) and several Secondary Emission Monitors (SEM) are used to measure the proton beam intensity. Protons are extracted from the SPS in two 4 ms long spills separated by a 2.6 s “flat-top” (cf. Figure 2.4). The delivered intensity is $\sim 2.2 \times 10^{13}$ protons on target ($p.o.t.$) per SPS cycle.
The secondary pions and kaons are focused by a pair of coaxial magnetic lenses, the horn and reflector. In such a system, charged particles are deflected by the toroidal field between two coaxial conductors carrying equal and opposite currents, such that focusing of particles of one sign implies defocusing of particles of the opposite sign. The section between the horn and reflector and that between the reflector and decay tunnel have been equipped with helium tubes to reduce the absorption of secondary particles.

A neutrino beam monitoring system, based on the detection of muon yields at several depths in the iron shield (the “muon pits”), is built into the line. The silicon detectors in these muon pits also provide an independent absolute flux measurement. The absolute calibration of the silicon detectors is performed against emulsion measurements in the pits.

Most of the mesons will decay in a 290 m vacuum tunnel. Shielding made of iron and earth follows to range out muons and stop hadrons. The CHORUS and NOMAD detectors are located at about 823 m and 835 m from the target.

![Figure 2.3: Scheme layout of the WANF beam line pointing out its main elements (not drawn to scale).](image)

A detailed GEANT [72] simulation of the beam line was used to predict the neutrino energy spectra (Figure 2.5) and radial distributions of the various neutrino types at the NOMAD detector. The parameters of the various neutrino components are summarized in Table 2.2.

The neutrino beam consists predominantly of $\nu_\mu$ whose parent particles are mostly $\pi^+(E_\nu < 60 \text{ GeV})$ and $K^+(E_\nu > 60 \text{ GeV})$ mesons. This can be seen from
the relation between the neutrino and meson energy:

\[ E_\nu = E_{\text{meson}} \frac{1 - \left( \frac{m_\mu}{m_{\text{meson}}} \right)^2}{1 + \gamma^2 \theta^2} \]  

(2.2)

where \( \theta \) is the angle of the neutrino w.r.t. the beam axis. This shows that the average energy of neutrinos in the center of NOMAD, thus at small \( \theta \), is higher than towards the border of the fiducial area of the detector. The maximal possible decay angle \( \theta_{\text{max}} \) for neutrinos reaching the NOMAD detector is \( \sim 1.5/400 \). Since \( m_{K^+}/m_{\pi^+} \sim 3.5 \), neutrinos from \( K^+ \)-decays satisfying the condition of angular acceptance have a higher energy than neutrinos from \( \pi^+ \)-decays. The neutrino beam simulation is affected by uncertainties due mostly to the limited knowledge of the \( \pi \) and \( K \) yields from the hadronic interactions in the beryllium target.

The intrinsic \( \nu_\tau \) component in the beam, from the prompt reaction:

\[ p + N \rightarrow D_s^\pm + X; \quad D_s^\pm \rightarrow \tau^\pm + \nu_\tau^{(-)} \]  

(2.3)

followed by \( \tau^\pm \rightarrow \nu_\tau + X \) has been calculated to be negligible [73,74]. The relative number of \( \nu_\tau \) produced from the above reaction and interacting via the \( CC \) in the fiducial volume of NOMAD has been calculated to be \( (4 - 5) \times 10^{-6} \) the number of \( \nu_\mu^{CC} \) events. After selection criteria, the resulting intrinsic \( \nu_\tau \) signal is much less than one observed event in the total duration of the NOMAD experiment.
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Figure 2.5: Energy spectra of the different neutrino flavors in the beam, from a MonteCarlo beam simulation.

<table>
<thead>
<tr>
<th>Component</th>
<th>$&lt;E_{\nu}&gt;$ [GeV]</th>
<th>Relative flux</th>
<th>$\nu^{CC}$ events</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_\mu$</td>
<td>23.6</td>
<td>1.00</td>
<td>$1.15 \times 10^6$</td>
</tr>
<tr>
<td>$\bar{\nu}_\mu$</td>
<td>22.7</td>
<td>0.07</td>
<td>$0.39 \times 10^5$</td>
</tr>
<tr>
<td>$\nu_e$</td>
<td>37.0</td>
<td>$10^{-2}$</td>
<td>$0.17 \times 10^5$</td>
</tr>
<tr>
<td>$\bar{\nu}_e$</td>
<td>33.2</td>
<td>$3 \times 10^{-3}$</td>
<td>$0.22 \times 10^4$</td>
</tr>
</tbody>
</table>

Table 2.2: Predicted flux at NOMAD for a fiducial area of 2.6 $\times$ 2.6 m$^2$ and 2.4 $\times$ 10$^{19}$ p.o.t.
2.3 The NOMAD detector

A detailed description of the NOMAD detector can be found in [75]. Here, only a short description is given.

The neutrino beam traverses the experiment tilted upwards at an angle of 42 mrad, being nominally centered on the back side of the transition radiation detector. The NOMAD coordinate system is defined as:

- $z$: horizontal projection of the beam direction
- $x$: dipole field direction (horizontal; left-hand direction if seen along the beam)
- $y$: vertical (positive upwards)
- origin: the nominal origin of the NOMAD coordinate system is the center of the first drift chamber front face, coinciding with the longitudinal axis of the NOMAD magnet.

It is important to note that the coordinate system for the experimental setup differs from the one used for physics analyses [76]. The detector coordinate system is defined w.r.t. the magnet axis (also referred to as Laboratory frame); the physics coordinate system is defined w.r.t. the beam axis (also called Beam frame), which is rotated 42.73 mrad relative to the magnet axis.

The magnet

The NOMAD detector uses the dipole magnet from the former UA1 experiment. While the “C”s of this magnet form the magnetic flux return, the end-caps, which have the form of “I”s, serve as support for the central detector. Both these support pillars have been instrumented as iron-scintillator calorimeters. The front “I” forms the front calorimeter and the back pillar forms the hadronic calorimeter.

Veto counters

The veto system consists of an arrangement of 59 scintillation counters covering an area of $5 \times 5$ m$^2$ at the upstream end of the NOMAD detector. 56 of the counters are viewed at both ends by photomultipliers, the remaining 3 have single-ended readout. The counters are arranged in a geometry which provides optimal rejection of charged particles produced upstream of NOMAD, of those produced in neutrino interactions in the iron detector support and of large angle cosmic rays traveling in the same and opposite direction to the neutrino beam. A small part of interactions in the central region and in the upstream part of the magnet can not be vetoed, but can be distinguished from target interactions by the reconstruction of the event vertex position.
Figure 2.6: General side view of the NOMAD detector.

Figure 2.7: General top view of the NOMAD detector.
For triggers in the front calorimeter, which instruments the central region of the front detector support, the veto is formed from the subset of ten counters (denoted $V_8$) mounted on the front face of the support, see Figures 2.6 and 2.7.

The charged particle rejection efficiency of the NOMAD veto is constantly monitored and has remained stable at a level of 96-97%. Averaged over the two neutrino spills, the contribution of the veto system to the overall dead time is 4%.

**Front calorimeter**

The front part of the magnet return yoke is instrumented as a iron-scintillator hadronic calorimeter (FCAL), using the plate structure of the magnet end-cap pillars. The FCAL consists of 20 iron plates separated by air gaps, which are instrumented with scintillator slabs. Groups of five scintillators are ganged together via adiabatic light guides to form a module, which are read out on both sides by phototubes. Ten such modules are arranged vertically on top of each other to form a stack, of which there are four aligned along the beam axis. The instrumented region has a mass of 17.7 t and is about 5 nuclear interaction lengths deep. Further details on the FCAL can be found in Chapter 3.

**Drift chambers**

The drift chambers (DC), which provide at the same time the target material and the tracking of particles, are the crucial part of the detector. They were designed with the conflicting requirements that their walls should be as heavy as possible in order to maximize the number of neutrino interactions and as light as possible in order to minimize multiple scattering of particles, secondary particle interactions and photon conversions. To minimize the total number of radiation lengths for a given target mass, the chambers are made of low density and low atomic number materials; there is less than 1% of radiation length between two consecutive measurements.

The transverse dimension of the chambers is approximately $3 \times 3$ m$^2$ and fills completely the available space inside the magnet coil. The total number of chambers in the complete detector is 49, corresponding to 147 sense wire planes. The target chambers are mounted in 11 modules of four chambers; five additional chambers are installed in the TRD region. The fiducial mass of the chambers is 2.4 t over an area of 2.6 $\times$ 2.6 m$^2$.

The chambers are built on panels made of aramid fibres in a honeycomb structure sandwiched between two kevlar-epoxy resin skins, which give the mechanical rigidity and flatness necessary over the large surface area. Each drift chamber consists of four panels. Three gaps between the panels are filled with an argon (40%) - ethane (60%) mixture at atmospheric pressure. The central gap is equipped with sense wires at 0° and the outer gaps with wires at +5° and −5°.
with respect to the magnetic field direction. The potential on the strips provide a drift field of 1 kV/cm. With the electric field and the gas mixture, the ionization electrons drift with a velocity of about 50 mm/µs. The residuals of sample straight tracks at normal incident has a sigma of about 150 µm. The $5^\circ$ stereo angles give a resolution along the wires of 1.5 mm.

The momentum resolution provided by the drift chambers is a function of momentum and track length; a fit for muons and charged hadrons can be parametrized by:

$$\frac{\sigma_p}{p} \simeq 0.05 \frac{0.07p}{\sqrt{L}} \oplus \frac{0.07p}{\sqrt{L^5}}$$  \hspace{1cm} (2.4)

where the momentum $p$ is in GeV/c and the track length $L$ is in m. The first term is the contribution from multiple scattering and the second term comes from the single hit resolution of the chambers. The tracking is much more difficult for electrons as they radiate photons via the bremsstrahlung process as they traverse the non-zero-density tracking system, resulting in a continuously changing curvature. In this case, the resolution is worse and electron energies are measured by combining information from the drift chambers and the electromagnetic calorimeter.

**Trigger counters**

Two trigger planes are installed inside the magnet volume; the first plane follows the active target and the second is positioned behind the TRD region. Each of them covers a fiducial area of $280 \times 286$ cm$^2$ and consists of 32 horizontally arranged scintillators. To increase the fiducial area of the trigger planes, four additional counters are installed vertically to cover the lightguides of the horizontal counters.

The scintillators are connected by adiabatic lightguides to photomultipliers of the proximity mesh type, which are oriented parallel to the magnetic field. The field of 0.4 T only reduces the photomultiplier response by 30%. They have an intrinsic time resolution of 1 ns and a noise rate of less than 50 Hz.

The average efficiency of the trigger counters for single tracks has been determined with data and measured to be $(97.5 \pm 0.1)\%$.

A more detailed description may be found in [77, 78].

**Transition radiation detector**

The transition radiation detector (TRD) has been designed to separate electron and pion tracks with a rejection factor greater than $10^3$ for a 90% electron efficiency. This factor, together with the additional rejection provided by the preshower and electromagnetic calorimeter, is needed to eliminate the
expected neutral current background events in the oscillation search for the \( \tau^{-} \rightarrow e^{-} \nu_{\tau} \nu_{\tau} \) channel, in which an isolated pion track may fake an electron.

The large rejection factor required and the dimensions of the target (3 × 3 m²) make the NOMAD TRD one of the largest transition radiation detectors ever built. It is located after the first trigger plane and consists of 9 identical modules. Each of them includes a radiator followed by a detection plane. The first 8 TRD modules are paired into 4 doublets. Five drift chambers are embedded, one after each TRD doublet and one after the last TRD module, in order to provide a precise track extrapolation from the drift chamber target to the electromagnetic calorimeter.

The design of each module is:

- The radiator is a set of 315 polypropylene foils, each 15 µm thick and 2.85 × 2.85 m² in area, separated by 250 µm air gaps.

- The detection plane consists of 176 vertical straw tubes, each 3 m long and 16 mm in diameter, separated by 0.2 mm. The straw tubes are fed with a mixture of 80% xenon - 20% methane gas mixture.

The signals from the 1584 straw tubes working in proportional mode are fed into preamplifiers followed by differential drivers and charge ADCs.

Electron identification in the TRD is based on the difference in the total energies deposited in the straw tubes by particles of different Lorentz factors (\( \gamma = E/mc^2 \)). Charged particles with \( \gamma < 500 \) deposit energy predominantly by ionization losses, whereas charge particles with \( \gamma > 500 \) (mainly electrons in NOMAD) also produce transition radiation X-rays at the interfaces of the foils. As a result, a few photons in the keV range are produced by an electron crossing a radiator. About 60% of the photons emitted from the radiator are absorbed in the detection planes. Transition radiation X-ray energy deposition is added to the ionization losses of the parent particle in the same straw tube, because the angular distribution of emitted photons peaks around the initial particle direction (the mean angle of emission is about \( 1/\gamma \)).

The algorithm developed for electron identification is based on a likelihood ratio method and relies on test beam measurements and detector simulation. A pion rejection factor greater than 1000 is obtained with the 9 TRD modules in the momentum range from 1 to 50 GeV/c, while retaining an electron efficiency of 90%.

**Preshower detector**

The preshower (PRS), which is located just in front of the electromagnetic calorimeter, is composed of two planes of proportional tubes (286 horizontal and 288 vertical) preceded by a 9 mm (1.6 \( X_0 \)) lead-antimony (96% - 4%) converter.
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Signals from each tube are fed into charge preamplifiers; at the output of the preamplifier, two pulses of opposite polarity are sent via Delaying and Pulse Shaping Amplifiers (DPSA) to charge sensitive ADCs.

With the preshower alone, a resulting $\pi$ contamination of less than 10% can be obtained for an electron efficiency of 90% at energies above 4 GeV. The $\pi/e$ separation can be substantially improved by using the PRS in combination with the electromagnetic calorimeter. Test beam measurements with pion and electron beams show that a rejection factor between $3 \cdot 10^{-4}$ (at energies greater than 10 GeV) and $10^{-2}$ (at about 1 GeV) may be achieved with 90% electron acceptance. Especially, the fine granularity of the preshower assists the separation of overlapping clusters in the electromagnetic calorimeter caused by adjacent particles.

Electromagnetic calorimeter

The search of $\nu_\tau$ events in NOMAD relies strongly on a very accurate determination of the total transverse momentum in the event as well on electron identification. The electromagnetic calorimeter (ECAL) is crucial to accurately measure electron and gamma energies from 100 MeV up to 100 GeV. The large energy range to be covered requires a large dynamic range in the response of the detector and of the associated electronics. The ECAL combined with the PRS is also used to help improving the electron identification provided by the TRD.

ECAL consists of 875 lead-glass Čerenkov counters arranged in a matrix of 35 rows and 25 columns. Each counter is a 19 radiation lengths deep block with a rectangular cross-section of $79 \times 112$ mm$^2$. Light detectors (two stage photomultipliers, tetrodes) are coupled at the back end face of the blocks. This face is cut at 45° with respect to the block axis, in such a way that the symmetry axis of the tetrodes forms an angle of 45° with respect to the field direction, thus keeping the signal reduction caused by the magnetic field to less than 20%. A low-noise electronic chain, composed of charge preamplifiers followed by a shaper and a peak sensing ADC provides a calorimeter response in a dynamic range larger than $4 \times 10^3$. An additional fast analog signal chain provides time measurements with a resolution of a few ns used to reject energy depositions not associated with the triggering event and to form an ECAL trigger, as explained in Section 2.3.

The linearity of the calorimeter response to electrons was verified with a test beam in the energy range 1.5 – 80 GeV; deviations from linearity are less than 1.5%. The energy resolution was measured to be

$$\frac{\sigma_E}{E} \simeq \frac{(3.22 \pm 0.07)\%}{\sqrt{E(\text{GeV})}} \oplus (1.04 \pm 0.01)\%$$

(2.5)
Hadronic calorimeter

The hadron calorimeter (HCAL) is intended to detect neutral hadrons and to provide a measurement of charged hadrons complementary to that derived from momentum measurements in the drift chambers. Knowledge of neutral hadrons is important when constructing kinematic quantities such as missing transverse momentum, and calorimetric measurements of charged particles can be used both as consistency check and as an aid in distinguishing muons from charged hadrons.

To construct the HCAL, the downstream support pillar of the magnet basket is instrumented as an iron-scintillator sampling calorimeter similar to the FCAL. 23 iron plates 4.9 cm thick separated by 1.8 cm gaps form a wall of 5.4 m width, 5.8 m height and 1.5 m depth, acting as a filter for the large muon chambers downstream.

The active elements of the calorimeter are scintillator paddles 3.6 m long, 1 cm thick and (on average) 18.3 cm wide. Tapered acrylic light pipes are glued to each end to form an assembly 5.52 m long. Eleven of these assemblies are threaded horizontally through the first 11 gaps to form a calorimeter module of approximately 3.1 interaction lengths ($\lambda_{\text{int}}$). Scintillation light is directed through adiabatic light guides to 5 inch phototubes at each side of the module. Eighteen such modules stacked vertically form an active area 3.6 m wide by 3.5 m high.

The energy deposited in a given module is obtained from the geometric mean of the two phototube signals, and the horizontal position of the energy deposit is determined from the attenuation length of the scintillator and the ratio of the phototube signals. Vertical positions are determined from the pattern of energy sharing between the modules.

There is a high probability that hadrons will begin to shower in the approximately 2.1 $\lambda_{\text{int}}$ of material upstream of the hadron calorimeter, and so the total hadronic energy is taken to be a weighted sum of the energies deposited in the hadron and electromagnetic calorimeters.

Muon chambers

The muon detector consists of 10 drift chambers previously used in the UA1 experiment. Each chamber has an active area of $3.75 \times 5.55$ m$^2$ with two planes of drift tubes in the horizontal and two in the vertical directions. In total there are 1210 drift tubes, each with a minimum drift distance of 7 cm.

The chambers are arranged in pairs (modules) for track segment reconstruction. The first muon station consists of three modules and is placed behind the hadron calorimeter. It is followed by an 80 cm thick iron absorber and a second muon station of two modules. In 1995 there was a small gap between the chambers of station 2 which was closed with several scintillation counters, the “muon veto”, in the beginning of the 1996 run.
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Track segments are reconstructed separately for each station from (typically) 3 or 4 hits per projection with a measured efficiency of 97%.

The chambers are operated with an argon/ethane (40%/60%) gas mixture. Their performance was monitored continuously using high energy muons passing the detector. The average position resolution for hits is in the range $350 - 600 \, \mu m$ depending on the gas quality.

The average hit efficiency is 92.5% and the dominant source of inefficiency (6.5%) is due to dead areas between the drift tubes.

**Triggering**

The trigger logic is performed by a especially designed MOTRINO module [77,78], providing the following functionalities:

- Generation of timing signals to synchronize with the SPS beam cycle.
- Combination of subdetector signals for trigger formation.
- Storing of trigger times relative to the SPS cycle.
- Recording of the status of the different triggers. The information is stored as soon as the first trigger fires and again 200 ns later, to record any additional trigger condition set.
- Determination of the lifetimes for the various trigger types.
- Moderation of trigger rates.

Triggers were set up for the study of neutrino interactions. In addition to the approximately 15 neutrino events per spill, various triggers are setup in the muon flat-top, where about 60 triggers are taken and about 20 are written to tape.

**Neutrino triggers**

- $\nabla \times T_1 \times T_2$: The trigger allows to study neutrino interactions in the drift chamber target region. At least one hit in both trigger planes $T_1$ and $T_2$ is required. To prevent triggering on through-going muons, no hit should have occurred in the veto counters $\nabla$. The rate for this trigger is $\simeq 5.0/10^{13} \, p.o.t.$ and the lifetime is $(86 \pm 4)\%$. Of these triggers, about 0.5 are potentially interesting neutrino interaction candidates. The remaining consist of “cosmics”, non-vetoed muons and neutrino interactions in the magnet.

- $\nabla_8 \times FCAL$: An energy deposit of at least 4 $m.i.p.$\footnote{minimum ionizing particle} in the FCAL fires this trigger. Through-going muons are vetoed by the veto subset $\nabla_8$. On average
6.5 neutrino interactions occur in the FCAL for $10^{13}$ p.o.t. and the lifetime is $(90 \pm 3)\%$.

- $V_8 \times \text{FCAL}' \times T_1 \times T_2$: With this trigger it is possible to study quasielastic like events in the FCAL, allowing a relative flux measurement of the beam as a function of neutrino energy. An energy deposition between 1 and 3 $m.i.p.$ in the FCAL is required for this trigger, with a rate of $\sim 1.5/10^{13}$ p.o.t. and a lifetime of $(90 \pm 3)\%$.

- $T_1 \times T_2 \times \text{ECAL}$: Using the ECAL as a target, physics topics such as $\nu_\mu \leftrightarrow \nu_e$ and $\nu_\mu \leftrightarrow \nu_\tau$ oscillations may be addressed. An energy deposit of more than $\sim 1 \text{ GeV}$ in the ECAL enables this trigger, which has an average rate of $\sim 2/10^{13}$ p.o.t. and a lifetime of $(88 \pm 3)\%$.

- $V_C \times \sum_{i=1}^6 M_i \times \overline{\text{ST}}_7 \times \overline{\text{V}}_N \times T_1 \times T_2$: Motivated by the search for neutral heavy particles a joint trigger with the CHORUS experiment, situated upstream of NOMAD, has been set up in 1996 [79]. Both experiments are recording simultaneous interactions in the CHORUS spectrometer and the NOMAD drift chambers. Such a configuration corresponds to the signature of a hypothetical neutral heavy particle produced in CHORUS and decaying in NOMAD. Figure 2.8 shows the various subdetectors used to form this trigger.

**Muon triggers**

- $V \times T_1 \times T_2$: Covering the full fiducial area, this trigger is used for drift chamber alignment and calibration of the different subdetectors with minimum ionizing particles.

- $V_8 \times T_1 \times T_2 \times \text{FCAL}'$: This trigger was implemented to enhance the sample of muons traversing the FCAL, used for detector calibration.

- $V_8 \times T_1$: With this trigger the efficiency of the trigger plane $T_2$ is measured.
2.4 Software environment

Beamsimulation

NUBEAM [80] is a MonteCarlo program using the GEANT [72] framework to simulate the present WANF beam line and processes leading to the generation of neutrinos. The proton-beryllium collisions and hadronic interactions which follow were simulated using the FLUKA92 package [81], which is available in a version interfaced to GEANT. The simulated neutrino beam compositions together with the predicted fluxes are shown in Figure 2.5 and in Table 2.2.

Neutrino Event Generation

The NOMAD Event Generator LIBrary (NEGLIB) [82] offers all the needed flexibility to generate neutrino interactions in the NOMAD detector. In order to describe the physics process $\nu + N \rightarrow l + X$ correctly, various packages are used. Their interplay is depicted in Figure 2.9.

Figure 2.9: Overview of the various packages used in NEGLIB for the simulation of the physics process $\nu + N \rightarrow l + X$.

- $V_8 \times T_2$: This trigger allows to measure the efficiency of $T_1$.

- $V \times T_1 \times T_2 \times ECAL \times HCAL$: A proper understanding of the behavior of electrons in NOMAD is crucial for the oscillation search. This trigger allows to select and study electrons from muon decay or delta rays. Since the threshold for the ECAL is too low to exclude triggering on muons, HCAL is put in anti-coincidence.

2.4 Software environment
The kinematics for deep inelastic neutrino-nucleon scattering are simulated with the LEPTO [83] package. It is based on the leading order electroweak cross-sections for the parton level scattering processes. The fragmentation of produced partons into observable hadrons is performed with the Lund string model [84], implemented in JETSET [85]. For the parton density distributions the GRV-HO [86] parameterization is used, which is available in the PDFLIB [87].

In case of $\nu_{\tau}^{CC}$ interactions, the $\tau$-decays are simulated with the KORALZ [88, 89] package which contains TAUOLA [90,91].

**Detector simulation**

The propagation of particles produced in neutrino events and their interactions in the detector is simulated using the environment of the GEant NOMad library (GENOM) [92], which is a detector simulation based on GEANT [72]. It contains a detailed description of the detector geometry, records particle trajectories through the experimental setup and simulates the response of the sensitive detector parts. Events simulated with GENOM can subsequently be passed through the normal reconstruction and selection programs as if they were real data.
Chapter 3

The Front Calorimeter

In Chapter 2 the Front Calorimeter (FCAL) [67] of the NOMAD experiment has been introduced. In this chapter the motivations for its construction are outlined and a detailed description of its components is given. A method for the energy calibration is provided, similar to the ones in [93] and [94].

3.1 Motivation for the construction of the FCAL

The NOMAD detector was designed for the search of neutrino oscillations. However, the intense neutrino beam at CERN and the FCAL as an instrumented heavy target detector provide a high statistic of neutrino induced events. In combination with the proper NOMAD detector, immediately downstream of the FCAL, as a high precision tracking device, the possibility is provided to study other interesting topics in neutrino physics:

- **Opposite-Sign Dimuons (OSDM)**

  Events with the emission of two oppositely charged muons appear in neutrino induced charm production and the subsequent decay of the charmed meson in a muon:

  \[
  \nu_\mu + \left(\begin{array}{c}s \\ d\end{array}\right) \rightarrow \mu^- + c
  \]

  \[
  \leftrightarrow s + \mu^+ + \nu_\mu
  \]

  The corresponding $\bar{\nu}_\mu$ process has the $s$, $d$ and $c$ quarks replaced by their anti-quark partners and oppositely charged muons. Its distinct experimental signature is the presence of opposite sign dimuons in the final state: one associated with the incoming neutrino, and the other with the decay of the charm-quark. This process may be used to investigate the mass of the
charm-quark $m_c$, the coupling $V_{cd}$ of the $CKM$-matrix and the strange quark contents of the nucleon. Analyses have been performed in [95–98].

- **Like-Sign Dimuons (LSDM)**

  The occurrence of events with two muons of same charge is mainly due to $\pi^-/K^-$ decay or processes involving $\pi$-production. The CCFR collaboration has studied these events, finding a small excess of events [99]. The expected number of FCAL events should be an order of magnitude larger than obtained to date.

- **Trimuons**

  Trimuons are typically standard charge current events accompanied by two extra, oppositely charged muons, which come about either from the hadronic continuum, or the decay of discrete vector bosons, such as $\rho - \omega$, $J/\psi$, or a hard muon bremsstrahlung where the photon creates the two extra muons. A trimuon search is currently under way [100].
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**Trimuon production process.**

\[ W^+ + \nu \rightarrow \mu^+ + \mu^- + \mu^- \]

**Trident production**

\[ W^+ + \gamma \rightarrow \mu^+ + \mu^- + \mu^- \]

The so-called Trident production process is the elastic scattering of a neutrino off the Coulomb field of a nucleus. The resulting \( W \) or \( Z \) boson decays in the muonic channel and the decay products are brought onto mass-shell by the exchange of a virtual photon with the nucleon field. Magnitude and sign of the interfering neutral and charged current processes (see Figure 3.4) are predicted by the Standard Model, so a measurement of the cross-section provides a test of the Lorentz structure of the electroweak current and the Weinberg angle. The CCFR collaboration has reported the observation of destructive interference in the tridents [101]. The CCFR data, however, are statistically small and NOMAD may be able to improve the measurement by an order of magnitude in statistics.

**J/ψ in neutrino neutral current events**

Consider a neutrino induced process depicted in Figure 3.5: a \( Z^0 \)-gluon
fusion where the $J/\psi$ decays into a pair of muons. The CDHS experiment is the only that has reported such an event at about $3\sigma$ level [102] and the combination NOMAD-FCAL may be able to establish and improve the measurement. An analysis is currently conducted [103].

- **Neutral Heavy Lepton Search**

  The existence of neutral heavy leptons coupling with Standard Model neutrinos is predicted in many extensions of the Standard Model. A search for neutral heavy leptons produced in the FCAL and decaying in the NOMAD active volume, already discussed in Chapter 1, is the subject of this thesis and will be considered further in the analysis chapters.

- **Beam studies**

  The large data sample of FCAL events permits detailed studies of the features of the neutrino beam, e.g. anti-neutrino content, radial distribution and energy spectrum [80].

### 3.2 Description of the FCAL

#### 3.2.1 The Front “I”

The Front-“I” consists of 23 iron plates, each having a thickness of 4.9 cm, separated by 1.8 cm air gaps. The first 20 gaps (as counted from the most upstream plate) are instrumented with scintillator slabs of 18.5 cm height, 185 cm width and 0.5 cm thickness. The last three gaps are not instrumented as they are occupied by structural elements of the “I”. To achieve optimal light collection and a reasonable number of read-out channels, groups of 5 scintillators along the beam axis are ganged together by twisted adiabatic light guides and form a module.
Each module is read out on both sides by 3-inch phototubes, allowing the reconstruction of the $x$-coordinate of the hadronic shower by signal sharing between the left and right read-out channels as well as the determination of signal timing. 10 such modules are arranged vertically on top of each other, separated by a 4.4 cm wide strip, due to structural elements in the gap, between the lower and upper 5 modules. Along the beam axis there are four such stacks. The instrumented region covers an area of $175 \times 190 \text{ cm}^2$ and a depth of 134 cm corresponding to about 5 nuclear interaction lengths, resulting in a total target mass of 17.7 t.

The stacks are numbered from 1 to 4 starting at the most upstream stack. The modules within each stack are numbered from 0 to 9 beginning at the bottom module. For each module the photomultipliers are labelled by 1 (left) and 2 (right) w.r.t. the beam. Each module has a unique identification label based on the formula:

\[
\text{module} = 100 \times \text{stack} + 10 \times \text{(module number within the stack)}
\] (3.1)

Figures 3.6, 3.7 and 3.8 show the different schematic views of the FCAL.

### 3.2.2 The Scintillators

The scintillators used in the FCAL are organic plastic scintillators, previously used in the CDHS experiment [104]. An extract of their specifications is presented in Table 3.1.

Energy deposited by charged particles traversing a scintillator is converted into light. The average number of photons is proportional to the amount of deposited energy and follows the Poisson distribution. To detect particles the scintillator light is collected and measured by optical receivers. Taking into account light absorption by the scintillator volume and by reflections on the scintillator surfaces, the scintillator may be characterized by an attenuation length $\lambda$, describing an exponential light attenuation.

The attenuation length of each scintillator slab was measured using an ultraviolet light source and three pin diode detectors [94] and scintillators were grouped to modules having similar attenuation lengths.

### 3.2.3 The Photomultipliers

Each FCAL module is read out on both sides by photomultipliers, also recycled from the CDHS experiment. Specifications of the used photomultiplier tubes are listed in Table 3.2. In CDHS on each photomultiplier a yellow Kodak Wratten 2E filter was glued, absorbing light with wavelengths $> 430$ nm, the part of the spectrum absorbed in the scintillator. The result is a uniform light measurement, i.e. independent of the position a particle traverses the scintillator. The
Figure 3.6: Side view of the FCAL.
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Figure 3.7: Front view of the FCAL.

Figure 3.8: Top view of the FCAL.
Table 3.1: Specifications of FCAL scintillators.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>NE102A</td>
</tr>
<tr>
<td>Length</td>
<td>175 cm</td>
</tr>
<tr>
<td>Width</td>
<td>18.5 cm</td>
</tr>
<tr>
<td>Thickness</td>
<td>0.5 cm</td>
</tr>
<tr>
<td>Wavelength of max. emission</td>
<td>423 nm</td>
</tr>
<tr>
<td>Density</td>
<td>1.032 g/cm³</td>
</tr>
<tr>
<td>Refractive index</td>
<td>1.580</td>
</tr>
<tr>
<td>Attenuation length</td>
<td>≃ 150 cm</td>
</tr>
</tbody>
</table>

FCAL should be used for position measurement using light attenuation. Because the filters could not be removed, a study of the position resolution must show that the required resolution can be achieved. The absolute gain of each photomultiplier was determined by measuring the pulse height spectra as a function of the input supply voltage [94].

Table 3.2: Specifications of FCAL photomultipliers.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>SRC GT75B01</td>
</tr>
<tr>
<td>Diameter of phototube</td>
<td>3 inches</td>
</tr>
<tr>
<td>Diameter of photocathode</td>
<td>2.6 inches</td>
</tr>
<tr>
<td>Cathode material</td>
<td>Cs − K − Sb</td>
</tr>
<tr>
<td>Wavelength of max. response</td>
<td>(400 ± 50) nm</td>
</tr>
<tr>
<td>Quantum efficiency</td>
<td>22%</td>
</tr>
<tr>
<td># of dynode stages</td>
<td>10</td>
</tr>
<tr>
<td>Max. supply voltage</td>
<td>2.25 kV</td>
</tr>
<tr>
<td>Current amplification @ 1.5 kV DC</td>
<td>$4.5 \times 10^5$</td>
</tr>
</tbody>
</table>

3.2.4 Readout electronics

Figure 3.9 shows the schematics of the FCAL readout electronics. The signals from the photomultipliers are amplified and divided into three different channels using custom-designed active pulse splitters [94].

- **Energy measurement**: The photomultiplier signal is delayed by passive analog delay lines of type SECRE DPI S14 in order to be in-time with the NOMAD data acquisition system, performing the readout about 400 ns after the interaction has occurred. The delay lines conserve the total charge of the pulse but distort the pulse shape. The signals are recorded by custom-made charge-integrating ADCs with 100 ns gate with and 12-bit dynamic
range of 1024 pC. A MonteCarlo simulation of neutrino interaction showed that less than 1% of the modules hit see an energy equivalent of more than 70 m.i.p.. Correspondingly, the amplification was chosen to yield an equivalent of the m.i.p. energy of $\simeq 50$ ADC counts. Assuming a pedestal value of 250 ADC counts and a hadronic energy equivalent of 0.5 GeV/m.i.p. each module has a dynamical energy range of $\simeq 70$ m.i.p. or 35 GeV.

- **Time measurement**: The second signal line is discriminated by standard LeCroy CAMAC Type 4413 discriminators with a low threshold of 15 mV and sent to TDC modules of type LeCroy type 1876 Model 100. These store the information of 16 signals within 64 $\mu$s with a resolution of 1 ns.

- **Trigger formation**: To build the FCAL trigger the signals from the photomultipliers in each stack and on each side are summed inside the splitter box to form two signals per stack:

$$L_i \equiv \sum_{j=0}^{9} L_{ij} \quad R_i \equiv \sum_{j=0}^{9} R_{ij} \quad i = 1, \ldots, 4. \quad (3.2)$$

A linear fan-in builds the analog sum to form one signal per stack which are then discriminated at two different threshold levels

$$F_i \equiv (L_i + R_i) > U_{\text{thresh}} \quad i = 1, \ldots, 4 \quad (3.3)$$

used to form the two FCAL triggers by a logical OR of the 4 stacks:

$$\text{FCAL} \equiv (F_1 \lor F_2 \lor F_3 \lor F_4). \quad (3.4)$$

To build the FCAL trigger an anti-coincidence with the veto subset $V_8$ is required:

$$\nabla_8 \times \text{FCAL} \equiv \text{FCAL} \quad (3.5)$$

The threshold used for this trigger is $U_{\text{thresh}} = 75$ mV. A second trigger signal $\text{FCAL}'$ is formed with the two trigger planes:

$$\nabla_8 \times \text{FCAL}' \times T_1 \times T_2 \equiv \text{FCAL}', \quad (3.6)$$

where $U_{\text{thresh}} = 15$ mV. With this trigger it is possible to select muons from quasielastic interactions. The signal ($\nabla_8 \times \text{FCAL}'$) is delayed by 70 ns to synchronize it with ($T_1 \times T_2$). Muons from inelastic interactions can be distinguished from those from quasielastic interactions by their timing: the trigger ($\nabla_8 \times \text{FCAL}' \times T_1 \times T_2$) is fired also by muons from quasielastic processes but the trigger signal ($\nabla_8 \times \text{FCAL}$) is generated before. The right-hand side in the two FCAL trigger definitions gives a short-hand notation which will be used further on.
Figure 3.9: Schematic of the FCAL readout system.
3.3 Calibration

Because FCAL is part of the structural elements of the NOMAD detector, it is not possible to perform an energy calibration by use of a hadron test beam with known energy. Furthermore, neutrino interactions occur uniformly distributed in its depth, whereas test beam particle interactions would start predominantly at the front face of the FCAL. It would not be possible to determine a position dependence of the calibration constants, e.g. introduced through leakage effects, with a test beam. Therefore a different calibration scheme was used:

- **Relative calibration**: Charged particles passing through FCAL interacting with molecules in the scintillators deposit an energy which, in first order, does not depend on particle type and energy. A module-to-module relative response to the (almost) constant energy deposition of minimum ionizing particles (m.i.p.) measures the deposition of the same amount of energy by m.i.p.'s in units of ADC counts for each module.

- **Absolute calibration**: The amount of energy deposited by hadronic showers in units of m.i.p.'s has to be converted to an equivalent absolute energy. This conversion factor can, as a first estimate, be determined from Monte-Carlo studies.

3.3.1 Relative calibration

The response of a FCAL module may be described by three parameters: the attenuation length $\lambda$ and the gains of the photomultipliers at each end of the module, $\alpha_L$ and $\alpha_R$. For an energy deposition $E(\text{GeV})$ at a given position $x$ from the center of a counter of length $l$ (see Figure 3.10), assuming exponential light absorption, the number of ADC counts measured at each end of the module may be written as:

$$
ADC_L = \alpha_L \cdot E \cdot \exp\left(-\frac{l/2 - x}{\lambda}\right)
$$

$$
ADC_R = \alpha_R \cdot E \cdot \exp\left(-\frac{l/2 + x}{\lambda}\right)
$$

It’s useful to define the following constants:

$$
\alpha \equiv \sqrt{\alpha_L \cdot \alpha_R} \cdot \exp\left(-\frac{l}{2\lambda}\right)
$$

$$
\beta \equiv \frac{\alpha_L}{\alpha_R}
$$

and the quantities:
The quantity $M$ is independent of the particle hit position and can be used to measure the gain factor $\alpha$, whereas $R$ is independent of the deposited energy in the module and may be used to determine the attenuation length $\lambda$ and the asymmetry factor $\beta$.

Inverting these relations, one obtains:

$$E = \frac{1}{\alpha}M$$

$$x = \frac{\lambda}{2} \ln \left( \frac{R}{\beta} \right)$$

Measurement of the module gain

Large numbers of high energetic muons are crossing the detector along the beam direction between the two neutrino spills, so that the relative calibration can be performed in a short time and repeated frequently to monitor the calibration constants. Measuring energies in multiples of $m.i.p.$ energies requires the determination of $\alpha$ in units of ADC counts per $m.i.p.$ or, equivalently, the most probable value of $M$.

Muon data are selected using the $(V \times T_1 \times T_2)$ or $(V_8 \times T_1 \times T_2 \times \text{FCAL}')$ triggers. Muon tracks are reconstructed in the drift and muon chambers and backward extrapolated to the FCAL. The energy deposition of muons follows mainly a Landau distribution with additional contributions (noise, hard muon
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bremsstrahlung, photon electron smearing etc.). Since the mathematical average of a Landau distribution is not defined, and since the experimental average of a truncated distribution is strongly dependent on the tails of the distribution, the *most probable* energy is taken as the reference value instead. To obtain this parameter, the experimental distribution has been fitted to a function \( L \) composed of:

- a Landau function \( \phi(x) \), centered at \( x = 0 \) with width \( \sigma_l \) describing the energy deposition
- a Gaussian distribution \( \Phi(x) \) with width \( \sigma_g \) which describes smearing due to noise processes such as fluctuation in the number of photoelectrons, electronics noise in the amplification chain
- a background distribution \( B(x) \)

The convolution \( L \) is defined as:

\[
L(y) \equiv B \left( \frac{y}{p} \right) + h \int_{-3}^{3} \Phi(z) \psi \left( \frac{z + y - p}{\sigma_l} \right) dz \tag{3.15}
\]

The definition of a Gaussian normal distribution is:

\[
\Phi(y) \equiv \frac{1}{\sqrt{2\pi\sigma_g}} \exp \left( -\frac{y^2}{2\sigma_g^2} \right) \tag{3.16}
\]

and the Landau distribution is:

\[
\psi(y) \equiv \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \exp (ys + s \ln s) ds \tag{3.17}
\]

The background function \( B \) describes empirically the low-energy part of the spectrum. Events having less than 75% of the most probable energy are very likely not to be ascribed to through-going muons. The inclusion of the background function improves the stability of the fitting procedure considerably, since the Landau distribution essentially gives no contribution in the low energy region. The function is defined by:

\[
B \left( \frac{y}{p} \right) \equiv \begin{cases} 
  b^2 \cdot \exp \left( -\frac{(y/p - 0.25)^2}{2(0.16)^2} \right) & \text{for } y < 0.25 \\
  b^2 & \text{for } 0.25 \leq y < 0.75 \\
  b^2 \cdot \exp \left( -\frac{(y/p - 1.39)^2}{2(0.16)^2} \right) & \text{for } 0.75 \leq y < 1.39 \\
  0 & \text{otherwise}
\end{cases} \tag{3.18}
\]

The function \( L \) has five free parameters:
• $p$: the position of the most probable value, which is the parameter of interest for the extraction of the calibration constant $\alpha$
• $h$: the normalization of the distribution (essentially, the number of events)
• $\sigma_l$: the width of the Landau distribution in ADC counts
• $\sigma_g$: the width of the Gaussian distribution in units of ADC counts
• $b$: the background parameter describing the normalization of the background distribution

The parameter $p$ determines the calibration constant $\alpha$ for a module. If energy is measured in units of $m.i.p.$, \[\alpha = p^{-1}[m.i.p./ADC]\].

**Measurement of the module asymmetry and attenuation length**

The calibration constants $\beta$ and $\lambda$ can be determined from data if the $x$-coordinate of the impact point of the muon in the module is known. This may be ascertained using backward extrapolation of the drift chamber track to the module under study. The extrapolation uncertainty from multiple scattering depends on the muon momentum and the amount of material traversed. The sum of all uncertainties is typically $\mathcal{O}(1 \text{ cm})$, which has to be compared to a typical position measurement of the FCAL of $\approx 10 \text{ cm}$. Taking the average of many measurements at the same position $x$, a straight line fit to the relation:

\[\langle \ln R \rangle(x) = \langle \ln \frac{ADC_L}{ADC_R} \rangle(x) = \ln \beta + \frac{2x}{\lambda}\] (3.19)

can be used to obtain the desired parameters $\beta$ (offset) and $\lambda$ (slope).

These calibration constants are measured [94, 98, 105, 106] for the whole NOMAD data taking period in intervals of weeks as well as for MonteCarlo data samples and are available in the NOMAD database.

**3.3.2 Absolute calibration**

Having obtained the calibration factors $\alpha$, $\beta$ and $\lambda$, all modules measure energy on the same scale, i.e. in units of the $m.i.p.$ scale. The hadronic energy equivalent of this unit still has to be determined. The hadronic energy deposited in the FCAL is calculated using:

\[E_{\text{had}} = \kappa \cdot \left( \sum_{i=1}^{4} \sum_{j=0}^{9} \frac{M_{ij}}{\alpha_{ij}} - \sum_{i=1}^{N_{\mu}} E_{ij}^0 \right)\] (3.20)

where the first is a double sum running over all modules in each stack. $M_{ij}$ are the recorded energies in each module $j$ of stack $i$ in ADC counts and $\alpha_{ij}$ are
the calibration constants defined above. The second term runs over all muons emerging from the FCAL (mainly the muon from charged current interactions). $E^0_f$ is the mean energy a muon deposits traversing a FCAL stack, on average one $m.i.p.$ If the event is assumed to occur at the mid plane of the first stack hit, $f$, then the mean amount of energy deposition may be expressed as

$$E^0_f = (4 - f + 0.5) [m.i.p.] \quad (3.21)$$

$\kappa$ is the conversion factor to convert the total energy measured in $m.i.p.$ to the absolute energy in GeV which has to be determined.

The calibration procedure applied (similar to the one in [93]) is using $\nu^\mu_{CC}$ MonteCarlo events, which is essentially imitating a test beam where the real beam is substituted by the detector MonteCarlo simulation. Thus the absolute energy scale is established using MonteCarlo. Of course, this relies heavily on the correctness of the simulated beam and the simulated detector response. To demonstrate the level of agreement, in Chapter 4 the energy conversion factor is applied and a comparison between real data and MonteCarlo events is performed.

As a first step, the cuts to select events in a certain region of phase space are defined. These event selection criteria require knowledge of the vertex position in the FCAL. This is estimated calculating the center of gravity in the most upstream stack with total deposited energy above a threshold of 0.5 $m.i.p.$. This procedure will be discussed in more detail in Section 4.2.2. For now it is assumed that the vertex position is known with reasonably accuracy.

The cuts used are:

- **Charged current interaction**: Only events with exactly one negatively charged track having its first hit within the first 15 cm of the drift chambers geometrically matched with a track in the muon chambers which can be extrapolated backwards within the volume of the FCAL are selected.

- **Trigger threshold**: The FCAL will not register an event with an energy deposited in one of the four stacks below a threshold defined by a discriminator level in the data acquisition system (see Section 3.2.4). The trigger efficiency was measured in [77] (see also Figure 4.1) as a function of the maximum of the deposited energy in one stack in units of $m.i.p.$. The efficiency is essentially 100% for:

$$\max\{E_{\text{Stack}}\} > 5 \, m.i.p., \quad \text{Stack} = 1, \ldots, 4 \quad (3.22)$$

In order that the calibration not be sensitive to the exact shape of the trigger threshold only events above this threshold are considered.

- **Transverse leakage**: The transverse dimensions of a hadronic shower are relatively independent of the shower energy [107] and scale roughly with the nuclear interaction length $\lambda_I$. On average 95% of the hadronic energy is
laterally contained within a radius of $1 \lambda_f$. To minimize lateral leakage the vertex was required to be at least one $\lambda_f$ (16.8 cm for iron) away from the boundaries of the FCAL. Energy is also unaccounted for if it is absorbed in the uninstrumented region in the center of the FCAL. The fiducial cuts used are:

$$|X_{\text{vertex}}| < 70 \text{ cm}, \quad 20 \text{ cm} < |Y_{\text{vertex}}| < 70 \text{ cm}$$

- **Longitudinal leakage**: In a calorimeter short as the FCAL longitudinal energy leakage is a major concern. To select events with minimal amount of longitudinal leakage the 4th stack was used as a veto. The fraction of energy deposited in the most downstream stack was required to be less than 10% of the total deposited energy (this implies the vertex is not in stack 4). In order to take account of the energy deposit of the charged current muon one $m.i.p.$ was subtracted from the total $m.i.p.$ energy for each stack the muon traversed plus 0.5 $m.i.p.$ for the first stack hit (assuming the vertex is in the middle of the stack). Defining $M_i$ to be the number of $m.i.p.$’s deposited in stack $i$ and $f$ to be the first stack hit, the appropriate cut is:

$$\frac{M_4 - 1.0}{\left(\sum_{i=f}^{4} (M_i - 1.0)\right) + 0.5} < 0.1$$

For the selected events, Figure 3.11 shows a profile histogram of the total deposited energy in $m.i.p.$’s as a function of the energy in GeV. ($M_N$ is the nucleon rest mass):

$$E_{\text{had}}^{\text{sim}} = E_{\nu}^{\text{sim}} - E_{\text{lep}}^{\text{sim}} + M_N$$

From a straight line fit the factor to convert energy measured in units of $m.i.p.$’s to units of GeV can be determined as:

$$1 \text{ GeV} = (2.367 \pm 0.003) \text{ m.i.p.}$$

**Sources of uncertainty**

The considered sources of uncertainties are:

- **Beam profile**: The calibration method using MonteCarlo relies on the ability to sample the same regions of phase space in both the data and MonteCarlo events. Different neutrino beam profiles would result in different average neutrino energies within a fiducial volume thus sampling different cross-sections resulting in different kinematics. The effect of different beam profiles in the calibration has been studied using reweighting of MonteCarlo events inside the used fiducial volume (see Section 4.1) and found to be less than 1%.
• **Simulation of hadronic processes**: The final contribution in the calibration constant arises from inaccuracies in the simulation of hadronic processes in the *MonteCarlo*. A comparison of different hadronic packages has been performed in relation to the ATLAS experiment [108] including the version FLUKA92 used by GENOM. They conclude that in the few GeV range (hadronic energies of less than 5 GeV) the description exhibits a number of problems. In the high energy range FLUKA92 agrees with data to an accuracy of approximately 8%.

**Results of calibration**

Taking into account the systematic effects discussed above with a conservative estimate of 10% the energy calibration constant for neutrino interactions in the FCAL was found to be:

$$\kappa = \frac{1 \text{ GeV}}{(2.367 \pm 0.003 \text{(stat)} \pm 0.24 \text{(sys)}) \text{ m.i.p.}}$$

\[ (3.27) \]

![Figure 3.11: Energy deposited in m.i.p.’s as a function of the energy in GeV for MonteCarlo events.](image)
Chapter 4

Analysis of neutrino interactions

An analysis using interactions in the FCAL requires selection criteria for the different types of FCAL events. In this chapter the algorithms of these selection criteria are discussed, pointing out possible differences between real data and MonteCarlo events. After classifying the available data samples, the obtained numbers of events as well as a subset of charged current event kinematics variables are compared to MonteCarlo predictions. Further, the FCAL timing information, combined with the timing information obtained from the drift chamber tracks, is introduced, an important ingredient for analyses such as the search for neutral heavy leptons.

4.1 Adjustment MonteCarlo to data

Before comparing events generated within the simulation framework to real data events, effects known to be not implemented in the simulation or not described sufficiently well have to be included or corrected. Here the following items are considered and described below:

- Noise (Data and MonteCarlo) and saturation (MonteCarlo)
- Beam simulation (reweighting in MonteCarlo)
- Trigger simulation (in MonteCarlo)

Noise and Saturation

The response of the FCAL to hadronic showers has been modeled in the GENOM detector simulation introduced in Chapter 2.4. The ADCs have a linear and infinite dynamic range in the MonteCarlo (see also the linear behavior in Figure 3.11) but are non-linear and can saturate in the data. The absence of the non-linearity simplifies the determination of the energy conversion factor but is essential for the comparison to data.
Since this non-linearity is highly dependent on the relative calibration discussed above (the scintillator response or the photomultiplier gain may change over time but the ADC length remains constant) it is implemented at the level of the analysis.

Given the energy deposition and the position of a hit in a module one can, using Equations 3.11 and 3.12 as well as the valid calibration constants, calculate the ADC values for that module.

ADC values less than 20 ADC counts, representing noise, are not used for data and MonteCarlo.

The non-linearity is implemented for each module \( j \) with ADC values \( (i = \text{Left, Right}) \) by using:

\[
ADC'_i = L_j + \frac{(ADC_i - L_j)}{\sqrt{1 + \left(\frac{ADC_i - L_j}{L_j}\right)^{1.02}}}
\]  

(4.1)

for ADC values greater than \( L_j = 20 \cdot \alpha_j \), where \( \alpha_j \) is the module calibration factor, the average ADC counts for a minimum ionizing particle.

Further, the saturation is implemented as a cutoff for these values \( ADC'_i \) at \((4095 - 200)\), which is the maximum possible ADC count for the used ADC types minus an approximate average pedestal value.

Now the deposited energy and the hit position are recalculated using the saturated \( ADC'_i \) and the inverse Equations 3.13 and 3.14.

**Beam reweighting**

It is known from within the framework of the NOMAD \( \nu_\mu \leftrightarrow \nu_e \) oscillation search, which heavily relies on the beam description, that the shape of the \( \nu_\mu \) flux is not estimated very well by the version of the beam simulation interfaced by default to the event generation package used to generate the MonteCarlo samples for this analysis.

The samples were generated using the beam simulation NUBEAM400 and the model for proton-beryllium interactions in FLUKA92. It is known [109] that this version of FLUKA is incorrectly simulating the distributions of transverse momenta of particles in \( p-\text{Be} \) interactions causing observed disagreements in neutrino energy spectra, confirmed by results from the SPY collaboration [110]. More actual versions including better descriptions are NUBEAM606 and FLUKA98.

In order that the effects of different beam simulation packages can be studied, weighting tables to and from the different beam prescriptions have been produced [111]. The generated MonteCarlo events with a given neutrino energy \( E_\nu \) and radial distance \( R \) of the interaction point from the center of the beam in the NOMAD frame of reference are reweighted by the relative difference of the flux predictions \( a \) and \( b \):
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\[ \text{weight}(E_\nu, R) \equiv \frac{\Phi^b(E_\nu, R)}{\Phi^a(E_\nu, R)} \quad (4.2) \]

Here \(a\) is labelling the versions used to generate the samples and \(b\) the more actual versions quoted above.

\textbf{Trigger Simulation in \textit{MonteCarlo}}

Trigger signals such as \((V_8 \times \text{FCAL})\) and \((V_8 \times \text{FCAL}' \times T_1 \times T_2)\) are not build inside the detector simulation but are important in a comparison between data and \textit{MonteCarlo}, especially in the low energy region.

Both signals \text{FCAL} and \text{FCAL}' are only present if at least one of the four stacks registers an energy deposition above a certain threshold (see Chapter 3.2.4).

To implement these two signals the measured efficiencies \cite{77}, shown in Figures 4.1 and 4.1, were used in a \textit{MonteCarlo} technique using the trigger efficiencies as probabilities to fire the signals for a given \(\max\{E_{\text{Stack}}[\text{m.i.p.}]\}\).

For the trigger \((V_8 \times \text{FCAL}' \times T_1 \times T_2)\) this is combined with the information if the two trigger planes \(T_1\) and \(T_2\) were hit.

The veto signals used to form the final trigger signals are not available at the level of the analysis and therefore not used. Since events were generated inside the detector, vetoing is not an important effect. However, there could be events back-splashing and self-vetoing, but this is assumed to be a minor correction \cite{105}.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fcalfcalt.png}
\includegraphics[width=0.4\textwidth]{fcal.png}
\caption{Trigger efficiency \text{FCAL}' (left) and \text{FCAL} (right) as a function of the maximum energy deposited in one stack in units of m.i.p.}
\end{figure}
4.2 Event selection and classification

Interactions in the front calorimeter may be selected and classified using the following criteria:

- **Trigger conditions**
- **Primary vertex in FCAL fiducial volume**
- **Interaction type classification**
  - Neutrino charged current
  - Neutrino neutral current
  - Cosmic rays

In the following sections these criteria are further specified and defined.

4.2.1 FCAL triggers

Two triggers to select neutrino interactions in the front calorimeter are available (see Sections 2.3 and 3.2.4):

- \((V_8 \times FCAL) \equiv FCAL\)
- \((V_8 \times FCAL' \times T_1 \times T_2) \equiv FCAL'\)

The NOMAD trigger system stores the status of the several triggers at the time an event is selected and also 200 ns later. Both the undelayed and delayed trigger information is used. For MonteCarlo the triggers are simulated as described in Section 4.1.

4.2.2 Determination of the event vertex

The FCAL is divided into four stacks along the longitudinal direction \(z\). The interaction is assumed to occur in the center of the most upstream stack with an energy deposit of at least 0.5 \(m.i.p.,\) labelled \(f\):

\[
z_{FCAL} = \text{center of Stack } f
\]

Because of their small cross-section neutrinos interact uniformly along their way traversing the detector. The variance of a uniform distribution on an interval of width \(W\) is:

\[
\sigma = \frac{W}{\sqrt{12}}.
\]
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so the error in the determination of the longitudinal position of the vertex in a stack is:

\[ W_{\text{stack}} = 33.5 \text{ cm} \Rightarrow \sigma_z = 9.7 \text{ cm} \quad (4.5) \]

The transverse position of the vertex may be ascertained in two ways:

- **Muon extrapolation:**
  Applicable only to processes with a muon produced at the primary vertex such as \( \nu^CC \mu \), \( \bar{\nu}^CC \mu \) or quasieelastic processes. This method involves the backward extrapolation of the drift chamber muon track to the \( z \) position in the FCAL.

- **Center of Gravity in the stack containing the primary vertex:**
  Equation 3.14 showed the possibility to estimate the \( x \) position of the energy deposition within a single module. There is no information about where, on the \( y \) axis, the energy was deposited, so the \( y \) position of a module center is chosen. For a given hadronic shower the event vertex transverse positions can be estimated by calculating the center of gravity or energy \( E_i \) weighted mean of module \( i \) positions \( x_i \) and \( y_i \) within the stack the interaction is assumed to have occurred:

\[
x_{\text{FCAL}} = \frac{\sum_i E_i \cdot x_i}{\sum_i E_i} \quad \text{and} \quad y_{\text{FCAL}} = \frac{\sum_i E_i \cdot y_i}{\sum_i E_i} \quad (4.6)
\]

Assuming that the transverse dimension of the hadronic shower development in the stack containing the vertex is smaller than the vertical size of a module and since no information is given where in the module the interaction occurred, the resulting resolution can be estimated as:

\[ W_{\text{module}} = 18.5 \text{ cm} \Rightarrow \sigma_y = 5.3 \text{ cm} \quad (4.7) \]

A study on \( \nu^CC \) MonteCarlo events confirmed the estimated resolutions in \( z \)- and \( y \)-direction and the resolution in the \( x \)-direction is measured as \( \sigma_x \simeq 2.5 \text{ cm} \). Further details may be found in References [93,94,96].

Since for the analysis performed in this thesis both neutral and charged current interactions have to be considered (for the first the muon extrapolation method of course does not work) and the FCAL vertex resolutions resulting from the center of gravity method are sufficient, this method is used.

### 4.2.3 Neutrino charged current identification

The identification of neutrino charged current interactions in the front calorimeter is mainly the identification of the charged lepton produced in the FCAL and traversing at least a part of the other subdetectors. Since the neutrino beam
consists of several neutrino types with different relative fluxes (see Section 2.2), the charged lepton may be of type muon or electron. Since the probability of the latter to escape the FCAL volume and to be identified in the drift chambers and/or the combination of TRD/PRS is quite small and because of their small relative fluxes compared to the muon neutrino types only positive and negative muons originating from the FCAL have to be identified.

**Primary muon identification**

The primary means of muon identification is the penetrating power of a candidate particle. Muons from events occurring in stack 4 can be identified by the muon chambers if they penetrate more than 8 interactions lengths ($\lambda_{\text{int}}$) of absorber material in order to reach muon station 1, or 13 $\lambda_{\text{int}}$ for muon station 2. For muons from interactions in stack 1 one has to add the 5 $\lambda_{\text{int}}$ of the FCAL material. For perpendicular incidence, the momentum thresholds for muons in the drift chambers to reach the muon chambers (with 50% probability) are measured to be 2.3 GeV/c for station 1, and 3.7 GeV/c for station 2 [75]. Again, for interactions in the FCAL, the energy loss in the additional material has to be added: 0.25 GeV for penetrating the coil and 0.35 GeV for each stack traversed [105]. The criteria for a drift chamber track originating in the FCAL to be identified as a muon are:

- **Matching to muon chamber track(s):** The drift chamber track can be extrapolated forward to at least one of the muon chamber stations within a transverse distance of 40 cm to a track in station 1 or 50 cm in station 2. Particles outside the geometrical acceptance of the muon chambers, or ranging out in the detector material can fail this criterion. A minimum track momentum cut (at its first hit in the drift chambers) of 2.5 GeV/c is applied to reduce background from $\pi$/$K$ decays and hadron “punchthrough” from particles created either in the FCAL or in coil interactions.

- **Matching to the FCAL:**
  - The track has its first hit within:
    
    \[
    0 \text{ cm} \leq z_{\text{first hit}} < \begin{cases} 
    15 \text{ cm} & \text{ for data 96 and MC} \\
    45 \text{ cm} & \text{ for data 97 and 98}
    \end{cases} 
    \]  

    (4.8)

  - and can be extrapolated backwards to the stack containing the vertex within the FCAL sensitive volume:

    \[
    |x| < 87.5 \text{ cm}, \ |y| < 95.0 \text{ cm and } -242.6 \text{ cm} < z < -90.3 \text{ cm}
    \]

    (4.9)

---

1. At the beginning of the 1997 data taking period the first 3 chambers of drift chamber module 1 have been removed to install an additional subdetector STAR [112, 113].

2. In the detector simulation the FCAL has a constant $z$-offset of +6.9 cm. One always has to add this when referencing FCAL MonteCarlo $z$-positions.
The first item is referenced as *loose muon id* and the second as *FCAL association* from now on.

If there is more than one candidate track, the one with the highest momentum is tagged as the primary muon.

For the matching to the FCAL a combination of a linear (no magnetic field in coil and FCAL) and a helix (magnetic field in drift chambers) extrapolation is used, not taking into account the energy loss in the material traversed. The extrapolated energy and momentum at the primary vertex (PV) are corrected by:

\[ E_{\mu}^{\text{PV}} = \sqrt{|\vec{p}_{\text{extrap}}|^2 + m_{\mu}^2 + dE_{\text{coil}} + dE_{\text{stacks}}} \]  
\[ \vec{p}_{\mu}^{\text{PV}} = \frac{\vec{p}_{\text{extrap}}}{|\vec{p}_{\text{extrap}}|} \cdot \sqrt{E_{\mu}^{\text{PV}}^2 - m_{\mu}^2} \]  

with:

\[ dE_{\text{coil}} = 0.25 \text{ GeV} \]  
\[ dE_{\text{stacks}} = 0.35 \text{ GeV} \cdot (4 - f + 0.5) \]

\( (4 - f + 0.5) \) is the number of stacks traversed plus a half for the stack number \( f \) (see Section 4.2.2). The position of the primary lepton is taken to be the center of the primary vertex stack with transverse position of the extrapolation. A comparison to an extrapolation including multiple scattering and energy loss showed that the resulting accuracy is good.

### 4.2.4 Cosmic ray interactions

Cosmic ray muons traversing the FCAL can mimic neutral current neutrino interactions as explained below. Therefore it is important to identify cosmic events if their contribution to the neutral current event sample is not negligible and quantities such as the ratio of neutrino neutral and charged current interactions (see Section 4.3.5) have to be calculated.

“Primary” (particles accelerated at astrophysical sources) and “secondary” (particles produced in interactions of primaries with interstellar gas) cosmic rays interacting in the atmosphere produce mainly [1] protons, neutrons and pions.

Muons from charged pion decays are the most numerous charged particles at sea level. Their energy and angular distribution reflect a convolution of production spectrum, energy loss in the atmosphere, and decay. The mean energy at the ground is \( \simeq 4 \text{ GeV} \). The integral intensity of vertical muons above 1 GeV/c at sea level is \( \simeq 70 \text{ m}^{-2}\text{s}^{-1}\text{sr}^{-1} \) or 1 cm\(^{-2}\)min\(^{-1}\) for a horizontal detector.

The overall angular distribution of muons at the ground is \( \propto \cos^2 \theta \) which is characteristic for muons with \( E_{\mu} \simeq 3 \text{ GeV} \). At lower energy the angular distribution becomes increasingly steeper, while at higher energy it flattens.
Thus the signature of a cosmic muon mimicking a FCAL event is a particle traversing the volume from the top to the bottom with similar energy deposits \((m.i.p.'s)\) in a group of vertically arranged modules and no track in the drift chambers (the probability of an overlap between a cosmic particle firing the FCAL and a \((V \times T_1 \times T_2)\) trigger is very small compared to the FCAL cosmic trigger rate).

The main strategy to identify FCAL cosmic events is extracting the vertical incident angle of energy deposits in the detector.

A way to measure the angle of a particle traversing the FCAL is using the energy weighted mean of energy deposits in one stack:

\[
<y_j> = \frac{\sum_i E_{ij} \cdot y_{ij}}{\sum_i E_{ij}}
\]

and its second momentum, representing the width of the energy deposition:

\[
dy_j \equiv \sigma_{<y_j>} = \sqrt{\frac{\sum_i E_{ij} \cdot y_{ij}^2}{\sum_i E_{ij}} - \left(\frac{\sum_i E_{ij} \cdot y_{ij}}{\sum_i E_{ij}}\right)^2}
\]

- **Very small angles:**
  
  If the angle is very steep and only one FCAL stack \(f\) is traversed one can use the width to identify cosmic events:

  \[dy_f > 18.5 \text{ cm}\] (4.16)

  The value chosen represents the width of one module. For neutrino interactions the width of the shower in the stack containing the vertex is relatively small compared to a cosmic particle traversing the stack (see Figure 4.2).

- **Small angles:**
  
  If the angle is larger and several stacks are traversed the difference between the energy gravity centers in the first and last stack hit (labelled \(f\) and \(l\) respectively) is used:

  \[|\delta y_{fl}| \equiv |<y_f> - <y_l>| > 37.0 \text{ cm}\] (4.17)

  Here the chosen cut value is the width of two modules. Figure 4.3 shows the distributions for neutrino interactions and cosmic events (taken without neutrino beam in a so-called Machine Development phase).

If the incident angle is greater the cosmic ray particle would hit the veto and the event is rejected by the included trigger condition of a veto anti-coincidence.

The steps respective spikes in the distributions in Figure 4.2 and Figure 4.3 represent the vertical dimensions of the FCAL modules.
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Figure 4.2: Distributions for $dy_f$ in $\nu_{\mu}^{CC}$ (left) and cosmic (right) data interactions.

Figure 4.3: Distributions for $\delta y_{fl}$ in $\nu_{\mu}^{CC}$ (left) and cosmic (right) data interactions.
Efficiency

Pure cosmic ray interactions can be analyzed with data recorded without neutrino beam. The efficiency of the cuts to identify cosmic ray interactions, defined as the number of cosmics identified as cosmics, was measured to be:

\[(75.9 \pm 0.4)\% \quad (4.18)\]

In return, \[(24.1 \pm 0.3)\% \quad (4.19)\]
cosmics are identified as neutrino neutral current interactions.

The uncertainties are the statistical errors of the used event sample.

Purity

The purity of identified cosmic ray interactions, defined as the ratio of real cosmics identified as cosmics, can be estimated using a sample of pure neutrino neutral current interactions, e.g. MonteCarlo \(\nu^\text{NC}_\mu\) events. From these (see Table 4.9 in Section 4.3.3)

\[(2 \pm 2)\% \quad (4.20)\]

are identified as cosmics. Assuming this is the main contamination the purity can be estimated to be:

\[(98 \pm 2)\% \quad (4.21)\]

Here also the statistical errors of the used event sample are quoted.

Both, the efficiency and the purity, show that the cuts to identify cosmic ray interactions are quite loose but sufficient.

4.2.5 Neutral current interaction identification

If a FCAL event is not identified as a muon neutrino charged current or cosmic ray interaction it is classified as a neutral current event.

Since no information of the outgoing primary lepton (neutrino) is available one can not distinguish neutral currents of the different neutrino species. Also a primary lepton identification for electrons and positrons is not performed because their probability to escape the FCAL is too small.

The main contamination of this event sample are muon neutrino charged current events where the primary muon is outside the geometrical acceptance of the muon chambers or ranging out in the detector material. Smaller contributions come from unidentified cosmics and electron neutrino neutral and charged current interactions (the relative flux of the latter to the muon neutrino type is \(O(1\%)\), see Section 2.2).
4.2.6 Selection criteria

The selection and classification criteria for interactions in the front calorimeter used in the following sections refer to the ones defined as:

- **Trigger condition:**
  one of the two FCAL triggers is required to have fired:
  
  \[
  FCAL \equiv (V_8 \times FCAL) \quad (4.22)
  
  FCAL' \equiv (V_8 \times FCAL' \times T_1 \times T_2) \quad (4.23)
  
- **FCAL fiducial volume:**
  the reconstructed primary vertex (using the center of gravity method) must be in the volume\(^3\):
  
  \[
  |x| < 90.0 \text{ cm}, \quad |y| < 90.0 \text{ cm} \quad \text{and} \quad -240.15 \text{ cm} < z < -116.15 \text{ cm} \quad (4.24)
  
- **Interaction type classification:**
  the event must be classified as one of the types:
  
  - muon neutrino charged current \(\nu_{\mu}^{CC}\)  \hspace{1cm} (4.25)
  - muon anti neutrino charged current \(\bar{\nu}_{\mu}^{CC}\)  \hspace{1cm} (4.26)
  - neutrino neutral current \(\nu^{NC}\)  \hspace{1cm} (4.27)
  - cosmic ray \(\text{cosmic}\)  \hspace{1cm} (4.28)

  *MonteCarlo* events are preselected having been generated in the FCAL fiducial volume and reweighted as described in Section 4.1. FCAL ADC saturation effects have been included using the results from Section 4.1. Further, events with problems during data taking (online errors), reconstruction (offline errors) or at generation level (MC truncated) are excluded from analyses but may be listed for completeness (labelled as PRE).

4.3 Event statistics

This thesis is based on data collected during the NOMAD data taking periods in 1996, 1997 and 1998 [114]. Although the FCAL was already instrumented and taking data in 1995, data from this period was not used as not available in the same framework of reconstruction and analysis format.

\(^3\)see also footnote on Page 60
4.3.1 Protons on target

In Table 4.1 the exposures of protons on target delivered by the SPS are listed for the different data taking periods as $\sum BCT_{SPS}$. During 1998 the SPS switched the beam operation mode for about two times three weeks to the production of anti neutrinos ($\bar{\nu}$). Also shown are equivalent numbers of p.o.t.’s for the data collected by the NOMAD experiment, $\sum BCT_{NOMAD}$, and for the reconstructed FCAL events, $\sum BCT_{FCAL}$ (in SPS neutrino spills tagged as good). $\sum BCT_{NOMAD}$ w.r.t. $\sum BCT_{SPS}$ can be used to estimate the lifetime of the NOMAD experiment whereas $\sum BCT_{FCAL}$ w.r.t. $\sum BCT_{NOMAD}$ represents the losses during reconstruction. These numbers will be used when calculating the total numbers of neutrino interactions in the FCAL (see Section 4.3.6).

<table>
<thead>
<tr>
<th>Sample</th>
<th>96</th>
<th>97</th>
<th>98</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>$\nu$</td>
<td>$\nu$</td>
<td>$\nu$</td>
</tr>
<tr>
<td>$\sum BCT_{SPS}$</td>
<td>1.46 $\pm 0.01$</td>
<td>1.66 $\pm 0.01$</td>
<td>1.34 $\pm 0.01$</td>
</tr>
<tr>
<td>$\sum BCT_{NOMAD}$</td>
<td>1.40</td>
<td>1.57</td>
<td>1.21</td>
</tr>
<tr>
<td>$\sum BCT_{FCAL}$</td>
<td>1.36</td>
<td>1.55</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Table 4.1: Protons on target for the different data taking periods.

4.3.2 Initial data and MonteCarlo statistics

The available initial statistics of reconstructed FCAL events for the data taking periods are summarized in Table 4.2. The events are further listed by different combination of the FCAL trigger types. Table 4.3 lists the available statistics of generated MonteCarlo muon neutrino neutral and charged current events.

<table>
<thead>
<tr>
<th>Sample</th>
<th>96</th>
<th>97</th>
<th>98</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>$\nu$</td>
<td>$\nu$</td>
<td>$\nu$</td>
</tr>
<tr>
<td>$(FCAL) \lor (FCAL')$</td>
<td>10.464.618</td>
<td>10.820.938</td>
<td>7.791.265</td>
</tr>
<tr>
<td>$(FCAL)$</td>
<td>9.144.352</td>
<td>9.515.266</td>
<td>6.866.924</td>
</tr>
<tr>
<td>$(FCAL) \land (FCAL')$</td>
<td>1.320.266</td>
<td>1.305.672</td>
<td>924.341</td>
</tr>
</tbody>
</table>

Table 4.2: Initial statistics of FCAL data for the data taking periods as the number of reconstructed events for different FCAL and FCAL' trigger combinations.
### Table 4.3: Initial statistics of generated $\nu^\text{CC}_\mu$ and $\nu^\text{NC}_\mu$ MonteCarlo events used in this analysis.

#### 4.3.3 Event classification

Using the selection and classification criteria of Section 4.2.6 the selected available data and MonteCarlo event types are summarized in Tables 4.4, 4.5, 4.6, 4.7, 4.8 and 4.9, together with the relative selection efficiencies of each cut (w.r.t. its predecessor).

<table>
<thead>
<tr>
<th>Sample</th>
<th>$96\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>10.464.618</td>
</tr>
<tr>
<td>PRE</td>
<td>10.464.598</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>$\nu^\text{CC}_\mu$</th>
<th>$\nu^\text{NC}_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>563.642</td>
<td>239.886</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Selection and classification of FCAL events 1996.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$97\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>10.820.938</td>
</tr>
<tr>
<td>PRE</td>
<td>10.546.036</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>$\nu^\text{CC}_\mu$</th>
<th>$\nu^\text{NC}_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.324.899</td>
<td>3.977.124</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>$\nu^\text{CC}_\mu$</th>
<th>$\nu^\text{NC}_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>87.854</td>
<td>0.91%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>$\nu^\text{NC}_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.292.995</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>$96\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>10.464.618</td>
</tr>
<tr>
<td>PRE</td>
<td>10.464.598</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>$\nu^\text{CC}_\mu$</th>
<th>$\nu^\text{NC}_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>563.642</td>
<td>239.886</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: Selection and classification of FCAL events 1997.

A few comments on the MonteCarlo Tables 4.8 and 4.9:
### Table 4.6: Selection and classification of FCAL events 1998 (ν).

<table>
<thead>
<tr>
<th>Sample</th>
<th>98ν</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>7.791.265</td>
<td>100.00%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRE</td>
<td>7.591.026</td>
<td>97.43%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(FCAL) ∨ (FCAL')</td>
<td>6.690.490</td>
<td>88.14%</td>
<td>900.536</td>
<td>11.86%</td>
</tr>
<tr>
<td>(FCAL)</td>
<td>6.361.108</td>
<td>95.08%</td>
<td>791.578</td>
<td>97.90%</td>
</tr>
<tr>
<td>Trigger</td>
<td>–</td>
<td>–</td>
<td>6.938.086</td>
<td>80.54%</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>7.152.686</td>
<td>94.23%</td>
<td>158.370</td>
<td>68.06%</td>
</tr>
<tr>
<td>ν\textsubscript{CC}</td>
<td>3.677.983</td>
<td>51.42%</td>
<td>3.085.855</td>
<td>48.51%</td>
</tr>
<tr>
<td>ϒ\textsubscript{CC}</td>
<td>92.691</td>
<td>1.30%</td>
<td>71.900</td>
<td>1.13%</td>
</tr>
<tr>
<td>ν\textsubscript{NC}</td>
<td>2.744.975</td>
<td>38.38%</td>
<td>2.566.634</td>
<td>40.35%</td>
</tr>
<tr>
<td>cosmic</td>
<td>637.037</td>
<td>8.91%</td>
<td>636.719</td>
<td>10.01%</td>
</tr>
</tbody>
</table>

### Table 4.7: Selection and classification of FCAL events 1998 (\bar{ν}).

<table>
<thead>
<tr>
<th>Sample</th>
<th>98\bar{ν}</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>1.215.046</td>
<td>100.00%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRE</td>
<td>1.195.764</td>
<td>98.41%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(FCAL) ∨ (FCAL')</td>
<td>963.086</td>
<td>80.54%</td>
<td>232.678</td>
<td>19.46%</td>
</tr>
<tr>
<td>(FCAL)</td>
<td>907.860</td>
<td>94.27%</td>
<td>158.370</td>
<td>68.06%</td>
</tr>
<tr>
<td>Trigger</td>
<td>–</td>
<td>–</td>
<td>118.334</td>
<td>13.03%</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>1.066.230</td>
<td>89.17%</td>
<td>347.289</td>
<td>38.25%</td>
</tr>
<tr>
<td>ν\textsubscript{CC}</td>
<td>134.107</td>
<td>12.58%</td>
<td>118.334</td>
<td>13.03%</td>
</tr>
<tr>
<td>ϒ\textsubscript{CC}</td>
<td>378.154</td>
<td>35.47%</td>
<td>276.458</td>
<td>30.45%</td>
</tr>
<tr>
<td>ν\textsubscript{NC}</td>
<td>388.128</td>
<td>36.40%</td>
<td>347.289</td>
<td>38.25%</td>
</tr>
<tr>
<td>cosmic</td>
<td>165.841</td>
<td>15.55%</td>
<td>165.779</td>
<td>18.26%</td>
</tr>
</tbody>
</table>

### Table 4.8: Selection and classification of MonteCarlo ν\textsubscript{CC} events.

<table>
<thead>
<tr>
<th>Sample</th>
<th>MonteCarlo ν\textsubscript{CC}</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>563.642</td>
<td>100.00%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRE</td>
<td>473.303</td>
<td>83.97%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(FCAL) ∨ (FCAL')</td>
<td>404.090</td>
<td>85.38%</td>
<td>44.685</td>
<td>9.44%</td>
</tr>
<tr>
<td>(FCAL)</td>
<td>403.566</td>
<td>99.87%</td>
<td>44.592</td>
<td>99.79%</td>
</tr>
<tr>
<td>Trigger</td>
<td>448.775</td>
<td>94.82%</td>
<td>294.239</td>
<td>72.91%</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>448.158</td>
<td>99.86%</td>
<td>6.681</td>
<td>1.66%</td>
</tr>
<tr>
<td>ν\textsubscript{CC}</td>
<td>333.354</td>
<td>74.38%</td>
<td>39.115</td>
<td>87.72%</td>
</tr>
<tr>
<td>ϒ\textsubscript{CC}</td>
<td>6.922</td>
<td>1.54%</td>
<td>241</td>
<td>0.54%</td>
</tr>
<tr>
<td>ν\textsubscript{NC}</td>
<td>105.717</td>
<td>23.59%</td>
<td>5.188</td>
<td>11.63%</td>
</tr>
<tr>
<td>cosmic</td>
<td>2.165</td>
<td>0.48%</td>
<td>2.117</td>
<td>0.54%</td>
</tr>
</tbody>
</table>
4.3 Event statistics

<table>
<thead>
<tr>
<th>Sample</th>
<th>MonteCarlo $\nu^\mu_{NC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAW</td>
<td>239.886</td>
</tr>
<tr>
<td>PRE</td>
<td>201.513</td>
</tr>
<tr>
<td>Trigger</td>
<td>167.048</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>166.809</td>
</tr>
<tr>
<td>$\nu^\mu_{CC}$</td>
<td>153</td>
</tr>
<tr>
<td>$\bar{\nu}^\mu_{CC}$</td>
<td>139</td>
</tr>
<tr>
<td>$\nu^\mu_{NC}$</td>
<td>163.438</td>
</tr>
<tr>
<td>cosmic</td>
<td>3.079</td>
</tr>
<tr>
<td>(FCAL) ∨ (FCAL')</td>
<td>82.90% 162.218 80.50% 4.830 2.40%</td>
</tr>
<tr>
<td>(FCAL)</td>
<td>99.86% 162.005 99.87% 4.804 99.46%</td>
</tr>
<tr>
<td>(FCAL') ∧ (FCAL)</td>
<td>0.09% 141 0.09% 12 0.25%</td>
</tr>
<tr>
<td></td>
<td>0.08% 135 0.08% 4 0.08%</td>
</tr>
<tr>
<td></td>
<td>97.98% 158.671 97.94% 4.767 99.23%</td>
</tr>
<tr>
<td></td>
<td>1.85% 3.058 1.89% 21 0.44%</td>
</tr>
</tbody>
</table>

Table 4.9: Selection and classification of MonteCarlo $\nu^\mu_{NC}$ events.

- Events are preselected to have been generated in the used fiducial volume, the listed cut on the fiducial refers to the reconstructed primary vertex.
- Comparing the breakdown of the trigger selection for $CC$ and $NC$ shows the effect of the FCAL' trigger with its lower energy threshold. The primary muon in $CC$ events fulfills the included condition that the trigger planes fired, whereas in $NC$ events there is no primary muon.

From these numbers several quantities can be derived, such as:

- Selection efficiency of $\nu^\mu_{CC}$ and $\nu^\mu_{NC}$ events
- Ratio of neutral and charged current interactions $R_{NC/CC}$
- Calculated number of charged current interactions,

which are described in the following sections.

4.3.4 Selection efficiency of $\nu^\mu_{CC}$ and $\nu^\mu_{NC}$ events

Using Tables 4.8 and 4.9, the averaged selection efficiencies for charged and neutral current events originating in the FCAL can be estimated. Table 4.10 lists these overall (including the cuts on trigger and fiducial) efficiencies $\varepsilon_{CC}$ and $\varepsilon_{NC}$ for events with $(FCAL) \lor (FCAL')$ triggers. Also quoted is the efficiency $\varepsilon^\mu_{CC}$ for the muon selection in charged current events. The uncertainties are only statistical.

4.3.5 Ratio $R_{NC/CC}$

Neutrino charged current interactions where the primary muon is not identified (e.g. range out in the detector material or outside the geometrical acceptance)
are identified as neutral current interactions. Since the fraction of $\nu_\mu^{CC}$ with lost muon is relatively large (about $(1 - \varepsilon_\mu^{CC}) \simeq 25\%$) they represent a non-negligible contamination of the $\nu^{NC}$ event sample.

As a first order approximation, the ratio of neutral and charged current interactions $R_{NC/CC}$ can be calculated by correcting the measured numbers of events $N_{NC}$ and $N_{CC}$ for selection efficiencies (Table 4.10) and the number of $\nu_\mu^{CC}$ with lost primary muon, $N^{\text{lost}}_{CC}$:

$$R_{NC/CC} = \frac{N_{NC}^{\text{corr}}}{N_{CC}^{\text{corr}}} = \frac{\frac{N_{NC}}{\varepsilon_{NC}} - \frac{N^{\text{lost}}_{CC}}{\varepsilon_{CC}}}{\frac{N_{CC}}{\varepsilon_{CC}}} = \frac{\frac{N_{NC}}{\varepsilon_{NC}} - \frac{N_{CC}}{\varepsilon_{CC}} (1 - \varepsilon_\mu)}{\frac{N_{CC}}{\varepsilon_{CC}}}$$

(4.29)

The resulting ratio $R_{NC/CC}$ does not include corrections for the different components of the beam and their energy spectra. Also not included are corrections like e.g. quark sea effects, $c$-quark threshold effects, target non-isoscalarity. $R_{NC/CC}$ represents the measured ratio corrected only for the efficiencies. Like this, it can not be used for e.g. a measurement of the Weinberg angle and compared to the quark-level value [115] for $R_{NC/CC}$ of $(0.3072 \pm 0.0033)$. According to Reference [116] for the given experimental setup the calculated value is $R_{NC/CC} \simeq (0.40 \pm 0.02)$.

Table 4.11 lists the corresponding numbers for the different data taking periods, where the quoted errors result from the selection efficiencies.

<table>
<thead>
<tr>
<th>Year</th>
<th>$N_{NC}^{\text{corr}} [10^6]$</th>
<th>$N^{\text{lost}}_{CC} [10^6]$</th>
<th>$N_{NC}^{\text{corr}} [10^6]$</th>
<th>$R_{NC/CC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>96_\nu</td>
<td>6.143 ± 0.017</td>
<td>1.579 ± 0.013</td>
<td>3.325 ± 0.018</td>
<td>0.541 ± 0.003</td>
</tr>
<tr>
<td>97_\nu</td>
<td>6.846 ± 0.019</td>
<td>1.760 ± 0.015</td>
<td>2.830 ± 0.018</td>
<td>0.413 ± 0.003</td>
</tr>
<tr>
<td>98_\nu</td>
<td>5.224 ± 0.015</td>
<td>1.343 ± 0.011</td>
<td>2.042 ± 0.014</td>
<td>0.391 ± 0.003</td>
</tr>
</tbody>
</table>

Table 4.11: Efficiency corrected numbers of neutral and charged current interactions and the ratio $R_{NC/CC}$.

The values for the periods 1997 and 1998 agree well whereas the value obtained from the 1996 data is too high. As will be shown in Section 4.3.6 the number of charged current interactions agrees with the calculated estimates, so that the number of neutral current events is overestimated for the 1996 period. The results also reflect the fact that the 1996 and MonteCarlo $\nu_\mu^{CC}$ and $\nu^{NC}$ data samples
have been processed with a different (older) version of the reconstruction program
than the 1997 and 1998 samples (see also Section 6.1).

Taking the average of the values obtained from the 1997 and 1998 data samples
and including a 5% systematic uncertainty yields:

\[ R_{NC/CC} = 0.402 \pm 0.002 \text{(stat.)} \pm 0.021 \text{(sys.)} \]  \hspace{1cm} (4.30)

This agrees with the calculated value of Reference [116].

### 4.3.6 Calculated neutrino event rate

The number of neutrino charged current interactions in the FCAL can be esti-
mated by a first-principles calculation of the neutrino event rate and combining
the neutrino flux and cross-section with the detector material density using

\[ N_{CC}^{\text{calc}} = \int \phi \cdot \sigma_{CC}(E_{\nu}) \cdot \rho L N_A \, dE \, dA, \]  \hspace{1cm} (4.31)

where \( \rho \) is the material density (7.87 g/cm\(^3\) for iron), \( L \) the length of the detector
(20 \cdot 4.9 cm) and \( N_A \) Avogadro’s number (6.022 \cdot 10^{23} \text{ nucleons/g}).

The neutrino cross-section \( \sigma_{CC}(E_{\nu}) \) grows linear with the neutrino energy,
and can be conveniently redefined as \( \sigma_{CC}(E_{\nu}) \equiv \frac{\sigma_{CC}}{E_{\nu}} \times E_{\nu} \),
where \( \frac{\sigma_{CC}}{E_{\nu}} \) could be approximated as a constant: \( \sigma_{\nu N}^0 = 0.677 \cdot 10^{-38} \text{ cm}^2/\text{GeV} \)
for the \( \nu N \) cross-section and \( \sigma_{\nu N}^0 = 0.342 \cdot 10^{-38} \text{ cm}^2/\text{GeV} \)
for the \( \bar{\nu} N \) cross-section.

The neutrino flux per unit area and neutrino energy \( \phi(x, y; E_{\nu}) \) integrated over
the detector area yields the number of incident neutrinos traversing the detector

\[ \Phi(E_{\nu}) \equiv \int \phi(x, y; E_{\nu}) \, dA. \]  \hspace{1cm} (4.32)

Replacing the integration in Equation 4.31 by a sum over the energy weighted
average flux in the \( i \)-th bin \( \Phi_i \equiv \Phi(E_i) \cdot E_i \) yields

\[ N_{CC}^{\text{calc}} = \sum_i \Phi_i \cdot \sigma_{\nu N}^0 \cdot \rho L N_A. \]  \hspace{1cm} (4.33)

The NOMAD beam MonteCarlo NUBEAM [80] can be used to calculate the numbers for \( \sum_i \Phi_i \) per \textit{p.o.t.}'s and for the different neutrino species. Table 4.12 summarizes the results for the different components of the neutrino beam. Also
listed are the mean values of the different energy spectra together with the ratio of
the different neutrino species. The last column represents the calculated number
of expected neutrino charged current interactions in the FCAL for (1.8 m\(^2\))\(^2\) and
10^{19} \text{ p.o.t.'s}. The quoted errors are obtained by varying the fiducial area by 5%
and represent an estimation for the systematic error. Together with the total
numbers of \textit{p.o.t.}'s listed as \( \sum BCT_{\text{SPS}} \) in Table 4.1 this provides the calculated
Component & $<E_\nu>$ [GeV] & Relative flux & $\sum \Phi_i$ [GeV/10$^{19}$ p.o.t.] & $N_{CC}^{\text{calc}}$ per [10$^{19}$ p.o.t.] \\
$\nu_\mu$ & 25.9 & 100% & $(15.30 \pm 0.76) \cdot 10^6$ & $(4.81 \pm 0.24) \cdot 10^6$ \\
$\bar{\nu}_\mu$ & 17.7 & 4.7% & $(7.18 \pm 0.36) \cdot 10^5$ & $(1.14 \pm 0.06) \cdot 10^5$ \\
$\nu_e$ & 38.1 & 1.4% & $(2.20 \pm 0.11) \cdot 10^5$ & $(6.92 \pm 0.35) \cdot 10^4$ \\
$\bar{\nu}_e$ & 28.9 & 0.3% & $(3.96 \pm 0.20) \cdot 10^4$ & $(0.63 \pm 0.31) \cdot 10^4$ \\

Table 4.12: Predicted flux at FCAL for a fiducial area of (1.8 m)$^2$ and 10$^{19}$ p.o.t.

number of FCAL neutrino charged current interactions $N_{CC}^{\text{calc}}$ in the different data taking periods in Table 4.14.

To compare the calculated to the measured number of events, the charged current efficiency corrected number of neutrino charged current interactions $N_{CC}^{\text{corr}}$ calculated in Section 4.3.5 has to be corrected for several factors.

The lifetime of the NOMAD experiment can be estimated using the delivered total numbers of p.o.t.'s $\sum BCT_{\text{SPS}}$ and the delivered numbers of p.o.t.'s when the experiment was up and taking data, $\sum BCT_{\text{NOMAD}}$:

$$LT_{\text{NOMAD}} = \frac{\sum BCT_{\text{NOMAD}}}{\sum BCT_{\text{SPS}}}.$$  \hfill (4.34)

Losses during processing and reconstruction of the recorded data are approximated by the numbers of delivered p.o.t.'s for reconstructed runs:

$$\varepsilon_{\text{rec}} = \frac{\sum BCT_{\text{FCAL}}}{\sum BCT_{\text{NOMAD}}}.$$  \hfill (4.35)

Combining both yields:

$$LT_{\text{NOMAD}} \times \varepsilon_{\text{rec}} = \frac{\sum BCT_{\text{FCAL}}}{\sum BCT_{\text{SPS}}}.$$  \hfill (4.36)

In addition, the lifetimes of the FCAL triggers (cf. Section 2.3)

$$LT_{\text{trig}} = (90 \pm 3)\%$$  \hfill (4.37)

have to be considered, representing the fraction of time during the runs where the experiment could register interactions.

The latter two are listed in Table 4.13 together with the resulting correction factor for $N_{CC}^{\text{corr}}$:

$$\varepsilon_{\text{tot}} = LT_{\text{NOMAD}} \times LT_{\text{trig}} \times \varepsilon_{\text{rec}}.$$  \hfill (4.38)

Applied to the values of Table 4.11, the fully corrected number of measured neutrino charged current interactions for the different data taking periods are
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#### Table 4.13: Total NOMAD and FCAL efficiencies.

<table>
<thead>
<tr>
<th>$\nu_\ell$</th>
<th>$LT_{NOMAD} \times \varepsilon_{rec}$</th>
<th>$L_{trig}$</th>
<th>$\varepsilon_{tot}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_e$</td>
<td>(93.15 ± 0.81)%</td>
<td>(90 ± 3)%</td>
<td>(83.8 ± 2.9)%</td>
</tr>
<tr>
<td>$\nu_\mu$</td>
<td>(93.37 ± 0.82)%</td>
<td>(90 ± 3)%</td>
<td>(84.0 ± 2.9)%</td>
</tr>
<tr>
<td>$\nu_\tau$</td>
<td>(89.55 ± 1.00)%</td>
<td>(90 ± 3)%</td>
<td>(80.6 ± 2.8)%</td>
</tr>
</tbody>
</table>

compared to the equivalent calculated event numbers in Table 4.14. The calculated numbers are slightly lower than the measured but agree well within the errors for all the single periods. In contrast to Table 4.11 also the values for 1996 agree, indicating that in Section 4.3.5 the number of neutral current interactions was overestimated for this period.

#### Table 4.14: Fully corrected measured and calculated numbers of $\nu_{\mu}^{CC}$ events.

<table>
<thead>
<tr>
<th>$\nu_\ell$</th>
<th>$N_{CC}^{corr}/\varepsilon_{tot} \times 10^6$</th>
<th>$N_{CC}^{calc} \times 10^6$</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu_e$</td>
<td>7.33 ± 0.25</td>
<td>7.02 ± 0.35</td>
<td>1.04 ± 0.06</td>
</tr>
<tr>
<td>$\nu_\mu$</td>
<td>8.15 ± 0.28</td>
<td>7.99 ± 0.40</td>
<td>1.02 ± 0.06</td>
</tr>
<tr>
<td>$\nu_\tau$</td>
<td>6.48 ± 0.23</td>
<td>6.45 ± 0.32</td>
<td>1.01 ± 0.06</td>
</tr>
</tbody>
</table>

#### 4.4 Reconstruction of $\nu_{\mu}^{CC}$ events

Neutrino charged current interactions are selected using the selection criteria described before in this chapter. For the applied calibration procedure, established in Chapter 3, a comparison between the MonteCarlo simulated and reconstructed informations is performed, as well as a comparison between real data and the MonteCarlo. To demonstrate the achieved level of agreement, the visible hadronic energy, the energy of the primary muon and the visible neutrino energy distributions are chosen. These may be compared to the ones in References [93] and [94].

#### 4.4.1 Comparison simulated and reconstructed

In order to compare simulated and reconstructed distributions the Quality of a variable is introduced.
Quality

The quality of reconstruction of any variable, $X$, may be defined as

$$Q(X) \equiv \frac{X_{\text{sim}} - X_{\text{rec}}}{X_{\text{sim}}}$$  \hspace{1cm} (4.39)$$

where $X_{\text{sim}}$ represents the value of the variable $X$ before detector smearing and reconstruction has been applied to the event (the simulated value) and $X_{\text{rec}}$ is the value of $X$ after the event has been passed through the detector simulation and reconstruction algorithms. In this chapter, unless otherwise stated, the term “quality” is synonymous with “quality of reconstruction” and refers to Definition 4.39. The “resolution” and “bias” of a variable are defined to be the width and mean of the quality distribution respectively.

The studied sample is the generated $\nu_{\mu}^{CC}$ MonteCarlo events. In all comparisons the simulated distributions are shown as histograms and the reconstructed distributions as points.

Hadronic energy resolution

The visible hadronic energy of the event, $E_{\text{vis}}^{\text{had}}$, is constructed as the sum of:

- the visible energy deposited in the FCAL using the algorithms developed in Chapter 3
- and the energy of charged tracks leaking into the drift chambers, assigning a pion mass to those particles which have not been identified.

The energy of the leakage tracks is a second order contribution to the total energy and as such no attempt was made to add tracks arising from secondary interactions in the drift chamber region. Contributions from neutral hadrons measured in the HCAL or from unassociated clusters in the ECAL have been neglected as well. Like this, it is assumed that most of the event energy is absorbed in the FCAL material. This is a safe assumption for interactions occurring in Stacks 1 and 2, and, to a somewhat lesser extend for interactions in Stacks 3. Events in Stack 4 are expected to be dominated by leakage effects and not providing reliable energy measurements.

Figures 4.4 and 4.5 show the comparison of MonteCarlo input and reconstructed hadronic energies for interactions originating in the different FCAL stacks. The top plots are simple comparisons in a logarithmic scale, followed by the qualities. The bottom plots show the bias as a function of the measured variable, here $E_{\text{vis}}^{\text{had}}$. As expected, the energy measurement for events occurring in Stack 1 and 2 are reasonably accurate. Leakage effects and unmeasured energy in form of neutral particles become more important for interactions occurring towards the back face of the FCAL, namely Stack 3 and 4.
Figure 4.4: Comparison of MonteCarlo simulated and reconstructed visible hadronic energy $E_{\text{vis}}^{\text{had}}$ for Stack 1 (left) Stack 2 (right).
Figure 4.5: Comparison of MonteCarlo simulated and reconstructed visible hadronic energy $E_{\text{had}}^{\text{vis}}$ for Stack 3 (left) Stack 4 (right).
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Muon energy resolution

Figure 4.6 shows the reconstruction quality for the energy of the primary muon corrected for the energy loss in the FCAL and coil material as described in Section 4.2.3. Again the top plot is a comparison of simulated and reconstructed values in a logarithmic scale, followed by the quality and the bias as a function of the muon energy. The slight asymmetry in the quality distribution indicates the presence of muons which undergo catastrophic energy loss. As can be seen, the muon energy is measured with a precision of better than 2% over three orders of magnitude.

Neutrino energy resolution

The visible neutrino energy, $E^\nu_{vis}$, is simply the sum of the visible hadronic energy and the energy of the primary muon and is a good approximation to the actual neutrino energy. The quality of the reconstruction of the neutrino energy is shown in Figures 4.7 and 4.8.

The distributions for $E^\nu_{vis}$ show the same qualitative features as those for $E^{\text{had}}_{\text{vis}}$. The resolution is better than the one for $E^{\text{had}}_{\text{vis}}$ due to the (usually) well-reconstructed muon.

4.4.2 Comparison data and MonteCarlo

In this section the reconstructed hadronic, muon and neutrino energies for muon neutrino charged current interactions in MonteCarlo and data are compared.

The MonteCarlo sample consists of the simulated $\nu^C_C$ events and the used data sample is that of the 1996 data taking period. All distributions being compared are normalized to the same number of events, where the histograms represents the MonteCarlo and the points the data distributions.

Figures 4.9, 4.10 and 4.11 show the distributions for the visible hadronic energy $E^{\text{vis}}_{\text{had}}$, the energy of the primary muon $E^\mu$, and the visible neutrino energy $E^\nu_{\text{vis}}$, respectively, for events originating in the different FCAL stacks (in a logarithmic scale).

The distributions for $E^{\text{vis}}_{\text{had}}$ agree well for all four stacks. The number of events in the lowest bin is underestimated in the MonteCarlo for all stacks. A small excess can be seen for data in the mid energy range for Stacks 2 and 3, and Stack 4 differs slightly in the high energy range.

The shape of the distributions for the muon and neutrino energies differs slightly above an energy of $\simeq 60$ GeV. The neutrino beam consists predominantly of $\nu^\mu$, arising from the decay of $\pi^+$ and $K^+$ mesons in the beam. Neutrinos with energies less than 60 GeV come mainly from $\pi^+$ decays, whereas those possessing energy above 60 GeV originate from $K^+$ decays. The shape of the neutrino spectrum, and hence the shape of the primary muon energy spectrum, is therefore
Figure 4.6: Comparison of MonteCarlo simulated and reconstructed primary muon energy $E_\mu$. 
Figure 4.7: Comparison of Monte Carlo simulated and reconstructed visible neutrino energy $E_{\nu}^{\text{vis}}$ for Stack 1 (left) Stack 2 (right).
Figure 4.8: Comparison of MonteCarlo simulated and reconstructed visible neutrino energy $E_{\nu}^{\text{vis}}$ for Stack 3 (left) Stack 4 (right).
4.5 Event timing

When the trigger system establishes that a required condition of subdetector signals is fulfilled and the complete detector readout is initiated, signal timing information is recorded within the event. This makes it possible to decide at the analysis level if the signals of the various subdetectors are correlated in time (within a certain resolution) and belong to the same neutrino interaction and to reject events consisting of a random overlay of a neutrino interaction in one detector with a second neutrino or cosmic ray interaction in another subdetector.

In this section the Common Stop of the NOMAD trigger is introduced followed by an explanation of the available time information of the two main subdetectors used in the further analysis, the front calorimeter and the drift chambers, before they are combined to measure the timing resolution. A detailed description is given, since the FCAL timing information and the method of combining these subdetector informations have not been used before in other analyses.

Trigger timing and Common Stop

When an interaction in of one of the subdetectors occurs signals are formed in an electronics chain specific for each detector. Typically other subdetectors are also traversed by particles produced in the primary interaction and also send out signals. All these information is collected at a central place to form the trigger signals, the trigger system MOTRINO.

A particle traversing a detector with a dimension of about 10 meters at the speed of light ($\approx 30$ cm/ns) produces signals with non-negligible time differences. In addition each subdetector system has different signal propagation times due to the type of detector, cabling ($\approx 5$ ns/m) and electronics.

After the trigger system has synchronized and combined the different signals needed to form a selected trigger such as ($V_8 \times \text{FCAL}' \times T_1 \times T_2$) it sends out a so-called Common Stop signal to all subdetectors and the data acquisition system indicating a complete detector readout will follow.

At the time of the readout each subdetector has to provide the event information which has a different time stamp w.r.t. to the Common Stop. For the FCAL ADC signals e.g. an additional 400 ns delay (see Section 3.2.4) had to be introduced to make it possible to synchronize it with the readout gate signal.
Figure 4.9: Comparison of data and MonteCarlo distributions for the visible hadronic energy $E_{\text{had}}^{\text{vis}}$ for events originating in the different stacks.
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Figure 4.10: Comparison of data and MonteCarlo distributions for the muon energy $E_\mu$ for events originating in the different stacks.

**FCAL timing**

The data acquisition system reads out the FCAL $TDC$s (64 $\mu$s time window with 1 ns resolution) and stores two buffer entries representing the minimal and maximal time of an entry w.r.t. the Common Stop, $t_{0,\text{min}}$ and $t_{0,\text{max}}$, for each module. The occupancies of the $TDC$ buffers are low, typically even $t_{0,\text{min}} = t_{0,\text{max}}$.

To estimate the overall event time of the FCAL the energy weighted mean of all module times is build

$$T_0 \equiv <t_0> = \frac{\sum_i t_{0,i} \cdot E_i}{\sum_i E_i}$$ \hspace{1cm} (4.40)

Since for each module two times $t_{0,\text{min}}$ and $t_{0,\text{max}}$ are available, the ones are selected which minimize the variance of the mean (a kind of truncated mean)

$$\sigma_{<t_0>}^2 = \frac{\sum_i (t_{0,i} - <t_0>)^2 \cdot E_i}{\sum_i E_i}$$ \hspace{1cm} (4.41)

Modifications in the trigger system or changes in the signal propagation times (e.g. caused by temperature effects) can shift these values. In the detector simulation only particle propagation in the detector is included for the simulated timing information, so typical values are near zero. To make the calculation of the FCAL time independent of effects like these, the mean values $<T_0>_{\text{trig}}$ for
Figure 4.11: Comparison of data and MonteCarlo distributions for the visible neutrino energy $E_{\nu}^{\text{vis}}$ for events originating in the different stacks.
both FCAL triggers for each run (typically several hours of data taking) were calculated and each FCAL event in such a run gets its attributed time:

\[ T_{\text{FCAL}} = <T_0>_{\text{trig}} - T_0 \]  \hspace{1cm} (4.42)

Positive times mean that the event occurs later than the average time, because FCAL times are not corrected for the *Common Stop* time difference.

**Drift chamber track timing**

Track finding and fitting in the NOMAD drift chamber reconstruction process can be divided into four phases:

- **Triplet finding**: The NOMAD drift chambers are made of three sensitive planes at 0° and ±5° stereo angles, thus the right combination of three hits has to be found.

- **Helix search**: With at least three triplets a test of whether they belong to the same helix may be performed. A helix is uniquely defined by six parameters.

- **Triplet collection**: With approximate initial values for the helix parameters triplets in a road around the helix can be collected and assigned to tracks.

- **Track fitting**: Track candidates can now be fitted, i.e. position, direction and curvature can be estimated by a procedure which should be optimal in the statistical sense.

For a track in vacuum the knowledge of the six helix parameters for a single point would be sufficient to describe the helix in each point. In the presence of matter random perturbations such as multiple scattering have to be taken into account, complicating the fitting procedure. Therefore in NOMAD the so-called Kalman filter technique [117] was chosen. The parameters fitted are the coordinates \( x \) and \( y \), the signed radius \( 1/R \), the so-called dip angle \( \tan \lambda \), the angle \( \phi \) of the helix tangent to the bending plane and \( t_0 \). The latter makes it possible to cope with trigger time jitter and to enable fitting of off-time tracks in a certain time window. At the level of the analysis the \( t_0 \) of the track at its first hit is available; it is already corrected for the *Common Stop* offset (given as a constant for each trigger type by the reconstruction program) in such way that a greater value means later in time. The track fitting technique is able to reconstruct tracks within a time window of \( \simeq 30 \) ns around this starting value with high efficiency.
As for the FCAL (see previous section) the $t_0$ at its first hit is corrected by the average run track time calculated from the muon tracks of $\nu^{CC}_{\mu}$ interactions:

$$ T_{\text{Trk}} = \langle t_0 \rangle_{\text{trig}} - t_0 $$

(4.43)

Here positive times mean that the track occurs earlier than the average time.

Assuming that the track is originating from an interaction in the FCAL it is flight time corrected:

$$ T^c_{\text{Trk}} = T_{\text{Trk}} - \Delta r / \beta c $$

(4.44)

using the track parameters at its first hit

$$ \beta = |\vec{p}_{\text{Trk}}| c / E_{\text{Trk}} $$

(4.45)

and the distance in space between the primary vertex (PV) and the first hit position of the track

$$ \Delta r = |\vec{r}_{\text{Trk}} - \vec{r}_{\text{PV}}| $$

(4.46)

Combination of FCAL and DC timing information

To build the time difference of the FCAL and DC timing signals Equations 4.42 and 4.44 have to be added (because of their different internal time arrows or signs, see explanations before):

$$ \Delta t^c = T_{\text{FCAL}} + T^c_{\text{Trk}} $$

(4.47)

By this definition the resulting sign of $\Delta t^c$ represents:

$$ \Delta t^c < 0 : \text{DC later than FCAL} $$

(4.48)

$$ \Delta t^c > 0 : \text{DC before FCAL} $$

(4.49)

Figure 4.5 shows $\Delta t^c$ for primary muons of $\nu^{CC}_{\mu}$ interactions (data) in the FCAL. Because of their high and well measured momentum the resolutions for primary muons can be considered as the best possible ones.
Figure 4.12: Timing resolution of muons from FCAL $\nu^\mu_{CC}$ interactions (data).
Chapter 5

Simulation of Neutral Heavy Leptons

In this chapter the applied method for MonteCarlo generation of neutral heavy lepton events is described and results from the simulations are discussed.

5.1 Production and decay

Neutral heavy lepton events are generated in the framework of the NOMAD event generator NEGLIB [82] (see Chapter 2.4) modified according to the GLR model [11] described in Section 1.6.1 with the relevant equations recalled below.

In a Standard Model weak neutral current interaction $\nu_\mu N \rightarrow \nu_\mu X$ the outgoing massless lepton is replaced by the massive neutral heavy lepton. Events are only generated if the fraction of center of mass energy carried by the struck quark is above the neutral heavy lepton mass threshold to be generated ($xs > m_{N_\mu}^2$) and into the event kinematics the mixing parameter $|U_{\mu\mu}|^2$ as well as the proper mass suppression factor $S_m = \left(1 - \frac{m_{N_\mu}^2}{xs}\right)^2$ are included (Equation 1.34):

$$d\sigma(\nu_\mu N \rightarrow N_\mu X) = d\sigma(\nu_\mu N \rightarrow \nu_\mu X) \times |U_{\mu\mu}|^2 \times \left(1 - \frac{m_{N_\mu}^2}{xs}\right)^2 \times \Theta(xs - m_{N_\mu}^2) \times BR. \quad (5.1)$$

Within the event generator the LEPTO [83] package then takes care about the NHL production event kinematics.

The neutral heavy lepton decay is handled by the JETSET [85] package taking into account the proper lifetime (Equation 1.38):

$$\tau_{N_\mu} = 4.51 \cdot 10^{-12} \text{ sec} \cdot \left(\frac{m_{N_\mu}}{1 \text{ GeV}/c^2}\right)^{-5.19} \cdot |U_{\mu\mu}|^{-2} \quad (5.2)$$
Within JETSET the NHL decay modes listed in Table 1.1 were included according to their branching ratios BR and can be selected individually or as bundles. The NHL decay is implemented using a rather simple phase-space type generator, i.e. no dynamics (matrix elements) is involved to avoid additional model dependent assumptions about NHL properties. This means e.g. polarization effects resulting in non-isotropic distributions of the decay products are not simulated.

5.2 Results from simulation

Neutral heavy lepton events in the NOMAD front calorimeter with masses 1 to 6 GeV/c^2 were generated in steps of 0.5 GeV/c^2 with mixing parameters corresponding to the estimated sensitivity calculated in [67] shown in Figure 1.4 for the three decay modes relevant for this analysis:

\[ \mathcal{N}_\mu \rightarrow \mu^- \mu^+ \nu_\mu \]
\[ \mathcal{N}_\mu \rightarrow \mu^- e^+ \nu_e \]
\[ \mathcal{N}_\mu \rightarrow \mu^- X \]

Figures 5.1, 5.2 and 5.3 show displays of generated events [118, 119] for the different decay types with \( m_{\mathcal{N}_\mu} = 3 \text{ GeV/c}^2 \). Only the reconstructed information from FCAL, drift and muon chambers are depicted in the four different views.

Neutrino energy, NHL energy and production angle

The energy distribution \( E_\nu \) of incoming neutrinos \( \nu_\mu \) producing neutral heavy leptons \( \mathcal{N}_\mu \) of mass 3 GeV/c^2 is shown in Figure 5.4. Figures 5.5 and 5.6 show the corresponding neutral heavy lepton energy spectrum \( E_{\mathcal{NHL}} \) and the opening angle \( \Theta_{\mathcal{NHL}} \) of the produced NHL w.r.t. the neutrino beam respectively.

To illustrate the effect of the neutral heavy lepton mass, the means and widths (as the RMS) of these distributions are shown in Figures 5.7, 5.8 and 5.9 vs. the NHL mass generated. For increasing mass only incoming neutrinos with sufficient energy are able to produce the heavier NHLs, shifting the mean to higher values. Therefore also the mean energy of the produced NHLs becomes higher and the opening angle decreases because of the resulting Lorentz boost (from the rest frame of the NHL to the laboratory system).

\(^{1}\text{Root Mean Square} \)
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Figure 5.1: Event display of a simulated $N_{\mu} \rightarrow \mu^- \mu^+ \nu_{\mu}$ event.
Figure 5.2: Event display of a simulated $N_\mu \rightarrow \mu^- e^+ \nu_e$ event.
Figure 5.3: Event display of a simulated $N_\mu \rightarrow \mu^- X$ event.
Figure 5.4: Energy distribution of incoming neutrino for production of NHL with mass $3\,\text{GeV}/c^2$.

Figure 5.5: Energy distribution of produced NHL with mass $3\,\text{GeV}/c^2$.

Figure 5.6: Angular distribution of produced NHL w.r.t. neutrino beam for NHL with mass $3\,\text{GeV}/c^2$. 
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Figure 5.7: Mean neutrino energy and width (error bars indicate RMS) for NHL production vs. NHL mass.

Figure 5.8: Mean energy and width of produced NHL (error bars indicate RMS) vs. NHL mass.

Figure 5.9: Mean angle and width (error bars indicate RMS) of produced NHL w.r.t. neutrino beam vs. NHL mass.
Mass suppression factor

The kinematic suppression factor

\[ S_m = \left(1 - \frac{m_{\bar{\nu}_\mu}^2}{xs}\right)^2 \quad \text{with} \quad s = 2E_\nu m_{\text{nucleon}} + m_{\text{nucleon}}^2, \tag{5.3} \]

where \( E_\nu \) = energy of the incident neutrino and \( m_{\text{nucleon}} \) = mass of the involved nucleon, enters directly into the neutral heavy lepton production and depends on the present neutrino beam spectrum as well on the neutral heavy lepton mass.

Using the NOMAD beam simulation NUBEAM [80] (see Section 2.4) providing the simulated muon neutrino energy spectrum \( \Phi(E_\nu) \) of the SPS wideband beam in combination with Equation 5.1 one can calculate the integrated suppression factor as a function of the NHL mass:

\[ S_m(m_{\bar{\nu}_\mu}) = \frac{\int \left(1 - \frac{m_{\bar{\nu}_\mu}^2}{xs}\right)^2 \Phi(E_\nu)dE_\nu}{\int \Phi(E_\nu)dE_\nu}. \tag{5.4} \]

The resulting \( S_m(m_{\bar{\nu}_\mu}) \) shown in Figure 5.10 can be interpreted as a multiplicative factor in the neutral heavy lepton production probability (with \(|U_{\mu\mu}|^2 = 1\)) reducing the sensitivity of this experiment by a factor of \( \approx 10 \) for NHL masses \( \gtrsim 4.5 \text{ GeV}/c^2 \).

Production probability

Building the ratio of the integrated cross-sections for neutral heavy lepton production and standard \( \nu_\mu \) weak neutral current interactions via Equation 5.1 folded in the geometrical acceptance, i.e. that the neutral heavy lepton is produced inside the FCAL volume and the decay occurs inside the NOMAD drift chamber volume, provides the NHL production probability \( w.r.t. \) standard \( \nu_\mu \) weak neutral current interactions in the \(|U_{\mu\mu}|^2 \times m_{\bar{\nu}_\mu} \) plane:

\[ P_{\bar{\nu}_\mu} = \frac{\int d\sigma(E_\nu, |U_{\mu\mu}|^2, m_{\bar{\nu}_\mu})\Phi(E_\nu)dE_\nu}{\int d\sigma(E_\nu, m = 0)\Phi(E_\nu)dE_\nu}. \tag{5.5} \]

The result is shown in Figure 5.11 as a contour plot for different probabilities.

Together with the total number of \( \nu_\mu^{NC} \) events and folding in the reconstruction and selection efficiencies (to be determined in Chapter 6) these probabilities determine the sensitivity of the experiment in the \(|U_{\mu\mu}|^2 \times m_{\bar{\nu}_\mu} \) plane.

The shape of the contours can be understood by the interplay of the NHL mass and the mixing parameter \(|U_{\mu\mu}|^2 \) on the NHL lifetime Equation 5.2: for the given experimental setup, the NHL generated in the FCAL target has to travel some distance to enter the drift chamber decay volume, so it needs to have some minimal lifetime to reach the decay volume and on the other hand, if the lifetime is too large, a great fraction decays having passed the analyzer.
5.2 Results from simulation

Figure 5.10: Integrated mass suppression factor as a function of the neutral heavy lepton mass.

Figure 5.11: NHL production probability w.r.t. standard neutral current interactions in the $|U_{\mu\mu}|^2 \times m_{N\mu}$ plane.
Chapter 6

Search for Neutral Heavy Leptons

As already outlined, the combination of an instrumented neutrino target (FCAL) followed by an instrumented decay region (NOMAD detector) allows to study the production and decay of an anomalous or non-Standard-Model neutral heavy particle. The heavy target is providing a large event statistics, while the light decay analyzer with its excellent measurement capabilities allows to study the properties of the decay products and to keep the number of possible background events small.

An neutral heavy particle $N$, once produced in the FCAL in a neutrino or “neutrino-like” neutral current interaction, would traverse into the NOMAD detector. The search strategy is to locate a deep-inelastic neutral current interaction in the FCAL detector and to look for a temporally and kinematically correlated decay vertex in the NOMAD detector using:

- the very good lepton identification ($e^\pm, \mu^\pm$) in NOMAD
- the kinematical reconstruction capabilities of NOMAD
- the precise event timing measurement of both detectors

The experimental search is limited by two main sources of background which on the other hand can be measured in the experiment with the help of the available statistics of charged current events:

- Overlays
  The random overlap of two uncorrelated neutrino interactions in the upstream detector and in the analyzer volume. The lightness of NOMAD and a good time resolution in both detectors ($\lesssim 10$ ns) reduce this background. Further, overlay background events of random coincidences of two $CC$ events make it possible to measure the overlay background.
• **Neutral hadron punchthrough**

The interaction and decay of secondary neutral hadrons produced at the primary interaction vertex in the FCAL. Charged current events occurring in the FCAL provide an \textit{in situ} measure of the hadron punchthrough rates and properties.

Further reduction of background may be achieved by the precise measurement of particle momenta in the NOMAD drift chambers, comparing kinematical quantities of the neutral heavy particle decay products with the background sources.

The possibility to very cleanly study the various decay modes of the heavy particle allows to perform a quasi model-independent analysis, free from assumptions of production, the Lorentz structure of the currents, and most importantly the decay modes of the neutral heavy particle.

In this thesis the results of the search are interpreted in the context of a neutral heavy lepton as described in Chapter 1. A search for a muon type neutral heavy lepton $N_\mu$ is performed with its two leptonic and one semi-leptonic decay modes:

- **Muonic**: $N_\mu \rightarrow \mu^- \mu^+ \nu_\mu$
- **Electronic**: $N_\mu \rightarrow \mu^- e^+ \nu_e$
- **Hadronic**: $N_\mu \rightarrow \mu^- X$

In this chapter first an event preselection common for all three NHL decay modes is performed. The concept of a “blind box” analysis is introduced and applied to the NHL search. The two pure leptonic channels using the good lepton identification of the NOMAD detector are studied followed by the semi-leptonic channel. Predictions of the expected numbers of events for null hypotheses are given and compared to the found numbers of events inside the “box”.

### 6.1 Event preselection

The available very large statistic of FCAL neutrino interactions collected makes it necessary to preselect events with a topology of a neutral heavy lepton as well as of background measurement events. That is a neutrino neutral or charged current interaction in the FCAL accompanied by an activity in the NOMAD drift chamber volume.

To select FCAL interactions the selection and classification criteria of Section 4.2 are used:

- **Trigger condition**
  one of the two FCAL triggers is required to have fired:

  \[
  FCAL \equiv (V_8 \times FCAL) \quad (6.1)
  \]
  \[
  FCAL' \equiv (V_8 \times FCAL' \times T_1 \times T_2) \quad (6.2)
  \]
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- **FCAL fiducial volume**
  The reconstructed primary vertex must be in the volume
  \[
  |x| < 90.0 \text{ cm}, \quad |y| < 90.0 \text{ cm} \quad \text{and} \quad -240.15 \text{ cm} < z < -116.15 \text{ cm} \quad (6.3)
  \]

- **Interaction type classification**
  Events are classified as
  \[
  \begin{align*}
  \text{muon neutrino charged current} & : \nu^\mu_{CC} \quad (6.4) \\
  \text{muon anti neutrino charged current} & : \bar{\nu}^\mu_{CC} \quad (6.5) \\
  \text{neutrino neutral current} & : \nu^{NC} \quad (6.6) \\
  \text{cosmic ray} & : \text{cosmic} \quad (6.7)
  \end{align*}
  \]

  *Monte Carlo* events are preselected having been generated in the FCAL fiducial volume. Further, events tagged as with problems during data taking (online errors), reconstruction (offline errors) or at generation level (MC truncated) are excluded from analyses.

  Events are further required to have at least one drift chamber vertex passing the following criteria:

  - **Parent track** (Par)
    To not select vertices produced in charged particle interactions and decays, no incoming charged track producing the vertex (“parent”) is requested to be present. Neutral tracks are of course not reconstructed in a detector such as the drift chambers.

  - **Daughter tracks** (Dau)
    The vertex must be formed with at least 2 tracks required to fulfill some basic quality criteria. The outgoing tracks (“daughters”) are labelled as “good” if:
    \[- \text{forward pointing } p_z > 0 \]
    \[- \text{charge } q \neq 0 \]
    \[- \text{length } \geq 10 \text{ cm} \]
    \[- \text{number of hits (used for the track fit) } \geq 7 \]

  - **Drift chamber fiducial volume**
    \[
    |x| \leq 130 \text{ cm}, -125 \text{ cm} \leq y \leq 135 \text{ cm} \quad \text{and} \quad z_{\text{min}} \leq z \leq 405 \text{ cm} \quad (6.8)
    \]

    where \( z_{\text{min}} = \begin{cases} 
    20 \text{ cm} & \text{for } MC \\
    20 \text{ cm} & \text{for } 96 \\
    50 \text{ cm} & \text{for } 97 \text{ and } 98
    \end{cases} \quad (6.9) \]
The fiducial cut is asymmetric in $y$ because the sensitive area of the drift chambers is not centered in $y$ and different in $z_{\text{min}}$ because at the beginning of the 1997 data taking period the first three drift chambers of module 1 were removed to insert an additional subdetector.

- **Muon** ($\mu$@vtx)
  A positive or negative muon must be attached to the vertex. The algorithm used to identify muons (*loose muon id*) consists of the matching of the drift chamber information with that of the muon chambers: the drift chamber track can be extrapolated forward to at least one of the muon chamber stations within a transverse distance of 40 cm to a track in station 1 or 50 cm in station 2. Particles outside the geometrical acceptance of the muon chambers, or ranging out in the detector material can fail this criterion. A minimum track momentum cut (at its first hit in the drift chambers) of $2.5 \text{ GeV}/c$ is applied to reduce background from $\pi/K$ decays and hadron “punchthrough” from particles created either in the FCAL or in coil interactions.

Tables 6.1, 6.2 and 6.3 show the event reduction obtained by applying these criteria to the data and *MonteCarlo* samples. Also listed are the relative cut efficiencies $\varepsilon_{\text{rel}}$ (*w.r.t.* to its predecessor) and the absolute efficiencies $\varepsilon_{\text{tot}}$ (*w.r.t.* the total number of events, see Section 4.3.3). The events are further classified at two different cut levels, after the drift chamber fiducial cuts and after the requirement of a muon attached to the vertex.

The large difference of selected events with a muon at the drift chamber “secondary” vertex in the event samples indicates a problem due to the version of reconstruction program used: data from 1996 and the *MonteCarlo* samples were processed with an older version than data from 1997 and 1998. A closer look on the selected events together with the also evident difference between the selected number of charged and neutral current events manifests the problem as misreconstructed FCAL primary muons. Two different cases could be identified:

- **Broken tracks**: the muon track entering the drift chambers is broken into two disconnected track segments e.g. due to a misalignment between two drift chambers used by the reconstruction program. The two track segments may be used to form a common vertex where at least one of the tracks is identified as a muon mimicking a vertex to be selected.

- **Interactions**: the muon is interacting with the drift chamber material e.g. knocking off an electron of the atomic shell (producing a $\delta$-ray electron). Again the two muon track segments do not compose a continuous track, whereas the electron together with the outgoing track, identified as a muon, form a vertex passing the selection criteria.

<table>
<thead>
<tr>
<th>Cut</th>
<th>96(\nu)</th>
<th></th>
<th>97(\nu)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>(\varepsilon_{\text{rel}}) [%]</td>
<td>(\varepsilon_{\text{tot}}) [%]</td>
</tr>
<tr>
<td>total</td>
<td>9.682.872</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Vtx</td>
<td>6.352.630</td>
<td>65.61</td>
<td>65.61</td>
</tr>
<tr>
<td>Par &amp; Dau</td>
<td>1.495.441</td>
<td>23.54</td>
<td>15.44</td>
</tr>
<tr>
<td>DC(X)</td>
<td>1.492.883</td>
<td>99.83</td>
<td>15.42</td>
</tr>
<tr>
<td>DC(Y)</td>
<td>1.488.956</td>
<td>99.74</td>
<td>15.38</td>
</tr>
<tr>
<td>DC(Z_{\text{min}})</td>
<td>241.378</td>
<td>16.21</td>
<td>2.49</td>
</tr>
<tr>
<td>DC(Z_{\text{max}})</td>
<td>236.521</td>
<td>97.99</td>
<td>2.44</td>
</tr>
<tr>
<td>(\nu^\text{CC})</td>
<td>108.426</td>
<td>45.84</td>
<td>1.12</td>
</tr>
<tr>
<td>(\nu^\text{NC})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cosmic</td>
<td>783</td>
<td>0.33</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(\mu^\text{@vtx})</th>
<th>8.68</th>
<th>0.21</th>
<th>4.162</th>
<th>1.75</th>
<th>0.04</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu^\text{CC})</td>
<td>298</td>
<td>1.45</td>
<td>0.0031</td>
<td>240</td>
<td>5.27</td>
<td>0.0025</td>
</tr>
<tr>
<td>(\mu^\text{CC})</td>
<td>41</td>
<td>0.20</td>
<td>0.0004</td>
<td>12</td>
<td>0.29</td>
<td>0.0021</td>
</tr>
<tr>
<td>(\nu^\text{NC})</td>
<td>20.101</td>
<td>97.89</td>
<td>0.2076</td>
<td>3.910</td>
<td>93.95</td>
<td>0.0401</td>
</tr>
<tr>
<td>cosmic</td>
<td>95</td>
<td>0.46</td>
<td>0.0010</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.2: Event selection for data events 1998 (\(\nu\) and \(\bar{\nu}\) periods).

<table>
<thead>
<tr>
<th>Cut</th>
<th>98(\nu)</th>
<th></th>
<th>98(\bar{\nu})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>(\varepsilon_{\text{rel}}) [%]</td>
<td>(\varepsilon_{\text{tot}}) [%]</td>
</tr>
<tr>
<td>total</td>
<td>7.152.686</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Vtx</td>
<td>5.121.813</td>
<td>71.61</td>
<td>71.61</td>
</tr>
<tr>
<td>Par &amp; Dau</td>
<td>1.296.230</td>
<td>25.31</td>
<td>18.12</td>
</tr>
<tr>
<td>DC(X)</td>
<td>1.294.004</td>
<td>99.83</td>
<td>18.09</td>
</tr>
<tr>
<td>DC(Y)</td>
<td>1.291.463</td>
<td>99.80</td>
<td>18.06</td>
</tr>
<tr>
<td>DC(Z_{\text{min}})</td>
<td>186.453</td>
<td>14.44</td>
<td>2.61</td>
</tr>
<tr>
<td>DC(Z_{\text{max}})</td>
<td>180.739</td>
<td>96.94</td>
<td>2.53</td>
</tr>
<tr>
<td>(\nu^\text{CC})</td>
<td>95.619</td>
<td>52.90</td>
<td>1.34</td>
</tr>
<tr>
<td>(\nu^\text{NC})</td>
<td>83.125</td>
<td>45.99</td>
<td>1.16</td>
</tr>
<tr>
<td>cosmic</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(\mu^\text{@vtx})</td>
<td>3.155</td>
<td>1.75</td>
<td>0.04</td>
</tr>
<tr>
<td>(\nu^\text{CC})</td>
<td>174</td>
<td>5.52</td>
<td>0.0024</td>
</tr>
<tr>
<td>(\nu^\text{NC})</td>
<td>2.978</td>
<td>94.39</td>
<td>0.0416</td>
</tr>
<tr>
<td>cosmic</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.2: Event selection for data events 1998 (\(\nu\) and \(\bar{\nu}\) periods).
For both cases also muons tracks could be identified where the incoming track segment is fitted to the vertex, but as backward going track i.e. with reversed momentum. These misreconstructed primary muons appear in all used event samples but with different occurrence depending on the reconstruction version used.

Due to the unidentified primary lepton the event is classified as a neutral current interaction in the FCAL and the formed vertex mimics a neutral heavy particle decay vertex.

Therefore a set of cuts has been established to reject this kind of “artificial” background events, described below.

### Rejection of events with misidentified primary muon

For both types of misreconstructed primary muons (see previous section) the track entering the drift chambers is not fitted as a through-going single track but as two track segments. Near the point where the track is broken, the two segments point in the same or opposite direction. In addition the $\delta$-ray electron may be present, with also parallel momentum. A set of cuts is described below to handle all the different possible errors in the reconstruction, rejecting this kind of vertices otherwise passing the selection criteria of neutral heavy lepton decays with a muon at its decay vertex. At the same time these cuts assure some basic criteria of proper decay vertices while retaining the selection efficiency.

![Table 6.3: Event selection for MonteCarlo $\nu^\mu_{CC}$ and $\nu^\mu_{NC}$ events.](image)

<table>
<thead>
<tr>
<th>Cut</th>
<th>$\nu^\mu_{CC}$</th>
<th>$\nu^\mu_{NC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>$\varepsilon_{\text{rel}}$ [%]</td>
</tr>
<tr>
<td>total</td>
<td>448,158</td>
<td>100.00</td>
</tr>
<tr>
<td>Vtx</td>
<td>416,662</td>
<td>92.97</td>
</tr>
<tr>
<td>Par &amp; Dau</td>
<td>141,547</td>
<td>33.97</td>
</tr>
<tr>
<td>$DC_X$</td>
<td>141,499</td>
<td>99.98</td>
</tr>
<tr>
<td>$DC_Y$</td>
<td>141,474</td>
<td>99.98</td>
</tr>
<tr>
<td>$DC_{Z\text{min}}$</td>
<td>19,179</td>
<td>13.56</td>
</tr>
<tr>
<td>$DC_{Z\text{max}}$</td>
<td>18,746</td>
<td>97.74</td>
</tr>
<tr>
<td>$\nu^\mu_{CC}$</td>
<td>12,888</td>
<td>68.75</td>
</tr>
<tr>
<td>$\nu^\mu_{NC}$</td>
<td>473</td>
<td>2.52</td>
</tr>
<tr>
<td>cosmic</td>
<td>5,362</td>
<td>28.60</td>
</tr>
<tr>
<td>$\mu^@vtx$</td>
<td>1,126</td>
<td>6.01</td>
</tr>
<tr>
<td>$\nu^\mu_{CC}$</td>
<td>29</td>
<td>2.58</td>
</tr>
<tr>
<td>$\nu^\mu_{NC}$</td>
<td>18</td>
<td>1.60</td>
</tr>
<tr>
<td>cosmic</td>
<td>1,077</td>
<td>95.65</td>
</tr>
<tr>
<td>cosmic</td>
<td>2</td>
<td>0.18</td>
</tr>
</tbody>
</table>
• The maximum of the transverse momentum of any vertex track \( w.r.t. \) the vertex momentum \( p_{T,\text{max}} \) (build from the sum of all vertex tracks) is small for parallel tracks. A cut on
\[
p_{T,\text{max}} \geq 30 \text{ MeV}/c
\] (6.10)
standard in NOMAD analyses [120], is used. This also cuts out electrons from photon conversions \( \gamma \rightarrow e^+e^- \).

• To select clean decay vertices there should be no activity around the vertex:
  – the transverse distance of any track starting and ending upstream of the vertex extrapolated to the \( z \)-position of the vertex should be:
    \[ \text{Approach} \geq 2.5 \text{ cm} \]
  – tracks passing by are required to have a minimal transverse distance of:
    \[ \text{Approach}_{\text{Prox}} \geq 10 \text{ cm} \]
  – any track end vertex should be separated at least:
    \[ \text{Close}_{\text{End}} \geq 30 \text{ cm} \]
  – any track beginning vertex must be outside:
    \[ \text{Close}_{\text{Beg}} \geq 20 \text{ cm} \]
  – and the distance of any hit belonging to a track not attached to the vertex is required to be:
    \[ \text{Close}_{\text{Hit}} \geq 15 \text{ cm} \]

• Angles between tracks:
  – The minimum angle between any two tracks of the vertex must be
    \[ (1 + \cos \theta_{\text{min}}) \geq 0.02 \]
  – The angle between any upstream track (beginning and ending upstream of the vertex) pointing to the vertex (i.e. extrapolated within 10 cm transverse distance at the \( z \)-position of the vertex) and any track of the vertex should be
    \[ (1 \pm \cos \theta_{\text{up}}^{\text{min}}) \geq 0.02 \]

• Basic quality of the vertex: the \( \chi^2 \) of the vertex fit is required to be \( \chi^2_{\text{Vtx}} \leq 50 \)

• Veto and tube hits:
  – The number of hits in the veto drift chamber (most upstream chamber) 2.5 cm around the point at which a backward extrapolation of the track intersects it:
    \[
    N_{\text{DeVeto}} \begin{cases} \leq 1 & \text{for } N_{\text{Trk}}^V = 2 \\ \leq 3 & \text{for } N_{\text{Trk}}^V = 3 \\ & \text{for } N_{\text{Trk}}^V > 3 \end{cases}
    \] (6.11)
  – number of hits collected in a tube backwards 3 cm wide and 50 cm long from the start of the track:
    \[
    N_{\text{Tube}} \begin{cases} \leq 10 & \text{for } N_{\text{Trk}}^V = 2 \\ & \text{for } N_{\text{Trk}}^V > 2 \end{cases}
    \] (6.12)
• No track of the vertex should end at a position upstream of the fiducial volume.

The breakdown in the event selection for the data taking periods and for the simulated events is shown in Tables 6.4, 6.5 and 6.6. The effects of the single cuts can be compared in the different samples by the quoted relative breakdown w.r.t. its predecessor, $\varepsilon_{\text{rel}}$. Also listed are the ratios of the remaining events and the total numbers of events (see Section 6.1). As can be expected, the 1996 and MonteCarlo samples show similar behavior and 1997 can be compared with 1998 because of the reconstruction program versions applied.

<table>
<thead>
<tr>
<th>Cut</th>
<th>96$_{\nu}$</th>
<th>97$_{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#</td>
<td>$\varepsilon_{\text{rel}}$ [%]</td>
</tr>
<tr>
<td>$\mu$@vtx</td>
<td>20.535</td>
<td>100.00</td>
</tr>
<tr>
<td>$p_{T_{\text{max}}}$</td>
<td>7.754</td>
<td>37.76</td>
</tr>
<tr>
<td>Approach</td>
<td>4.426</td>
<td>57.08</td>
</tr>
<tr>
<td>Close$_{\text{beg}}$</td>
<td>3.956</td>
<td>89.38</td>
</tr>
<tr>
<td>Close$_{\text{hit}}$</td>
<td>3.641</td>
<td>92.04</td>
</tr>
<tr>
<td>Close$_{\text{end}}$</td>
<td>3.295</td>
<td>90.50</td>
</tr>
<tr>
<td>Approach$_{\text{pro}}$</td>
<td>3.004</td>
<td>91.17</td>
</tr>
<tr>
<td>cos$\theta_{\text{min}}$</td>
<td>2.994</td>
<td>99.67</td>
</tr>
<tr>
<td>cos$\theta_{\text{min}}^2$</td>
<td>2.966</td>
<td>99.06</td>
</tr>
<tr>
<td>$x_{\text{vtx}}$</td>
<td>2.593</td>
<td>87.42</td>
</tr>
<tr>
<td>$N_{\text{DCVeto}}$</td>
<td>207</td>
<td>7.98</td>
</tr>
<tr>
<td>$N_{\text{Tube}}$</td>
<td>197</td>
<td>95.17</td>
</tr>
<tr>
<td>Track$<em>{Z</em>{\text{min}}}$</td>
<td>170</td>
<td>86.29</td>
</tr>
<tr>
<td>$\nu^{\mu}_{CC}$</td>
<td>50</td>
<td>29.41</td>
</tr>
<tr>
<td>$\overline{\nu}^{\mu}_{CC}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\nu^{NC}$</td>
<td>120</td>
<td>70.59</td>
</tr>
<tr>
<td>cosmic</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.4: Event selection for data events 1996 and 1997.

Because the ratios of the different event types in the three data taking periods are similar after passing the selection cuts, e.g. the ratios of neutral current to charged current events and the number of remaining events in the different samples w.r.t. delivered protons on target (see Section 4.3.6), the events are merged to one sample used for the further analysis, listed in Table 6.7. The antineutrino sample 98$\overline{\nu}$ is not included, since the neutral heavy leptons are assumed to be produced only in neutrino interactions and, however, its remaining statistic is small.

The factor of 2 between the final data sample neutral and charge current events indicates a bias in the selection of neutral heavy lepton type events (cf. Section 6.7).
Table 6.5: Event selection data events 1998 (ν and \(\bar{\nu}\) periods).

<table>
<thead>
<tr>
<th>Cut</th>
<th>#</th>
<th>(\varepsilon_{rel} [%])</th>
<th>(\varepsilon_{tot} [%])</th>
<th>#</th>
<th>(\varepsilon_{rel} [%])</th>
<th>(\varepsilon_{tot} [%])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mu@vtx)</td>
<td>1.126</td>
<td>100.00</td>
<td>0.25 \cdot 10^{-2}</td>
<td>6</td>
<td>100.00</td>
<td>3.60 \cdot 10^{-5}</td>
</tr>
<tr>
<td>(P_{T,\text{max}})</td>
<td>357</td>
<td>31.71</td>
<td>7.97 \cdot 10^{-2}</td>
<td>6</td>
<td>100.00</td>
<td>3.60 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Approach</td>
<td>186</td>
<td>52.10</td>
<td>4.15 \cdot 10^{-2}</td>
<td>2</td>
<td>33.33</td>
<td>1.20 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Close(\text{Beg})</td>
<td>157</td>
<td>89.78</td>
<td>3.73 \cdot 10^{-2}</td>
<td>2</td>
<td>100.00</td>
<td>1.20 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Close(\text{Hit})</td>
<td>154</td>
<td>92.22</td>
<td>3.44 \cdot 10^{-2}</td>
<td>2</td>
<td>100.00</td>
<td>1.20 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Close(\text{End})</td>
<td>145</td>
<td>94.16</td>
<td>3.24 \cdot 10^{-2}</td>
<td>2</td>
<td>100.00</td>
<td>1.20 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Approach(\text{Prox})</td>
<td>128</td>
<td>88.28</td>
<td>2.86 \cdot 10^{-2}</td>
<td>1</td>
<td>50.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
<tr>
<td>(\cos \theta^{\mu}_{\text{min}})</td>
<td>128</td>
<td>100.00</td>
<td>2.86 \cdot 10^{-2}</td>
<td>1</td>
<td>100.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
<tr>
<td>(\cos \theta^{\nu}_{\text{min}})</td>
<td>126</td>
<td>98.44</td>
<td>2.81 \cdot 10^{-2}</td>
<td>1</td>
<td>100.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
<tr>
<td>(\chi^{2}_{\text{Vtx}})</td>
<td>123</td>
<td>97.62</td>
<td>2.74 \cdot 10^{-2}</td>
<td>1</td>
<td>100.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
<tr>
<td>(N_{\text{DeVeto}})</td>
<td>10</td>
<td>8.13</td>
<td>2.23 \cdot 10^{-3}</td>
<td>1</td>
<td>100.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
<tr>
<td>(N_{\text{Tube}})</td>
<td>10</td>
<td>100.00</td>
<td>2.23 \cdot 10^{-3}</td>
<td>1</td>
<td>100.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
<tr>
<td>Track(\text{ZMin})</td>
<td>9</td>
<td>90.00</td>
<td>2.01 \cdot 10^{-3}</td>
<td>1</td>
<td>100.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cut</th>
<th>#</th>
<th>(\varepsilon_{rel} [%])</th>
<th>(\varepsilon_{tot} [%])</th>
<th>#</th>
<th>(\varepsilon_{rel} [%])</th>
<th>(\varepsilon_{tot} [%])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu^{CC}_{\mu})</td>
<td>6</td>
<td>66.67</td>
<td>1.34 \cdot 10^{-3}</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(\bar{\nu}^{CC}_{\mu})</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(\nu^{NC}_{\mu})</td>
<td>3</td>
<td>33.33</td>
<td>6.69 \cdot 10^{-4}</td>
<td>1</td>
<td>100.00</td>
<td>5.99 \cdot 10^{-4}</td>
</tr>
<tr>
<td>cosmic</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.6: Event selection for MonteCarlo \(\nu^{CC}_{\mu}\) and \(\nu^{NC}_{\mu}\) events.
The remaining simulated $\nu^{NC}_\mu$ and $\nu^{CC}_\mu$ events passing the selection cuts consist of neutral hadron punchthrough. Investigating the simulated particle information, they can be identified as one neutron, one pion and dominantly $K^0_L$ and $K^0_S$ interacting or decaying in the drift chambers. One of the produced particles is identified as a muon, misidentified or because a produced pion decays into a muon and neutrino where the reconstruction can not distinguish between the pion and the muon.

Because the available remaining MonteCarlo statistic is too low for further comparisons to data events subsets of the data itself, where no neutral heavy lepton signal can be expected, will be used instead to further study and reduce the remaining background events, as outlined in the following section.

### 6.2 Blind analysis

An analysis like the search for neutral heavy particles or neutrino oscillations is looking for a small number of signal events in a huge number of “standard” physics events, partially acting as background for the search. An analysis method avoiding biases from the researchers prejudice on the existence or not of a signal is the so-called “blind analysis” method. This implies not looking at the relevant event topologies or distributions of certain variables for real data, characteristic for the signal when setting up the analysis strategy. In this way, the selection criteria are based purely on the modeled MonteCarlo and/or the rejection of known background. The region where the signal is expected to be found is called the “box”, whereas everything outside acts as a “control sample”. Once the box is defined the sensitivity of the analysis can be calculated. After demonstrating good control over the background the box may be opened and by definition, the result has to be accepted unless a clear error is evident, showing that there was no control over the background.

In the search for a neutral heavy particle the control samples might be chosen as:

<table>
<thead>
<tr>
<th>Type</th>
<th>$96_\nu$</th>
<th>$97_\nu$</th>
<th>$98_\nu$</th>
<th>$\sum_\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>170</td>
<td>201</td>
<td>127</td>
<td>498</td>
</tr>
<tr>
<td>$\nu^{CC}_\mu$</td>
<td>50</td>
<td>63</td>
<td>43</td>
<td>156</td>
</tr>
<tr>
<td>$\nu^{NC}_\mu$</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>cosmic</td>
<td>120</td>
<td>136</td>
<td>84</td>
<td>340</td>
</tr>
</tbody>
</table>

Table 6.7: Final data samples.
• **Neutrino charged current events:**
  Neutral heavy leptons are assumed to be produced via mixing with standard neutrinos, i.e. the neutrino of the neutral current interaction in the FCAL and not in FCAL charged current events.

• **Like-sign decay vertices:**
  The decay products of the neutral heavy lepton should form a neutral vertex, i.e. in the drift chambers.

• **Out-of-time events:**
  The decay of the neutral heavy particle should be temporally correlated with the drift chamber vertex.

The analysis strategy is to get control over these background types: to calculate or if possible eliminate them. Depending on the results of the control sample studies one may decide to chose further criteria or to “open the box”. The used control samples may also vary depending on the decay channel. For the further analyses of the three different decay modes FCAL neutrino charged current events are used as the main control sample.

According to Section 4.3.3 the measured number of neutral and charged current interactions is in the same order of magnitude. Thus, using the $\nu_{\mu}^{CC}$ final sample as a control sample to predict the number of signal plus background $\nu_{\mu}^{NC}$ events does not allow to scale down the statistical uncertainty. For the prediction of neutral from charged current events an unbiased (see Page 106) factor of 1 is used, discussed with the systematic uncertainties (Section 6.7).

### 6.3 $N_{\mu} \rightarrow \mu^{-}\mu^{+}\nu_{\mu}$ event selection

The signature consists of a two track vertex where both tracks are identified as muons. Using the excellent muon identification capabilities of the detector and the fact that no standard physics process is able to produce such a signature, no background is expected.

Table 6.8 shows the remaining events passing the selection criteria in the final charged current event sample acting as a control sample. The identification of the additional second muon is the same loose muon identification as used for the first one (see Page 102).

No event passed these cuts. No requirements are imposed on the total vertex charge ($\mu^{+}\mu^{-}$) and the correlation in time between the drift chamber vertex and the FCAL vertex ($\Delta t_{Vtx}$). Assuming that the control sample $\nu_{\mu}^{CC}$ events are not different from $\nu_{\mu}^{NC}$ events, the predicted number of events in the neutral current
Table 6.8: Selection of $N_\mu \rightarrow \mu^- \mu^+ \nu_\mu$ events.

The final sample is:

$$N_{\mu \mu} = 0^{+1}_{-0}$$ (6.13)

To calculate the (signal) efficiency the same cuts were applied to the generated neutral heavy leptons for this decay mode (see Chapter 5). Figure 6.1 (cf. Tables A.1 and A.2) shows the relative efficiencies of the two muon IDs and the total selection efficiency. The NOMAD single muon identification efficiency is approximately 80%; because of the presence of two muons, the efficiency of the first muon ID requirement is about $(0.80 \times (1 - 0.80) \cdot 0.80 \simeq 95\%)$. The total efficiency is $\simeq 40\%$ for $NHL$ masses $\gtrsim 2\text{ GeV}/c^2$.

Figure 6.1: Selection efficiency vs. mass for $N_\mu \rightarrow \mu^- \mu^+ \nu_\mu$. 

<table>
<thead>
<tr>
<th>sample</th>
<th>$\mu^{CC}_{\mu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>156</td>
</tr>
<tr>
<td>2 Tracks</td>
<td>73</td>
</tr>
<tr>
<td>$+\mu$</td>
<td>0</td>
</tr>
</tbody>
</table>
6.4 $\mathcal{N}_\mu \rightarrow \mu^- e^+ \nu_e$ event selection

In the GLR [11] model used in this analysis a muon type neutral heavy lepton may decay into a negative muon and a positron plus a neutrino. In order to keep the search as model independent as possible, no requirements on the charge of the two leptons is made.

Similar to the NHL decay mode with two muons in the final state the event selection for $\mathcal{N}_\mu \rightarrow \mu^- e^+ \nu_e$ consists of vertices with two tracks, where one is identified as a muon and one as an electron (or positron).

The search for the electronic decay mode of the neutral heavy particle requires detection capability for electrons. The identification method employed is described below.

Electron identification

The information of several NOMAD subdetectors may be used and combined to identify electrons. The interplay of the TRD, the PRS and the ECAL (see Chapter 2) provides a good rejection factor against charged hadrons, while retaining a reasonable electron identification efficiency. In this analysis the informations from the transition radiation detector and the electromagnetic calorimeter are used.

Using the transition radiation detector:
The NOMAD transition radiation detector is designed to separate electrons from heavier charged particles, mainly pions. Electron recognition in the TRD is based on a likelihood function calculated from the energy deposited in the nine detection planes and from the incident track momentum. Energy depositions are compared to the expectations for two possible hypotheses: electron and pion. The momentum of the particle measured in the drift chambers is taken into account to evaluate the expected energy deposition.

Depending on the topology of the event, isolated and non-isolated particles in the TRD, two different procedures are applied. A detailed description of the procedures can be found in References [121] and [122]. Here only the algorithm for isolated tracks is outlined since this is the main signature of neutral heavy lepton decays.

The likelihood ratio $\mathcal{L}$ is computed from the responses of all the detection planes crossed by an incident track:

$$\mathcal{L} = \sum_{i=1}^{N} \log \frac{P(\epsilon_i|e;p)}{P(\epsilon_i|\pi;p)}$$

(6.14)

where $N$ is the number of hits assigned to a track. $P(\epsilon_i|e;p)$ and $P(\epsilon_i|\pi;p)$ are the probability density functions for an electron $e$ and a pion $\pi$ with
a given momentum $p$ to deposit the energy $\epsilon_i$ in the $i$th detection plane hit. The distributions of probability density that a given energy deposition, generated either by an electron or a pion, have been obtained from detailed simulation, extensive test beam, and in situ measurements (for details see Reference [123]). The desired electron efficiency defines a threshold on the total likelihood ratio, see Figure 6.2. An electron (pion) is associated with a likelihood ratio above (below) this threshold. A pion rejection factor better than 1000 at 90% electron efficiency has been achieved for isolated particles crossing all nine TRD modules in a momentum range from 1 to 50 GeV/c.

**Using the electromagnetic calorimeter:**
In the ECAL electron identification is based on the shape of the shower profile. In addition, the momentum $p_{\text{fin}}$ measured in the drift chambers must be compatible with the energy $E_{\text{cal}}$ deposited in the electromagnetic calorimeter. In contrast, most of the charged hadrons reaching the ECAL deposit only a fraction of their energy. The average value of $(E_{\text{cal}} - p_{\text{fin}})/(E_{\text{cal}} + p_{\text{fin}})$ (see Figure 6.3) is slightly shifted to positive values because the momentum $p_{\text{fin}}$ is measured at the end of the track. Thus, electrons may lose some energy due to $dE/dx$ and bremsstrahlung, which is however measured in the ECAL cluster assigned to the electron track.

Since the event topology for the electronic decay of neutral heavy particles is much simpler compared to e.g. electron neutrino charged current interactions a loose electron identification criterion is used, based only on the TRD and ECAL:

- The pion contamination for a track reconstructed in the drift chambers and matched to a TRD track must be less than 1%.
- The momentum measured in the drift chambers must be compatible with the energy deposited in the electromagnetic calorimeter:

$$-0.25 < \frac{E_{\text{cal}} - p_{\text{fin}}}{E_{\text{cal}} + p_{\text{fin}}} < +0.50$$  \hspace{1cm} (6.15)

In Table 6.9 the control sample events passing the selection cuts are listed.

<table>
<thead>
<tr>
<th>sample</th>
<th>$\nu_{\mu}^{CC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>156</td>
</tr>
<tr>
<td>2 Tracks</td>
<td>73</td>
</tr>
<tr>
<td>+\e</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.9: Selection of $N_\mu \rightarrow \mu^- e^+ \nu_e$ events.
Figure 6.2: The likelihood ratio distributions for pions and electrons with track momenta 10 GeV/c crossing nine TRD modules (MonteCarlo simulation). Pion rejection is better than 1000:1 at 90% electron efficiency.

Figure 6.3: The \((E_{\text{cal}} - p_{\text{fin}})/(E_{\text{cal}} + p_{\text{fin}})\) distribution for all tracks (except the muon) in \(\nu^c\mu\) interactions and after successive cuts against hadrons based on the TRD signal and PRS/ECAL consistency.
Again, no requirements on the total vertex charge and temporal correlation are imposed. No events passed the second lepton cut and the predicted number of events in the neutral current final event sample is:

\[ N_{\mu e} = 0^{+1}_{-0} \]  

(6.16)

The same selection cuts were applied to the generated \( N_\mu \rightarrow \mu^- e^+ \nu_e \) events and the relative efficiencies of the lepton ID cuts as well as the total efficiency as a function of the neutral heavy lepton mass is shown in Figure 6.4 (cf. Tables A.3 and A.4). The efficiency for the electron is \( \approx 60\% \). The muon efficiency is \( \approx 85\% \) and the total efficiency is \( \approx 35\% \) for masses \( \gtrsim 2 \text{ GeV}/c^2 \).

![Figure 6.4: Selection efficiency vs. mass for \( N_\mu \rightarrow \mu^- e^+ \nu_e \).](image)

6.5 \( N_\mu \rightarrow \mu^- X \) event selection

The signature of the neutral heavy lepton decay mode \( N_\mu \rightarrow \mu^- X \) is a vertex with one identified muon together with a system \( X \), where \( X \) stands for any number of tracks not necessarily identified (but reconstructed). This contains also the decay modes \( N_\mu \rightarrow \mu^- \mu^+ \nu_\mu \) and \( N_\mu \rightarrow \mu^- e^+ \nu_e \).
To further select only well reconstructed vertices additional requirements are imposed on the quality of the tracks forming the vertex, in such a way, that at least 2 tracks fulfill the following criteria:

- **Quality of vertex tracks**
  
  - the radial distance of the track first hit and the vertex is within:
    \[ -5 \text{ cm} \leq |\mathbf{r}_{\text{first hit}} - \mathbf{r}_{\text{Vtx}}| \leq 15 \text{ cm} \]  
    \hfill (6.17)
  
  - the relative error on the magnitude of momentum $\delta p/p$ is less than 50%. With the error on the magnitude of the 3-momentum:
    \[ \delta p = \mathbf{p} \cdot (\sigma_p \cdot \mathbf{p})/|\mathbf{p}|^2 \]  
    \hfill (6.18)
    
    for given momentum $\mathbf{p}$ and covariance matrix $\sigma_p$.
  
  - the $\chi^2$ of the track fit is $\chi^2_{\text{Trk}} \leq 250$

459 out of the 498 final sample events pass these criteria (see $N_{\text{good}}$ in Table 6.10). Figure 6.5 shows the longitudinal ($z$) distribution of the secondary vertices in the drift chambers.

![Figure 6.5: Vertex z distribution of selected $N_\mu \rightarrow \mu^- X$ vertices.](image)
In order to identify and reject $K_S^0$ and $K_L^0$ punchthrough decaying in the drift chambers contaminating the sample, as indicated by the surviving $\nu_{\mu CC}$ and $\nu_{NC}$ MonteCarlo events (see Page 108), a $K_S^0$ hypothesis is imposed. That is, for any two track vertex, a particle ID of two pions is assumed for which the invariant mass $m_{K_S^0}$ of the vertex, as well as the transverse momentum $p_{T,+}$ of one of the tracks (by convention the positive; if both have the same charge, the one with the highest momentum is chosen) to the total vertex momentum (formed by the sum of the two track momenta) is calculated.

$$m_{K_S^0} = \sqrt{E_{K_S^0}^2 - \vec{p}_{\pi^\pm}^2}$$

with:

$$E_{\pi^\pm} = \sqrt{\vec{p}_{\pi^\pm}^2 + m_{\pi^\pm}^2}$$

and

$$E_{K_S^0} = E_{\pi^+} + E_{\pi^-}$$

Figure 6.5 shows the so calculated invariant $K_S^0$ mass distribution for the vertices passing the selection cuts and Figure 6.5 for the vertices with $30 < p_{T,+} < 230$ MeV/c (see also [120]). The criteria for decaying $K_L^0$ and $K_S^0$

$$K_L^0 \rightarrow \pi^+\mu^-\nu$$

called $K_L^{\mu3}$

$$K_S^0 \rightarrow \pi^+\pi^-$$

with one $\pi^\pm \rightarrow \mu^\pm\nu$

are chosen as:

$$300 \text{ MeV/c}^2 \leq m_{K_S^0} \leq 550 \text{ MeV/c}^2$$

$$30 \text{ MeV/c} \leq p_{T,+} \leq 230 \text{ MeV/c}$$

The cut on the mass is asymmetric around $m_{K_S^0} = 497.8 \text{ MeV/c}^2$ [1] because of the possible missing momentum carried by the invisible neutrino from the pion decay. The resolution of the $K_S^0$ mass is $\simeq 12$ MeV/c$^2$ [120].

<table>
<thead>
<tr>
<th></th>
<th>498</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{good}}$</td>
<td>459</td>
</tr>
<tr>
<td>$K_S^0$</td>
<td>382</td>
</tr>
<tr>
<td>$\nu^\mu_{CC}$</td>
<td>114</td>
</tr>
<tr>
<td>$\bar{\nu}^\mu_{CC}$</td>
<td>1</td>
</tr>
<tr>
<td>$\nu^\mu_{NC}$</td>
<td>267</td>
</tr>
</tbody>
</table>

Table 6.10: Selection of $N_{\mu \rightarrow \mu^-X}$ events.

77 vertices are identified as $K_L^0/K_S^0$ (see Table 6.10). Lack of large MonteCarlo statistics prevents checking the $K_S^0$ candidates. However, a $K_S^0$ survival
probability calculation using 30000 simulated “stretched” $K^0_S$ events yields a number within a factor of 2 of 77. “Stretched” means that $K^0_S$ produced at the primary interaction vertex in the FCAL are translated 250 cm along their momentum direction into the drift chamber volume and forced to decay into a $\pi^+\pi^-$ pair to get a sufficient statistic of such kind of events.

In order to predict the number of in-time neutral current events with total vertex charge zero, the “box”, the control sample of charged current events is studied.

Figure 6.7 shows the distribution of flight time corrected time difference between the FCAL primary event vertex and the drift chamber vertex. $\Delta t_{\text{Vtx}}^c$ is calculated in analogy to Section 4.5 where the drift chamber single track time is replaced by the track length weighted times of the vertex tracks and the energy used for the flight time correction is the sum of the vertex tracks $E_{\text{Vtx}} = \sum E_{\text{Trk}}$. Only two track vertices and vertices with more than two tracks with a charge sum of $-1 \leq Q_{\text{Vtx}} \leq +2$ are included. Other vertices are considered as not well reconstructed. The asymmetry reflects the different resulting charge in the final state of $NC$ and $CC$ interactions. As a cross-check, the $\Delta t_{\text{Vtx}}^c$ distribution of the identified $K^0_S$ can be used (Figure 6.8). The asymmetry of the distribution can be interpreted as the effect of the invisible neutrino: the visible vertex energy used for the flight time correction is smaller than the true value.

The in-time window is chosen as:

$$|\Delta t_{\text{Vtx}}^c| < 10 \text{ ns}$$ (6.23)

Table 6.11 lists the in-time charged and neutral current events according to their vertex charge sum (see notes on Figure 6.7 before). The empty columns are the signal “box”.

Figure 6.6: $K^0_S$ hypothesis mass (left) and for $30 < p^\nu_{T,+} < 230 \text{ MeV/c}$ (right).
Figure 6.7: $\Delta t_{\text{Vtx}}^c$ of the $\nu^\text{CC}_\mu$ control sample.

![Histogram of $\Delta t_{\text{Vtx}}^c$ for $\nu^\text{CC}_\mu$ control sample.]

Nent = 108
Mean = 4.939
RMS = 41.44

Figure 6.8: $\Delta t_{\text{Vtx}}^c$ of identified $K^0_S$.

![Histogram of $\Delta t_{\text{Vtx}}^c$ for identified $K^0_S$.]

Nent = 77
Mean = 0.8229
RMS = 4.829

Table 6.11: In-time control sample $N_{\mu} \rightarrow \mu^- X$ events.

<table>
<thead>
<tr>
<th>sample</th>
<th>$\nu^\text{CC}_\mu$</th>
<th>$\nu^\text{NC}_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>charge</td>
<td>$\sum Q_{\text{Vtx}} \neq 0$</td>
<td>$Q_{\text{Vtx}} = 0$</td>
</tr>
<tr>
<td>in-time</td>
<td>48</td>
<td>20</td>
</tr>
</tbody>
</table>
Assuming no principal difference in the remaining in-time events between neutral and charged current events the neutral current in-time events with charge sum zero can be estimated as:

\[
N_{\text{NC}}^{\text{in}}(Q_{\text{Vtx}} = 0) = \frac{N_{\text{NC}}^{\text{in}}(Q_{\text{Vtx}} \neq 0)}{N_{\text{CC}}^{\text{in}}(Q_{\text{Vtx}} \neq 0)} \times N_{\text{CC}}^{\text{in}}(Q_{\text{Vtx}} = 0) \tag{6.24}
\]

\[
N_\mu X = N_{\text{NC}}^{\text{in}}(Q_{\text{Vtx}} = 0) = 50 \pm 17 \tag{6.25}
\]

where the error estimate is statistical.

Further reduction of control sample background events would require that kinematical cuts using specific properties of the NHL were to be applied. In order to perform a model independent analysis and because of unavoidable background from overlay events which can only be measured, it was decided not to apply further selection criteria.

The same set of cuts applied to \(N_\mu \rightarrow \mu^- X\) MonteCarlo events yields the selection efficiency vs. the neutral heavy lepton mass in Figure 6.9 (cf. Tables A.5 and A.6). The relative efficiency of the muon identification dominates the overall efficiency for low masses whereas for masses above \(\gtrsim 3 \text{ GeV}/c^2\) the efficiency is dominated by track and vertex reconstruction inefficiencies.

\section*{6.6 Box opening}

Having established the neutral heavy lepton selection criteria for the three NHL decay modes on the control samples outside the signal region (neutrino charged current interactions) the results of the neutral heavy lepton search are obtained from the events inside the signal “box”.

For the two leptonic channels \(N_\mu \rightarrow \mu^- \mu^+ \nu_\mu\) and \(N_\mu \rightarrow \mu^- e^+ \nu_e\) no neutrino neutral current event is found with a two track drift chamber vertex applying the particle ID criteria. Table 6.12 lists the selected \(N_\mu \rightarrow \mu^- \mu^+ \nu_\mu\) and \(N_\mu \rightarrow \mu^- e^+ \nu_e\) neutral heavy lepton events passing the cuts. The null result agrees well with the prediction for both channels of \((0^{+1}_{-0})\) events (Equations 6.13 and 6.16).

In the signal sample for the semi-leptonic decay channel \(N_\mu \rightarrow \mu^- X\), consisting of in-time neutral current interactions with vertices of charge sum zero, 27 \(N_{\text{NC}}^{\text{in}}(Q_{\text{Vtx}} = 0)\) events were found (see Table 6.13), \(\approx 1.35 \sigma\) less than the prediction of \(N_\mu X = (50 \pm 17)\) events (see Equation 6.25) and consistent with a negative result for the search.

Figures 6.10, 6.11 and 6.12 show displays [118] (cf. Page 90) of three signal sample events passing the \(N_\mu \rightarrow \mu^- X\) selection cuts. Figures 6.10 and 6.11 are possible candidates for neutral hadron “punchthrough”, while Figure 6.12 is a possible in-time overlay event.
Figure 6.9: Selection efficiency vs. mass for $N_\mu \rightarrow \mu^- X$.

<table>
<thead>
<tr>
<th>sample</th>
<th>$\nu_\mu^{CC}$</th>
<th>$\nu_\mu^{NC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>156</td>
<td>340</td>
</tr>
<tr>
<td>2 Tracks</td>
<td>73</td>
<td>122</td>
</tr>
<tr>
<td>$+\mu/ +e$</td>
<td>0 / 0</td>
<td>0 / 0</td>
</tr>
</tbody>
</table>

Table 6.12: $N_\mu \rightarrow \mu^- \mu^+ \nu_\mu$ and $N_\mu \rightarrow \mu^- e^+ \nu_e$ event selection in $\nu_\mu^{CC}$ and $\nu_\mu^{NC}$ data samples.

<table>
<thead>
<tr>
<th>sample</th>
<th>$\nu_\mu^{CC}$</th>
<th>$\nu_\mu^{NC}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>charge</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sum Q_{Vtx} \neq 0$</td>
<td>48</td>
<td>63</td>
</tr>
<tr>
<td>$\sum Q_{Vtx} = 0$</td>
<td>20</td>
<td>36</td>
</tr>
<tr>
<td>$\sum Q_{Vtx} \neq 0$</td>
<td>28</td>
<td>27</td>
</tr>
<tr>
<td>$\sum Q_{Vtx} = 0$</td>
<td>63</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 6.13: $N_\mu \rightarrow \mu^- X$ event selection in $\nu_\mu^{CC}$ and $\nu_\mu^{NC}$ data samples.
Figure 6.10: Signal sample $N_\mu \rightarrow \mu^- X$ survivor.
Figure 6.11: Signal sample $N_\mu \rightarrow \mu^- X$ survivor.
Figure 6.12: Signal sample $N_{\mu} \rightarrow \mu^-X$ survivor.
6.7 Systematic uncertainties

Systematics enter in this analysis and in particular in the calculation of the sensitivity and the exclusion limits mainly from the following sources:

- **Differences between MonteCarlo and data**
  The neutral heavy lepton selection efficiencies are determined using MonteCarlo events. Because the event reconstruction for simulated and real data events is known to be slightly different, the calculated number of generated MonteCarlo events passing the selection cuts may vary.

- **Difference between signal and control sample**
  The neutrino charged current control sample is used to predict the number of signal events in neutral current interactions. The presence of the primary muon emerging from the FCAL may affect the selection of the secondary vertices.

- **Number of weak neutral current events**
  The sensitivities and limits are calculated using the number of neutral current events $N_{NC}$, so uncertainties enter directly.

Systematic uncertainties were in general small for this analysis. The different sources are discussed below.

**Differences between MonteCarlo and data**

The selection of neutral heavy lepton decay vertices can be compared to the selection efficiency of $K^0_S$ with its similar topology. For $K^0_S$ emerging from the FCAL the difference in reconstruction and selection between MonteCarlo and real data events was measured to be $\lesssim 1\%$ [124].

The differences in the particle identification for muons and leptons inside the NOMAD drift chambers are $\lesssim 1\%$ and $\lesssim 2\%$ [125] respectively.

**Difference between signal and control sample**

Using “stretched” $K^0_S$ (cf. Page 117) MonteCarlo events, generated as neutral and charged current FCAL interactions and applying the neutral heavy lepton selection criteria, the effect of the existing primary muon is found to be $\lesssim 2\%$.

**Number of weak neutral current events**

The number of neutral current events is calculated using the measured number of charged current events in combination with their efficiency and the ratio of neutral current to charged current events (cf. Section 4.3). The overall systematic error is estimated as 5% for $N_{NC}$.
In the final event sample the ratio of neutral to charged current interactions is \(\simeq 2\), in contrast to the measured (see Section 4.3)

\[
\frac{n_{NC}}{n_{CC}} \simeq \frac{R_{NC/CC} + (1 - \varepsilon_{CC})}{\varepsilon_{CC}} \simeq \frac{0.4 + (1 - 0.7)}{0.7} = 1 \tag{6.26}
\]

indicating a bias (cf. Page 106) in the selection of neutral heavy lepton type events. A factor of 1 (cf. Page 109) has been used to predict the signal (neutral current) from the control sample (charge current) events. In the two leptonic decay modes zero events have been predicted and found, and in the semi-leptonic channel the error on the predicted and found events is large compared to the uncertainty on the applied factor 1.

Using the \(\nu^\mu_{CC}\) final sample as a control sample to predict the number of signal plus background \(\nu^{NC}\) events does not allow to scale down the statistical uncertainty, because the number of events, the two samples are composed of, are in the same order of magnitude. On the other hand, the use of data events (control sample) to predict the number of expected data (signal sample) reduces the number of possible sources of uncertainties, as compared to the use of MonteCarlo events.
In this chapter the results of the measurements of the studied neutral heavy lepton decay modes are used to calculate the sensitivities of the experiment and the upper confidence limits on the presence of $N_\mu$ with its decay modes. The sensitivities and limits are translated into excluded regions in the $|U_{\mu\mu}|^2 \times m_{N_\mu}$ plane.

First, the expected numbers of signal events $N_{N_\mu}$ that pass the selection cuts, as a function of $m_{N_\mu}$ and decay mode, will be computed.

The sensitivities and limits on the upper numbers of events $n_2$, consistent with the null hypothesis, are calculated according the Feldman-Cousins approach [126]. For these, the expected number of background events with their uncertainties and the numbers of measured events passing the selection cuts are used.

The expected numbers $N_{N_\mu}$ and the upper numbers of events $n_2$ are combined to express the results of the measurements as excluded regions in parameter space.

**Number of expected NHL**

The expected number of measured muon type neutral heavy leptons produced in the FCAL and decaying in the drift chambers for given mixing parameter $|U_{\mu\mu}|^2$ and mass $m_{N_\mu}$ can be calculated as (cf. Chapter 1 and 5):

$$N_{N_\mu} = N_{NC} \times \left(1 - \frac{m_{N_\mu}^2}{x_s}\right)^2 \times |U_{\mu\mu}|^2 \times \varepsilon_{acc} \times BR \times \varepsilon_{rec} \quad (7.1)$$

with:

- $N_{NC}$: the number of weak neutral current interactions
- $\left(1 - \frac{m_{N_\mu}^2}{x_s}\right)^2$: the kinematical mass suppression factor
Chapter 7. Extraction of sensitivities and limits

- **BR**: the branching ratio of the decay mode
- **\( \varepsilon_{\text{acc}} \)**: the geometrical acceptance, that is the NHL produced inside the target fiducial volume and decaying inside the analyzer fiducial volume
- **\( \varepsilon_{\text{rec}} \)**: the reconstruction and selection efficiencies depending on the NHL mass and decay mode

The number of neutral current interactions \( N_{\text{NC}} \) in the FCAL is evaluated using the corrected measured number of charged current interactions and the measured ratio of neutral to charged current interactions \( R_{\text{NC/CC}} \) (see Chapter 4).

\[
N_{\text{NC}}^{\text{corr}} = N_{\text{CC}}^{\text{corr}} \cdot R_{\text{NC/CC}}
\]

\[=(18.21 \pm 0.03) \cdot 10^6 \times (0.40 \pm 0.02)\]

\[=(7.28 \pm 0.36) \cdot 10^6\]  

(7.2)

The branching ratios \( BR \) depend on the NHL mass and model. For simplicity, typical values for \( m_{N_\mu} = 2 \text{ GeV}/c^2 \) listed in Table 1.1 are used.

The suppression factor and the geometrical acceptance are calculated using the neutral heavy lepton Monte Carlo described in Chapter 5. For each value of \( m_{N_\mu} \) and \( |U_{\mu\mu}|^2 \) the probability of NHLs produced in the FCAL and decaying inside the drift chambers w.r.t. standard neutral current interactions is evaluated (see Figure 5.11).

The reconstruction and selection efficiencies \( \varepsilon_{\text{rec}} \) for the different NHL decay modes were determined as a function of \( m_{N_\mu} \) in the previous chapter.

**Sensitivity of the experiment**

According to the Feldman-Cousins approach, the sensitivity is defined as “the average upper limit that would be attained by an ensemble of experiments with the same expected background and no true signal”. In the absence of signal events, for a given experiment \( i \), the resulting 90% confidence interval of measured events \((n_1^i < n^i < n_2^i)\) may vary according to background fluctuations. In order to evaluate the 90% C.L. upper limit \( n_2 \), the possible outcomes of the measurements in a large number of \( N \) identical experiments are simulated

\[
n_2 = \frac{1}{N} \sum_{i=1}^{n_2^i},
\]

(7.3)

taking into account the predicted number of background events with their uncertainties.

Applied to the situation of the three investigated decay modes

\[
\begin{align*}
N_\mu \rightarrow \mu^-\mu^+\nu_\mu : & \quad 0^{+1}_{-0} \\
N_\mu \rightarrow \mu^-e^+\nu_e : & \quad 0^{+1}_{-0} \\
N_\mu \rightarrow \mu^-X : & \quad 50 \pm 17
\end{align*}
\]

(7.4)
the average 90% C.L. sensitivities are calculated as:

\[
\begin{cases} 
2.41 & \text{for } N_{\mu} \rightarrow \mu^{-} \mu^{+} \nu_{\mu} \text{ and } N_{\mu} \rightarrow \mu^{-} e^{+} \nu_{e} \\
27.48 & \text{for } N_{\mu} \rightarrow \mu^{-} X
\end{cases}
\]  \tag{7.5}

**Upper confidence limits**

The 90% C.L. upper limits are obtained from the outcome of the actual experiment

\[
\begin{align*}
N_{\mu} \rightarrow \mu^{-} \mu^{+} \nu_{\mu} : & \quad 0 \\
N_{\mu} \rightarrow \mu^{-} e^{+} \nu_{e} : & \quad 0 \\
N_{\mu} \rightarrow \mu^{-} X : & \quad 27
\end{align*}
\]  \tag{7.6}

in combination with the estimated backgrounds (cf. Equation 7.4) and evaluated using the Feldman-Cousins approach:

\[
\begin{cases} 
2.42 & \text{for } N_{\mu} \rightarrow \mu^{-} \mu^{+} \nu_{\mu} \text{ and } N_{\mu} \rightarrow \mu^{-} e^{+} \nu_{e} \\
7.56 & \text{for } N_{\mu} \rightarrow \mu^{-} X
\end{cases}
\]  \tag{7.7}

In the absence of signal events, the probabilities to obtain the quoted upper limits (cf. Equation 7.7) or lower can be evaluated using the distributions of the upper limits of \(N\) identical experiments:

\[
P = \begin{cases} 
90\% & \text{for } N_{\mu} \rightarrow \mu^{-} \mu^{+} \nu_{\mu} \text{ and } N_{\mu} \rightarrow \mu^{-} e^{+} \nu_{e} \\
< 1\% & \text{for } N_{\mu} \rightarrow \mu^{-} X
\end{cases}
\]  \tag{7.8}

For the two leptonic decay modes, the sensitivity and the limit agree since the numbers of predicted and measured events coincide. The upper confidence limit on the semi-leptonic channel is lower than the sensitivity of the experiment (cf. Equation 7.5), since the number of observed events is fewer than the estimated background (a “lucky” experiment). The corresponding probability for the limit is low, indicating that the predicted number of background events and/or its uncertainty for this decay mode was too conservative or has some additional systematic error. However, the result represents a measurement 1.35 \(\sigma\) less than the predicted background or 2.8 \(\sigma\) less than the average result obtained from \(N\) identical experiments with the same background and no true signal.

**Including systematic errors**

In order to include the effect of systematic uncertainties in the sensitivities and limits, the calculated upper numbers of events have to be modified, estimated as

\[
n'_{2} = n_{2} \times \sqrt{1 + \sum \left( \frac{\delta a}{a} \right)^{2}},
\]  \tag{7.9}
where \(\frac{\delta a}{a}\) are the fractional errors from all sources of systematic errors (cf. Section 6.7) and added in quadrature. The equation is an approximation that works if the fractional systematic errors are small, which is the case in this analysis.

**Excluded regions in the \(|U_{\mu\mu}|^2 \times m_{N\mu}\) plane**

The calculated upper numbers of events for the existence of a \(N_{\mu}\) with its studied decay modes are translated into excluded regions in the \(|U_{\mu\mu}|^2 \times m_{N\mu}\) plane. This is done by finding the \(|U_{\mu\mu}|^2\) values for each mass \(m_{N\mu}\) such that

\[
N_{N_{\mu}} = n'_2
\]  

(7.10)

where \(N_{N_{\mu}}\) is the number of signal events that pass the selection cuts which depends on the mass \(m_{N_{\mu}}\) and the decay mode. \(n'_2\) is the 90\% C.L. upper limit on the observed number of events and the expected background events with included systematic errors for the relevant decay mode.

Figures 7.1 and 7.2 show the 90\% C.L. limits for the leptonic and semileptonic decay modes of a muon type neutral heavy lepton \(N_{\mu}\) mixing with Standard Model left-handed neutrinos in the \(|U_{\mu\mu}|^2 \times m_{N\mu}\) plane (solid lines). For comparison, the existing limits from previous experiments CCFR [60], CHARM-II [57] and L3 [51], (the latter represents a 95\% C.L.), described in Chapter 1, are overlaid (dotted lines). These results may also be compared to the estimated sensitivity from the proposal of this experiment in Figure 1.4. The regions inside the curves are excluded.

The upper limits for each decay mode \(N_{\mu} \rightarrow \mu^- \mu^+ \nu_{\mu}\) and \(N_{\mu} \rightarrow \mu^- e^+ \nu_e\) as well as their combined limit are depicted in Figure 7.1. For the semileptonic channel \(N_{\mu} \rightarrow \mu^- X\) the sensitivity and the upper limit are shown separately in Figure 7.2, as suggested in Reference [1], for the case when the number of observed events is less than the expected background: from the upper limit alone it is impossible to distinguish between a clean experiment with no background and a lucky experiment with fewer observed counts than expected background.

The results from this experiment for the different \(N_{\mu}\) decay modes are given separately for possible interpretations in the context of any appropriate model.
Figure 7.1: Excluded regions in the $|U_{\mu\mu}|^2 \times m_{N\mu}$ plane for the decay channels $N_{\mu} \rightarrow \mu^-\mu^+\nu_{\mu}$ and $N_{\mu} \rightarrow \mu^-e^+\nu_e$ together with existing limits from previous experiments.
Figure 7.2: Excluded regions (sensitivity and limit) in the $|U_{\mu\mu}|^2 \times m_{N\mu}$ plane for the semileptonic channel $N\mu \rightarrow \mu^- X$ together with existing limits from previous experiments.
Summary and Conclusions

The NOMAD experiment, designed for the $\nu_\tau$ appearance search via $\nu_\mu \leftrightarrow \nu_\tau$ oscillations in the CERN wideband neutrino beam, was taking data from 1994 to 1998. In 1995, the front iron support was instrumented to form an iron-scintillator sampling calorimeter (FCAL), acting as an additional instrumented heavy neutrino target for the study of several processes, among which are multi-muon production and the search for neutral heavy leptons.

Data collected during the 1996, 1997 and 1998 data taking periods was processed and analyzed. The FCAL has been calibrated by a comparison of MonteCarlo and neutrino interaction data. The measured numbers of neutrino interactions and the reconstructions of the visible hadronic energy in the FCAL, as well as the visible neutrino energy in charged current neutrino interactions, are in agreement with the MonteCarlo predictions. The FCAL timing resolution, in combination with the drift chamber track timing information, was studied for further use in the neutral heavy lepton analysis.

A search for muon type neutral heavy leptons $N_\mu$, produced via mixing with Standard Model left-handed neutrinos in the FCAL target and decaying in the NOMAD drift chamber analyzer volume was performed with decay modes having a muon in the final state: $N_\mu \rightarrow \mu^- \mu^+ \nu_\mu$, $N_\mu \rightarrow \mu^- e^+ \nu_e$ and $N_\mu \rightarrow \mu^- X$.

The production and decay of the $N_\mu$ was implemented in the NOMAD neutrino event generator according to the model described by Gronau, Leung and Rosner (GLR) [11].

In the context of the analysis $0^{+1}_0$ events for the two $N_\mu$ leptonic decay modes and $(50 \pm 17)$ events for the semileptonic decay mode were predicted. 0 and 27 events were observed respectively, consistent with a null hypothesis.

90% C.L. sensitivities and upper confidence limits of the experiment for the existence of the muon type neutral heavy lepton, according to the GLR model, have been evaluated in the Feldman-Cousins approach [126], using the expected number of background events, with their uncertainties, and the observed number of events passing the selection cuts. The limits have been translated into excluded regions in the $|U_{\mu\mu}|^2 \times m_{N_\mu}$ parameter space plane and represent a considerable improvement on existing limits from previous experiments, sensitive in the same region of parameter space.
The result for the semi-leptonic decay mode $N_\mu \rightarrow \mu^- X$ may be improved by imposing additional selection criteria based on the properties of the neutral heavy lepton. These, however, depend on the chosen model, resulting in a loss on generality of the search strategy. Further, additional heavy lepton neutral current decay modes, i.e. without a muon in the final state, may be included in the search, thereby also requiring extra assumptions about the $N_\mu$, caused by the fact that the rejection power of the good lepton identification of the detector is unavailable. Neutral heavy lepton properties, such as the polarization and the mass dependence of the branching ratios, may also be analyzed and considered if one chooses to perform a more model dependent search strategy.
Appendix A

Signal MonteCarlo efficiencies

As described in Chapter 5, muon type neutral heavy lepton MonteCarlo events were generated for mass values of

\[ m_{N_{\mu}} = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5 \text{ and } 6.0 \text{ GeV/}c^2 \]

for the three decay modes

\[ N_{\mu} \rightarrow \mu^+ \nu_{\mu} \]
\[ N_{\mu} \rightarrow \mu^- e^+ \nu_e \]
\[ N_{\mu} \rightarrow \mu^- X \]

Within the analysis, selection cuts have been established common for all neutral heavy lepton decay channels (cf. Section 6.1) and specific for each mode (cf. Sections 6.3, 6.4 and 6.5). The breakdown in the generated events together with the relative efficiencies of the cuts (in \( \% \) w.r.t. predecessor) are listed in the Tables

A.1 and A.2 for \( N_{\mu} \rightarrow \mu^+ \nu_{\mu} \)
A.3 and A.4 for \( N_{\mu} \rightarrow \mu^- e^+ \nu_e \)
A.5 and A.6 for \( N_{\mu} \rightarrow \mu^- X \)

The efficiencies in Figures 6.1, 6.4 and 6.9 depict the relative efficiencies of the lepton identification cuts and the overall efficiency for the corresponding decay mode.

These overall efficiencies are also used when evaluating the excluded regions in the \( |U_{\mu\mu}|^2 \times m_{N_{\mu}} \) parameter plane in Chapter 7.
### Table A.1: Selection efficiencies for $N_\mu \rightarrow \mu^- \mu^+ \nu_\mu$ MonteCarlo events.

<table>
<thead>
<tr>
<th>$m_{N_\mu}$</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRE</td>
<td>579</td>
<td>100.00</td>
<td>567</td>
<td>100.00</td>
<td>647</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>528</td>
<td>91.19</td>
<td>525</td>
<td>92.59</td>
<td>586</td>
<td>90.57</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>499</td>
<td>94.51</td>
<td>492</td>
<td>93.71</td>
<td>561</td>
<td>95.73</td>
</tr>
<tr>
<td>$p_{N_\mu}^V$</td>
<td>498</td>
<td>99.80</td>
<td>491</td>
<td>99.80</td>
<td>560</td>
<td>99.82</td>
</tr>
<tr>
<td>Vtx</td>
<td>490</td>
<td>100.00</td>
<td>489</td>
<td>99.00</td>
<td>559</td>
<td>99.00</td>
</tr>
<tr>
<td>Par &amp; Dau</td>
<td>465</td>
<td>94.90</td>
<td>475</td>
<td>97.14</td>
<td>554</td>
<td>99.11</td>
</tr>
<tr>
<td>$DC_X$</td>
<td>464</td>
<td>99.70</td>
<td>475</td>
<td>100.00</td>
<td>554</td>
<td>100.00</td>
</tr>
<tr>
<td>$DC_Y$</td>
<td>464</td>
<td>99.70</td>
<td>475</td>
<td>100.00</td>
<td>554</td>
<td>100.00</td>
</tr>
<tr>
<td>$DC_{Z_{\min}}$</td>
<td>445</td>
<td>95.91</td>
<td>468</td>
<td>98.53</td>
<td>550</td>
<td>99.28</td>
</tr>
<tr>
<td>$DC_{Z_{\max}}$</td>
<td>443</td>
<td>99.55</td>
<td>468</td>
<td>100.00</td>
<td>549</td>
<td>99.82</td>
</tr>
<tr>
<td>$\mu_{\bar{v}_{\rm vtx}}$</td>
<td>274</td>
<td>61.85</td>
<td>361</td>
<td>77.14</td>
<td>567</td>
<td>92.35</td>
</tr>
<tr>
<td>$p_{\bar{v}_{\rm vtx}}^{\text{max}}$</td>
<td>256</td>
<td>93.43</td>
<td>357</td>
<td>98.89</td>
<td>500</td>
<td>98.62</td>
</tr>
<tr>
<td>Approach</td>
<td>256</td>
<td>100.00</td>
<td>357</td>
<td>100.00</td>
<td>499</td>
<td>99.80</td>
</tr>
<tr>
<td>CloseBegin</td>
<td>255</td>
<td>99.61</td>
<td>357</td>
<td>100.00</td>
<td>499</td>
<td>100.00</td>
</tr>
<tr>
<td>CloseHit</td>
<td>255</td>
<td>100.00</td>
<td>357</td>
<td>100.00</td>
<td>498</td>
<td>99.80</td>
</tr>
<tr>
<td>CloseEnd</td>
<td>254</td>
<td>99.61</td>
<td>357</td>
<td>100.00</td>
<td>495</td>
<td>99.40</td>
</tr>
<tr>
<td>Approach$_{\text{Pr}}$</td>
<td>252</td>
<td>99.21</td>
<td>351</td>
<td>98.32</td>
<td>491</td>
<td>99.19</td>
</tr>
<tr>
<td>$\cos\theta_{\text{Pr}}^{\text{min}}$</td>
<td>252</td>
<td>100.00</td>
<td>351</td>
<td>100.00</td>
<td>490</td>
<td>99.80</td>
</tr>
<tr>
<td>$\chi^2_{\text{Vtx}}$</td>
<td>248</td>
<td>98.80</td>
<td>349</td>
<td>99.71</td>
<td>489</td>
<td>99.80</td>
</tr>
<tr>
<td>$N_{\text{DecVeto}}$</td>
<td>248</td>
<td>98.80</td>
<td>349</td>
<td>99.71</td>
<td>489</td>
<td>99.80</td>
</tr>
<tr>
<td>$N_{\text{Tube}}$</td>
<td>227</td>
<td>99.56</td>
<td>326</td>
<td>99.69</td>
<td>457</td>
<td>100.00</td>
</tr>
<tr>
<td>Track2Min</td>
<td>223</td>
<td>98.24</td>
<td>318</td>
<td>97.55</td>
<td>438</td>
<td>95.84</td>
</tr>
<tr>
<td>2 Tracks</td>
<td>222</td>
<td>99.56</td>
<td>317</td>
<td>99.69</td>
<td>432</td>
<td>98.64</td>
</tr>
<tr>
<td>$\pm\mu$</td>
<td>63</td>
<td>28.38</td>
<td>128</td>
<td>40.35</td>
<td>253</td>
<td>51.62</td>
</tr>
<tr>
<td>$\mu_{\bar{v}_{\rm vtx}}$</td>
<td>555</td>
<td>98.58</td>
<td>554</td>
<td>99.64</td>
<td>536</td>
<td>99.44</td>
</tr>
<tr>
<td>$p_{\bar{v}_{\rm vtx}}^{\text{max}}$</td>
<td>554</td>
<td>99.82</td>
<td>554</td>
<td>100.00</td>
<td>536</td>
<td>100.00</td>
</tr>
<tr>
<td>Approach</td>
<td>552</td>
<td>99.64</td>
<td>552</td>
<td>99.64</td>
<td>536</td>
<td>100.00</td>
</tr>
<tr>
<td>CloseBegin</td>
<td>551</td>
<td>99.82</td>
<td>550</td>
<td>99.86</td>
<td>530</td>
<td>98.88</td>
</tr>
<tr>
<td>CloseHit</td>
<td>550</td>
<td>99.82</td>
<td>549</td>
<td>99.82</td>
<td>529</td>
<td>99.81</td>
</tr>
<tr>
<td>CloseEnd</td>
<td>545</td>
<td>99.09</td>
<td>548</td>
<td>99.82</td>
<td>520</td>
<td>98.30</td>
</tr>
<tr>
<td>Approach$_{\text{Pr}}$</td>
<td>539</td>
<td>98.90</td>
<td>529</td>
<td>96.53</td>
<td>513</td>
<td>98.65</td>
</tr>
<tr>
<td>$\cos\theta_{\text{Pr}}^{\text{min}}$</td>
<td>539</td>
<td>100.00</td>
<td>528</td>
<td>99.81</td>
<td>512</td>
<td>99.81</td>
</tr>
<tr>
<td>$\chi^2_{\text{Vtx}}$</td>
<td>473</td>
<td>87.76</td>
<td>485</td>
<td>98.99</td>
<td>448</td>
<td>87.50</td>
</tr>
<tr>
<td>$N_{\text{DecVeto}}$</td>
<td>472</td>
<td>99.79</td>
<td>467</td>
<td>99.57</td>
<td>447</td>
<td>99.78</td>
</tr>
<tr>
<td>Track2Min</td>
<td>452</td>
<td>95.97</td>
<td>450</td>
<td>96.36</td>
<td>434</td>
<td>97.09</td>
</tr>
<tr>
<td>2 Tracks</td>
<td>448</td>
<td>99.12</td>
<td>444</td>
<td>98.67</td>
<td>430</td>
<td>99.08</td>
</tr>
<tr>
<td>$\pm\mu$</td>
<td>304</td>
<td>67.86</td>
<td>303</td>
<td>68.24</td>
<td>287</td>
<td>66.74</td>
</tr>
</tbody>
</table>

Table A.2: Selection efficiencies for $N_\mu \rightarrow \mu^- \mu^+ \nu_\mu$ MonteCarlo events (cont'd).
### Table A.3: Selection efficiencies for $N_\mu \rightarrow \mu^\pm e^\mp \nu_e$ MonteCarlo events.

<table>
<thead>
<tr>
<th>$m_{N_\mu}$</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRE</td>
<td>495</td>
<td>100.00</td>
<td>489</td>
<td>100.00</td>
<td>545</td>
<td>100.00</td>
</tr>
<tr>
<td>Trigger</td>
<td>456</td>
<td>92.12</td>
<td>446</td>
<td>91.21</td>
<td>491</td>
<td>90.09</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>429</td>
<td>94.08</td>
<td>420</td>
<td>94.17</td>
<td>468</td>
<td>95.32</td>
</tr>
<tr>
<td>$\nu^NC$</td>
<td>429</td>
<td>100.00</td>
<td>420</td>
<td>100.00</td>
<td>467</td>
<td>99.79</td>
</tr>
<tr>
<td>$V_{\text{tx}}$</td>
<td>422</td>
<td>100.00</td>
<td>418</td>
<td>100.00</td>
<td>465</td>
<td>100.00</td>
</tr>
<tr>
<td>Par &amp; Dau</td>
<td>397</td>
<td>91.71</td>
<td>390</td>
<td>95.45</td>
<td>453</td>
<td>97.42</td>
</tr>
<tr>
<td>$DC_X$</td>
<td>387</td>
<td>100.00</td>
<td>399</td>
<td>100.00</td>
<td>453</td>
<td>100.00</td>
</tr>
<tr>
<td>$DC_Y$</td>
<td>387</td>
<td>100.00</td>
<td>399</td>
<td>100.00</td>
<td>453</td>
<td>100.00</td>
</tr>
<tr>
<td>$DC_{Z_{\text{min}}}$</td>
<td>370</td>
<td>95.61</td>
<td>390</td>
<td>97.94</td>
<td>447</td>
<td>98.68</td>
</tr>
<tr>
<td>$DC_{Z_{\text{max}}}$</td>
<td>368</td>
<td>99.46</td>
<td>389</td>
<td>99.74</td>
<td>446</td>
<td>99.78</td>
</tr>
<tr>
<td>$\mu_{\text{ctvx}}$</td>
<td>166</td>
<td>45.11</td>
<td>234</td>
<td>59.38</td>
<td>332</td>
<td>74.44</td>
</tr>
<tr>
<td>$p_T_{\text{max}}$</td>
<td>155</td>
<td>93.37</td>
<td>227</td>
<td>98.27</td>
<td>331</td>
<td>99.70</td>
</tr>
<tr>
<td>Approach</td>
<td>154</td>
<td>99.35</td>
<td>227</td>
<td>100.00</td>
<td>331</td>
<td>100.00</td>
</tr>
<tr>
<td>Close_{Ftag}</td>
<td>154</td>
<td>100.00</td>
<td>226</td>
<td>99.56</td>
<td>331</td>
<td>100.00</td>
</tr>
<tr>
<td>Close_{Ht}</td>
<td>154</td>
<td>100.00</td>
<td>226</td>
<td>100.00</td>
<td>331</td>
<td>100.00</td>
</tr>
<tr>
<td>Close_{End}</td>
<td>153</td>
<td>99.35</td>
<td>225</td>
<td>99.56</td>
<td>328</td>
<td>99.09</td>
</tr>
<tr>
<td>Approach_{pro}</td>
<td>153</td>
<td>100.00</td>
<td>225</td>
<td>100.00</td>
<td>325</td>
<td>99.09</td>
</tr>
<tr>
<td>cos $\theta_{\text{up}}$</td>
<td>153</td>
<td>100.00</td>
<td>225</td>
<td>100.00</td>
<td>325</td>
<td>99.09</td>
</tr>
<tr>
<td>$\chi^2_{\text{vtx}}$</td>
<td>149</td>
<td>97.39</td>
<td>222</td>
<td>98.67</td>
<td>323</td>
<td>99.38</td>
</tr>
<tr>
<td>$N_{\text{DcVeto}}$</td>
<td>140</td>
<td>93.96</td>
<td>207</td>
<td>93.24</td>
<td>300</td>
<td>92.88</td>
</tr>
<tr>
<td>$N_{\text{Tube}}$</td>
<td>139</td>
<td>99.29</td>
<td>205</td>
<td>99.03</td>
<td>298</td>
<td>99.33</td>
</tr>
<tr>
<td>Track_{2min}</td>
<td>138</td>
<td>99.28</td>
<td>201</td>
<td>98.05</td>
<td>287</td>
<td>96.31</td>
</tr>
<tr>
<td>2 Tracks</td>
<td>137</td>
<td>99.28</td>
<td>197</td>
<td>98.01</td>
<td>286</td>
<td>99.65</td>
</tr>
<tr>
<td>+e</td>
<td>82</td>
<td>59.85</td>
<td>99</td>
<td>50.25</td>
<td>160</td>
<td>55.94</td>
</tr>
</tbody>
</table>

### Table A.4: Selection efficiencies for $N_\mu \rightarrow \mu^\pm e^\mp \nu_e$ MonteCarlo events (cont’d).
### Table A.5: Selection efficiencies for $N_\mu \to \mu^- X$ Monte Carlo events.

<table>
<thead>
<tr>
<th>$m_{N_\mu}$</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRE</td>
<td>559</td>
<td>544</td>
<td>533</td>
<td>522</td>
<td>511</td>
<td>500</td>
</tr>
<tr>
<td>Trigger</td>
<td>515</td>
<td>512</td>
<td>509</td>
<td>506</td>
<td>503</td>
<td>500</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>464</td>
<td>461</td>
<td>458</td>
<td>455</td>
<td>452</td>
<td>450</td>
</tr>
<tr>
<td>$p_{T}^{\mu_{\mu}}$</td>
<td>434</td>
<td>432</td>
<td>430</td>
<td>428</td>
<td>426</td>
<td>424</td>
</tr>
<tr>
<td>Approach</td>
<td>392</td>
<td>390</td>
<td>388</td>
<td>386</td>
<td>384</td>
<td>382</td>
</tr>
<tr>
<td>CloseBeg</td>
<td>333</td>
<td>331</td>
<td>329</td>
<td>327</td>
<td>325</td>
<td>323</td>
</tr>
<tr>
<td>CloseEnd</td>
<td>287</td>
<td>285</td>
<td>283</td>
<td>281</td>
<td>279</td>
<td>277</td>
</tr>
<tr>
<td>Approach_{prox}</td>
<td>240</td>
<td>238</td>
<td>236</td>
<td>234</td>
<td>232</td>
<td>230</td>
</tr>
<tr>
<td>$\cos \theta_{\mu_{\mu}}^{m}$</td>
<td>200</td>
<td>198</td>
<td>196</td>
<td>194</td>
<td>192</td>
<td>190</td>
</tr>
<tr>
<td>$\Delta \tau_{\mu_{\mu}}^{m}$</td>
<td>163</td>
<td>161</td>
<td>159</td>
<td>157</td>
<td>155</td>
<td>153</td>
</tr>
<tr>
<td>Track_{2Min}</td>
<td>130</td>
<td>128</td>
<td>126</td>
<td>124</td>
<td>122</td>
<td>120</td>
</tr>
</tbody>
</table>

### Table A.6: Selection efficiencies for $N_\mu \to \mu^- X$ Monte Carlo events (cont’d).

<table>
<thead>
<tr>
<th>$m_{N_\mu}$</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRE</td>
<td>519</td>
<td>509</td>
<td>500</td>
<td>491</td>
<td>482</td>
<td>473</td>
</tr>
<tr>
<td>Trigger</td>
<td>471</td>
<td>461</td>
<td>452</td>
<td>443</td>
<td>434</td>
<td>425</td>
</tr>
<tr>
<td>FCAL fid.</td>
<td>416</td>
<td>407</td>
<td>398</td>
<td>389</td>
<td>380</td>
<td>371</td>
</tr>
<tr>
<td>$p_{T}^{\mu_{\mu}}$</td>
<td>383</td>
<td>374</td>
<td>365</td>
<td>356</td>
<td>347</td>
<td>338</td>
</tr>
<tr>
<td>Approach</td>
<td>345</td>
<td>336</td>
<td>327</td>
<td>318</td>
<td>309</td>
<td>300</td>
</tr>
<tr>
<td>CloseBeg</td>
<td>302</td>
<td>293</td>
<td>284</td>
<td>275</td>
<td>266</td>
<td>257</td>
</tr>
<tr>
<td>CloseEnd</td>
<td>280</td>
<td>271</td>
<td>262</td>
<td>253</td>
<td>244</td>
<td>235</td>
</tr>
<tr>
<td>Approach_{prox}</td>
<td>244</td>
<td>235</td>
<td>226</td>
<td>217</td>
<td>208</td>
<td>199</td>
</tr>
<tr>
<td>$\cos \theta_{\mu_{\mu}}^{m}$</td>
<td>200</td>
<td>198</td>
<td>196</td>
<td>194</td>
<td>192</td>
<td>190</td>
</tr>
<tr>
<td>$\Delta \tau_{\mu_{\mu}}^{m}$</td>
<td>163</td>
<td>161</td>
<td>159</td>
<td>157</td>
<td>155</td>
<td>153</td>
</tr>
<tr>
<td>Track_{2Min}</td>
<td>130</td>
<td>128</td>
<td>126</td>
<td>124</td>
<td>122</td>
<td>120</td>
</tr>
</tbody>
</table>

---

N: Track cos Close µ = 0
K: Tub e T, 2 S
DC F CAL fid.
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