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Zusammenfassung

Thema der Arbeit ist die experimentelle Untersuchung vorekgarer Diffusion in flissigen
Umgebungen. Die Untersuchung von diffundierenden Molekiiefert Informationen Uber die
Molekule selbst, als auch Uber die Struktur des umgebendediuvhs. Diese Arbeit befasst
sich mit Diffusionsphanomenen auf Grol3enskalen untertiaib100 ym. Die flissige Phase
besteht aus Wasser oder binaren Wasser/Tensid-MischurigenMikrostrukturen sind Flus-
sigkeitskandle, die in Rohlinge aus kristallinem Silizige#tzt werden. In diesen Kanalen wird
die diffusionsbeschrankte Durchmischung an einer Flss#tiggrenzflache untersucht. Diese Ex-
perimente fanden im stationaren Fluss statt. Umgebungaeri@rol3enordnung von Nanometern
werden aus Wasser/Tensid-Mischungen hergestellt, dgrand von Selbstorganisation supra-
molekulare Ordnungen ausbilden. Von den mdglichen Ordeningerden speziell die mizellare
Phase und die lamellare Phase untersucht. Der Einfluss volestérin auf die Mobilitat von
Fluoreszenzmolekilen in der lamellaren Phase steht ineMiunhkt des Interesses. Als experi-
mentelle Methode wird in erster Linie die FluoreszenzKatrensspektroskopie (FCS) eingesetzt.
Desweiteren werden Grundlagen zur Verfolgung von Molekigelegt, indem Videoaufnahmen
von Fluoreszenzpartikeln ausgewertet werden. In diesbeifwerden tiefergehende Erkennt-
nisse in die Natur der Brownschen Bewegung in nahezu ide®ystemen erarbeitet. Aus den
Experimenten lassen sich Schlussfolgerungen fir Untewswgen in natlrlichen Umgebungen
ziehen, wie sie zum Beispiel in eukaryotischen Zellen egein.

Abstract

The thesis deals with phenomena of molecular diffusionguaitl environments. The examination
of diffusing molecules provides information about the necoles themselves, and also about the
structure of the surrounding media. This work deals witfudibn phenomena on length scales
below100 xm. The liquid phase consists of water or water/surfactantigions. The microstruc-
tures are fluidic channels etched in wafers of crystallitieasi. In these channels, diffusion-
-limited mixing at a liquid boundary is examined. These expents took place in a stationary
liquid flow. Environments on the nanoscale are made of bifigayds forming supramolecular
orders by self-assembly. From these structures, the raicatld the lamellar structure are exam-
ined in particular. The focus is on the influence of choledten the mobility of probe molecules
in the lamellar phase. The main experimental method is Ekaance Correlation Spectroscopy
(FCS). Additionally, fundamentals for the tracking of degnolecules are established by analyz-
ing video recordings of fluorescing particles. The thestwigles advanced insight into the nature
of molecular motion in nearly ideal systems. Further cosicins for investigations in natural
environments, as they exist in eukaryotic cells, can be difamm the experiments.
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Introduction

To date the principles of molecular organization duringlifiescycle of a cell are widely unknown.
Understanding cellular mechanisms contributes to theldpugent of new drugs as well as med-
ical devices for diagnosis and therapy. Recent progressdrostope technology now enables us
to access critical questions concerning these applicatidarticularly fluorescence methods have
developed quickly and have become an important tool foralizing processes in cells. This has
also influenced some related fields, such as Biophysicsdeiggineering, and Material science.
Present activities aim at improving the optical resolutiand extending the information yield
from measurements [1, 2, 3].

While physics has succeeded in describing observationseomacroscopic and on the atomistic
level, intermediate systems represent still a borderlet@ben microscopic and nanoscopic world.
Because of the large number of molecules involved, new @ubies are necessary to describe the
observed phenomena adequately.

Biological cells combine a vast number of functional molesustructures and interaction pro-
cesses. For a principle understanding of cellular funstidms thus useful to simplify the regarded
system. This can be achieved by transferring the systenterieist to an in vitro environment. In
vitro experiments are essential to reduce the complexiythe number of unknown parameters.
Many biomedical applications require the implementatibbiochemical assays in small devices.
For diagnostic applications, for example, in vitro assagsusually the preferred choice. They
can be standardized easily, so that the time for each tedteamnimized. Moreover, practical
reasons demand devices that are hygienic, disposablenaaill 8ecause the majority of appli-
cations is based on testing human body fluids (blood, uriweas etc.), there are often liquid
specimen involved. For certain purposes, e.g. for blooanaxations, it is also desirable that
these devices work continuously. This is one reason, why fiteicessary to design continuous
flow reaction chambers.

The handling of liquids on the micrometer scale gives risenemy unsolved problems. The
current work focuses on certain issues dealing with mo&aliffusion in artificial environments.
These environments include silicon based microchanndl§gid/water microemulsions showing
supramolecular order. These structures have length sezdeling from100 ym down to the



nanometer range. The transition from the micrometer to #r®@meter scale is interesting in so
far as fundamental changes in the diffusion behavior carbserged.

The first objective of this thesis is to characterize a paldicmicrofluidic channel geometry in
its laminar flow behavior. As a next step, the properties efchannel for diffusive mixing are
examined using fluorescent molecules in very low conceaatrat Numerical simulations and
experiments using Fluorescence Correlation Spectros@ep$) as the method of analysis are
combined to give a detailed description of the mixing devidee channels are test environments
for realizing enzymatic reactions inside microfluidic chals. The necessity for continuous flow
systems in assay technology has been noted by a number afglesEes [4].

FCS is a microscopy method basically used to determine loweamtrations and diffusion coeffi-
cients. In its simplest form, FCS does not provide imagelotismn.

A different set of experiment was performed using a newlyetigyed image detection microscope.
By analyzing images of fluorescing particles, it is showrwIspecific information about a single
particle can be extracted from such images. The experimehtrestrument setup are part of a
bigger project on a new fluorescence detection system fokitrg single molecule motion. By
characterizing the optical properties of the system, fieppstowards Single Molecule Detection
(SMD) are undertaken successfully.

As a second objective, diffusion in lamellar bilayers isdstal using a surfactant/water model
system, which exhibits some fundamental properties ofogickl membranes. These systems
show characteristic features of nanostructured envirosnégain, FCS was used as the method
of choice. A computer simulation, which is developed in dbag, is applied for testing a new
FCS model used to describe the measurement data. The erpésimere carried out entirely in
vitro. No biological cells were examined.

The thesis is structured as follows: Chapter 1 gives a shatveew about the mathematical
background of diffusion and fluorescence. Chapter 2 exptihe development of the computer
simulation for FCS. In chapter 3, the techniqual equipmerittvwas used for the experiments is
described. Three different microscope setups were usethalpier 4, experimental measurements
in microfluidic channels are presented. The results areyaedland interpreted for the desired
application. In the second part, the trajectory of a singlerééscing particle is recorded and ana-
lyzed. Chapter 5 is a separate study dealing with diffusiomodel membranes. The simulation
from chapter 2 is applied to evaluate a new model equatioR@S. In the conclusion (chapter 6),
the results are reviewed and evaluated in the present darftexsearch. Possible consequences
for investigating diffusion in natural environments areagi.



Chapter 1

Diffusion and fluorescence

Molecular motion is often based on stochastic behaviorThg observation that thermal fluctua-
tions in liquids exist, were first described by Brown in 188}, He discovered the effect in a light
microscope when he saw a characteristic tremor on swimnotgrp Hence, this phenomenon is
generally referred to as Brownian motion.

In this chapter, the microscopic description of moleculation is outlined in section 1.1. The
general concept of Brownian motion is valid for liquids, gasises, and also solids. Here, only the
liquid phase is of importance. In the presented stochas#iort, the molecules in a solution are
represented by discrete objects on an imaginary latti@nsition probabilites between the lattice
sites are defined according to the mobility properties ohtlséecules. The observed macroscopic
phenomena can be derived from the microscopic theory. The tiourse of a concentration
gradient of a dissolved substance is described by Fick’s.|aley are discussed in section 1.1.3.
With respect to the conducted experiments, the special aagiéfusion in a confined vessel is
pointed out.

Light emission due to fluorescence is the essential atgibutmake the visual observation of
molecules possible. The term fluorescence, which subsumeepghysical effects of electronic
excitation and photon emission, is explained in section Il2e three-state model of electronic
states in a fluorescent molecule is cited. It allows to givelation between the local excitation
intensity and the photon emission rate of a single molecule.

As the main experimental technique, the principle of coafogicroscopy is illustrated in section
1.3. In confocal microscopy, a beam of laser light is focusgad the liquid specimen. The size
of the observation volume is given by the diffraction lingtgpot of the incident light. The fluo-
rescence intensity trace as the outcome of a confocal floenes experiment is utilized. There
are different ways to analyze the intensity traces and eixtedevant information from it. Here,
Fluorescence Correlation Spectroscopy (FCS) is mainlg tts®ughout chapters 2-5. Important
equations for analyzing the correlation curves are derfk@d basic assumptions.



1.1. MOLECULAR MOTION IN LIQUIDS

For small observation volumes, as they appear in FCS, tla¢flactuations of the solute molecules
become significant. It is therefore suggestive to begin thighdefinition of the concentration of a
substance in solution.

1.1 Molecular motion in liquids

The fluid state of aggregation is characterized by the faat,the force driven by thermal energy is
almost equal to the intermolecular forces which can be desgiby the Lennard-Jones potential.
In contrast to the solid state, the molecules are able toamgdhtheir position with their neighbors.
During a melting transition from solid to liquid state, thengity is usually slightly reduced. Water
is a well-known exception from this rule. A correct desdoptof liquids requires a combined
approach of classical and quantum mechanical physics [@$e&and liquids can be regarded as
continuous media in many experiments. This means, on magpaslength scales all properties
like density, pressure or velocity can be treated as coatiswariables. These quantities are
a result from averaging over a large ensemble of particlesB8t, because matter consists of
molecules and atoms, a lower limit for the continuum asswnxists. The smaller the observed
structures are, the higher the natural fluctuations of nsamoqically defined quantities become.
For the mathematical treatment of diffusion the microsc@pid the macroscopic description are
distinguished.

1.1.1 Concentration fluctuations

The concentration’ of a substance in a volume (of a gas or solvent) is defined bsatieeof the
total particle numben,;,; and the total volum&;,;,

o Ntotal

C = — 1.1
‘/total ( )

Usually, the true concentratiafi is not determined by counting all particles in the total vok)
but by measuring the average number of particles a smaller subvolum&. Implicitly, it is
assumed that this concentrati6his equal in each subvolume, which is equivalentto= C.
This is true, if the system is in equilibrium, and the subwoéustill contains a number of particles
n > 1. When going to very small subvolumes, this assumption isvabitl anymore. Due to
spatial fluctuations, statistical fluctuations arise (Flgl). The distribution of the real particle
numberN in different subvolumed’ then follows a Poissonian distribution with a parameter
i = N, which is equal to the average number of particles [9]
N" N

Pn|p=N)=—e .

' (1.2)
n!
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Figure 1-1. lllustration of the difference between macroscopic cotregion and local concentration.
While there are almost equal numbers of particles in the gawrares of side length/2, in those with
length /4 fluctuations become evident.

If the number of particles is represented by a random vaiahlthe fluctuations are given by
the variancd/ar(X') of X. Poisson distributions are characterized by the faat the variance is
equal to the mean number of particles

Var(X) = N. (1.3)

The relative fluctuation of a number counting experimenivsig by

AN VVar(X) 1 (1.4)

NN N

In Fig. 1-2 three Poisson distributions with different pasders are shown.

Remarks
The Poisson distribution becomes a Gaussian distribuboafge N according to the central
limit theorem (see e. g., [10]).

Concentrations are given in units of 1 mol. The molar conegioin c is the number of particles
expressed by multiples of Avogadro’s numbés

N
VN,

(1.5)

Cc

The determination of a concentration requires that a nuroberolecules is related to a volume.
If the volume is small, the measurement error is governethégtatistical number fluctuation. To
reach a relative error dfd % in the concentration measurement an averag@@®@molecules must
be present in the volume. A higher precision can be reaches e measurement is extended
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Figure 1-2. Simulated Poissonian distributions of particlesliif subvolumes. Uniform distributions
of 103, 10* and 10° particles in the total volume underly the data points. Theotktical functions
(solid lines) result from Eq. 1.2, with the factorial beingptaced by the gamma functidiin). u is
the average number of particles in a subvolume.

over time. Then, temporal fluctuations (e. g., due to Browmmotion) contribute to an increased
precision. This principle is availed in Fluorescence Gatien Spectroscopy.

1.1.2 Diffusion and Brownian motion

In correlation spectroscopy, the fluctuations in a smalkoletion volume are utilized to deter-
mine the concentration and the diffusion coefficient. Whesting particles are observed over a
period of time, number fluctuations do not exist. Particlgiom on the other hand, leads to a
varying particle number inside the observation volume anithé adjacent volumes. This fluctu-
ation implicates a temporal and spatial correlation of tagiple number. The correlation time is
the characteristic resident time for a particle inside theepvation volume. If the number of par-
ticles is determined in time intervals much larger than threedation time, then the measurements
are uncorrelated and statistically independent.

The termdiffusionis ambigious. It is used for the microscopic process of Biiawmotion, and
also for the way to equilibrium in a concentration gradiéntthe first case, the microscopic mo-
tion is meant. The second case implies the macroscopic goasees of the stochastic molecular
motion. It is often visualized as a vessel of two differefistances which are separated by a wall
(Fig. 1-3). After removing the wall, the system tends to digeahe concentration gradient. This
effect can be traced back to the molecular Brownian motiohek\pollen, smaller particles, or
molecules frequently collide momentum is transferred leetwthem. This leads to a change in
direction of motion which stays linear until the followingltision. The frequency of collisions
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can be calculated from the mean free pathlengti the molecules and their average veloaity
[11]

fcoll = (16)

When the term Brownian motion is used in the sense of migratithesame molecule typeithin

>l S

the molecular order, the process is called self-diffusidfater molecules at normal conditidns
with o ~ 1m/s and) ~ 1 pm [7] collide at a frequency of..;; = 10'?/second. Brownian motion
cannot be observed on bigger patrticles in a liquid becausentiss of the particle grows faster
than the total momentum due to collisions with the surronganolecules.

As aresult, there is no net force on the particle. A classohltion for the problem of molecular
motion is therefore impossible to obtain. Assuming diseoetlisions, the trajectory of a molecule
is continuous, but not differentiable. Of course, stricthe idea of molecules as rigid bodies is
not justified.

The motion of a diffusing molecule can be formally discretidy dividing the motion path into
intervals. This gives rise to the concept of R@ndom Walk

Random Walk

A Random Walk (RW) is a path between discrete sites. At eadlpemt, the next step is chosen
randomly from a set of sites. The Random Walk can be genethleading to the formalism of
Markov chains. In the limit of infinitely small steps, the pdtecomes a continuous curve (Wiener
process). Some restrictions can be imposed on a Random Walknplify the computational
realization, e. g.

e The sites are represented by the cross points of a rectargitice.

e The distance: between steps and the length of the time intetkalare constant. This
implies that the following position is chosen from the ndigling sites.

e The probability for staying at the present position is zero.

The simple RW is appropriate to simulate Brownian motiorhwihite precision given by the
lattice parametet. The RW is symmetric, which means that the transition proibas P, = P_
are independent from the direction of movement. Fig. 1-Sashthree particle distributions
after a 1D Random Walk of duratiagpi\¢. If the origin is the starting point of all molecules, the
resulting distribution follows a Gaussian normal disttibn. An asymmetric RW with transition

lusing the definition101.325 kPa, 25°C
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Figure 1-3. Schematic display of a concentration gradient in a vessédrbeand after removing
the separating wall (solid line). The concentration is shaow a gray scale and as a function of
(solid-dotted line).

probabilitiesP, > P_ generates a net drift with velocityin the positive x-direction

1 vAt
P, =— 4
T2 9¢
1 vAt

p -2 (1.7)
2 2e

1.1.3 Concentration gradients

The macroscopic view of diffusion is based on the obsermdtiat the concentration of a sub-
stance tends to equalize. Fig. 1-3 shows schematically homneentration gradient levels off
when the separating wall is removed. The effect is a resybiadticle fluctuations. Mathemati-
cally, it is described by the flow rateé which is defined as the particle number or the mass/(time
x area). The flow rate of a diffusing substance through theargd is proportional to the concen-
tration gradient perpendicular to this area [12]

F = —DVC(F 1). (1.8)

The proportionality constar? is the diffusion coefficientD has the unit area/time. Fick’s second
law [5] can be derived from Eqg. 1.8 by multiplying it with thévergence operator. Subsequent
inserting of the continuity equation leads to

AC(7,1)
ot

— DAC(7,1). (1.9)

The diffusion equation describes the temporal and spatigggation of a concentration distribu-
tion. The integration of Eqg. 1.9 gives the concentration fasmation of position and time. Assum-
ing an initial point-like distribution of molecules, whidgh equivalent ta”'(x, tg) = d(x — xo), the
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solution of the diffusion [12] equation is given by

N 22

C = ~iDt, 1.10
2v Dt ‘ ( )

whereNN is the total number of molecules. In two and three dimensithresfollowing identities
hold

2

= e_m
4w Dt
N e
C = We 4Dt | (111)

With different initial and boundary conditions, the anagolutions to Eg. 1.9 can become com-
plex. In the special case of a step-like initial conditionoime dimension, the solution of the

c(x,t) = %co [Erf(wfﬂﬂ . (1.12)

Erf denotes the errorfunction [10]. The following functispecifies diffusion in a vessel whose

diffusion equation is [12]

walls are in a distance of/ and+/ from the origin. The walls are reflecting. The initial distri
bution of particles:(x) is 1 for0 < = < h and 0 for—h < 2 < 0 and the solution becomes
[12]

[e.9]

3 (Erf <%) - <"2l_4—¢%2h>)] . (1.13)

clx,t) = % Co [
This relation is visualized in Fig. 1-4 and compared to ressitbm a RW simulation. The com-
puter program simulates the Brownian motion & x 10° particles on a one-dimensional lattice
with length 256. The influence of reflecting walls becomes significant as ssothe travelled
distance is in range of the walls.

Because diffusion is a stochastic process, there is norlirdationship between time and the
distance from the starting point of a molecule. No direct®preferred and the average distance

(x(t) — z(to)) is always zero. Rather a linear relationship for the meamasgdistance holds
(z%(t)) = 2Dt. (1.14)

This relation is known as Einstein-Smoluchowski equatibime symbol(.. . ) is meant as a sum-
mation over the position of all molecules. Accordingly,wotand three dimensions it is

(r*(t)) = 4Dt,
(r*(t)) = 6 Dt. (1.15)
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1
~with reflexion ----
without reflexion---- -

08k simulation + c(to) W

0 | |
-1 -0.5 0 0.5 1

Figure 1-4. Plot of Eq. 1.13 and Eq. 1.12 compared to simulation daty) marks the step-like
initial distribution of particles (all particles on the rlgt side). The crosses show their positions after
performing a Random Walk @000 steps.

0.04
norm?l distribution——
after 100 steps +
after 400 steps x
0.03} after 900 steps x
<
5 0.02F
0.01F
O S RERReRn]
-100 100

Figure 1-5. The probability distribution of end points for a 1D Randomlk\&fter ¢ steps follows a
normal distribution with widthr = /2DgA¢. The parameters ar® = 1 and At = 1. Theoretical
normal distribution and simulation data fgr= 100, 400 and 900 steps.
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1.1. MOLECULAR MOTION IN LIQUIDS

The diffusion coefficientD and the size of a particle, or molecule, are correlated bystbkes-

Einstein equation [13]
kgT

T 67 n Ry,
which is valid for spherical objects. The relation is fregtigused to express the size of molecules

(1.16)

by their hydrodynamic radiuB;,. Ry, is not necessarily equal to the real radius because the molec
ular shape is rarely spherical. According to Stoke’s lawdriotion in fluids, the relation depends
on the Boltzmann constahi;, the temperaturé’, and the viscosity of the medium. In general,

n is a function of the temperature, too. A molecule’s magss proportional to its volume, and
thus M o R3. BecauseD is inversely proportional td;,, it is difficult to distinguish molecules
with different weight by their diffusion coefficients. Ingmtice, the diffusion coefficients of two
molecules only differ significantly if their mass ratio isegter thamx 6. Table 1.1 lists the coeffi-
cients of a number of species diffusing in water. For flexibl@ecules and other geometries Eq.
1.16 must be corrected. The correction for rod-like objecf$4]

kT In(2r)
 6mna

D (1.17)

Here, it is assumed that the diffusing molecule is a proldifgseid with a long axis: and an axis
ratior > 1.

Another useful relation is the average time between theaemndrrival of two molecules in a
volume of radius:. It can be derived from the diffusion equation 1.9 [15]

t=(@rDaC)™" (1.18)

For a concentration of one molecule in a femtoliter and aidi€fin coefficient of> = 1071° m?/s,

the time to observe 100 molecule transitions is aliout 128 ms. Slower molecules withD =
10~2m? /s need an accordingly longer tim&, = 12.8 s. Here, it is assumed that each molecule
is counted. In a real fluorescence measurement, the detefticiency and photonic fluctuations
must be considered as well.

1.1.4 Flow and diffusion in microchannels

Liquid flow on the micrometer scale shows some special ptserompared to normal scale sys-
tems. For the description of liquid flows in microchannelmsdasic laws from hydrodynamics
are recalled. The volumg of a fluid running through a pipe of radiug and length is given by

Hagen-Poiseuillis law [11]

dV T

pr Sni (p1 — p2) RY, (1.19)

11



1.2. FLUORESCENCE

| substance & solvent | T[KI | D[m?/s] |
HT in H,O [16] 298 | 931 x 10°
Na" in H,O [11] 208 | 1.25 x 10°°
Cl- in H,O [11] 298 | 1.78 x 107
ethanol in HO [11] 298 | 1.08 x 107
R6G in H,O [17] 298 | 28 x 10- 1
hemoglobin in HO [18] 203 | 6.3 x 1071
insulin in H,O [18] 203 | 8.2x107H
spherical particle (polystyrofy = 1 um) in H,O | 295 | 4.45 x 10713

Table 1.1.Experimental diffusion coefficients of some substancesiarw

where the pressure difference between inlet and outjgt isp,. The value; names the viscosity
of the fluid. In fluid dynamics, it is important to distinguiminar from turbulent flow. Laminar
flow is characterized by the fact that the stream lines fobopredictable direction. Vortices can
exist, but in general the flow shows a stationary behaviorbdlence, on the other hand, occurs
when the flow velocity exceeds the limit where the frictionci® at the boundary layer becomes
strong. The flow changes from laminar to unstable and chaetiavior. A local perturbation
grows exponentially in contrast to laminar flow where it decaxponentially. The transition
from laminar to turbulent flow can be characterized by theatisionless Reynolds number [5]

(1.20)

3

For applications in microchannels with diametéismaller than 00 xm and in agueous solution,
the flow velocity has to be greater thatim/s before, at a Reynolds number between 2000 and
3000, a transition to turbulent flow occurs. Hence, the flomiarostructures is laminar.

1.2 Fluorescence

Fluorescence occurs when a molecule emits a photon aftasibben electronically excited by
light absorption. The excitation of electrons and the eiorssef photons are stochastic processes.
The spectrum of the emitted light is shifted to longer wangtls (Stokes shift) [19]. The energy
difference is transferred to neighboring molecules thioagllisions. This transmission occurs
radiationless by exciting molecular oscillations (vilwatl relaxation). Other processes, such as
internal conversion, also play a role in the relaxation pesc The diagram of electronic states for
a fluorescent molecule is depicted in Fig. 1-6. The photorssiom probability follows an expo-
nential distribution. The average time between absor@ihemission of a photon is typically in
the range of nanoseconds. This time is referred to as lieetipn= k:l‘ol of the S electronic state.
The reason for the existence of a continuous emission gjmeds; that the density of oscillation

12



1.2. FLUORESCENCE

S4 A
S
S IC
T
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2 A T3
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VR
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IC|||F — T B e |
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Figure 1-6. The Jablonski diagram shows possible electronic transitiof a molecule (left). The
abbreviations are IC = internal conversion, F = fluorescend&R = vibrational relaxation, ISC =

intersystem crossing, P = phosphorescence. It is oftenlgietpto a ground state § an excited state
S, and a triplet state T (right). The image was redrawn from [17].

states is much higher than the one for electronic excitalibere are fluorescence molecules with
varying spectra from the UV to the IR. The excitation and emis spectra of a typical dye is
shown in Fig. 1-9. The intensity of the excitation light. = P/A depends on the photon flux
®.,. and the photon enerdyc/\

hc v he

Ierc = (I)erc_ = 7, 1.21

A At A ( )
whereh names Planck’s constantthe speed of light and the number of photons with wave-
length\. A stands for the illuminated area. The energy diagram is afteplified to a three state
system of a ground statg,&n excited state;Sand a triplet state ;[ By setting up the differential
equations for the transition rates, the fluorescence eonigaiek; can be related to the excitation

intensity /... [17],
¢f Ocxc Iexc
1 + T10 Uemclemc (1 + k12/k20>

The fluorescence quantum yield, the cross section for excitatien,., and the transition rates

kr =

(1.22)

k12, koo vary among different fluorophores (cp. Tab. 1.2). In casenwdlkintensity the linear
approximation holds

ki = ¢fOcxe Leac (1.23)

Fig. 1-8 shows the emission rate of one Rhodamine 6G molgdateed against the excitation
rate. The emission rate reaches a saturation value. Theeruwhlemitted photons in a time
interval follows a Poisson distribution with a parameter k;At

e_u

Plp) = p . (1.24)

vl
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1.2. FLUORESCENCE

In generaly depends on the local light intensity,.(r) via Eq. 1.22.

The Poisson distribution has the feature that the sum stochastically independent processes
again follows a Poisson distribution with a parameter ;" | 1. The resulting distribution
is given by their convolution. In the following, this relati is referred to asecovering property
[20].

P|p) = P(v|pm) ®@ - @ P(v|pm). (1.25)

The fluorescence excitation and emission cycle can be upterd by an electronic transition from
the singlet $ to the triplet T; state (intersystem crossing). This transition correspdad (for-
bidden) inversion of the electron’s spin. The inversionagbfdden unless a second molecule
participates in the reaction and mirrors the spin diffeeenéor the same reason, the probability
for the back transition from {T— S, is small. Thus, the triplet state lifetime is much longemha
the singlet state lifetime. While a molecule is in the tridtate, it appears dark. The emission of
a photon from the triplet state is called phosphorescensettih apart from fluorescence.

1.2.1 Fluorescence dyes

In the experimental section, two fluorophores are used: Rimate 6G (R6G) and octadecyl
Rhodamine B (R18). The chemical structures are shown in Eg. The molecular properties
of Rhodamine 6G and R18 are summarized in Tab. 1.2. R18 andd#&® in the chemical
structure of their side chains. This has an influence on thigagion and emission spectra. R18 is
an amphiphilic molecule with a polar head and an unpolartai# useful in lipid environments.

H H .
N o N
CHa~_~ +D; \W o AHC
Cl~  CH, R e

Figure 1-7. Chemical structures of Rhodamine 6G (left) and octadecgldamine B (right).

1.2.2 Photostability

Fluorescent molecules have a limited stability, espechathile in the excited state. The loss
of the fluorescence property is also callddachingand describes the photo degradation of the

14



1.2. FLUORESCENCE

1le+08

le+07

1le+06f 100 W

k¢[photons/s|

100000

10000 qu(oxc) -

max

1000 | | | | | |
le+23 le+24 le+25 1le+26 le+27 le+28 l1le+29 1e+30

... [photonss—'m~?]

Figure 1-8. Fluorescence emission ratg vs. excitation rate for a molecule with properties from
Tab. 1.2. On the top abscissa the excitation rate is congddrt® an intensity value. The saturation

value iskyae = ¢ k2o 71‘01/ (k2o + k12). The arrow marks a typical experimental value at a laser
power of100 pW.
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Figure 1-9. Fluorescence excitation and emission spectrum of RhodaG@n(in arbitrary units).
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1.3. CONFOCAL OPTICS

| | symbol| unit| R6G | R18 |

molecular weight M 479.02 731.5
excitation cross section Oepe | m? | 1.7x 1072 | n.d.
rate § — T, k1o sTt ] 1.1x10° | n.d.
rate T, — & k2o st ] 49x%x10° | n.d.
lifetime Ti0 ns 4 1.5
guantum yield O 0.936 n.d.
photo bleaching (aP < 150kW/cm?) | ¢y 5¢ — 6 n.d.
excitation maximum A nm 525 555
emission maximum Aem nm 547 578

Table 1.2. Some properties of Rhodamine 6G (from [17, 21]) and R18 irew#&to data (n.d.) was
available for some properties of R18.

molecule. The time until a fluorophore has been bleached psresntially distributed with a
bleaching lifetime ofr, = kb‘ll. The ratek;,; can be expressed by the photo bleaching quantum
yield [22]

Pv. = ki T10- (1.26)

It depends on specific properties of the fluorophore and @rmeatinfluences, such as the oxygen
and ion content of the solution [23]. The photostability s isnportant parameter for single
molecule experiments when fluorophores are observed fargeldime.

1.3 Confocal optics

Fluorescence Correlation Spectroscopy is a method bhsisad to determine low concentrations
and molecular diffusion coefficients in liquid environm&ntThe sensitivity in FCS is on the
single molecule level and the measurement data directlyitrisesm the observation of a small
ensemble of molecules. Ensemble averaging is necessatlif@tandard correlation function
approach that was proposed by Magde and Elson [24, 25] in. Id¥&lkey in FCS is the reduction
of the observation volume by using a confocal microscopg.(B-1). The confocal principle
is a simple way to co-locate the excitation and observatmonae of a strongly focused light
spot. In the focus center, fluorescent molecules emit plsostifted to longer wavelengths in
response to electronic excitation. This light is separdtech the excitation light by an optical
filter. Background light is suppressed by an aperture (gg)hplaced in the back focal plane.
The fluorescence time serié&) is detected with a photo diode. An example 1dt) is shown

in chapter 2, Fig. 2-1. Fronf(¢) the autocorrelation, Eq. 1.30, is computed. The corrafatio
curve contains information about temporally correlateacpsses in the fluctuating signal. This
information can be extracted from the correlation funcatthough the underlying processes are
stochastic. The basic parameters of interest are usualgiffusion coefficient and the particle
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1.3. CONFOCAL OPTICS

number in the observation volume. To determine the difiusioefficient, knowledge about the
size of the observation volume is required.

1.3.1 Focus calculation

For the analysis of the fluorescence intensity time setiésnecessary to introduce some optical
functions which describe the light distribution in the beaath. The molecule detection efficiency
MDE(T, z) is defined as the product of excitation intendity.(, z) and the collection efficiency
functionCEF (7, z) [26]

MDE(F, %) = CEF(F,2) Lye(F, 2) (1.27)

The shape of this function can be appoximated by an effdgt@aussian profile along all three
axis [27]

2 2 2
zwaui@;umqaz)zxmﬂxp<_zx‘zy-—z%) (1.28)
w,

0 20
This approximation considerably simplifies the furthercaétion. The Gaussian parameters
and z, correspond to the beam waists, where the effective intehsis decreased tb/e?. A
theoretical calculation for them was given by Rigler and $/26]

A
>_ -
Wth = tan (/2)

€0 072 (1.29)

tan o

Zth ~

s Is the pinhole radius divided by the magnification. The pielsize is important with respect to
the collection efficiency function. The optimal size is a gzomise between collection efficiency
and suppression of background light from planes above atahbihe focal plane. z;, must
be corrected by a factor depending ©€n«. Here, it is0.72 for NA = 1.2. In practice, the
theoretical values are hardly reached. The values holdrudéeal conditions of a Gaussian beam
profile and an optimal aperture position. The finite size efdhjective’s illuminated rear side puts
an upper limit on the focusing half angle= arcsin (NA/n). The theoretical focus parameters
are given for two chosen configurations in Tab. 1.3. The cgfra indexn of the specimen is
ideal if it matches the one of the immersion medium betweerottjective and the cover glass.
Differences in the refractive index lead to small changaek@focus waist. Microscope objectives
are calibrated for a cover glass thicknesd @ ym. Even slight variations of=10 pm result in
significant errors and increase the focus waist [28]. Nucaéalculations have revealed more
optical effects arising in a confocal microscope [27]. Hestudy shows that it is important if
the back aperture of the microscope objective is completelynly partially, illuminated with
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1.3. CONFOCAL OPTICS

microscope objective

beam expander
(optional)

dichroic e

mirror

tubus .

lens

C—/LP filter
pinhole <&
|
PC
+ hardware
correlator

Figure 1-10. Inverted confocal microscope for FCS and definition of tleeigoparametersyy and zg
(magnified). See also Fig. 3-1.
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1.4. FLUORESCENCE CORRELATION SPECTROSCOPY

config. MO A | pinhole| wy, Zih Vo

nm pm pm | pm |l
ConfoCor 2 | 40x,1.2W | 543 78 0.206 | 1.8 | 0.43

open microscope 63x, 1.2 W | 514 50 0.195 | 0.74 | 0.16

Table 1.3. Theoretical focus parameters for two configurations of mscope objectives (MO) ob-
tained by Eqg. 1.29. The refractive index was set.83.

the laser beam. These effects become relevant only at déstan 1/¢? from the beam axis.
They should be accounted for in the case that absolute ctvatiens are determined but can be
neglected otherwise.

1.4 Fluorescence Correlation Spectroscopy

From the intensity time seridg¢) the autocorrelation function is computed in order to etttiae
temporal information from the signal. This can be done dfterentire signal has been recorded,
but usually, it is achieved in real time by special correlatboard hardware. The correlation
function was first applied to fluorescence measurements lyd®land Elson [24, 25] in 1974,
while the mathematical concept of the autocorrelation dpaek to Wiener in 1930 [29].

1.4.1 Theory

The theory of FCS is explained following the representaiiofi 7] and [26]. The goal is to find
an analytical expression for the correlation curve of dififig fluorescent molecules in solution.
The general approach combines the solution of the diffusguration with the shape of an effec-
tive excitation profile, and subsequently performs an iretegn over space. Starting point is the
definition of the correlation function

el = U047
with 0y - % / . (1.30)

T represents the total measurement time. By settiiig) = /(¢) — (I), the correlation function
can also be written as the fluctuation around the mean

(SI(H)SI(t + 7))
(1) '

G(r) = 1+ (1.31)
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1.4. FLUORESCENCE CORRELATION SPECTROSCOPY

The fluorescence intensity can be written as a sum of all faoomg molecules in the sample
weighted by the excitation profile and the collection effic

Eq.1.28

I(t) = a/m d*r C(7)t) CEF(%IexC(f) A a/RS d*r C (7, t) W (7). (1.32)

The constant is the number ratio of emitted and detected photons. Aborpf the emitted light
can be neglected because the regarded concentrationsvaiiehle effective measurement volume
W (r) is independent of time, and thus, the fluorescence intefisityuationsé/(¢) originate
mainly from the particle fluctuatiofic(7, ¢). With Eq. 1.32, Eq. 1.31 can be rewritten as

0 [os @1 [p &' W(R) W (1) ® (7,77, 7)

r
G(r) = 1+ (1.33)
(7) (aC f]RS d3r W (r )2
C = (C(r,t)) is the concentration average in the thermodynamic equilifor The term
(7,1, ) = (6C(7,1)6C(r', t + 7)) (1.34)

subsumes the patrticle fluctuation. The integral in Eq. 1883 loe evaluated if an expression
for ®(7, 77, 7) can be found. The fluctuations due to Brownian motion arergisgdor the FCS
method. The time course of a concentration distributiorescdbed by Fick’s laws, Eq. 1.8 - 1.9.
But in this case, the solution cannot be obtained by dirdegiration ofoC' (7, t). Unfortunately,
the initial conditions foC'(7, t) are unknown because the microscopic distribution of mdéscu
is random. To solve the problem, the microscopic view frootiea 1.1.1 is helpful. It is possible
to state a relation for the fluctuation between two arbitraptecules at time lag = 0,

o
—
S

ﬂ\

3

Il

(=)
N~—

Il

C6(F—1,0). (1.35)

Taking this as an initial condition for the diffusion equatj the general solution fap is found
by integration

2
(7, 7) = Lex —M (1.36)
o (47 D7)%* P 4Dt |’ '
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1.4. FLUORESCENCE CORRELATION SPECTROSCOPY

Inserting®(7, ', 7 = 0) = C&(F — r,0) into Eq. 1.33, the” integration can be evaluated
immediately. In the limit- — 0, the correlation function becomes

20 [ d3r [ d3r W(F) W () 6(F — 7/
lim G(r) = 142 Joa &1 1" W (7) (5) (r=r)
70 (aC [gs d®r W (7))
1 [gs @PrW3(P)

C ([ ®rw()*

Forr — 0, G(7) — 1 is inversely proportional to the particle concentrati@n Identifying the

(1.37)

second term with the observation volume, it is justified t@avr

W
i G(r) = 14 L Ju @7 /NS T
=0 C (fs B W (7)) CVo N

(1.38)

N is the average number of molecules in the focus @nid the redefined observation volume of
FCS. It can be calculated analytically for the Gaussian@ppration in Eq. 1.28

(f]RB d’r W (7?))2 3/2. 2
= = . l
Vo fle V() T wg 2 (1.39)

The geometry of the focus volume has the shape of an ellipgitihidsemi-axesv, andz.
The time dependence of the correlation function must beutatled by inserting Eq. 1.36 into
1.33. The integration can be done analytically, leadindpéofinal result [17]

G(r) = 1+% <1+1) B (1+ T )_0'5. (1.40)

Td Ksz

The ratio of the long and short axis of the focus is the scedadtructure parameter

K o= 20 (1.41)
Wo
If diffusion is the dominant process, the value whéfe') — 1 has decreased to5 N ~1y/1 + K2
is the diffusion time
— W
Td — 1 D

When 7, andw, are known from an experimenf) can be identified with the coefficient of the

(1.42)

diffusing species. The diffusion time is proportional t@ taverage time that a molecule spends
inside the focal volume. Examples for correlation functi@ne given in chapter 2.

Focus calibration
In real experiments, the exact shape of the excitation giygand the collection efficiency func-
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1.4. FLUORESCENCE CORRELATION SPECTROSCOPY

tion are hardly known. They depend strongly on the opticgiisichent of the beam path. The
theoretical calculation of the focus parameters is notdvakactly. In practice, it is often better
to calibrate the values with a standard solution with a \Wathwn diffusion coefficient. Here,
Rhodamine 6G solutions in concentrations0f0~* M are used throughout.

After calibrating the focus size, the diffusion coefficiefa different species can be compared to
the calibration standard. Thereby, molecular motion caohagacterized applying the accordant
model equations, for example for free diffusion, or direlcteotion. Diffusion coefficients can
be taken to distinguish molecules by the size, weight, amgheshand also to characterize the
viscosity and structure of the surrounding material. Cloahrieactions and binding processes can
be observed if concentrations or diffusion coefficientsdetermined repeatedly with respect to
the reaction time. Additionally, phenomena of electronicigtion and emission can be studied
in detail (e. g., bleaching, fluorescence anisotropy,dtiptate processes, molecule rotation, etc.).

Resolution

In Fluorescence Correlation Spectroscopy a microscogiowe is illuminated. The size of this
observation volume is governed by the diffraction limitlo¢ excitation light resulting in a volume
of approximately0.5fl. The extension in axial direction also depends on the pad@meter.
The time resolution depends on the dead time of the photattgtand the sampling time of
the hardware correlator. The diffusion time/molecule igig¢glly between).2 and3ms. The
measurement result for the diffusion time is an ensembleageeover time and the number of
molecules that have crossed the focal volume on a random path

1.4.2 Variance of the autocorrelation

In an autocorrelation measurement, variations occur ddleetstatistical nature of the observed
processes. To determine the error of the diffusion coefficéand the concentration value, the
variance of the autocorrelation values is needed. It isulsefcalculate the variance from known

experimental parameters. This also provides insight inoinherent dependencies of the error.
The first approximation for the variance @f ) was given by Koppel in 1974 [30].

o

: 1 [ g2(An) (1 + P (mAr)
famatman) = 7 [

P g 102

+ 2mg® (mATi)]

For the functiory(7) the normalized and reduced autocorrelation function foeakdimensional

—1 —0.5
(1) = (1+Tid) (1+ KZTd) . (1.44)
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1.4. FLUORESCENCE CORRELATION SPECTROSCOPY

The parameters ar@:), the average count rate/correlator channel, &hd= 7'/Ar, the total
number of measurement intervals aNdhe average number of molecules as defined in Eq. 1.38.
mAT; = 7 are multiples of the correlation time interval.

The formula was originally derived for a Gaussian fluctuatinodel with a large number of
molecules in the observation volume. Furthermore, a umfdiumination profile, negligible
background, and sampling times much smaller than the obdeti¥fusion times were assumed.
The function gives an estimate for the error, but systentkwations occur for longer correlation
times [31]. Among other ways to calculate the standard dievig31, 32, 33], the most useful
were given by Saffarian (Eq. 24 in [34]) and Qian [35]. In clmston, the variance depends on the
fluorescence quantum yield, the measurement time and thbemnftuctuations of particles in the
observation volume. In the high concentration range, teadito-noise ratid-(mA7;) /o (mAT;)

of the correlation function is independent of the conceitung/30]. Otherwise, the method im-
proves in signal-to-noise ratio with higher particle fluation [24, 36]. It also has to be considered
that hardware correlators work with a logarithmic time saahd the interval time is not constant
[37].

The easiest way to obtain the variance experimentally istond a number of correlation curves
G1..., and then, calculate the me&n(mAT;)) and the variance for each correlation time accord-
ing to

n

- D (Gr(mAT) — (G(mAT)))?. (1.45)

k=1

1

2 N
o (mAT;) —

1.4.3 Triplet state

When a molecule undergoes a transition to the triplet statppears dark until it returns to the
excited state. Non-fluorescing molecules reduce the appawenber of molecules in the detection
volume. The initial part of the correlation curve rises byaxcfion which strongly depends on the
excitation intensity. In the correlation function, theptat fractionp appears as an exponential
termin Eqg. 1.40[17]

1 T -1 T —05 p T
_ T SR 1 1 _ 1.4
Gtmp(T) + N ( + Td) ( * K? Td) % [ + 1—-p P < Ttrip):| (1.46)

The triplet life timer,,;, = k' typically has a value of a fews. The saturation value in flu-

orescence emission (Fig. 1-8) is influenced by the tripfetilne. Systematic errors can occur
resulting from this saturation but are neglected in theofeihg chapters [38].
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1.4.4 Directed flow

When the observed liquid is not at rest, but drifting in a dedidirection, diffusion and stationary
flow are concurrent processes. The differential equati®iiat.this case must be generalized by a
term depending on the flow velocity

AC (7, 1)
ot

= DAC(F,t) — #(F) VO(7,1). (1.47)

If the liquid moves in x-direction only, the diffusion equat simplifies to

oC(Ft) _ PO

oC(7,t)
ot 02 ’

o0 (1.48)

— 0, (7)

The solution is obtained by Fourier transformation [39].tMEq. 1.48, the correlation function
has the result [40]

1 7\ T —05 r \? 7\
G(r) = 1+ v (1 + T—d) (1 + KQTd) X exp [— (Tﬂow) (1 + T—d) ] (1.49)

The average time for a molecule to cross the focus inducetiéylaw is 7. The local flow

velocity in x-direction is obtained by

v, () = : (1.50)
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Chapter 2

Simulation of FCS

The conditions for an experiment should usually be chosesiraple as possible to focus on
the most relevant question. However, in Fluorescence @iwma Spectroscopy (FCS) practical
uncertainties cannot be excluded completely. For exangalekground fluorescence and noise
from detection electronics always lower the signal-toseaiatio. Another problem is that the
exact shape and dimension of the focus are unknown. Thelsdsa possibility to suppress
photobleaching of the fluorophores completely. Altogettier FCS method is good for measuring
concentrations and diffusion coefficients relative to awnatandard. The necessary effort to
improve the setup and analysis to enable absolute measuteisdigh.

It is generally useful to construct an idealized experimerdgiding these difficulties. For this
purpose, computer simulations can be used to simulateiexpets and exclude unknown param-
eters. Several approaches are in use, each of them withtadesrand disadvantages. Recently,
Molecular Dynamics (MD) simulations gain popularity, esjpdly when details about molecular
interaction have to be studied. Still, they require high pamational power. Regarding FCS, the
Monte Carlo method is well suited for the relevant proceaseldime scales. This chapter presents
an algorithm that is used to simulate FCS experiments on guaten It starts with the first section
2.1, describing the Brownian motion of molecules. The seripandom Walk algorithm which
was introduced in section 1.1.2 is applied to simulate tsi@ichastic behavior. Section 2.2 deals
with how the random process of photon emission is implenterite section 2.3, the simulation
results are verfied by comparing them to the theoretical @ggiens. At the end of the chapter,
the special case of two-dimensional diffusion is regaraheplrticular. The simulation is used to
find an FCS model which describes diffusion in bilayer syst¢see also chapter 5).

2.1 Brownian motion

The algorithm is based on simulating the two fundamentatgsses, the Brownian motion of the
molecules and the photon emission caused by fluorescentatexc Both are random processes.
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2.1. BROWNIAN MOTION

The molecule diffusion is realized by a simple Random WalW/{Rn a three-dimensional lattice
with a side lengti{ L — 1) e. e denotes the distance between two lattice points. The costes of
the lattice points aré(z, y, z), withz, y, = = {0 ... L — 1} € IN. The simulation volume then
has a total size of

Vem = (L —1)3¢. (2.1)

The time axis is divided into a series of discrete pointsiret{¢; € R, i € IN} with¢,,; = ¢;+At.
The intervalAt is given by the Einstein-Smoluchowski relation in three elimsions, Eq. 1.15,

62

At = 5D (2.2)
Hence, the smallest time unit is defined by the diffusionftceht D and the grid constant At

to, @a number ofVy, molecules is placed on arbitrary positions of the latticec&ise the number
of molecules in a subvolume is Poissonian distributed, timalyer NV, is drawn from a Poisson
distribution with the parameter = N. N is the average number of molecules in the simulation
and determines the average concentratiea N/V,;,, Na. After each time step the molecules
move along the unit vectors to one of the six neighboringdatites with equal probability/6.

This means, the new position of théh molecule is determined from the previous one by

with the unit vectors;, j € {1, 2, 3}. The probability of a molecule to stay at its present posii$o

0. The boundary conditions of the simulation follow from thentand that the simulation volume
contains a Poissonian distribution of diffusing partiqlese section 1.1.2). If a molecules crosses
the simulation boundary, which is equal to

Tn(t;) < 0
To(t;) > L—1, (2.4)

the molecule is deleted from the simulation. To maintaindbiecentration on the time average,
new molecules have to appear at the same rate at which thelelated. The starting point of a
new molecule is on a random position on one of the six facekeofdttice cube. For the rates to
enter or leave the volume,

kout = Kin (2.5)
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2.2. PHOTON EMISSION

must be fulfilled. To find an expression for this rate, thewdlial probabilities for a molecule to

exceed the boundary from a) a face b) an edge c) a corner mastinaed up

N[ 1
6—

Pu = 75
L3 6

(L—2)2+12%(L—2)+8% = % (2.6)
The generating probability determines the rate at which malecules enter the simulation vol-
ume. The relations above are implemented in the simulasdolebws. The RW is realized by a
program that generates a random number once every time\stefpor each molecule a number
between one and six is chosen randomly to state its nexti@osihfterwards, the implemented
molecule generating function is called once every time.stemther random number is taken to
decide if a new molecule enters the simulation volume. Tlseido-) random number generator

ranlsuggested by Press is used [41].

2.2 Photon emission

Inside the simulation volume, a local light intensity() with wavelengthh is allocated to the
lattice points. To simulate a focused laser beam, as it apped&CS applications, the intensity
profile is chosen as a three-dimensional Gaussian funatjmreqg. 1.28),

W(r) = Fo exp {—2(—:2 (xQ v + z—z)} . (2.7)

2 2
21 wg w§ 25

Here, the variable?, is the laser’s optical powery, and z, are the focus semi-axes in radial
and axial direction. The z-axis is defined as the laser beasn &ke focus semi-axes should be
small in comparison to the side length of the lattice cube langke in comparison to the lattice
parametek. In an experiment, the effective and the real excitatiorfil@® are not identical.
The probability to detect a photon depends in the molecylesitions. Here, for simplicity, the
collection efficiency functiofC EF () = 1 is chosen as unity. The simplification is justified as
argued in section 1.3. The general validity of the FCS théonpot affected thereby.

The probabilityPZ.(”) that thenth molecule emitg photons in the time intervak¢ betweent; and
t;_1 is given by the Poisson expression

e_p/

(n) N

(2.8)

The average valug is assumed to be proportional to the effective excitatiarfiler1V () of the
molecule (Eq. 1.23, 1.28)

pE) = W) 1 e (2.9)
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2.2. PHOTON EMISSION

The cross section,,.(\) for fluorescence excitation is chosen constanand c name Planck’s
constant and the speed of light. Eq. 1.23 implies that onlie2tenic states exist,(Sand S.

The triplet state is neglected. For the purpose of simugadiffusive correlation functions, this
assumption is justified because triplet state dynamicachieg, or emission saturation are irrel-
evant, here. In this sense, the simulation is intentioraited to correlation functions governed
by the motion of particles.

The photon distribution fromV independent molecules is given by Eq. 1.25. The recovering
property of the Poisson process allows to calculate the euwftphotons emitted by molecules

at timet; directly:

N
AN = ) fin. (2.10)
n=1

In an experiment, usually a detector (avalanche photo diogdroto multiplier) in combination
with a computer board (multichannel scaler) records thegrhevents within a minimal mea-
surement interval\T". This bin time is the interval within that photons are caléet Because
Poissonian emission processes from different molecueshdependent from each other, the re-
covering property of the Poisson distribution can be appéigain (Eq. 1.25). The sum of all
photons within a bin interval also follows a Poisson digttibn with the parameter

pAT = ZNN(ti)' (2.11)
i—1

m = AT/At is the number of time steps in one measurement intepval.can be calculated
from the molecules’ positions and the local intensity. Herthe number of emitted photons from
all molecules inAT" can be simulated by drawing only one random numpet: is inserted into
Eq. 2.8 instead ofi, thus returning the Poisson distributed photon number fAdormolecules.
Thereby, the number of calls of the random number generatobe reduced efficiently.

Remark on the period of the random number generator

The random number period odnlis about10°. For certain applications of random numbers the
period exhaust turns out to be a problem. This limit is exeded the simulation. But, as Woh-
land pointed out, the period length can be neglected bedhesemulated particles are deleted
before the number sequence repeats [31].

The number of detected photons is smaller than the numbenitifieel photons. The overall loss

results from the optical setup and the detection efficiefdph® detector. The constant factor
subsumes the transmission coefficiefts,, of all optical components along the emission beam
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2.3. TESTS OF THE SIMULATION

path. The fluorescence quantum yielgdcan also be included in this value, resulting in
v = QNA) Oprans ¢5- (2.12)

A microscope objective covers the solid anglevhich depends in the numerical apertiwg and
the refractive index of the medium

Q(NA) = 0.5 [1 — cos (arcsin (NA/n))] . (2.13)

The refractive index i$.33 for water. Otherwise, the photon emission is assumed todie[sc
in every direction. To account for these effects, the nunalbemitted photons is multiplied by.

Addition of dark counts

Dark counts from noise of the detector electronic, whicmigvaidable in most applications, can
be included easily. Because photon events from noise aredapéndent Poissonian process, it is
sufficient to add the dark count rafdo ka;

par(C) = par + ¢ (2.14)

2.3 Tests of the simulation

The result of a simulation run is a series of natural numld¢ty representing the number of
detected photonsg in a measurement interval7". From the simulated intensity signal (example
in Fig. 2-1), the correlation function is calculated acdogdo the defining Eq. 1.30.

The computer simulation requires to chose a set of param@ab. 2.1 and Tab. 2.2). In contrast
to an experiment, all parameters, including the focus slaagesize, are known. These values
are classified either as experimental parameters or siiomlapecific parameters. The values
are further distinguished into optical parameters of thageand values which describe the spe-
cific properties of the fluorophore. In the simulations, smalees remained constant throughout,
whereas others had to be adjusted. Constant values wereattedenwgth, the objective’s numer-
ical aperture, the lateral focus size, the excitation ceaxdion, the transmission factor, and the
guantum yield. The optical parameters were set to valuesaddimg that the overall detection
efficiency~ was 4 % (a typical value for an FCS setup is 3 % [42]). The lasergp, the vertical
focus radius, the diffusion coefficient, and the concerraivere altered for different tasks. The
lattice parameter and the bin interval were constant whigdattice size and the total simulation
time were adapted.
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2.3. TESTS OF THE SIMULATION

The performance of the simulation was verified by applyingrées of tests. Necessary conditions
are (A) that the given concentration, and (B) that the givgfuslon coefficient, are correctly
reproduced. The third test (C) checks for the variance aaogito Koppel’s formula 1.43. The
significance of (C) is limited because the calculated vaeanf the correlation function is only
an approximation. Nevertheless, it is important to seeefrdinge of fluctuation is reasonably
simulated by the proposed algorithm. The influence of nos&mot examined, and the value was
set to zero. The simulation parameters are listed in Tabar&dITab. 2.2.

A simulated intensity trace is depicted in Fig. 2-1 with thenber of photon counts plotted as
bars. 1000 intervals are shown. The intervals were re-binmé.1 ms intervals to visualize the
photon fluctuation. The resulting correlation functions analyzed by comparing them to the
theoretical functions given in section 1.4.1. The deviadifrom the theoretical curves are shown
as residuals in a separate graph below the actual diagraenretiduals are given in multiples of
the standard deviation(mAr;)

(Gsim(mAT;)) — G(mAT;)

o(mAT;) (2.15)

res(mAT;) =

A correlation curve from the intensity data of 12 simulatioms is displayed in Fig. 2-3. The
average correlation from the simulations is plotted assgewith error bars representing their
standard deviation. The expected theoretical functiorrasvd dashed. The standard deviation
was calculated from a number of repeated realizations wgthlE45. The results are:

1. Concentration
12 realizations with parameters from Tab. 2.2 give an averagnber of particles af.01 +
0.05. Theoretically, a value of.0096 was expected. Theory and simulation are in excellent
agreement.

2. Diffusion coefficient
A range of diffusion coefficients from x 10~ to 9 x 107! m?/s was simulated. From
six realizations with a given diffusion coefficient the aation functions were calculated
and fitted to the standard FCS model with free parameteand D. Each data point with
error bars represents the mean and standard deviation lfrese six simulation runs. The
dashed line marks the identical relation between the thieatend simulated/fitted diffu-
sion coefficients. Fig. 2-2 shows the correct reproductibthe diffusion coefficient for
D > 2 x 10~ m/s. The standard error given by the size of the error bars isteb®u The
simulations forDy, = 107! m? /s show a systematic deviation towards a slower diffusion
coefficient. This error is due to the lattice discretizatidhcan be avoided by chosing a
different value for the step size In general, the choice afis connected to the range of
diffusion coefficients which shall be simulated.

30



2.4. DIFFUSION IN ORIENTED PLANES

parameter | symbol]| unit | value
laser power P mw 0.2
wavelength A nm 514.5
numerical aperture NA 1.25
setup transmission factor | 6.qns 0.1355
noise level n 0
focus axis, lateral W pm 0.3
focus axis, axial 20 pm 0.6
diffusion coefficient D m?/s [ 107119 x 10719
exc. Cross section Cee m? 2x 1072
fluorophore :
em. quantum yield Of 0.9
av. no. of mol. on lattice N 56
lattice size L 512
simulation Ia.ttice pgrameter € nm 5
simulation time T S 1.68
bin interval AT S 1
time step At ns 4.63 — 417
internal av. no. of mol. in focus| N 1.0096
concentration c M 5.58 x 1077

Table 2.1.Parameters for the simulation series (A) and (B, VS. Dyy,.

3. Variance of the correlation

The variance was determined from 12 realizations of siredlaorrelation curves with equal
parameter settings. The chosen settings are listed in Tab.Uhlike in (A) and (B), the

focus axes are equal forming a spherical profile. The diffusioefficient was set to a
value that is equivalent to six simulation time steps/biefival. The variance is calculated
according to Eq. 1.45 and compared to Koppel's, Qian’s, aaifaBan’s formulas (see
section 1.4.2). Instead of the variance, the standard tiewigs displayed in Fig. 2-4.

The simulated data and the theoretical approximationseagithin the accuracy of their

derivation. However, systematic differences are obvious.

The simulation fulfills the tests. In the following sectiohwill serve as a tool to evaluate an FCS

model for diffusion in oriented planes.

2.4 Diffusion in oriented planes

There are environments that show a supramolecular ordevafiimensional layers. In these
surroundings, Brownian motion can be restricted to plambss type of diffusion prevails, for ex-
ample, in lamellar bilayers and membranes. When the masdiffuse on a plane, its orientation
in relation to the elongated observation volume is impdr(gig. 2-5). The resulting correlation
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2.4. DIFFUSION IN ORIENTED PLANES

| parameter | symbol| unit | value |
laser power P mW 0.1
focus axis, lateral W pm 0.2
focus axis, axial 20 pm 0.2
diffusion coefficient D m?/s | 2.5 x 107!

simulation time T S 4.19

time step At ns 166.7

av. no. of mol. infocus N 0.1496

Table 2.2.Simulation series (C), variance test, differs from (A) aB)lia these parameters.
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Figure 2-1. Simulated intensity signal from molecules with the prdpsrtn Tab. 2.1. The time
intervals were re-binned to 0.1 ms. Average number of mtdedn the focusV = 1.01.

D gim[m? /5]

le-10r =
[ averaget sdevi— E
- theory ---- L
I }/1
! B
i I
L //{/
le-11F {
i 1 I 1 1 1 1 1 1 1 1
le-11 le-10
Dy [m? /s

Figure 2-2. Theoretical diffusion coefficient v&,;,, from the simulation. Each point is the result of

6 simulation runs. Parameters were set according to Tah. 2.1
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2.4. DIFFUSION IN ORIENTED PLANES
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Figure 2-3. Average autocorrelation and standard deviation from 12malized simulations of.19
seconds each. The parameters were set according to Tabr l2e2esiduals below show the difference
between the simulated curve and the theoretical functionuitiples of the standard deviation.
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Figure 2-4. Standard deviation of 12 simulations compared to Saffésia@ian’s and Koppel's
theoretical approximations.
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2.4. DIFFUSION IN ORIENTED PLANES

Figure 2-5. In the orientation model, molecular diffusion is restritteo two-dimensional planes
intersecting the focus intensity ellipsoid at arbitraryghes® and vertical intercepts. Integrating con-
tributions from a number of orientations results in an effexangled,,, .

function is expected to depend on the plane’s normal an§le though it is possible to orientate
a membrane (in a magnetic field or on a surface), and thenrpeein FCS measurement, it is ex-
perimentally easier to examine diffusion in non-orientachples. In this case, there are a number
of non-oriented layers contributing to the signal simudtausly. For the following, it is assumed
that the orientation of these layers in space is random. dh#&ibutions from different orienta-
tions are integrated resulting in an effective angle. Fordiar systems showing two-dimensional
diffusion and random orientation, the next equation willised as a correlation function

1 - —0.5(14cos m) - —0.5 sin 0.,
GO(T) = 1 + N <1 + T_d) (1 -+ KQTd) . (216)

The effective angld,, is the magic anglé,, = arccos (1/v/3) ~ 54.7°. This model is referred

to as the orientation model. It is based on a single diffusmefficient. The simulation from the
previous chapter is used to find out if Eq. 2.16 is an allowedehéor orientation averages. To
adapt it to the problem of diffusion in bilayers, the alglnit was modified in three points

1. Two-dimensional diffusion
The molecules were still distributed randomly on a threeatisional lattice. But diffusion
was restricted to planes only. Lattice steps in verticaéation were excluded. The time
step was set according to two-dimensional diffusié = ¢*/4D.

2. The excitation profile is given an axis ratio of six to emsarsignificant asymmetry.
3. The excitation intensity ellipsoid can be tilted by a udefined angle.

Because of the elongation, it was necessary to increasentiodéasion volume to a lattice size of
10243. The simulation parameters are listed in Tab. 2.3. A sefi@é @orrelation functions was
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2.4. DIFFUSION IN ORIENTED PLANES

| | parameter | symbol| unit | value |
laser power P mw 2
wavelength A nm 514.5
setup numeri.call aperture NA 1.25
transmission factor Oirans 0.1355
focus axis, lateral wo pm 0.3
focus axis, axial 20 pm 1.8
diffusion coefficient D [m?/s| 25 x 1071
exc. Cross section Oexe m? 2x 1072
fluorophore .
em. quantum yield Of 1.0
av. no. of mol. on latticg N 64
lattice size L 1024
lattice parameter € nm 5
simulation simulation time T S 4.19
bin interval AT IS 1
angles 0 © 5—85
time step At ns 250
internal av. no. of mol. i_n focus N 0.43140
concentration c M | 7.94x10°°
diffusion time foré = 0° To ms 0.9

Table 2.3. Parameters for the simulation series to determine the ¢aigon average of two-
dimensional diffusion.

simulated. 20 different angles of the excitation profilecieag from5, 10, 15, ..., 85° were cho-
sen in the computations. The resulting intensity tracegwaemmed up with equal weights. After
computing the correlation function from this data, the lesepresents the orientation averaged
correlation curve. Additionally, the separate correlafionctions for each angle were normalized
and then averaged, resulting in a smoother curve. Exampitelaton for some discrete orien-
tations are given in Fig. 2-6. As expected, the apparentagldh time increases with the angle
of inclination. Values of up t@.6-fold the definitionr, = w2 /4D are reached (see inset of Fig.
2-6). This coincides with the value determined by Weiss .[43}e correlation average from 20
different angles is shown in Fig. 2-plgssymbols). The average curve resulting from the in-
tensity traces are plotted assssymbols. For comparison, the simulation data are compared t
the expected function Eg. 2.16. The simulation data difsfighty from the model. While the
(orientation averaged) diffusion time appears to be ctigrecatched by the model, the shape of
the correlation curve shows systematic deviations. In BiJ, o was estimated using the result
of six simulation runs with equal parameters. The errorinates from an inherent dependency
K = K(#). Further analysis of Eq. 2.16 is necessary and is still bdengloped. Nevertheless,
the model provides to be a reasonable function to descrfesidin in bilayers.
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2.4. DIFFUSION IN ORIENTED PLANES
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Figure 2-6. Simulated correlation curves for two-dimensional diffusiunder different angles of
inclination towards the excitation volume. The inset shtivescorresponding diffusion times relative
to 1.
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Figure 2-7. Average correlation curves obtained from simulations witigles betweef® and85°.
+ symbols represent the normalized and averaged correlationes whilex symbols are derived
from the superimposed intensity data. The residuals ag@aldied in units ob which were estimated
from separate simulations.
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Chapter 3

Fluorescence detection

The history of Fluorescence Correlation Spectroscopy jH&&gins in 1955 when the confocal
microscope was invented by Minsky [44]. The idea to use thetidhtions of fluorescent molecules
transitting through a small observation volume was borndi4lwhen Magde and Elson imple-
mented the first concept of FCS [25]. Its application andteelanethods have quickly progressed
since then. Today, there are a variety of microscopes comatigravailable. Some of them com-
bine Fluorescence Imaging and FCS capability, so that gicéd specimens can be analyzed at
distinct positions.

The experimental part of this work begins with a specificatibthe laboratory equipment. Three
different setups were used. Two of the instruments werenaslee in the laboratory. They are
part of an ongoing project of building a fluorescence debdectystem for tracking single molecule
motion. The first one, the open microscope setup, is intreduic section 3.1. It is applied for
recording fluorescent intensity traces and correlatioetions. The main advantage is a position-
ing unit with a specified accuracy in the nanometer range.iflaging setup, as the second one,
consists of a microscope stage which can be equipped witmarea(section 3.2). This system is
able to record fluorescent images and save them for subgdmaage analysis. The sensor of the
camera offers high frame rates and good sensitivity at theegdame. The equipment is used to
observe the Brownian motion of a single particle in chaptéri#e performances of these systems
regarding their optical characteristics are equivalemmimmercial systems. The experiments on
surfactant bilayer systems (chapter 5), on the other haerk warried out on a commercial micro-
scope. The setup is described shortly in section 3.3. Irctiapter, only techniqual specifications
that are necessary for the experiments are discussedmation about companies can be found
in the Appendix A, List of manufacturers.
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3.1. OPEN MICROSCOPE SETUP

[
APD
pinhole & PC
+ hardware
correlator
tubus lens ——
LP filter | —
dichroic [| Laser
mirror
microscope
objective —
position
controller
sample

nanopositioner

Figure 3-1. Upright setup of the open microscope. The light from the miaser is reflected by
a dichroic mirror and coupled into a high-aperture obje&ivThe beam is focused into the sample.
The emission light from fluorescent molecules is collectethé same objective and projected on the
detector’s sensor by the tubus lens (epifluorescent sdfixg)tation light is absorbed by a transmission
filter with appropriate filter characteristics. The pinhoteduces the focus extension in the vertical
direction. Exact positioning of the sample is possible with hanopositioners for xy- and z-direction.

3.1 Open microscope setup

Confocal detection in chapter 4 was performed using an operostope. The construction of the
microscope follows the description given in [42]. In costreo Fig. 1-10, the setup is in upright
position with the microscope objective viewing from top titom (Fig. 3-1). The laseris an argon
ion gas laser. The output laser intensity is reduced by aaiicmirror with a transmission af0%

and neutral wedge filters. The experiments were carried toaiti@ser wavelength df14.5 nm.
The laser worked in the modelocked operation mode at a prdgedéncy o84 MHz. This time
scale is smaller than the correlator's sampling time. Thus pulse frequency was not observed
as an artefact in the correlation curves. The beam profilemt&aussian because the laser tube
suffered from aging effects (Fig. 3-2). The deviation frdme bptimal profile is a problem for
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3.1. OPEN MICROSCOPE SETUP

Figure 3-2. Intensity profile of the Argon ion laser measured with a beaagrmbstics system. In
modelocked operation, the profile was not Gaussian. Thasitieis displayed in a miscolored scale.
The graphs at the side of the image represent the projectedsities in two directions.

absolute concentration determination, but does not gethe relative measurements presented
in this work. There is a dichroic mirror in the beam path theftects the excitation light and
transmits the emission light. The emission light is prageabn a pinhole with a tubus lens (focal
length165 mm). The pinhole diameter %) ym. As a microscope objective either an Apochromat
63x (NA 1.2 Water immersion) or a Plan Neofluégx (NA 1.4 Oil immersion) was used. Some
properties are summarized in Tab. 1.3. The optional beararelgy appearing in Fig. 1-10 was
not installed in the open microscope setup. Before a measameseries, the pinhole position
was adjusted in horizontal and vertical direction to findrieximum fluorescence intensity. The
detection unit consists of an avalanche photo diode withad tiene of50 ns and a dark count rate
of < 100 counts/s. The photo diode is connected with the TTL input of a hardwzameelator.
The correlator has a minimum sampling time20f) ns. A list of manufacturers for all devices is
given in the appendix.

Nanopositioning

The position of the focus was controlled by a positioningt wvith 3 nm precision (Fig. 3-3).
The unit consists of a table to carry the sample. The pogtiafixed under the objective. The
inner frame of the table can be moved horizontally by piezctelc forces in response to the
applied voltage. The maximum amplitude in both directiegn&00 ym. The vertical position of
the objective is controlled by a focus positioner (PIFOC)hvgimiliar properties. It is attached
between the objective and the mount.

The overall response time of the positioner including at#lonics and interfaces is an important
measure to evaluate the suitability for particle trackifigne system’s response time was deter-
mined in a dynamic measurement [45]. The response time istabbms while performing a
Random Walk.
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3.2. FLUORESCENCE IMAGING

Figure 3-3. Nanopositioner P-734 (left). Confocal microscope setuh wosition controller PI-E500
in the background (right).

3.2 Fluorescence Imaging

The term Fluorescence Imaging subsumes different methkel$LIM (Fluorescence Lifetime
Imaging), LSM (Laser Scanning Microscope), and derivafethem. Here, we concentrate on
direct detection of fluorescence images with a camera mdwneop of a microscope. Image
detection is carried out with the newly built demonstratacnmscope (Fig. 3-4 & 3-5). It allows
to switch between three different wavelengths and whitet ligumination. The viewport on top
can be equipped with a camera, or a confocal detection ungisting of a pinhole holder and an
optical fiber.

Figure 3-4. Measurement setup for image detection (left). The pinholéen on top can be replaced
by the camera (right).

The goal is to develop a detector which is capable of obsgrsimgle fluorescing molecules over
a long period of time. Single molecule detection with spgagsolution puts high demands on
the sensitivity of the detector. The basic method of reecwydmages with a camera has suffered
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3.2. FLUORESCENCE IMAGING
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Figure 3-5. Schematic drawing of the imaging setup.

from slow readout rates and insufficient sensitivity for agdime. Today, with improvements in
CCD and CMOS technology, these problems have been overd@ewently developed cameras
achieve high sensitivity and frame rates at the same timle [46

3.2.1 Camera properties

The camera in Fig. 3-4 is based on CMOS technology. It consttime advantages of high frame
rates and good sensitivity. The sensor is a monochrome iseithca maximum gray scale depth
of 10 bit. The readout is controlled by a frame grabber hardwéhich was installed into a PC.

The interface is described in detail in [47].

Resolution

The resolution of a digital camera in real space is given leygdixel resolution divided by the
overall magnification of objectives and lenses along thécaptletection path. The camera res-
olution is limited by the pixel size and distance. The CMOS8ssg has a sensitive areh of
8.576 x 6.861 mm? at a maximum resolution af280 x 1024 pixel. The pixel size is given by the
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Figure 3-6. The diagram shows the maximum exposure time which depertts ohosen frame rate,
the readout time, and the size of the ROI [47].

sensor dimensions divided by the number of pixels,

8.576 mm \ * )
Apiz = (T&%O) = (6.7 pm) (3.1)
Including the scale factak/ = 63 of the microscope objective (Plan Neofluwarx 1.4 QOil), the
theoretical resolution of the camera in real spac&isnm. This is below the limit of optical
diffraction.

Sensitivity

The exposure time/frame can be set according to Fig. 3-6epedds on the size of the ROI
and the chosen frame rate. The manufactukemierawerk Dresdgnspecifies a sensitivity of
S =3.29VIx~!s~!. For practical purposes it is useful to convert to photomitsu The lux is a
photometric unit which takes into account the eye’s sansjtiunction for different wavelengths.
The camera manufacturer defirigsix as

1lux = 5.56 x 1072 Wm ™2 (3.2)

integrating the luminosity function over the visual bandfluorescence measurements, a smaller
wavelength band is detected, and thus,

1lux = 1.4641 x 1072 Wm 2 (3.3)
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at\.,, = 555 nm is used alternatively. The light intensity on the sensorlmaexpressed as

Wi W he

] pum— pu—
Api:p t Apim t )\em

(3.4)

whereWW, = h ¢/ .., represents the photon energynames Planck’s constant, andhe number
of photons./ is inserted into the definition of the sensitivity

U U Ay Aem

g =2 =
It whe

(3.5)

whereU stands for the sensor’s voltage output. If the output veltamge of the sensor amplifier
IS Unmae — Unin IS distributed on a 8 bit gray scale (256 values), the snmtalldtage difference is

Umar - Umzn

AU = 256

(3.6)

This holds for an amplifier gain of one. The gain can be raisddgher values taking a loss in the
signal-to-noise ratio. Inserting the minimum voltageeliénceAU = (2.70 mV—-1.59mV) /256 =
4.34 1V into Eq. 3.5 and solving for, gives the number of photons that are necessary to increase

the pixel value by 1:
AU Apiz Aem

m= Shce
With this value it is possible to estimate the requiremeatssingle molecule detection. Taking

~ 242, (3.7)

the emission rate of a Rhodamine moleculé@f= 10®s~* from Fig. 1-8, the number of emitted
photons in & ms frame interval is5 x 10°. A detected pixel value of0 is assumed to show
contrast to the background sf 40. The number of photons which have to be detected on a pixel
IS Nuin = 60 x 242 = 14520. Thus, the total transmission factor of the optical setunine
higher thanV,,,;,, /5 x 10°> = 0.03. This is a reasonable value, which is provided by this eqeipm

3.2.2 Single particle measurements

Imaging systems in microscopy offer the possibility to alseemany different molecules at the
same time. Using different types of fluorophores in diffé@lors, other molecules can be labeled
and visualized. This can provide useful information abautgiomerates of molecules in natural
environments, such as a cell. If the goal isldoalize a single molecule in an assembly, the
microscope’s diffraction limit does not prevent a molecfitam being detected. If the sensor
sensitivity is good enough, single molecules can be obder their position is only known
down to half of the emission light's wavelength. The goal wigée molecule detection is to
distinguish molecules from each other on the basis of tHeseosable properties. It is interesting
to determine as many physical properties as possible. Asyde their color, molecules can be

43



3.2. FLUORESCENCE IMAGING

identified by other parameters. As an example, the diffusaefficient can be measured directly
by analyzing a molecule’s trajectory. This is done by phajtthe root mean square distance of
the particle against time (Eg. 1.15). By observing a Browroaject over a period of time, the
relation can be computed directly from subsequent imagles.pbsition of the particle has to be
determined from each image. Deviations from the lineatti@andicate types of motion other
than free diffusion.

It is desirable to observe molecules over long periods oétiRroblems occur if the molecule
wanders out of the focus plane. This motivates to develogalgir mechanical tracking systems
which follow a trajectory in real time. Mechanical trackiogn be realized by placing the sample
on a positioner which is controlled electronically and dedpto an imaging software. Using
a differential approach, the particle’s present distamoenfthe central position is determined,
and then translated into a control command for the positiofilee imaging setup, the software,
and the position controller form a feedback loop. Singleeunole detection is possible under
certain conditions. The fluorescence quantum yield, exgosme, speed of motion, and the
light collection efficiency of the objective must be optimdz It is one goal to find out, if the
Fluorescence Imaging setup is suitable for single molededection and tracking.
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3.3. CONFOCOR 2 SETUP

3.3 ConfoCor 2 setup

The setup usesZeissConfoCor 2 inverted microscope with a motorized stage. Theative is

a C-Apochromati0x with a numerical aperture of 1.2, water immersion type. éqsipped with

a correction ring for varying cover glass thicknesses. Tké&léllaser works at a wavelength of
543 nm. The laser power is reduced 160 W by an acousto-optic tunable filter. The detection
channel consists of a variable pinhole, which is set to a diamof 78 ym. The fluorescence
signal is detected by a built-in avalanche photodiode (SPAINMR 13). The emission light passes
a long pass emission filter with a cut-off wavelengthb66 nm. A constant temperature in the
sample chamber is maintained by an electronically comtriofiolder. The schematic setup was
shown earlier in Fig. 1-10. Further details can be taken fileecompany’s brochure [48].
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Chapter 4

Diffusion in microchannels

Liquids in microchannels show laminar flow behavior. Thisd@rs a uniform mixing of reagents
because mixing is limited by the laws of diffusion. As poohteut in the introduction, adequate
mixing of liquids is an important precondition for chemicahctions in microfluidic systems. In
microfluidic flows, the kinetics of chemical reactions araited because the reactant molecules
need some time to find a reaction partner. A quantitativeyarsabf chemical reactions inside a
liquid channel requires characterization of the mixingdabr inside the channel.

For the purpose of establishing enzymatic reactions inaulwnnels, a Y-shaped mixing channel
with two inlets and one outlet was designed and produced. sithple concept of the Y-mixer
[49] has the advantage that well-defined conditions exister& is only one interface between
the liquids. The mixing process is predictable. In certgpl&ations this channel geometry is
preferable. The fluid channel has a size of o)y xm which is about the size of a hair. Due to
the small dimensions of the channel, the placement of tle fasus is difficult.

The velocity profile of the flow channel is simulated using @@mputational Fluid Dynamics
softwareFLUENT, and validated by FCS. The results described by Goesch [éQfaroduced.
After that, the experiment is carried on further to deteemanconcentration gradient inside the
microchannel. The purpose is to quantify the effect of difbm limited mixing on the micrometer
scale.

4.1 Flow profiles in microchannels

The microchannels are straight channels covered with Bmate glass. The glass was attached
on the surface by anodic bonding. The channels were etchediliton wafers with a thickness
of 300 um. Pictures of the microfluidic channels are shown in Fig. 4¥b.enable FCS as a
method, the water running through the channels containfiibeescent dye Rhodamine 6G in
low concentration. The microchannel is first characterizgdeterming the velocity profile in the
horizontal and vertical cross section.
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4.1. FLOW PROFILES IN MICROCHANNELS

4.1.1 Setup

The measurement setup was the open microscope shown iars8cti A photos of the experi-
ment is depicted in Fig. 4-2. The laser power wae W at first, and later reduced @0 W

at the rear side of the objective. The Apochroat 1.2 W was used as a microscopy objective.
The space between the objective and the microfluidic gladacsuis filled by a drop of water
acting as an immersion medium. The cross sections are taja@ZFig. 4-3). The width on

Figure 4-1. Microscopy image of the Y-shaped mixing channel. The tetadth of the outlet is
[ = 3cm. When liquids containing different species are fed intdnlets, a liquid boundary separating
a concentration gradient is formed (right).

the upside i$4 um for the inlets andl00 ym for the outlet. The angle between the walls and
surface is54.7°. This is a consequence of the silicon crystal’'s anisotr¢pl®-) structure. The
channels have a constant depthlof:m. The floor widths of inlet and outlet channels &ré m
and43 um, respectively. The summed-up cross sections of the twasimhatch the outlet cross
sectionAy, = 2867 um? to minimize acceleration of the liquid at the junction.

A constant flow raté is guaranteed by a syringe pump which maintains a constasspre on
the gastight syringes. The fluid channels and the syringescamected with flexible polyethylene
hoses. The flow rate of the syringe pump can be adjusted ia afwolume/time.

Focus positioning

The laser focus can be positioned inside the microchannelbyanopositioners, one for hori-
zontal, and the other for vertical alignment (Fig. 3-3). Togizontal position can be adjusted by
moving the xy-positioner on which the microstructure iseltted (see Fig. 4-2). The vertical po-
sition is set by moving the microscope objective in relatothe microstructure. The coordinate
axes are defined in Fig. 4-1 and Fig. 4-3.

Visual observation of the channel was not possible with $eisip. Instead, the position of the
walls and the maximum flow velocity can be determined by in8pg the fluorescence intensity
trace and the correlation function.
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4.1. FLOW PROFILES IN MICROCHANNELS

Figure 4-2. Setup for the flow measurements. Polyethylene hoses amhattdo the microfluidic
chip and connected to each channel. A drop of water as an isioremedium was applied between
the surface and the objective.

.
y
Figure 4-3. Sketch of the junction between the inlets with trapezoidzascsections. The top of the

structure is drawn in a hatching pattern, while the bottonoffls white. The walls are blue. Direction
of view from top left.

CFD Simulation

The three-dimensional geometry of the microfluidic chanves reconstructed as a grid model in
a software specialized on Computational Fluid DynamicsOCFFig. 4-3 schematically shows
a clipped drawing based on the grid model of the channel. &uesntly, the velocity profile of
running water inside the channels was simulated using a ncahsimulation that applies the
Finite Element Method (FEM). It is based on a forward intéigraof the equations of motion for
small volume elements. In this iterative calculation thermeatum and mass conservation law
must be obeyed. The simulation starts with a uniform vejyodistribution ofv;,,;; = 1 mm/s
over the area of the inlets. The calculation shows that tieast becomes a stationary flow profile
after a distance a#.145 mm. The velocity profile is color coded and visualized in Fig4.4-An
analysis of the simulation data showed that the cross sedtpyofiles in horizontal and vertical
direction are compliant with the assumption of a parabafaethe strict mathematical sense, the
profiles are not exactly parabolic. The influence of the siel@ttom walls on the profile cannot
be neglected for certain scenarios. Furthermore, a vedmzeleration of the fluid in negative
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!Qmmm

0 mm/s

Figure 4-4. CFD simulation of the velocity profile in the outlet channiel the stationary profile the
central maximum isz 2 v;,;; = 2mm/s (by courtesy of Fraunhofer SCAI).

z-direction occurs at the junction. The reason is the sudu®ease in floor diameter. This gives
additional room for the liquid at the bottom of the outlet shal. This component is neglected at
the point of measurement which is far from the junctieni(cm).

4.1.2 Calibration

The focus parameters were determined before the actuatienge. The focus calibration re-
sulted in focus parameters, = 0.32 + 0.01 yum andz, = 3.2 + 0.3 um. These values differ
significantly from the theoretical calculation in Tab. 1.Bhis difference is partially attributed
to variations in the glass thickness. The glass layer whiskers the microfluidic channels has
a thickness o200 xm which differs from the standard cover glass thicknggsum. This has a
strong influence on the diameter of the laser focus [28]. Bangarison, calibrations with cover
glasses lead to a smaller value fgrof about2.2 + 0.3 ym. The non-Gaussian beam profile of the
laser (Fig. 3-2) is also expected to contribute to the abierra

4.1.3 Experimental procedure

The syringes were filled with the same Rhodamine 6G soluti@doncentratior: 10~% M. The
flow rate was set té" = 0.5 pl/min for both inlets. Following from this, the average flow velyci
in the outlet is theoretically given by, = F//A, = 5.8 mm/s.

The laser focus was placed at a distance-afd mm from the junction. After the channel bound-
aries had been found, the focus was vertically placed in¢héet, and horizontally, at a side wall
of the outlet channel.
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Figure 4-5. Correlation curves for fast and slow running fluid fitted wittodel function 1.49. The
number of molecules a® = 5.3 and N = 5.9, respectively.

After the microchannel and the laser focus had been aligmedries oR0 — 23 consecutive cor-
relation measurements 8 s each were carried out. The focus position was moved in hotato
or vertical direction from one side to the opposite with psize of4 um (2 um, resp.) between
single measurements.

4.1.4 Analysis and results

The recorded correlation functions were fitted with the FGGagion for combined diffusion and
flow, Eq. 1.49. Free fit parameters wetg,, andN. In the analysis, the diffusion constant was
kept constant at the literature valueof= 280 um?/s. Example correlation functions are shown
in Fig. 4-5. The local flow velocity is obtained by inserting,,, into Eq. 1.50. The measurement
error is determined from Gaussian error propagation. Tiog ef w, can be neglected compared
to the error ofry,,,. Two points of measurement at the sides were excluded bet¢hadaser
focus overlapped with the wall, and the fluorescence sigaal wusable for analysis. The flow
profiles were fitted with the parabolic equation

3_ y? 22
v (y,2) = 5“ <1 T2 ﬁ) (4.1)

The origin of the yz-coordinate system is the center of trenakel.v names the average velocity

along the centralj- or zp-plane. d and h are the channel’s half width, resp. height, in these
planes. Eq. 4.1 does not decribe the full velocity profileduse the geometry specific boundary
conditions are not kept. The FCS measurements show a vedyagreement between the mea-
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sured flow velocity and a parabola fit (Fig. 4-6). The average flelocity in thezy-plane section
could be determined t8.60 & 0.03 mm/s, and5.59 4+ 0.03 mm/s in the yy-plane. Compared to
the theoretical estimatg, = 5.8 mm/s, which was integrated over the total channel area, the
values coincide within an error margin @%. The channel dimensions resulting from the fits are
87.3 pm for the width (in thezy-plane) andd1.9 um for the height. Pretending that the profile
was rectangular, and the flow velocity was constant over tbgscsection, the flow rate through
the channel would bé& = 4 hdv = 1.23 ul/min exceeding the expected value by 23 %. Due to
slight misalignment the width comes out too big comparech#ottue value ofl = 71.5 ym in

the central plane. The height agrees well with the givenevéilom the production process. The
results confirm that flow profiles can be determined with higdgtsion inside microchannels.

4.2 Diffusion limited mixing

Besides dynamic properties, like the average time of médsdlowing through the laser focus,
FCS also provides information about the concentration afréiscent molecules in the solution.
This experiment is an extension of the previous. We expestéathe equalization of a substance
along a concentration gradient in streaming water. Fluidadyics predict laminar behavior of
the fluid. The absence of any convection or turbulence allowsbserve undisturbed diffusion.
Again, the measurement was set up according to Fig. 4-1 andiF2. The concentration gradient
dc(x,y, z) /0y levels off along the flow direction.

In the following, the dependence afy | zo = 1 cm; 2o = 0 cm) on the y-coordinate in the center
of the channel is determined. It is difficult to chose two aidtmeasurement positions in the
outlet channel without misaligning the chosen verticahplaf measurement. Instead of moving
the channel along the x-coordinates, the flow velocity wasgled. This simplifies the experiment
greatly.

The flow in x-direction and the diffusion process are perp@ndr to each other. They are com-
petitive in the sense that one process can be dominant degendthe average flow velocity. The
lower limit of the flow velocity, below that diffusion is theothinant process, can be estimated by
the channel dimension and the diffusion coefficient of the dylecules. With Eq. 1.15, the
average time for a Rhodamine molecule to propagate acredsathwidthd of the channel be-
comes ~ d?/6D = 3s. Dividing the length of the channel behind the junction big tralue, the
minimum flow velocity for observing diffusive mixing is,,;, > z/t = 3.3 mm/s.

CFD Simulation
The mathematical treatment of the mixing problem, as it appé this experiment, cannot
be solved analytically. The calculation presented in secfi.1.4, Eq. 1-4, is valid only for
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Figure 4-6. Flow velocity along the y-direction (top) and the z-directi(bottom) across the central
planeszy andy, of the microchannel. The error bars are given by the errorha fitted parameter
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liquids at rest. It can serve as an analytical approximadiamost. Here, a concentration bound-
ary and a flow profile appear simultaneously. The problemreetidimensional (instead of one-
dimensional) and additionally, reflecting walls restrlee thannel on four sides.

This problem can again be solved with the help of the numle@é® simulation. Diffusion
processes are not automatically accounted for. The céloalaf diffusing molecules in high
dilution cannot be realized by the FEM alone. It is realizgahb additional simulation step using
a species transport model. In this model, the fluorophordisalis defined as an equivalent liquid
with properties partially matching those of the Rhodamir@enoule. The dynamic viscosity of
this equivalent liquid is chosen eight times higher thanviseosity of water. This is according
to the diffusion coefficient ratio of water and Rhodamine @ecoles. The mass fraction of the
equivalent liquid was chosen ag1000. Thus, the overall viscosity of the simulated liquid does
not differ from water. The details about the simulation atgl@ined in the project report [50].

The result of the CFD simulation including the species pantsmodel is depicted in Fig. 4-7. Fig.
4-8 shows the according cross sectional distributions fitwercentral plane. At a flow velocity of

v ~ 2mm/s in the center of the channel, the Rhodamine is evenly diggibafter~ 9 — 10 mm.
Theoretically, a value of aboutx ¢ = 6 mm was expected (cp. introduction to this section). To
observe the concentration step in an experiment, a higheniocity should be chosen than in
the simulation.

4.2.1 Calibration

Again, the focus parameters were determined before theriexget. Values ofw, = 0.317 +
0.003 um andzg = 3.2 + 1 um were obtained.

4.2.2 Experimental procedure

One syringe was filled with pure water, the other one with ti®damine 6G solutionc( <

1078 M). The flow rate was adjusted 6 = 0.5 ul/min in both inlets. The microchannels were
then carefully filled with both solutions. At the junctionbaundary of two adjacent liquids is
formed and molecular exchange is enabled. The system wesldek for several minutes until
diffusion and flow have became stationary at constant rdties.laser power wai)0 ;W in this
experiment.

Then, 28 correlation measurements were carried out adresshannel center. As a compromise
between total measurement time and data quality, the darkdr one curve was 45 s. In between
measurements the laser focus was mdved further along the y-axis. For comparison, the flow
rate was increased t6 = 2.0 ul/min in both channels. The measurement was repeated at the
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Figure 4-7. CFD simulation of diffusive mixing in the Y-shaped microutigl. The images are cross
sections taken at distanc€s0.1, 0.5, 1, 2, 3, 4, and5 mm from the junction (image by courtesy of
Fraunhofer SCAI).
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Figure 4-8. CFD results for the central concentration distribution ass the outlet cross sections.

The curves represent concentration distributions alorg ytkaxis in the center of the channel. The
distance from the junction is given in the legend (image hytesy of Fraunhofer SCAI).
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Figure 4-9. Correlation data from the mixing experiment. Straight finsre best fits. The arrow
points in direction of decreasing concentration.

same positions. It is expected that the dye concentrationénhalf of the channel is lower at the
higher flow rate.

4.2.3 Analysis and results

As in the previous experiment, the correlation functionserféted to Eq. 1.49 with free parame-
tersN andry,,,. Some correlation curves are shown in Fig. 4-9. The data fhoee measurement
positions at the sides were excluded from the analysis Isedéue measurement was disturbed by
unpredictable optical effects originating from focus daps with the side walls. The local fluo-
rophore concentration at the chosen positions was detechior the low and for the high flow
rate. The uncertainty in concentration is given primarithe standard deviation of the correla-
tion function. Koppel's theoretical expression, Eq. 1 Was applied resulting in a value of about
10 %. Only for absolute concentration measurements theiertbe observation volume must be
taken into account.

Figure 4-10 shows the measured Rhodamine concentratioiregtaalong the profile of the mi-
crochannel. Additionally, the velocity profiles are depitin the top diagram. The concentration
values are given in arbitrary units (a. u.) on the left, andhifi/1 on the right axis. The latter fol-
low from the calibrated focus parameters. They should noébarded as absolute values because
the open microscope setup does not provide true concamti@ddtermination without information
about the functiol/ DE(r, z).

The fall-off in concentration along the y-axis is signifitahthe higher flow rate. At the low flow
rate, the concentration is almost constant across the ehaSnbsequently, Eq. 1.13 was fitted
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Figure 4-10. Velocity profiles in the outlet channel for high and low flowerétop). Distribution of
Rhodamine 6G fluorescent dye in the microchannel at twarelifté¢low rates (bottom). The concen-
tration data for the higher flow rate was fitted to Eq. 1.13 (ftgmetersey = 2.3, ¢t = 1.45s).

56



4.2. DIFFUSION LIMITED MIXING

to the values for the higher flow rate including terms of faustder. This approximate equation
describes the data surprisingly well. However, the fittetetparametet = 1.4 s is much larger
than the average flow time from the junction to the point of sueament. Ignoring the fact that
the model is not strictly valid, this result indicates tHa tmixing is more efficient than expected.
The experimental data is not precise enough to allow for @bgtiantitative comparison with the
simulated concentration distribution. Qualitatively tiheoretical approximation by Eq. 1.13 and
the CFD simulation are both confirmed.

To improve the accuracy of the data, several correlationtfans can be averaged at each position.
This requires a considerably longer measurement time. Aslditional measure of the local con-
centration, the average fluorescence intensity can be tat@account. In the low concentration
range, the mean fluorescence intensity is proportionalgalyte concentration. Further improve-
ment can be reached by establishing well-defined condibbétise laser focus. The glass layer
thickness has to be changedit) xm. The beam profile can be optimized by using a different
laser.
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4.3 Particle tracking

As was shown in the previous sections, the detection of fagem@ molecules in solution gives
information about local and dynamic properties like the @eale concentration, the flow veloc-
ity, or the diffusion coefficient. However, sometimes thievant information is hidden due to
averaging over a large number of molecules. Despite théesinglecule sensitivity of a confocal
microscope, the FCS method requires to observe a molecsderdaie to determine properties of a
molecule species from the intensity trace. In contrastag this advantageous to determine prop-
erties of single molecules, e. g. in intracellular measwmas If fluorescence labeled molecules
can be distinguished from each other, certain cell funstwould be revealed easier.

One goal of single molecule detection (SMD) techniques isdck a single molecule trajectory
and to determine specific parameters during observationg4p Thus, new information can
be obtained considering that the results are subject taufitions. For a detailed discussion of
the significance of single molecule measurements see e2¢. Ifbthis section, the principle of
single molecule measurements is shown in vitro using a mmeter sized particle. This has the
advantage of a high signal-to-noise ratio and slow paniadé&on. The setup for video microscopy
is introduced for this purpose.

4.3.1 Experimental procedure

Image detection was realized using the microscope setupibled in section 3.2. The solution
was prepared by diluting a stem solution of fluorescent nsjgineres by a factor of 100. A hang-
ing drop was applied to the surface of a cover glass and pudrithd objective. The microscope
objective was a Plan Neoflu&Bx, 1.4 Oil immersion. White light was used for illumination
because the parallely installed (blue) laser did not mdtehekcitation spectrum of the fluores-
cence dye. The particle was observed30k at a frame rate 050 fps. The exposure time was
8 ms/frame. The digital film was recorded in the AVI file format.

4.3.2 Analysis and results

After recording,1000 images were captured from the film and converted into ASGIkf{using
the conversion utility of théviPlayer software). A short program was written to find the pixel
coordinates with maximum gray value in each frame of the filime background pixel value
was= 40 on the average, while the particle intensity reached a maxiraf 123. The pixel with
highest intensity in each frame was assigned to the pdstdater position. The time interval was
given by the inverse of the frame rdi@fps. The trajectory in two dimensions was reconstructed
from the1000 coordinates (Fig. 4-11).
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Figure 4-11. Captured frame from the film of a diffusing particle. Blacksdm the image are dirt
on the objective or optical filter. The microsphere’s trag@y is drawn in the image plane (top) and
separately as a graph (bottom).
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Figure 4-12.The mean square distance for the path of the particle shoviigind-11. The diffusion
coefficient is determined from the slope of the linear fit leeiw®.1 and6 s.

In case of a Brownian motion, the mean square distance froarlatrary starting point is pro-
portional to time (Eq. 1.15). When the mean square distas@esomputed from the coordinates
of the particle, its diffusion coefficient can be determin&tie microsphere motion in Fig. 4-11
supposedly conforms to a free particle. Fig. 4-12 showsitieal relation betwee(r?) as it was
determined from the particle patlh is obtained from the slope of the linear fit betweeh and
6 s, ,

D = <4A£t> = 0.445 pm?/s.

The expected diffusion coefficied?;,, = 0.429 um?/sec for a particle with a diameter df um is

known from Eq. 1.16. Theoretical and experimental valueagery well within an error margin
of 5 %. The hypothesis that the particle motion is Brownian caadmepted. Deviations from the
linear relation occur aftetr0 sec. Apparently, the particle performed a path returning closis
starting point.

Conclusion for mechanical tracking

The experiment shows that the diffusion coefficient for alrparticle can be determined with
good precision. For this particle and framerate the timéithaecessary to determire can be
reduced theoretically to about half a second. This is camalaly shorter than in FCS. To follow
the trajectory of the particle mechanically in real timeg thsponse time of the nanopositioner has
to be considered. The response timé& dfms is known from a dynamic measurement. The step
size can be assumed to be at the limit of the optical resa@lufidne highest diffusion coefficient
which could be followed is the, ., ~ 2 um?/s. In this case, the camera and image processing
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software must work at a frame rate1df0 s—*. Mechanical tracking of small molecules in aqueous
solution is still out of reach in this concept. However, kiag of particles bigger thah00 nm, or
tracking of single molecules in media with higher viscossigems to be a realistic goal.

4.4 Discussion

In section 4.1 and 4.2, the laminar flow profile and the progerdf a microfluidic mixing chan-
nel were examined. The experimental velocity profiles agrek with the classic equations for
laminar flow in such devices.

Mixing of an initially uneven concentration could be obsatyDifferences in local concentrations
inside a microchannel were successfully detected. Theertration gradient can be adjusted by
changing the flow rate. Diffusion due to Brownian motion agugeas the only source of mixing in-
side the channel. There is no evidence, that other effeatsibote to better or worse mixing. The
measurement data agree well with predictions from the CRRiilsition. Analytical expressions
for complex geometries in three dimensions do not existp&ranalytical calculations give qual-
itatively good estimates. Numerical simulations help s@\the problem for special cases with a
precision only limited by computational power. For a quitive comparison, the measurement
precision must be improved. Repeated measurements atrtieesasitions reduce the stochastic
error as mentioned in section 4.2.3. The optical propedidgbe cover glass have to be adapted
to the standard of 70 ym in microsopy. This type of glass requires very careful hangdtluring
the bonding process and is rarely used. Theoretical fodaslasions which include the refractive
indices of the material along the beam path can also comgriioLhigher precision.

The experiment shows that uniform mixing is quickly reacirethe 100 ym channel at low flow
rates. Nevertheless, for the purpose of observing bioatemeactions in a continuous flow, the
Y-channel mixer has a disadvantage. At high flow rates, théiune has left the microchannel
before uniform mixing has been reached. In low concentnatithe time for the initiation of enzy-
matic reactions in the outlet channel might be too short. él@#, as the sensitivity for detecting
single molecule transitions is given, there is still a cleati@at the Y-channel mixer can be used
as a reaction chamber for continuous flow systems. In thig, dagrescent switches as sensor
molecules can be applied. A four component system congisefiAmplex UltraRed lpvitrogen,
glucose oxidase, glucose, and horseradish peroxidase)(iB$tested in small sample drops
and in microfluidic channels. Amplex UltraRed separatediti@escent dye resorufin upon the
reaction with HO,. The latter is a reaction product of the enzymatic reactietwben glucose
oxidase and glucose in the presence of HRP. The reactiotidsneere analyzed according to
the Michaelis-Menten theory for enzymatic reactions. ©oaf intensity measurements showed
that the reaction is initiated even below micromolar coticdions of glucose. For even lower
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concentrations, single molecule events have to be countddiacriminated from the background
using one of the SMD techniques. For the analysis of singlleoute reaction data, the fluores-
cence intensity signal has to be interpreted in an apprgoway. Stochastic methods based on
information from the photon counting histograms (PCH) & tluorescence signal are promising
tools which are presently being developed [53].

The problem of mixing on the microscale has been approachdiitre Most suggestions are
based on the idea to multiply the area of contact betweemihiéduids. This can be achieved by
intersecting and recombining the stream [54, 55]. Othehoua rely on chaotic mixing [56]. In
both cases, the experimental realization is not easy beaamplicated flow geometries have to
be produced. Especially for the chaotic mixer, anotherdiligatage is the unpredictable molecule
distribution after the mixing stage. Through the mixinggass chemical reactions are accelerated,
but the internal conditions do not reach a completely homegas distribution. Nevertheless,
in very low concentrations, a 'homogeneous’ destributiba anolecule species does not exist.
Statistical fluctuations of the local concentration dortentéie molecular distribution as pointed
outinsection 1.1.1. These remain an important factor anst beitaken into account in theoretical
calculations as well as in experiments. The necessary mezasat time and the significance of
the result is affected thereby [52]. New numerical simolagi that combine reaction kinetics,
diffusion, and liquid flow would contribute to the developmief microreaction devices with
predictable properties.

For the purpose of measuring flow profiles, other methods \a#aale. Two methods called
double-focus fluorescence cross correlation, and Pahiidge Velocimetry (PIV) have been suc-
cessfully applied to fluidic channels [57, 58].

4.4.1 Outlook: Real time image processing and 3D moleculedcking

Real time image processing of a single molecule observatgrnands the experimental condi-
tions to be improved. Because of the low fluorescence yielohfa single molecule, especially
the background noise has to be reduced. Laser irradiatste@ad of white light is recommended.
Furthermore, the exposure time must be optimized to gairffeisat number of photons/pixel,
and, at the same time, the frame rate has to be high enouglepotieeck of the molecule posi-
tion. Regarding the sensitivity of the CMOS camera, whicls walulated in section 3.2, single
molecule detection should be a reachable goal. To realizzkihg system, the position detection
has to be processed in real time [42, 59]. There are sevga@iildms for detecting the center of
a particle’s position to be tracked in fluorescence imagés. dan efficient approach which can
be realized in FPGA hardware (Field Programmable Gate Amag suggested by Lueghausen
[47]. Position control has to be connected to the softwaredeive the coordinates with a shortest
possible delay. Generally, three points have to be coresider
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1. Constraints have to be given for the maximum amplitude@ftositioner in every direction
to prevent it from damage.

2. The mechanical precision is higher than the optical tgswi of a light microscope. In
biological cells, some relevant structures can be muchlemabingle molecule tracking
does not improve resolution.

3. Photobleaching limits the time for observation in thescasmolecules.

Tracking in three dimensions suffers from another probléat,is the molecule’s vertical direction
of motion. Due to the optical symmetry along the beam axis,ui- and down-direction cannot
be distinguished from each other. Different solutions tis froblem were proposed. One is
to operate the objective nanopositioner in a scanning mate.PIFOC performs an oscillation
around the molecules present position. The zero point haes &oljusted as soon as a change in the
molecules vertical position has been detected. This reguirrather complicated computational
and piezomechanical effort and slows down the trackingoperdnce. There is a method available
for nanoparticles which is based on analyzing the fractibfoovard scattered light [60]. A
different approach is a wedge prism located at the back foeale. The idea was presented by
Mizutani [61]. The prism separates the fluorescence imatgetwo halfs. Hereby, an optical
asymmetry is introduced into the detection path. The mdéuertical direction of motion can
be distinguished from each other by the asymmetric intgsstribution on the detector.
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Chapter 5

Diffusion in surfactant bilayers

The preceding chapter 4 focussed on molecular motion ictstres with micrometer expansions.
It was shown that, on this scale, fluids and molecules actistamdly with the classic theories.
When diffusion is observed on a nanoscale, additional pimema emerge. In this chapter, diffu-
sion experiments are carried out to measure the dynamiickeisgapramolecular structures. The
size of the observation volume in FCS, as it is used here,ed filnstead, scaling to the nanome-
ter range can be achieved by reducing the size of the obsphyesiical system. The examination
of nanostructured environments can bring out new inforomaéibout molecular interaction. In
this chapter, the diffusion coefficient — as a measure of htpbi is determined for binary sys-
tems composed of surfactant/water emulsions in differexing ratios. The mixtures of lipid and
water form a micellar and a lamellar phase. Additionallg thfluence of a third substance is in-
vestigated (cholesterol). In a ternary systems, strulothenges can occur. Fluorescent molecules
are added to the lipid bilayers to probe these changes. Esepce of cholesterol is expected to
have an influence on the molecular mobility. The obtainedltesffect the related field of Cell
Biology, as a major part of it deals with diffusion in the c#dlr membrane.

5.1 Introduction

In eukaryotic cells, the plasma membrane is mainly compasegycerophospholipids, sphin-
golipids, and a sterol. The amphiphilic structure of thédipolecules results in the formation
of a bilayer membrane. For their function, cells need an argk of molecules and ions with
their surrounding through the cell membrane. The knowlaafgeow these transport processes
are controlled by the cell are important, e. g., for the dggeient of pharmaceuticals. The fact
that the composition of the cell membrane is maintained Inaaellular functions suggests that
it is a key factor for the cell’s life cycle and communicatidaspecially the cholesterol and lipid
content of the membrane play an important role for the regudaf protein transport inside and
outside the cell [62]. Cholesterol within the membrane mam#uence on the molecular order by
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5.2. MEMBRANE SYSTEM

hydrophobic and steric interaction [63, 64]. The purpode iguantify the effect that cholesterol
has on the properties of surfactant membranes.

Mechanical properties of cell membranes as well as the exgghaf matter through the mem-
branes depend strongly on the diffusion of lipid moleculesde the membrane. To study dif-
fusion in membranes, several methods have been used. lcgitésng and NMR methods pro-
vide high precision due to averaging over large ensemblpsuicles. On the other hand, when
diffusion on small scales with few or even single moleculeslisoe observed, fluorescence mi-
croscopy methods provide a better way to determine moreeistiag properties. For this study,
Fluorescence Correlation Spectroscopy (FCS) was chosam esperimental technique offering
the advantages of small sample volumes and short measurgmes.

Because of the similarity between the lamellar phase ofastaht/water emulsions and the bi-
ological cell membrane they have been considered as siatphfiodel systems for membranes.
Adding other substances to the system can also affect theeghansitions and the properties of
the individual phases. Cholesterol is an ingredient in r@tmembranes. Because its fraction in
the total lipid content varies among different cell typés function is not completely clear. Here
the effect of cholesterol on a surfactant/water systemaitiqular the lamellar phase, is studied.
By using a surfactant/water model, the fundamental inflaasfccholesterol incorporated in bi-
layers is examined. In contrast to lipids of biological meantes, the chosen surfactant consists
of a headgroup and a single saturated dodecyl chain. Thecalateorder of the system is sim-
plified compared to biological membranes composed of atyasiecomplexer lipids. It is shown
that cholesterol does not reduce diffusional mobility imgdex structures only, but in basic lipid
assemblies as well.

5.2 Membrane system

5.2.1 Components

Ci:E; As a model membrane, the systemyE;/water was chosen. The lipid pentaethylene
glycol monododecyl ether (GE;) is a non-ionic surfactant with a molecular weight af =
406.6 gmol~*. For the molecule length values froz2 A to 26 A [66, 67] were reported. The

critical micelle concentration for GE; is 64 uM at 25°C [68]. As can be seen in the diagram
(Fig. 5-1), the emulsion of GE; and H,O shows different phases depending on the surfactant
concentration and temperature.
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Figure 5-1. Phase diagram of GE5 and H,0. L; and L, denote the micellar and the lamellar phase,
respectively. Hlis the hexagonal phasepland S the inverse micellar and the solid phasg.isvthe
cubic phaselLs is a sponge phase. Unnamed areas are bicontinuous. The gtayrthrk the systems
that were measured. The image was redrawn from [65].

H3C/,'

Figure 5-2. Chemical structure of cholesterol.

R18 The use of a fluorescent marker molecule is required to dégddtfrom the transparent
system. For this purpose, the fluorophore octadecyl Rhauai(R18) was choser)X = 420 x

pm? s~ in water,M = 731.5 gmol~!). R18 is an amphiphilic molecule with a polar head and an
unpolar tail (see Fig. 1-7 and Tab. 1.2.). The dye molecules énto the bilayer system and probe
its mobility. Here, it is generally assumed that their dsffun is related to the lipid molecules, but
an independent verification would be appropriate. There isformation available if R18 prefers
the lipid-ordered or disordered phase.

Cholesterol has a molecular weight ¢f86.65 gmol~! and a density ofl.07 gecm =2 at 20°C.
The molecule length i$6 A. The structure of cholesterol is depicted in Fig. 5-2.

5.2.2 Preparation of Surfactant Emulsions

Lipid and cholesterol were weighed with a micro balancefessd, heated and sonicated until
the system became completely homogeneous. ThéiQ water containing fluorescent dye was
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added. Th&0 wt % C,,E; and the 60 % solutions containgéd—® M R18, while the concentration
in the 80 % solution was0~" M. The samples were then again heated to 6@z78onificated,
vortexed, and frozen (-8C). These steps were repeated until the samples had becan@ ho
geneous gels. For the nomirtdl wt % emulsions, the fraction of (gE; and cholesterol varied
between0.596 and 0.643. In the subsequent measurements of&hevt % emulsion the lipid
fraction was kept constant @80. The ratios of substances are listed in Table 5.3.4.

5.2.3 Micellar phase

In the micellar phase, the dye molecules enter the micetielaa observed diffusion will be that
of the micelle. From standard diffusion theory, the expgadfusion coefficientD is related

to the apparent hydrodynamic radiitg of a sphere by Eq. 1.16. The diffusion coefficient of a
typical micelle with a diameter ¢f.0 nm is D, ;. = 86 um?s~! with T' = 293 K, and the viscosity
of watern = 1 mPas. Corrections can be applied for elliptical or flexible gednes, but will be
neglected for the further analysis.

5.2.4 Lamellar phase

In the lamellar phase, the lipid molecules form a bilayenctire. The membrane layer thickness
is about double the length of a surfactant molecule 2,. The repeat distance of the lamellar
structure is

Xiam = 21/, (5.1)

whereg, is the volume fraction of the surfactant in the emulsion. uksigg ¢, = 0.6 (0.8) and

I, = 26 A, the repeat distance has a valueXf,, = 8.7 nm (6.50 nm). The molecular order of
the lamellar phase is maintained by van der Waals forcesdsetwhe alkyl chains and hydrogen
bonding forces between water molecules and the lipid heaggr[69].

The FCS measurements probe the bilayer dynamics in a volfime®5 m?, at a distance of
60 um from the cover glass surface. Because this distance leaweas for about7000 — 9000
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Figure 5-4. Lamellar bilayer

bilayers, it is assumed that surface effects are no longeoitant and the bilayers are randomly
oriented. In addition, the horizontal alignment of the meament position is varied across the
sample drop. Remaining orientations of bilayers are aestagit by repeated measurements.
The molecular diffusion of each molecule is restricted tangle two-dimensional bilayer. The
resulting propagation differs from that of free diffusiat], but the observed signal represents
an average over all possible orientations. Within the |&seus, which represents the sensitive
volume, there is room for abodt bilayers when they are arranged horizontally @0d when
they are arranged vertically.

Following the procedure of Galla and Sackmann for protentslgids in biological membranes
[70], the diffusion of dye and lipid molecules are relatedHeir molecular weights as

Mispia \ 2
Ddye - Dlipid ( iy d) . (52)

When G;E;5 is compared to R18, the correction factofigs.

Experimental data show that the shear viscosity in suchpioreternary systems can easily span
orders of magnitude fronhmPas to 10° Pas depending on concentration, pressure and tempera-
ture [71, 72, 73], but the effect of cholesterol on these pa&tars has not been studied so far.

5.3 FCS measurements

The experiments were carried out on the ConfoCor 2 micrasdegcribed in chapter 3.

5.3.1 Calibration

The focus parameters were calibrated with0a® M aqueous solution of Rhodamine 6G. The
waist parameter determined in this way fell betwegn= 0.22 — 0.25 um, with an average of
wo = 0.241 pm. The structure parametéf was set to a fixed value @f0 corresponding to a
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vertical focus radius of, = 1.3 — 1.5 um. The theoretical calculation using Rigler's and Mets’
formula resulted in a slightly smaller value fay;, (cp. Tab. 1.3).

Adding C;E; to pure water changes the refractive index of the sampldisnluHamano gives a
linear equation to calculate the refractive index of,alz/water mixture [74] for a wavelength of
633 nm and a temperature of 20. According to this, the mixtures consisting 2if, 60, and80

wt % C,»E; have refractive indices of = 1.357, 1.407, and1.432.

The difference in optical refraction changes the size offtioeised laser spot. Taking this into
account, the focus waist is estimated in these three media t = 0.236, 0.228, and(0.224,
respectively. These values were used in the evaluatioreatdhrelation functions.

Two additional experimental adjustments were done to thkedifferent refractive index into
account. The microscope objective has a correction ringhvtan be used to adjust the refraction
properties to varying cover glass thicknesses. Measuresegies with20 wt % and50 wt %
C.2E; emulsions showed the highest fluorescence count rates tdivection ring was in the
maximum position of).18 um. In all following experiments the correction ring was kepttiis
position. Secondly, the length of the optical light path weduced by setting the focus to a
position60 + 1 ym above the cover glass surface.

5.3.2 Autocorrelation model functions

The standard model proved to be unsatisfactory for the aisadyf the diffusion measurements in
the lamellar phase. This is related to the fact that the nuddscare not free to diffuse in three
dimensions, but are confined to the two-dimensional biky@ihe orientation of these bilayers
with respect to the laser beam is random, so the measurehetetst an orientational average.
The orientation model from section 2.4, Eq. 2.16, is usedadtarnative. The triplet term in Eq.

1.46 is added.

5.3.3 Experimental procedure

During the FCS experiments, the samples were plackdlrTek8-NUNC sample chambers. The
bottom glass type is Borosilicaté1 with a thickness betweet13 and0.16 yum. The micellar
emulsions are liquids antl— 5 drops can be poured into the chambers. For the highly viscous
gel emulsions@0 % surfactant and more) a spatula must be used. The vessel acesiphto the
holder and covered with a non-transparent lid. The tempezabntrol unit was set to 3G. Table
5.3.4 lists the different samples that were used for thidystshowing the different Molar ratios

of cholesterol and GE;.

Five subsequent correlation functions of 30 s each wereageerfor one measurement. For each
sample, 8 to 20 measurement runs were performed. The dayrefanctions were fitted to the
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theoretical expressions of Eq. 1.40, Eq. 2.16 to deternmnie@liffusion time and, using Eq. 1.42,
the diffusion coefficients. Additionally, theym value was determined.

5.3.4 Results

Figure 5-5 shows a typical measurement result from the harcphase, for a sample @b wt

% C2E5. The experimental correlation data were fitted with the déad FCS function for free
diffusion, Eq. 1.46. The best fit was obtained for the avenp@ameters, = 2800 + 800,

N = 0.32 £ 0.03, 7,5, = 3 us, p = 0.14. According to Eq. 1.42, this corresponds to a diffusion
coefficientD,,;. = 5.4 & 2 um?/s. This value agrees with the expectation that it arises frioen t
diffusion of prolate micelles. Their average size can bareded using the corrected Stokes-
Einstein expression for rod-like objects (Eq. 1.17). Anseréitio of 40:1 is presumed which was
given in [14] resulting ine = 180 nm for the long axis. For the given sample, this amounts to
about5000 micelles in the focal volume, of which on averalye= 0.32+ 0.03 carry a fluorescent
molecule.

In the lamellar phase two different ratios of;€; and water were examine@) wt % and80 wt %
surfactant. In this case, fluorophores diffuse indepemgeithin the lipid bilayers. The average
number of molecules in the detection volume Was+ 0.3 for the low concentrated lamellar and
11+ 6 for the high concentrated lamellar phase. The higher valuth&80 % lamellar phase was
expected from the sample preparation.

Fitting these data with the standard model of unrestricd&) diffusion (Eq. 1.46), a significant
deviation is found, as shown in Fig. 5-6. However, there isygtematic deviation if the experi-
mental data is fit to the orientation model, Eq. 2.16. For ttexgle shown in Fig. 5-6, the two
models yield diffusion times of; = 1.32 4+ 0.02 (standard model) and;, = 0.901 £ 0.008 ms
(orientation model), corresponding to diffusion conssantof 12.4 and18.2 um?/s. While this
analysis results in different values for the diffusion danss, the dependence on the cholesterol
content does not change. The values of the measured diifasigstants are consistent with the
assumption that the fluorescent R18 molecules were confinteketlipid bilayers. To check for
a fraction of R18 in the water phase, the data was fit to a twopmment model function. The
results show no significant component with a high diffusionstant.

Figure 5-7 summarizes the change of the diffusion constetité 60 % lamellar phase upon the
addition of cholesterol. At low concentrations, no substheffect is visible, but at a cholesterol
content of abou8 %, a sudden reduction by 20 % occurs. A further increase of the choles-
terol concentration yields an additional continuous réidac The total decrease in the molecular
mobility is ~ 30 % for a cholesterol Molar ratio df.2.

The same measurements were also performed for the samplethevihigher lipid contents. As
shown in Fig. 5-8, the diffusion constant for low cholest&antent is approximately half of the
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phase GE; chol. HO ratio lipidfrac

wt % mg mg mg

mic 20 80 0 320 0 0.20

lam60 2435 488 162.6 0.211 0.643
233.7 38.1 1548 0.171 0.637
255.3 38.3 170.7 0.158 0.632
230.5 339 156.8 0.155 0.628
243.2 31.3 163.0 0.135 0.627
267.7 315 177.7 0.124 0.627
255.6 25.3 168.9 0.104 0.624
199.3 19.6 1329 0.103 0.622
250.0 214 1675 0.090 0.618
227.1 16.8 151.6 0.078 0.617
219.7 12.1 1458 0.058 0.614
253.6 9.7 173.6 0.040 0.603
229.4 8.2 153.6 0.038 0.607
227.0 4.1 156.8 0.019 0.596

lam80 153.8 3.05 40.7 0.021 0.794
159.5 10.75 43.4 0.071 0.797
159.0 15.7 44.6 0.104 0.797
1594 17.2 444 0.113 0.799
155.8 20.5 45.0 0.138 0.797
1595 26.8 48.2 0.177 0.794

Table 5.1.The table lists the amount of substances used in the mictsiems. The ratio value gives
the Molar ratio of cholesterol versus€E5. The lipid frac value denotes the fraction of4E5 and
cholesterol.

corresponding data for th#) % system. Again, a sudden decrease of the mobility is obdatve
a cholesterol content et 8 %, and a continuous decrease at higher concentrations.

The triplet fraction in the correlation amplitude isla&t % on the average. Them value is be-
tweenl1 — 14 kHz for low concentrations of cholesterol. Increasing the ebtdrol concentration
reduces the count rate by upi®% (Fig. 5-9). This may be a consequence of increased scajteri
in these samples. Visually observable was a small turbiditile sample with a cholesterol ratio
of 0.2 at room temperature. Alternatively, the count ratRiotion may occur due to fluorescence
guenching by the cholesterol.

In addition to the graphical representation of the diffasil@ata, Table 5.2 also gives the numerical
values for the extreme cases. The last column of this takle sthows the inferred diffusion
constants of the lipid molecules, which were calculatecthftbe measured diffusion constants by
correcting for the different molecular weights using EQ.5.
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Figure 5-5. FCS data for the micellar phase. The diffusion time in thsnegle isry = 1.99 4 0.05
ms. The residuals show the absolute difference betweerdfit@melation data.
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Figure 5-6. Example for the FCS data from the surfactant/cholesteattwemulsion. The exper-
imental data (crosses) are compared to best fits using thedatd (single-component) model (dash-
dotted line) and to the orientation model (full line). Thelsterol to surfactant ratio was.172. The
diffusion times are; = 1.32 + 0.02 ms (standard model) ang; = 0.901 4+ 0.008 ms (orientation
model).
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Figure 5-7. Result for the diffusion coefficieft of R18 in the lamellar phase with) wt % surfactant.
The Molar ratio of cholesterol to surfactant increases te tight. A reduction in molecular mobility

is apparent at a ratio 0f).08. Error bars denote the standard deviation. Guidelines for eyes are
drawn dashed.
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Figure 5-8. Diffusion coefficients for th&) wt % surfactant emulsion as a function of the cholesterol
content.
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CiE; phase chol:GE; D(probe) D(lipid)

wt % ratio [ pm? /5]
20 micellar - 5.4 -
60 lamellar 0 26 34
60 lamellar ~ 0.2 16 21
80 lamellar 0 14 19
80 lamellar ~ 0.2 9 12

Table 5.2. Overview of diffusion coefficient® in C;,Es/water/cholesterol emulsions determined
from the orientation model.
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Figure 5-9. Counts/molecule valuey¢m) as a function of cholesterol content from the same sample
on two different days. The brightness is reduced by incnggsholesterol content.

5.4 Discussion

In the micellar phase (at 20 wt % lipid concentration), theeslved correlation function is con-
sistent with a model of freely diffusing micelles with a l¢h@f the order ofl80 nm and a given
axis ratio of 40:1. This size might be an overestimate, siheenteraction between the micelles
should result in a smaller diffusion constant than for meseht low concentrations. Using this
value, an upper limit 06.14 as the total volume fraction of micelles in the solution cargbven.
Here, the volume reduction of the micellar solution of abb&b was already taken into account.
The lamellar system does not show free, three-dimensidifiaichn. The correlation curves rather
suggest that the Brownian motion of the probe moleculesisicted to the lamellar bilayers. The
orientation model used for the analysis of the correlatiomction takes into account an average
over many bilayer orientations and yields plausible fittiagults.
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5.4. DISCUSSION

The measured diffusion coefficients are generally highem th DMPC membranes at equal tem-
perature [75]. This is attributed to a higher rigidity of DR@Pnembranes. Regarding the influence
of cholesterol, we can conclude that a cholesterol adddlwove a fraction 06.08 in the G,E;
bilayer reduces the molecular mobility in the chosen stafatéwater emulsion. Because of the
small observation volume in FCS, it is justified to claim ttke structural changes of the molecu-
lar order take place on a scale below the focus diametebeim. This reduction is a consequence
of stronger molecular interaction induced by the preseriaholesterol molecules. Comparing
this effect with observations in DLPC, the reductionofby 30 % is slightly smaller than in
DLPC where reductions by 50 % were observed at the same cholesterol fraction [76]. The
reason might be a tighter packing of cholesterol moleculeouble chain amphiphiles.

It is known that cholesterol interacts with alkyl chains eféare reports that cholesterol increases
the fluidity in the center of DMPC membranes while decreagingar the polar headgroup region
[77]. A dependency on the length and asymmetry of the alksdrchwas also found [78]. In the
present case, cholesterol has about 2/3 the length of,B;@nolecule. Its rigid steroid ring
is thought to restrain the free rotational motion of abo $egments of the surrounding lipid
molecules. Compared to biomembranes with lipids being asgtmc and longer, cholesterol
may be incorporated differently. Nevertheless, the mesasants show a similar influence of
cholesterol on diffusion. Apparently, the fluorescent g®do not detect a higher fluidity of the
inner alkyl groups, but rather the reduced mobility at thieaganpolar interface.

Comparing the results to earlier measurements, it is sgikihat in a majority of experimental
studies cholesterol was found to decrease the diffusiofficeat in phosphatidylcholine mem-
branes. Molecular Dynamics simulations support theserfgali The structural influence of
cholesterol seems to be independent of a possible phasgtimarthough it might induce one
in higher concentration. Thus, the structural influenceladlesterol on the molecular order in
membranes seems to be a rather universal feature.

There are other effects in artificial membranes that poggilaly a role in the correct description
of molecular motion. It is conceivable that a wobbling orwective motion of the bilayers as a
whole is important. As the lamellae are larger units — yetimmhobile — this possibility must be
taken into account. The time scale that these effects appesirould be much smaller than the one
for diffusion. It was also reported that molecules diffigsin nanostructured liquids show effects
of anomalous diffusion [79, 80, 81]. This can appear, fomegke, in the presence of coexisting
gel and fluid phases. It can also be found in binary solutidri3MPC/DSPC, as recent studies
using computer simulations and FCS experiments have iteti¢82].

In conclusion, the results show a reduction of molecular ifitpbn a simple surfactant/water
system induced by cholesterol at concentrations above 8 Be data helps to generalize the
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5.4. DISCUSSION

understanding of chemical interaction between choleksgd lipids, and thus, the principle of
the membrane order.
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Chapter 6

Conclusions

In the foregoing chapters, the microscopic method Fluamese Correlation Spectroscopy (FCS)
was used to examine liquid flow and molecular diffusion iniemments with different geome-
tries. The small observation volume of the microscope wasqa at defined positions inside
a microchannel. The velocity of the water stream could beméxad by observing fluorescent
molecules in low concentration. The flow profile was sucagsmeasured in a cross section
of the channel. Beforehand, the three-dimensional velatigtribution had been computed with
a simulation software based on the Finite Element MethodFE he experimental results are
consistent with the expected (quasi-)parabolic veloaitfiles.

Then, the problem of diffusion-limited mixing in microdeeis was approached. A Y-shaped mix-
ing channel was designed and produced. The FCS method pimbedcapable of detecting rel-
ative concentration differences with good precision iagtte channels. Again, CFD simulations
and the experimental measurements provided consisteitiisreEhe accuracy of the concentration
measurements was not ideal but can be enhanced by severa.méa goal of characterizing the
mixing properties of this specific channel was reached.

Despite the intended biochemical application, the expemisiin microchannels proceed on a
decidedly physical starting point. The microfluidic sintidas and experiments contribute to
develop accommodated reaction channels for future usethdtuexperiments on realizing an
enzymatic reaction inside the channel have been taken ufs challenging to find the right
conditions for reproducible reaction kinetics. Besides fimysical point of view, questions of
surface chemistry and other disciplines have to be takereiotount as well.

In the biological sciences, there is a demand to examineepsas in eukaryotic cells. These
processes are often based on mechanisms with only few nie¢erwolved. This requires to
build an optical system with a high spatial resolution areldénsitivity to observe single molecule
motion in a natural surrounding. By means of image analysisuld be demonstrated how the
diffusion coefficient of a microsphere can be determinedhffluorescent images. The principle
can be transferred to single molecule detection. Providatithe sensitivity and frame rates are
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chosen adequately, the diffusion coefficient can be detexthprecisely in a shorter time than
in FCS. It is desirable to extract the maximum informationtemt from the fluorescent images.
Different techniques can be realized for the purpose okingca molecule trajectory. There is a
fundamental difference between the software and the haeda@proach. The software solution
is based on image recognition of single fluorescent molecwAs long as the real time data are
two-dimensional, this method is restricted to the planehali the advantage though, that many
molecules can be tracked at the same time.

From the hardware side, there are two main ways to establialldng system. The first approach
relies on mechanical tracking by moving the support of threga. The second method needs
control of the laser beam by fast re-adjustment of two m&rdrhe principle is availed in laser
scanning microscopy, yet with a fixed scanning scheme. Batfs\whare the fact that the molecule
remains in the region of interest for as long as possible. ddwantage is that the molecule
is almost constantly excited during observation. This &satp measure real single molecules
parameters. The disadvantage of a tracking system ist tinaist be realized in three dimensions.
This is a challenge for the optical and the mechanical detestystem, which was pointed out in
section 4.4.1. A mechanical tracking system can only trakraolecule independently at a time.
The use of quantum dots instead of fluorescent moleculessadferomising way to address the
problem of photo degradation.

The chapter about surfactant/water emulsions can be regiaaparately from the experiments in
microstructures because it was an independent projectthée¢xperimental method and the inter-
pretation of the data are based on the preceding fundanfaatsl In the context of molecular mo-
tion, it is regarded as a straight forward way to focus on asfulay property when going to smaller
scales. The chapter deals with diffusion in systems formaagpstructures by self-assembly. It is
shown that cholesterol as a third component has a struatditaédnce on the molecular order. The
bilayer structure leads to a behavior that can be descripédd>dimensional diffusion in planes
rather than free diffusion in solution. Additionally, a nifield model equation for FCS was found
that leads to better results for the corresponding diffusimefficients. It will be useful in further
studies of randomly oriented lamellar media.

In environments that exhibit an intrinsic molecular stuwet additional phenomena come into ef-
fect. Perturbed motion of molecules is likely to be obselimedaterial that contain an anisotropic
molecular order. Especially, the effects of anomalousudifin have gained interest recently. It
is largely unknown to what extend these effects play a rolatimacellular mechanisms. Fluores-
cence Recovery After Photobleaching (FRAP) has often beed to examine these phenomena.
With FCS, anomalous diffusion can be observed e. g., by tiamiaf the focus diameter [2].
Recently, new developments have lowered the resolutioptiéa microscopes down 20 nm

[1, 83]. The microscope makes use of an method named STEDh(#3dted Emission Depletion).
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Higher resolution offers a way to depict cellular structuvehich were unaccessible otherwise.
Other researchers have taken an effort to increase thevoltahe. This allows to measure even
lower concentration down to the pM range [84]. Depending e dpplication, both concepts
expand the possibilites of fluorescence techniques. Apan these advancements, it is still
rewarding to continue working on methods for Single MoledDktection and analysis.
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Appendix A

List of manufacturers

e Chemicals
octadecyl Rhodamine B (R18)lavitrogen(Carlsbad, California)
Ci2E5 — SigmaAldrich(St. Louis, Missouri)

e Detectors and photon counting
beam analyzer LBA-7xxPC Spiricon(Logan, Utah)
CCD camera Cohu 4812CGohu(San Diego, California)
correlator ALV-5000 -ALV GmbH(Langen, Germany)
CMOS camera LogLux i5 CL Kamerawerk Dresde(Dresden, Germany)
multi channel scaler PMS 300Becker und Hickl GmbHBerlin, Germany)
photo diode SPCM-AQR 14 PerkinElmer(Kirkland, Canada)
photo diode SPCM-AQR 13 PerkinElmer(Kirkland, Canada)
frame grabber mvTITAN-CL -MatrixVision(Oppenweiler, Germany)

e Fluorimeter
FluoroMax 2 —Jobin Yvon Instruments S.A. IndNew Jersey)

e Lasers
Ar-lon BeamLok 2080 -Spectra Physic@Mountain View, California)
HeNe LGK 7786 P +asos(Jena, Germany)

e Liquid handling
Gastight 1750 syringesHamilton(Reno, Nevada)
syringe pump SP260pWorld Precision Instrument§arasota, Florida)

e Mechanical stages and plates
tubus system partskinos (Gottingen, Germany)
linear stages Newport(Irvine, California)
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Microscopes
ConfoCor 2 —Carl Zeiss(Jena, Germany)

Microfluidics

photo masks -GeSIM(GroRerkmannsdorf, Germany)

etching, bonding and microfluidic connectiofrraunhofer BioMO§Sankt Augustin, Ger-
many)

Objectives

C-Apochromat3x 1.2 W —Carl Zeiss(Jena, Germany)
Plan Neoflua63 x 1.4 Oil —Carl Zeiss(Jena, Germany)
Achromat40x 1.2 W —Carl Zeiss(Jena, Germany)

Optical filters, lenses, dichroic mirrors

dichroic mirror 540DRLPO2 -©mega Optica(Brattleboro, Vermont)
filters —AHF AnalysetechnikTlbingen , Germany)

neutral wedges Ltinos (Gottingen, Germany)

tubus lensf = 164.5 mm — Carl Zeiss(Jena, Germany)

Oscilloscope
Wavemaster 6000 LeCroy(Chestnut Ridge, New York)

Positioning

PZT sensor/servo module controller E-509.C3RI-Physik Instrumente GmbH & Co. KG
(Karlsruhe , Germany)

piezo amplifier module E-503.00 & Physik Instrumente GmbH & Co. K@arlsruhe,
Germany)

display module E-516.i3 Rl Physik Instrumente GmbH & Co. K&arlsruhe, Germany)
PIFOC P-721 focus nanopositioneP+Physik Instrumente GmbH & Co. K&arlsruhe,
Germany)

Software

GAMBIT (grid model) — Fluent Inc. (Lebanon, New Hampshire)
FLUENT (CFD simulation) — Fluent Inc. (Lebanon, New Hampshi
MPIlayer version 1.0rc1-4.0.2 — MPlayer Teanttp://www.mplayerhq.hu
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Appendix B

Publications and conference contributions

1. Pieper, Thorsten ; Svetlana Markova ; Masataka Kinjo tddiSuter ; Effect of cholesterol
on diffusion in surfactant bilayers ; submitted ; 2007

2. Pieper, Thorsten ; Svetlana Markova ; Masataka Kinjo (ddi€uter ; Comparative study
on the stabilizing effect of cholesterol on lamellar biles/e poster award ; EABS & BSJ
2006 Naha (Japan) ; 2006

3. Pieper, Thorsten ; Benjamin Greiner ; Harald P. Mathi®ni2D to 3D Molecule Tracking ;
poster presentation ; 4th International Workshop on SecenRrobe Microscopy Berlin ;
2003

4. Pieper, Thorsten ; Benjamin Greiner ; Harald P. Mathis ;\8@lecule Tracking ; poster
presentation ; Bunsen Tagung Kiel ; 2003

5. Pieper, Thorsten ; Benjamin Greiner ; Harald P. Mathis Miidecule Tracking ; short talk ;
annual DPG conference Dresden ; 2003

6. Mathis, Harald P. ; Benjamin Greiner ; Thorsten Piepelatiafly Resolved Realtime Single
Molecule Detection for Protein Dynamic Investigations sfgw presentation ; 295. WE
Heraeus Seminar Bad Honnef ; 2003
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