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1. IntrodutionIn reent deades, an ever-growing part of everyday proesses, suh as ommuniation ortrade proesses, has substantially been transformed by using omputers and networks fortheir administration. This trend is likely to ontinue in the 21st entury, as the potentialfor digitalised servies is still huge, be it in politial, ommerial, or health systems. It is,in many ases, only a seondary e�et of this development that almost every omputerisedproess leaves traes in the form of eletronially stored data. This data may detail whathas happened, when and where it has happened, who has been involved and so on. Theamount of data that a typial organisation stores is growing fast and demands speialtools to store and aess it e�iently. Even where data olletion has not been the endto whih omputerisation was the means, e�ient data storage is beoming an urgentdemand, for example for arhiving, but also inreasingly for legal and other reasons.It has long been reognised that suh data olletions an provide added value to theirowners, as they may re�et harateristis of the owners' business. Suh harateristisare not likely to be easily seen by humans inspeting the data, as the sheer amount ofdata is usually far too high. This has led to the development of algorithms and tools thatsupport data analysis in many di�erent ways. Data Mining is an often-used general termfor the disovery of hidden information in data. However, as was early reognised, thereis a lot of work involved in a omplete data mining projet that does not stritly belongto the analysis step. In fat, a proess of several distinguishable phases is needed. Thisproess is generally referred to by the term Knowledge Disovery in Databases (KDD).A broadly aepted de�nition of KDD was given by Fayyad et al. (1996):The KDD proess is the nontrivial proess of identifying valid, novel, po-tentially useful, and ultimately understandable patterns in data.Here, a pattern is an expression in some language desribing a subset of the data (or amodel appliable to that subset). The term Data Mining has ome to refer to a spei�phase in this proess, namely the phase where algorithms from the �elds of MahineLearning or statistis are applied to a dataset in order to extrat the patterns.While a lot of researh has been performed around this learning-based pattern extra-tion, fewer e�orts have been put to the rest of the KDD proess (an overview of thisproess is given in hapter 2). Most importantly, the olletion and preparation of therelevant data turns out to be a omplex and time-onsuming endeavour in many projets.The main reason why data has to be prepared is that the algorithms in the mining phaseannot usually be diretly applied to the �raw� data, in the form in whih it has beenolleted. This part of the proess, data preparation, is in the fous of this thesis, withoutnegleting its high interrelatedness with other phases. The overall aim of this work is to�nd out how both experiened analysts and beginners an be intensively supported bysoftware during this phase, while allowing a smooth integration with the other phases.1



1. IntrodutionCustomer Inome Gender ProdutGroup Amount10 30000 M Notebooks 80013 35000 F Mobiles 14013 35000 F MP3-Players 5013 35000 F CDs 20... ... ... ... ...Figure 1.1.: Example for redit ard transation data, in a representation that is suitablefor analysing typial transations, for example by a lustering algorithm. Transationsare haraterised by the type of produt bought, the amount of money spent, anddetails about the person who made the transation. Sine one person an make severaltransations, this introdues redundany.Good support for data preparation is highly needed, sine both deiding how to preparethe data, and performing the preparation, involves solving omplex problems. The fol-lowing setion disusses these problems in detail. Setion 1.2 then outlines the approahtaken in this work, and disusses how it solves or mitigates these problems. Setion 1.3provides an overview of the hapters of this thesis. Finally, setion 1.4 lists this author'spubliations that have been used in this thesis.1.1. Problem desriptionThe starting point for data preparation is a given olletion of strutured data, togetherwith some knowledge about what it represents. Colleting the data and knowledge aboutit is part of earlier phases in the overall KDD proess, see hapter 2. For data prepa-ration, it is ruial to understand that the data that one deides to use for knowledgedisovery has in most ases been stored for other purposes, in partiular supporting theoperational demands of the data-owning institution. To support these purposes, databaseadministrators employ tehniques to organise their data suh that e�ient retrieval ispossible, while at the same time redundant storage is avoided.For data mining, data must usually be organised in a di�erent way. Mining algorithms�nd patterns in a set of examples of a ertain phenomenon, where eah example mustdesribe the phenomenon in question as detailed as neessary to �nd useful patterns.Most mining algorithms require all examples to be in a single table. Figure 1.1 shows atable with data about redit ard transations. Suh a table might be used for analysingommon features of typial transations. However, the table exhibits some redundany;it violates the usual design priniples of relational databases (spei�ally, it violates theseond normal form, see setion 3.1.2). The institution that owns this data is unlikely tohave stored it in this format. Data miners all this format propositional, sine it is usedby propositional learning algorithms (among others), whih use some form of proposi-tional logi to represent subgroups in the data. Thus it is neessary, for most miningapproahes, to transform the data into this format, whih is alled propositionalisation(Knobbe, 2004). Propositionalisation often involves re-introduing redundany that hadbeen arefully removed by the database designers by splitting the data into separate2



1.1. Problem desriptionTable SalesInfo:ShopID ProdutID Week Sales12 430 1 1612 430 2 1512 430 3 18... ... ... ...13 5012 1 35... ... ... ...
Table SeasonInfo:Week Christmas SommerSale ...1 0 0 ...... ... ... ...30 0 1 ...... ... ... ...Figure 1.2.: Input data for the drug store appliation. The shop and produt IDs refer toadditional tables. The �Week� attribute of the �rst table refers to the same attributeof the seond table.tables.Data preparation involves muh more than integrating data into one table, though.Before explaining the main preparation issues in detail, an example will serve to illustratethem.1.1.1. Example KDD appliationThis example KDD projet on sales data has been realised by Stefan Rüping (Rüping,1999). While its data preparation part is not very omplex, it serves well to illustrate themain issues. Note that even this less omplex appliation took several months to develop.A larger KDD appliation is presented in hapter 5.The input data for this projet omes from a hain of drug stores. The stores sell alarge range of produts. For eah produt in eah drug store, the given data ontains thenumber of times it has been sold in a partiular week, for a two-year period. The goalof this projet was to predit the number of sales of ertain produts for the next week,given data from the last few weeks. Prediting this number is useful for reduing theamounts of a produt that have to be kept in stok. Due to the requirements of the drugstore hain, predition had to be done separately for eah partiular produt in everypartiular shop. Sine there is a large number of produts, and the drug store hain has 20di�erent stores, this amounts to a large number of individual appliations of the miningalgorithm. Therefore about 50 of the most interesting produts have been seleted. Thismeans that the same learning task had to be solved for 1000 di�erent seletions of dataof the same kind (i.e. having the same shema).The input data is organised in a typial star shema: one relation (table) holds theinformation about the stores, another one the information about the produts, whilea entral table keeps the sales information (number of times a produt has been sold)for eah produt, eah store and eah week. For the data analysis, mainly the entraltable is needed in this appliation, but an additional table has been introdued by thedata miner after a number of attempts to make useful preditions based on the entraltable alone had failed. For eah week in whih produts were sold, this additional tablespei�es whether di�erent seasonal events took plae, like bank holidays or seasonal sales.Figure 1.2 shows the input data for this appliation. 3



1. IntrodutionTable MiningData_Shop12_Produt430:SalesWeek1 SalesWeek2 SalesWeek3 Christmas SummerSale SalesLabel16 15 18 0 0 17... ... ... ... ... ...20 17 18 0 1 19... ... ... ... ... ...Figure 1.3.: Input data for the mining algorithm in the drug store appliation.The learning/mining algorithm that has been used is the support vetor mahine(SVM), see setion 7.2.5. For it to be appliable, the data must be represented as n-dimensional real vetors ~x P R
n. The vetors represent the examples from whih thepatterns are to be found. Eah vetor is given a label that represents what is to be pre-dited. Training the SVM on suh input will yield a funtion that an be used to preditthe label of other vetors of the same kind, for whih the label is not yet known.In the drug store appliation, the label to be predited is the sales information of theoming week, given some time point (the shop and produt are �xed for eah preditiontask, as noted above). Several ways of setting up the example vetors an be imagined.One might try to use the omplete sales data from before the given time point, or onlyparts of it. One might try to add information about the produt or the shop to eahvetor. The representation that turned out to be suessful, in terms of the ahievedmining results, built the vetors by moving a window over the past sales data. Any timewindow of n subsequent weeks an produe one example (one ombination of ~x andlabel), though in this appliation the time windows have been hosen so that they donot overlap. Further, for eah window, the information about whih seasonal event tookplae in the week whose sales are predited, is added to the vetor ~x (this information isavailable even for future weeks, sine bank holidays et. are �xed). Beause the vetorsmust use real numbers (a tehnial input requirement by the SVM algorithm), whetheror not an event takes plae is indiated by the numbers 1 and 0.Note, then, that some notion of time plays a partiular role in this appliation. Yet,learning algorithms have no understanding of time. This is why time must be enodedin the representation, in this ase using a �xed set of attributes for �xed-length timeperiods, the windows.Figure 1.3 shows the data representation that is needed in this appliation for applyingthe SVM; the �gure shows the input for only one of the 1000 learning tasks. In fat, thedata in �gure 1.3 is subjet to another data preparation step before the SVM is applied:all sales values are saled to the real interval r0..1s, whih is not a neessary tehnialrequirement of the SVM, but often useful for training an SVM. This is not shown forbetter readability.Figures 1.2 and 1.3 show the input and output of a partiular preparation proess. Itan be seen that the data representation is hanged and extended fundamentally betweenthe two �gures. The steps that are needed in this appliation example to reate adequateinput for the SVM are: seletion of the shop; seletion of the produt; moving a windowover the sales data for that produt and that shop, and olleting the ontents of all4



1.1. Problem desriptionwindows in a new representation; adding the seasonal information that is relevant foreah window; saling the integer numbers to the new range between 0 and 1. These �vesteps have to be arried out in the same manner for the 1000 di�erent ombinations ofshop and produt.This example illustrates the task of data preparation, whih an be stated as followsfor this work:Transform a given relational database to meet the tehnial input require-ments of a hosen mining algorithm, suh that the algorithm gives good results(�nds valid, novel, and potentially useful patterns).Note that this task desription assumes that the deision whih mining algorithm is tobe used has already been made. Sometimes several algorithms are tried, then the taskabove has to be solved for eah.One an imagine that the �rst part of the task, meeting the tehnial requirements,an be solved by automati approahes. A few attempts to do so have been made inthe literature, see setion 6.1.2. Essentially, these approahes are based on automatiplanning. The planning goal is given by the tehnial input requirements of the hosenmining algorithm. However, for real-world KDD projets, suh a planning goal is under-spei�ed: meeting the tehnial requirements is possible in many ways, as the restritionsthey impose on the input data format are not very strong. These restritions are listedin setion 2.1.3; they mainly involve a few data type onstraints, based on an abstratnotion of data type. Meeting these onstraints is in no way su�ient to guarantee thesuess of the mining algorithm.In other words, solving the seond part of the task desription above, namely hoosinga representation that makes the algorithm suessful, is muh more omplex (see alsosetion 2.1.3). It requires human expertise, and annot be automated urrently. Thespae of possible input data representations is too big to be searhed automatially, andno useful searh heuristis are known. For humans, the best heuristi is a ase-basedapproah, where the experiene gained from earlier projets helps to guide the proessin a new appliation. For example, the partiular way of dealing with time in the aboveappliation an be useful in other projets, too. It is one goal of this work to support thisase-based approah.In a sense, data preparation, as a part of knowledge disovery, an be ompared to soft-ware development. In software development, real-world requirements must be analysed�rst. They lead to a tehnial arhiteture for the software. The tehnial arhiteturedetermines the omponents of the software, and how they interat to ahieve the mainfuntionality. Speifying the omponents means to set up some tehnial requirementsthat the omponents must ful�l. But even realising the omponents, after they have beenspei�ed, involves human e�orts and annot be automated. Analogously, real-world goalsfor data analysis lead to the hoie of a general method of analysis, in partiular a miningalgorithm, but also lead to some ideas for �information omponents� on whih the analy-sis will be based. In the above example appliation, the information omponents are thetime windows and the information about seasonal events. Both in software developmentand in data analysis, only human experts are apable of �nding suh omponents. Buteven after their spei�ation, the way to realise them remains to be found by humans. 5



1. IntrodutionDeades of experiene in software development have led to a number of heuristis, oftenalled design patterns (Gamma et al., 1995), that an be used to guide programmers whenrealising the software omponents. To some extent, they may even provide guidelines forthe overall arhiteture. The design patterns are abstrations of solutions that have beenuseful in the past, and desribe their essene. The situation in knowledge disovery isnot yet as advaned: not many useful design patterns have been found so far, despitemany attempts to �nd orrelations between data sets, real-world analysis goals, andsuitable mahine learning algorithms for their solution. These attempts are disussed insetion 6.1.2. It turns out to be di�ult to desribe the essene of KDD solutions ingeneral terms, so that they an be transferred to new KDD problems.Therefore, this work identi�es a suitable level of abstration for the modelling of KDDsolutions. This will provide the means to ollet and desribe KDD solutions in a detailedway, and to identify re-ourring patterns, whih an be modelled in the same framework.In ontrast to the software engineering design patterns, solutions and patterns modelledin this way will be diretly exeutable, without the di�ult and error-prone proess ofimplementing an abstrat software pattern in atual software. Colletions of suh patternsand suessful solutions to KDD problems will make the experiene that was gatheredduring their reation aessible to the publi, and reusable by anyone. This will makedata mining and the preparation of data for it muh easier to perform, even for userswithout a strong bakground in the �eld, beause they an rely on approved solutionswhih are modelled at an intuitive level and are ease to use. This re-usage framework thusaddresses a larger audiene than design patterns, for whose deployment expert knowledgeis needed.But why is it atually a problem that data preparation annot be automated? Theanswer will be given in the following. The above appliation example helps to illustratethe main points.1.1.2. Data preparation problemsIt has been estimated (see (Pyle, 1999) and a 2003 KDnuggets poll1) that between 50 and
80 per ent of the time spent on a typial KDD projet are dediated to data preparation.The example above has illustrated the task, whose solution will be supported by theontributions of this thesis. Solving this task poses the following partiular problems.Exploration When developing a new KDD appliation, neither the mining algorithmnor the data representation that will give the best results are known beforehand.Several approahes usually have to be tried. Even in the example KDD projetabove, where the mining algorithm and the outline of its task were hosen early on,many options remain to be explored. As noted there, several ways of representingthe examples for learning an be imagined. Even after deiding for the window-based approah, the number of weeks for whih past data is used to predit thefuture (the number n above) is open. Whih kinds of seasonal events should beinluded for predition is also unlear. Predition ould be done for the followingweek given data for some weeks, but also for the week after that, depending on therequirements of the drug store hain. Note that any deision to hange one of these1http://www.kdnuggets.om/polls/2003/data_preparation.htm6



1.1. Problem desriptionoptions may involve hanging several parts of the preparation proess, not only theappliation of the mining algorithm.Complexity Data preparation proesses an be rather omplex, involving dozens of singletransformation steps (where the steps are in themselves not trivial, as will beomeapparent). Chapter 5 presents an example for a larger appliation. It has manysteps, and eah step produes a new, di�erent (intermediate) representation of theinput data. Keeping an overview of the many intermediate steps and their resultsis di�ult: on the one hand, the data to be analysed must be known very well,on the other hand, a high-level overview of how it an be used in relation to themining algorithm(s) must be kept.Eduation It was already mentioned that the best heuristi for human KDD developers,when exploring a new appliation, is to rely on their experiene about suessfulKDD projets from the past. But knowledge about past projets, and about whatwere the deisive fators that made them suessful, is easily and quikly lost, andis di�ult to transfer between humans. As noted above, suitable �design patterns�,an analogue from software engineering, hardly exist yet. Suh design patterns woulddesribe the essene of a number of previously developed, suessful solutions ofKDD problems (for example how to deal with time).Programming Early knowledge disovery projets had to rely on low-level program-ming to perform the required data transformations. Developing suh programs isexpensive in terms of human work e�orts, and typially results in a poorly dou-mented olletion of programs that are di�ult to maintain and di�ult to reuseon similar problems. Even simple tasks, like the saling of the values to r0..1s inthe appliation above, beome umbersome by having to repeat them many times.The exploration of several preparation options (see above) is very tedious indeedwith suh programs. Note also that in the example from setion 1.1.1, essentiallythe same task has to be solved 1000 times, but eah time on di�erent seletions ofthe data. Organising this in a typial data querying language like SQL is not easy.These problems have led to the development of a number of ommerial softwaretools that support various data transformations in a graphial way. However, asthis thesis will show, these tools still su�er from a number of shortomings; forexample, they do not represent the data in an adequate way, they do not allow torepresent many similar tasks in one model, and they typially o�er only a few typesof transformations that still leave the proess more omplex than it ould be.Large data sets Real-world KDD projets are usually fraught with the di�ulties ofproessing very large amounts of data. The mining algorithms typially have super-linear runtime, and their implementations are therefore usually not apable of pro-essing more data than �ts into main memory of the system that runs them. Yet,assembling and preparing the data for this step, as well as the produtive deploy-ment of learned results, requires the handling of muh larger amounts. This �rst ofall means that e�ient data storage is required, suggesting the use of informationsystems. Seondly, performing even simple transformations may onsume a lot of7



1. Introdutiontime, whih prohibits a style of development in whih every step in a omplex trans-formation has to be exeuted immediately, before further steps an be spei�ed.Unfortunately some data preparation tools enfore just this style of development.Similarly, low-level programming, error-prone as it tends to be, requires too manytest yles to be onvenient on large data sets.The present thesis provides analyses, and develops a framework with an implementedsystem, that help to solve or mitigate these problems. The following setion explains thegeneral approah.1.2. Overview of the approahThe overall goal of this work is to ease the work on data preparation in data miningfor human users. Therefore it examines how data preparation an be presented to usersin intuitive terms that desribe what is done using KDD-related voabulary. For exam-ple, some notion of time, or the idea of a label (see above), should be made expliit.Rather than having to use general-purpose devies, like programming languages, dataminers should be supported by software that diretly employs this voabulary. The termoneptual level is used for this desription level. It is ontrasted with a tehnial levelwhih does not use KDD-spei� onepts; for example, desribing a KDD proess inSQL would be loated at the tehnial level. Setion 2.2 disusses the two levels in moredetail.Any approah towards easing data preparation for humans must aount for the ex-plorative nature of data preparation, and should also address the other problems above.In partiular, reusing approved solutions developed by others should be supported, toaddress the problems listed under �eduation� above. This work presents an environment,alled MiningMart , that employs a oneptual level of KDD proess desriptions. It anbe used for the graphial modelling of KDD appliations, their organisation into sub-parts, their immediate exeution on relational databases, and their publiation and reusebased on an open metamodel. Figure 1.4 shows a sreenshot of the KDD projet fromsetion 1.1.1 above, as modelled in MiningMart. This appliation model represents thepreparation and mining for all 1000 learning tasks involved in that projet, whih an beexeuted by a single mouse lik.MiningMart addresses the problems listed above by the following measures.Providing a atalogue of transformation operators By providing a set of transforma-tion operators that solve standard tasks, the development of omplex data transfor-mations an be redued to ombining suh operators into direted ayli graphs,in whih eah operator proesses the output of the previous one(s). This avoidslow-level programming ompletely and frees users from having to learn any formallanguages. It also allows an intuitive graphial representation of the graphs. Theoperators are organised into groups aording to the mining-related preparationproblems they solve.Providing a atalogue of preparation solutions Based on the above referene list ofpreparation operators, models of omplete preparation proesses an be reated8



1.2. Overview of the approah

Figure 1.4.: The KDD appliation from setion 1.1.1 in MiningMart.and published. Then proesses that have been suessfully used in KDD applia-tions an be shared among experts, an be diretly re-used on di�erent data sets,and an be used to eduate new KDD analysts. A entral web portal for publishingand downloading these proesses has been set up. This web-based repository ofKDD solutions an help to redue the time needed for �nding solutions to KDDproblems, by providing examples of solutions that have worked previously. Fun-tionality that supports re-using suh solutions is inluded in MiningMart. Further,among the omplete proesses for whole appliations, subproesses an be identi-�ed that solve typial subproblems in data preparation, and that an be publishedseparately as templates for those subproblems. These templates an be identi�edmanually, but an automati method of disovering them in a olletion of ompletesolutions is also presented. The templates go beyond design patterns from softwareengineering (see above), sine they are diretly exeutable, and an be reused with-out a strong bakground in programming. All these aims, whih are related to the�eduation� problem above, ould not be ahieved previously due to the lak of aommon model for KDD appliations.Providing a suitable abstrat data model Publishing preparation solutions is of littleuse if the data that they have been applied to is not also desribed. Publishing thedata itself is undesirable, but publishing a model of the data shema is su�ient.9



1. IntrodutionThis work employs an abstrat data model that is suitable for this purpose. Havingsuh a model has other advantages. It allows to abstrat from the given data andto use a view on it that is more oriented towards the tasks to be solved (althoughthe abstration should not be too high, as a data miner must know their datawell). The spei�ation of the preparation operators disussed above an be givenin terms of this data model, making the operators appliable to any tehnial datasoure as soon as the latter is mapped into the abstrat model. Thus a hain ofoperators beomes easily reusable by simply mapping the model of its input datato a new data soure. The results of eah appliation of a transformation operatorare automatially doumented. Further, using an abstrat data model moves themany intermediate data sets that are reated in a typial preparation proess intothe fous. These data sets are important artifats of the KDD proess, as they areexellent soures of information, or interfaes, for planning the further developmentof a preparation solution, or integrating additional tools or analyses (like datavisualisation methods). One requirement that the abstrat data model must ful�ltherefore is the ability to struture these data sets, so that the user an keep a learoverview of them. This addresses the �omplexity� problem above.Speeding up development Developing a preparation solution onsumes expensive hu-man time, while performing the atual data proessing onsumes heap omputertime. MiningMart provides means to speed up development, and to redue the num-ber of test yles during the development of a new KDD appliation. The lattermitigates the problem of handling large data sets. One of the ways to ahieve theformer is pseudo-parallel proessing: a proess is modelled one but an be exeutedon a number of idential tables. In the drug store sales analysis example above, thismeans that 1000 learning tasks are hidden behind one �oneptual� model of theKDD proess they have in ommon; the system ontrols the many data sets in-volved, so that users an onentrate on modelling. This also serves to redue theomplexity of the task.Proessing data in an information system Information systems have been developedover deades towards powerful data storage systems. In most KDD appliationsthe data to be analysed is initially stored inside a (often relational) database,anyway. MiningMart thus exploits the e�ient data storage apabilities of suhsystems, avoiding the need introdued by many KDD tools to transfer data toother systems.Easing doumentation Representing the data transformation operators, as well as thedata models they operate on, expliitly is in itself a muh better doumentationthan an be provided by low-level programming ode. The main reason is thatthese expliit elements are loated at di�erent levels of abstration: the parametersof the operators, the operators themselves, the subproesses, and the proesses anbe seen to form a hierarhy, whose expliit representation allows top-down brows-ing of a KDD appliation model. These levels are re�eted in the KDD system,but also in the web repository. Additionally, all elements of these levels are dou-mentable by free text annotations. Finally, publishing bakground information on10



1.3. Overview of this thesisthe purposes, goals, and ahievements of eah KDD appliation that is available inthe web repository is supported.The general MiningMart approah has been outlined in (Kietz et al., 2000; Kietz et al.,2001; Morik & Sholz, 2004) and (Euler, 2005d). MiningMart is based on a delarativemetamodel, to be explained in setion 6.3, whih has �rst been doumented in (Moriket al., 2001) and later in (Sholz & Euler, 2002). A sketh of the major omponents ofthe MiningMart framework is given in �gure 6.1 on page 97.The MiningMart system is ompared to other KDD tools in this work, based on thefollowing ontribution.Enabling objetive omparisons of KDD tools Having spei�ed a atalogue of prepa-ration operators allows to ompare di�erent software pakages that are designedfor KDD appliations with respet to the extent to whih they support these op-erators. Detailed omparisons of suh software tools are very useful for institutionsthat would like to start KDD projets, in order to �nd the produt that mathestheir partiular requirements best. However, for an in-depth omparison, the avail-able operators are not the only riterion. Chapter 8 of this thesis develops not onlyfurther, more detailed riteria for KDD tools, but also presents a methodology bywhih these riteria an be derived and evaluated objetively. The methodology isappliable to other types of software produts as well, and is adaptable to di�erentevaluation purposes.1.3. Overview of this thesisThis thesis �rst gives some bakground on the knowledge disovery proess, followingan informal, but widely aepted terminology standard, in hapter 2. The hapter in-trodues many notions and spei� problems that are addressed in subsequent hapters.It argues that support for KDD, like for other appliation domains, is best given at a�oneptual� desription level, whih uses the onepts and ideas of KDD rather thangeneral-purpose notions. The following hapters demonstrate how suh a oneptual sup-port an be ahieved.Chapter 3 hooses a oneptual data model for strutured data that is tailored to-wards the spei� needs of knowledge disovery. The hapter begins with a de�nitionof physial, logial and semanti data models. The relational data model is identi�ed asbeing still the most ommon tehnial-level model that represents input data for KDD.An entity-relationship model is found to be a suitable oneptual-level data model, bylisting semanti notions (abstrations) that must be supported for KDD. The hapterends by disussing the role of data types and data harateristis.Chapter 4 then examines the data proessing parts of a KDD proess, in partiulardata preparation. Based on an analysis of the major preparation tasks that are neededfor KDD, it explains the notion of a preparation operator. A omprehensive list of datapreparation operators, together with their role for the preparation for mining, is given inappendix A. The operators are spei�ed using the oneptual data model from hapter 3.The set of operators is divided into groups aording to whih mining-related preparationpurpose they serve. The data model from hapter 3, and the proess model presented in11



1. Introdutionthis hapter, are established as two dual views on the preparation proess. Control of theproess an be exeuted from either view, but together they provide more informationand �exibility to the user than eah alone.These theoretial hapters are followed by an illustration of their basi onepts usinga model KDD appliation, in hapter 5. The model appliation is based on two real-world appliations and involves rather omplex data preparations. The hapter explainsthe appliation in terms of the two dual oneptual views; this level of desription anbe ontrasted with the tehnial realisation of the model appliation, whih is given inappendix D.Chapter 6 introdues the MiningMart environment, whih supports the two dual on-eptual views on the KDD proess, based on a metamodel for modelling KDD proesses.A publi repository of suh proess models is presented, whih serves as a knowledgeportal to KDD users, enabling the �ow of knowledge between experts in the �eld andfrom experts to inexperiened users. The hapter disusses the entral issues of reuse andadaptation of KDD proess models. The hapter also introdues templates for solutionsto typial, small data preparation problems; these templates are also published in therepository. Appendix B lists many templates developed for this work. They provide apubli, modular olletion of reipes for solving typial preparation tasks for KDD. Amethod for disovering suh templates automatially is also presented in hapter 6.Chapter 7 provides a more tehnial desription of how ertain parts of MiningMarthave been implemented by the author. The implementations onern mainly the datamodel (setion 7.1), but also some important operators (setion 7.2). Besides these majorsystem parts, further funtionality has been added by the author, based on the analy-ses from previous hapters. In partiular, the model appliation, the requirements forreusability from hapter 6, and a number of evaluation riteria from hapter 8 sug-gested ertain additions that will be desribed. This inludes measures that support theexeution-independent development and the diret reuse of data and proess models.Chapter 8 uses the insights from the previous hapters, as well as pratial experienesmade implementing the model KDD appliation, to develop detailed riteria for theevaluation of KDD software tools, with a fous on data proessing. The methodology foridentifying these riteria is presented. It allows to tailor the evaluation towards di�erentpurposes or audienes. The riteria are used to evaluate a number of KDD tools, whihexempli�es the pratial appliability of the methodology.Eah of the above hapters ontains a summary with the main arguments that areneeded to follow the overall work.Finally, hapter 9 summarises this thesis, outlines its ontributions, and disusses openissues for future work.1.4. PubliationsParts of this thesis have already been published in journals, onferene proeedings andas tehnial reports. This previously published work is listed in the following.A brief overview of the MiningMart approah (hapter 6) has been given in (Euleret al., 2003), whih is joint work with Katharina Morik and Martin Sholz. The authorof this thesis ontributed 33% to this paper.12



1.4. PubliationsWork on the data model (hapter 3) was preeded by the paper (Euler & Sholz, 2004),whih disusses using ontologies for MiningMart. This paper was joint work with MartinSholz to whih the author ontributed 50%.The model appliation from hapter 5 has been brie�y presented in (Euler, 2005b), andalso (Euler, 2005d). The latter paper mainly provides the presentation of the MiningMartweb repository as a knowledge platform. Chapter 6 is based on it.The preparation operators presented in hapter 4 and appendix A are a more detailedversion of (Euler, 2005). A slightly modi�ed version of that paper has been publishedin a journal (Euler, 2006).The software omparison methodology (hapter 8) has been published in (Euler, 2005a),inluding the evaluation of KDD software tools.Using the support vetor mahine for feature seletion, as disussed in setion 7.2.5,has been doumented in the tehnial report (Euler, 2002a).The MiningMart meta model M4, disussed in setion 6.3, is doumented in the teh-nial report (Sholz & Euler, 2002), whih was joint work with Martin Sholz to whihthe author of this thesis ontributed 50%.Two other tehnial reports by this author whih are related to the work in this thesis,though not used in the thesis as suh, are (Euler, 2002b) and (Euler, 2002).
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2. Knowledge Disovery in DatabasesThis hapter sets the framework for the subsequent disussions by introduing the KDDproess aording to an informal, yet well-known standard. It has long been reognisedthat several phases of the proess an usefully be distinguished. The early oneptions ofthese phases (for a brief but lear overview see (Gaul & Sauberlih, 1999)) were rathersimilar to eah other and evolved quite naturally into the Crisp-Dm standard (Chapmanet al., 2000), whih has established a ommon terminology. This standard is presentedin setion 2.1. Setion 2.2 then presents the notion of desribing a KDD proess at twodi�erent levels, a tehnial and a oneptual, task-oriented one. The onnetion betweenthe two levels is explored in subsequent hapters.2.1. Overview of the KDD proessA omplete KDD proess onsists of muh more than just the appliation of learningalgorithms to data. The various tasks around data analysis an be assigned to di�erentphases of the proess, whih provides a good oneptual overview of KDD, though it doesnot imply that there are no interdependenies between the phases. The ross-industrystandard Crisp-Dm (see (Chapman et al., 2000)) is the most established oneptualisa-tion of the KDD proess that also provides a ommon terminology, and it will be usedhere to introdue basi onepts around KDD.In Crisp-Dm, a number of generi tasks is de�ned that need to be solved duringmost KDD projets. The generi tasks are intended to be general enough to over allpossible situations in the KDD proess. They are ategorised into six phases that makeup the proess; while there is a natural sequene for these phases, a typial projet willexperiene baktraking and reviewing earlier phases in the light of intermediate results.The phases form the top level in this hierarhial proess model; the generi tasks formthe seond level. At a third level, the generi tasks are spei�ed and detailed aording tothe data mining ontext, that is, the given situation (for example the appliation domain,the type of mining problem et.). Finally, the fourth level reords the details of a onreteproess instane.The following subsetions desribe the six phases of the KDD proess. The desriptiondraws on Crisp-Dm (Chapman et al., 2000) and (Pyle, 1999). While a lot of details areomitted, what follows will provide an understanding of the ontext in whih this work isplaed. Other general introdutions to KDD inlude (Witten & Frank, 2000).2.1.1. Business understandingThis phase might more generally be alled �Appliation understanding�, as this proessmodel is not restrited to business projets. In this phase, the most important task is to14



2.1. Overview of the KDD proessidentify the goals of the projet in terms of the appliation domain or the end-users of theKDD results. In a health-related projet, suh a goal might be to understand the mainfators a�eting the suess of a treatment of a partiular disease. While the disussionin this phase should be non-tehnial, a lear understanding of what is to be ahievedis needed. In partiular, suess riteria must be established. Further, a detailed projetplan that lists the resoures, requirements, risks, osts and possible bene�ts of the projetshould be made.The purpose of this phase is to provide the data analysts with an understanding ofthe bakground of the KDD appliation. A ommon danger in data analysis is to �nd apattern that is already known to domain experts, as suh patterns often omprise oarserelationships in the data that show up easily (Morik et al., 2005). If this happens, timeand e�ort are wasted unfruitfully. To avoid it is only possible with a good understandingof the domain and of the questions that the data owners would like to have answered.A simple example of diretly addressing the needs of the data owners is to use miningto maximise the return on investment (ROI) in businesses, as modelled by a (heuristi)funtion (Ling et al., 2005; Singh et al., 2005).Reently, Pehenizkiy et al. (2005) have attempted to support the identi�ation ofrelevant issues in this phase by adapting frameworks from the �eld of Information Systemsthat relate tehnial systems to their organisational and external environments. Theirwork is preliminary and has provided only rather super�ial models so far. But theysuggest lines of further researh, in partiular to examine the key fators of suessfuluse of data mining systems. Some experiene-based ideas on these fators an be found in(Hermiz, 1999) and (Coppok, 2003). Both these authors point out that there exist manydata analysis-related problems to whih data mining is not the appropriate solution. Buteven if it is appropriate, there is a danger of gaining insights that are not ationable in thegiven organisation. In suh ases, the solutions to the data mining tasks that were foundannot be translated, for some reason, into ations that help to ahieve the overall goalof the institution (see also Piatetsky-Shapiro in Wu et al. (2003)). This highlights theneed for involving the organisational environment in planning a KDD projet. Coppok(2003) stresses that this is often a ommuniation problem between tehnial and businessexperts; but similar problems an also our between di�erent groups of tehnial experts,as vividly desribed by (Freeman & Melli, 2005). One remedy suggested by Kohavi et al.(2004) is to present preliminary analysis results to the business experts in order to gain aommon understanding (based on onrete material) of what ould and should be done.Additional material about this phase an be found in (Pyle, 1999).2.1.2. Data understandingWith a �rm bakground about the appliation at hand, the available data olletionsshould be examined. Beause the data is often olleted for other purposes than knowl-edge disovery (see the introdution to this hapter), simply aessing and assembling thedata may be a nontrivial, time-onsuming task, depending on the sizes of data sets, theway they are distributed in the organisation, and privay or seurity issues. Usually, datafrom di�erent omputer systems, olleted at di�erent times in various formats, must bebrought together. Often the data is opied to a entral site, a Data Warehouse (Inmon,1996; Meyer & Cannon, 1998), whih provides a regularly updated, stati snapshot of15



2. Knowledge Disovery in Databasesthe dynami operational data. Suh data warehouses are not only used for KDD, but formany di�erent kinds of analysis. However, in an inreasing number of institutions, datasets with the same or a similar struture exist at several loations, for example in theindividual stores of a supermarket hain. In these ases it may make sense to mine thedata sets loally and ombine the results. This is referred to as Distributed Data Mining .A good introdution is (Park & Kargupta, 2002).It is ommon to desribe data sets as olletions of tables whih eah have a numberof olumns. However, not all data sets easily allow this representation; for example, log�les of web servers need extensive proessing before (the relevant parts of) their ontentsan be represented as tables. A sub-disipline of KDD alled Web Mining has emerged todeal with suh data (see for example (Kosala & Blokeel, 2000)). But even when the datais available in tables, there is often a lot of further proessing needed to allow automatedanalysis. This is the subjet of the next phase in the KDD proess, data preparation,and of the following hapters.Data understanding involves more than the assembly of data, though. A desriptionof the tables and their attributes is needed that inludes
• the quantity of data (number of rows for eah table);
• the meaning, or ontent desription, of eah of the attributes, whose names areoften rypti;
• the data type of eah attribute (strings, numbers, dates, times, texts, media �lesand other types may our);
• statistial information about eah attribute, suh as whih di�erent values it takes,how they are distributed, what the minimum, maximum, mean or median valuesare (if appliable), possible orrelations with or dependenies on other attributes,and so on;
• information about the quality of the data, that is, whether the olletion proesswas reliable, or whether �gaps� our in the data (alled missing values), and howthey are represented;
• information about the integrity of the data, for example, whether di�erent tablesan be linked via key relationships;
• information about the ompleteness of the data, that is, to what extent all avail-able data ould be olleted, and whether the available data may be onsideredrepresentative of the population of entities that it desribes;
• information about any known regularities or dependenies in the data, whih isoften based on prior (bakground) knowledge; for example, one an expet thatdata about vehiles would not ontain an odd number of wheels, so that any suhentries an be suspeted to be errors;
• and any other information that desribes the data as it is and serves to judge itsrelevane for the projet, or to highlight �unreliable� or poorly understood parts ofthe data.16



2.1. Overview of the KDD proessSpei� attributes must not have missing or empty valuesSpei� attributes must be realised as real numbersOnly ontinuous or only disrete attributes are aeptedDisrete attributes must be realised as sets of boolean attributesNot more than N values of disrete attributes are aeptedOnly 2 lasses (2 distint values for the label attribute) an be usedContinuous attributes must be normalised to the same/a given rangeKey attributes are not aepted as part of the representationOnly one data table is aeptedTable 2.1.: Possible input requirements of mining algorithms (after (Kietz et al., 2000)).In other words, in this phase the data is made aessible for knowledge disovery,and basi information pertaining to it is olleted and should be doumented. Many ofthese issues have already been solved if the data-owning institution has reated a datawarehouse. In these ases data understanding beomes muh easier. It an be furthersimpli�ed by using graphial visualisations of various data properties.The purpose of olleting the above information is to translate the business goals, whihwere stated in the previous phase in terms of the appliation, to tehnial goals. This is avery di�ult task that requires muh expertise in data mining, and muh ommuniationwith the appliation experts (Kohavi et al., 2004). The goal is a �rst projet plan thatdesribes how to prepare the data and perform the analysis in the following phases. Thisplan would inlude the type of data mining problem that is going to be solved (see themining phase, 2.1.4), and the hoie of one or more supporting software tools; hapter 8deals with tool seletion riteria. Based on this plan, a �rst justi�ation for the likelihoodof suess for the projet an be given. However, suh a plan must be onsidered tentative,as it is likely that insights from later phases will lead to some revisions.2.1.3. Data preparationThe previous phases an be said to prepare the data analyst. The data itself, afterassembly, is very likely to also need further preparation for a number of reasons:
• Tehnial requirements of mining algorithms: As noted in the introdution, datamining algorithms impose restritions on the input data, suh as aepting onlyontinuous attributes (see setion 3.3.1 about data types), or requiring the samesale for all ontinuous attributes. Table 2.1, adapted from (Kietz et al., 2000), listspossible input requirements of mining algorithms.
• Introduing bakground knowledge: Often, information that is not yet aptured inthe data an be added to ease the task for the mining algorithm (for mining, see thefollowing phase). For example, a person's birthday an be used to ompute theirurrent age or even, more abstratly, their age group aording to some bakgroundriteria. 17



2. Knowledge Disovery in Databases
• Removing bakground knowledge: Contrasting with the previous point, it may alsomake sense to remove patterns from the data that are already known and are likelyto distrat the mining algorithm from more subtle, new patterns. An example is toremove trends from time series data.
• Controlling the proess: Some mining algorithms internally hange the data. For ex-ample, some deision tree algorithms (e.g. (Quinlan, 1993)) internally group valuesof disrete attributes. It is usually preferable to ontrol suh hanges by performingthem expliitly beforehand; at least, this should inrease the understandability ofthe mining result.
• Exposing information ontent: Mining an be signi�antly sped up if only relevantparts of the data are used. Some attributes may be redundant and an be removed,whih is alled feature seletion; here, some automati methods are available (Liu& Motoda, 1998). In ontrast, feature onstrution attempts to onstrut new at-tributes based on the given ones, with the aim of making some �hidden� informationdiretly available to the mining algorithm. This is disussed further below.
• Changing the data organisation: Exept for multirelational learning algorithms (seee.g. (Wrobel, 1997; Muggleton, 1995; Knobbe, 2004)), most mining algorithms ex-pet the data in a single table. This may require joining di�erent data tables intoone, a proess alled propositionalisation in the ontext of data mining (Knobbeet al., 2001); it is known to be an e�etive way of gathering information from morethan one table into one, for mining purposes (Krogel et al., 2003). Many proposi-tionalisation approahes automatially add olumns with information from othertables to one entral table whih is then used for mining. However, suh automatiapproahes do not sale well to omplex and large databases. A areful manualseletion of olumns to be added is required in suh ases.Reords of this single propositionalised table often have to be organised in a spe-i� way. For example, in assoiation rule mining, a transation table is expeted(Agrawal et al., 1993). Another example is learning from time series, where a seriesof windows (fragments from the original series), instead of the given series of singlevalues, may be needed to enable mining (ompare setion 1.1.1).
• Cleaning the data: As was mentioned before, the data may ontain gaps due tothe way it was olleted. It is important to distinguish between empty and missingvalues (Pyle, 1999). Empty values represent absene of a feature, suh as a non-existing driving liense for underaged persons. Missing values are gaps that ouldhave been �lled, suh as sensor data that is not olleted due to malfuntioning ofthe sensor. Empty and missing values usually have to be removed or �lled, as manymining algorithms annot deal with them. Further, errors (like typing errors) fromthe storage proess may have to be orreted, and outliers (reords with extremeor rarely ourring values) should be taken are of. These tasks are frequently inthemselves the subjet of data mining projets (e.g. in (Loureiro et al., 2005)).
• Sampling the data: Large data sets an pose a signi�ant performane hallengeboth for preparation and mining. It may be neessary to redue the amount of18



2.1. Overview of the KDD proessdata used for analysis, but this has to be done without skewing the representative-ness of the data, if possible. A omprehensive overview of sampling approahes forknowledge disovery is given by Sholz (2007).
• Aounting for tehnial onstraints: The tools whih are used expet the data ina spei� format that may have to be reated. These tehnial requirements stemfrom the tools that are used, not from the mining algorithms as suh.Most of these reasons for preparing the data are unique to KDD (or data analysis ingeneral), i.e. they are not given in other appliation areas where data transformationsare employed (disussed in setion 4.1). Data leaning is an exeption, it is an issue thatis also often solved for building a data warehouse, for example.As explained in hapter 1, most data mining algorithms use a propositional data for-mat, in whih the examples that the algorithm learns from are given in a feature-basedrepresentation, eah example taking a partiular value for eah feature. This format isalso alled attribute-value format, and this work, with its fous on data preparation,mainly uses the term attribute instead of feature, though the latter is more ommon inthe mahine learning literature.Some of the above problems, like introduing bakground knowledge or exposing in-formation ontent, are usually solved by feature onstrution, i.e. by introduing newattributes/features that are not present in the original data, but ontain the added infor-mation. In a typial KDD appliation, many important features are onstruted manually,and this is a major part of the preparation proess. Spei� operators for it are given inthis work, see setion A.5. Automati feature onstrution methods also exist and mayomplement the manual preparation (Liu & Motoda, 1998).With this bakground, the following high-level preparation tasks have been identi�edin this work. In a typial KDD appliation, some or all of these tasks may have to besolved. Chapter 4 introdues a number of basi operations (data transformations) foreah task whih an be used to solve it.Data redution Often the data may have to be redued beause the hosen miningalgorithm does not sale to the available amounts of data. Besides random seletion(sampling) and seletion based on data properties, the aggregation of data an beuseful. Aggregation hanges the level of detail of the information in the data, forexample by omputing a monthly average for daily amounts, whih would reduethe amount of data by a fator of 30.Propositionalisation This is the task of integrating data spread over several tables, toallow the appliation of a learner that requires a single data table as input. Seesetion 1.1.Changing the organisation In many appliations it is neessary to hange the represen-tation of the data rather fundamentally, as exempli�ed in the example appliationin setion 1.1.1. This often involves introduing attributes, i.e. metadata (shema-level elements), based on values of a di�erent attribute, i.e. based on data (instane-level elements), and/or vie versa. In other words, the way the data is organised ishanged. 19



2. Knowledge Disovery in DatabasesData leaning See above.Feature onstrution As explained above, new information or new representations ofgiven information are often essential to allow learning. Numeri data may be dis-retised or saled to a new range, or new attributes may be omputed in manydi�erent ways from given attributes. The term feature onstrution is used here tobe onsistent with the mahine learning literature, although attribute onstrutionould be used as well.These tasks may help to struture a omplex preparation proess. For example, dataredution should be among the �rst tasks to be addressed in suh a proess, sine itmay redue the time required to exeute the following tasks. Propositionalisation maybe another task to be solved early, as well as reating the required organisation of thedata. Feature onstrution an then be among the last issues to be addressed.At the heart of the KDD proess, in the mining phase, lies a mahine learning algorithm(the terms learning and mining are often used synonymously, also in this work; the termmodelling is also used in the literature, but is used in this work to refer to the reation ofdata or proess models). Data preparation hanges the representation of the data, thusfollowing the fundamental insight from mahine learning researh that the representationof examples to learn from has often more impat on the quality of results than the learningalgorithm itself (e.g., (Langley & Simon, 1995; Morik, 2000)).The data preparation phase is in the fous of the present work. As mentioned in theintrodution, it is also very often the most time-onsuming phase in the KDD proess,onsuming between 50 and 80% of the overall time, aording to (Pyle, 1999) and a2003 KDnuggets poll1. Chapter 4 refers to the tasks above and introdues spei� datatransformations that an be applied to solve them.2.1.4. MiningOne the data is prepared, a mining algorithm an be applied to it. Crisp-Dm di�eren-tiates between the following mining problem types, of whih several an be ombined ina KDD projet:
• Segmentation (more often alled lustering), the division of a data set into mean-ingful or signi�antly di�erent subsets;
• Conept desription, the derivation of an understandable desription of (a subsetof) the data. Disovering an interesting subset of the data in the �rst plae, beforedesribing it, is alled subgroup disovery ;
• Dependeny analysis, the searh for signi�ant dependenies between data items,or between events represented by the data;
• Classi�ation, the assignment of lass labels to unlabelled data, based on a modelbuilt from labelled data;1http://www.kdnuggets.om/polls/2003/data_preparation.htm20



2.1. Overview of the KDD proess
• Predition, also alled regression, the assignment of a predited, ontinuous valueto data, based on a model built from data where this value is available.Crisp-Dm also mentions data desription and summarisation as a data mining problemtype, but assigns it to the data understanding phase beause it is seen as preparatory tothe atual mining; hene, statistial and visualisation tehniques are used to address thistype. More sophistiated methods, suh as the disovery of rules to desribe patternsin the data (e.g. (Münstermann, 2002)), are seen as onept desriptions. Learning instrutured output spaes, like learning parse trees for natural language sentenes, hasreently been redued to lassi�ation (using many possible lass labels, for example onefor eah possible parse tree given an input sentene), by using a joint representation forinput and output and learning a disriminator funtion that returns one label, given theinput (Tsohantaridis et al., 2005).Segmentation, onept desription and dependeny analysis are alled desriptive min-ing tasks; lassi�ation and regression are preditive tasks.For eah problem type, a number of mahine learning algorithms exist that automatethe task. For this work, not muh about these algorithms, nor further details about theproblem types, needs to be known. Introdutory material an be found in many textbooksfrom mahine learning and data mining, inluding (Mithell, 1997) or (Witten & Frank,2000). Nevertheless, there are some important issues to be aware of in the ontext of thiswork.
• Seleting a problem type and mahine learning algorithm determines only the teh-nial requirements on the data representation that is used as input for mining. Otheraspets mentioned in setion 2.1.3 remain open. This is why data preparation is anexplorative proess, as mentioned in the introdution.
• Most mahine learning algorithms have superlinear runtime omplexities, whihrestrits the amount of data that an be used for training the models. For manyalgorithms, training set sizes beyond main memory apaities are ruled out, thoughspei� implementations to work on databases have been reated for some settings(e.g. (Münstermann, 2002)). Often this restrition introdues the need for dataredution (see the data preparation phase).
• For the tasks of lassi�ation and regression, two sets of labelled data are needed:one for training the model and one for ontrolling its generalisation performane(to avoid the so-alled over�tting). These sets are alled training set and test set.The label represents the lass or the amount to be predited. Aquiring labels anbe expensive, but the two sets must be big enough to be representative of theunderlying population. For data preparation it is important to note that both setsmust be prepared in exatly the same way.
• For lassi�ation and regression, all the unlabelled data that is not used for trainingand testing has to be prepared in rather the same way as the labelled data, if it isto be used during deployment (deployment is explained in setion 2.1.6). It wouldnot make sense to train a model on one representation and have it make preditionsbased on a di�erent representation. For training, the data set size is often simply21



2. Knowledge Disovery in Databasesadjusted to the available main memory. But for deployment, the size of the dataset poses a signi�ant performane hallenge on the data preparation phase, if,as is typial, the unlabelled part of the data set is large. For example, to preditmarketing response behaviour of ustomers, a ompany with millions of ustomersmay use only the data of some tens of thousands of ustomers for training, butthen apply the model to all its ustomers. Thus all ustomer data goes through thepreparation proess.
• The tasks that need to be solved in the mining phase, whih inlude training, testingand the tuning of ertain algorithm-dependent parameters, an lead to omplexexperiments with nested appliations of basi operations (Mierswa et al., 2003).Adequate support must be given to the user for suh experiments; see setion 4.5.
• Some mining algorithms allow, or even require, some post-mining operations, suhas pruning of a deision tree or a rule set. Sine these operations onern the learnedmodel rather than the data sets, they are assigned to the mining phase in this work.Though in some literature a spei� post-proessing phase is introdued as part ofthe KDD proess, in this work, the term �post-proessing� is used to refer to dataproessing that follows the mining phase (see setion 2.1.6), while �preparation� or�pre-proessing� preede mining.
• In distributed mining settings, speial algorithms may be applied that ombineloally learned models. Assuming homogeneous data shemas at eah loal site, thisrequires to prepare the data at eah site in exatly the same way before learningloally. Thus it makes sense to de�ne the preparation proess one and apply itseveral times. Chapter 6 desribes how this an be ahieved.2.1.5. EvaluationIn the previous phase, the evaluation of the learned model using a test set or othermeasurable riteria serves to re�ne the model until a satisfatory quality is ahieved.However, in Crisp-Dm, there is an extra evaluation phase whose subjet is the wholeproess so far. Eah phase of the proess o�ers a lot of options, so a lot of deisions mustbe made during a KDD projet. In the light of the mining results ahieved so far, thosedeisions should be reviewed. Eah phase provides new insights into the data and newideas about what ould be mined. It may now be desirable to repeat some parts of theproess with modi�ations. Also, the results so far should be doumented, inluding thesteps that led to them.2.1.6. DeploymentIn the �nal phase, the data mining results are mapped bak to the original goals andobjetives set out in the �rst phase. Beause often the objetives are to improve operationsand proesses that the data owning organisation performs, this means to integrate theresults into existing work �ows. This is a nontrivial endeavour whih should be inludedinto the projet plans from the outset.22



2.2. Two levels of KDD desriptionsWhen the mining problem was desriptive, its results are new insights into the entitiesrepresented by the data that was analysed. Deployment may here be limited to thereation of a report for the management of the organisation, who an deide about newpoliies for the operational proesses of the organisation. For example, the physiians ofa lini may hange or implement ertain treatment proedures after KDD has identi�edproblemati patient subgroups. This kind of deployment of mining results is beyond thesope of KDD.When the mining problem was preditive, one of its results is a funtion that preditslabels for new, unlabelled data. The main deployment ation is to apply this funtion onsuh data, and to use the predited label in a business proess. For example, if sales of aprodut are predited for a ertain time point in the future, aquisition and stoking ofthe produt an be planned, like in the example appliation in setion 1.1.1.Another issue in preditive settings is that the label on whih the mining algorithm istrained may need to be transformed during data preparation; for example, some neuralnet implementations require numerial input in the real interval r0..1s. Only reversibletransformations an be used in these ases, beause the preditions made by the algorithmhave to be translated bak to the original label values, before they are usable. Thus adata post-proessing step is required after mining. See also setion 7.2.6.Both for desriptive and preditive problems, another deployment issue often arises.The KDD results re�et the state of the data owning organisation, or the entities itdeals with, as far as they are represented by data; reports on this state beome outdatedover time. So quite often the KDD proess, now that it is doumented and justi�ed bygood results, will be exeuted on a routinely basis, in regular intervals, to update themodel(s) on new data (Brahman & Anand, 1996) (one of the few KDD appliationreports that mention this is (Hereth & Stumme, 2001)). This kind of regular miningmay be exeuted by nonexpert sta�. It may require to integrate a preditive model intooperational omputer systems, or to regularly provide a desriptive mining algorithmwith new training data. For example, when prediting ustomer response behaviour inmarketing, one may want to send letters automatially to those ustomers that werepredited to respond positively. This kind of integration would in turn require to alsointegrate all data preparation steps that were applied. In many institutions this poses aproblem as it onerns data from operational systems, whose apaities may not su�e toperform omplex data preparations beside the atual business operations (Kohavi et al.,2004). A spei� business proess may thus have to be de�ned in order to perform regulardeployment.2.2. Two levels of KDD desriptionsComputer sientists are used to the idea of realising an abstrat, task-oriented modelof an appliation or a domain in lower-level languages. These languages are typiallygeneral-purpose programming languages: powerful formalisms that must be handled byhighly skilled experts. Yet the appliation or domain in question may be rather simple.In this view there are two di�erent desription levels of the appliation. One of themis muh loser to human understanding of the domain, but it has to be translated toa lower-level formalism. In the ase of Knowledge Disovery in Databases, early work23



2. Knowledge Disovery in Databaseshad to rely on low-level approahes to data preparation and mining beause nothing elsewas available. The �eld was just emerging and too omplex to have developed a higher-level understanding quikly. The present work attempts to summarise and extend thehigher-level onepts in data preparation that have emerged in the deade that KDD hasexisted. This setion introdues the two desription levels and their onnetion, while thefollowing two hapters elaborate on details of both levels, but in partiular the higherlevel. Chapter 6 then shows how both levels an be formalised in a metamodel of KDDproesses to enable ollaborative work on blueprints of KDD solutions.The tehnial level desribes the data and any operations on the data independentlyof any appliation purpose. The higher level deals with KDD onepts: the role that thedata plays, and the purpose of applying a preparation method, are seen in the ontextof the knowledge disovery appliation. This level will therefore be alled oneptual .Similar level distintions have been made in the knowledge representation literature.Newell (1982) argues that di�erent levels of omputer systems have the following ommonattributes: there is a medium that is to be proessed (for example, bit vetors or logialexpressions); there are omponents that provide the primitive proessing apabilities (likeregisters); and there are laws of omposition and behaviour that assemble omponentsinto a system and determine how the system behaviour depends on the omponents'behaviour. Newell sees the introdution of a new level justi�ed when a system an bede�ned in terms of the medium and omponents of that level alone, without referene toany of the previously used levels; at the same time, the new level must be reduible to thenext lower level. Newell used the term �symboli level� for general-purpose omputation,and introdued a �knowledge level� to be used for the modelling of intelligent agents.The orresponding medium is knowledge, and the omponents are goals and ations.Adapting this idea to the present work, its goal is to introdue the oneptual level fordata preparation in KDD, whose medium is given by data sets, and whose omponentsare proessing operators. It makes perfet sense to desribe data preparation in terms ofthis level, without reourse to any other level. Yet there is also a possible redution tothe next level below, the tehnial, implementation-dependent level, and this redutionis disussed wherever appropriate in the following hapters.An extension of the multiple-level approah is the multiple-model approah whihunderlies the work on the KADS projet (Shreiber et al., 1993). Various models areused there to highlight seleted aspets of the (knowledge-based) system that is to beengineered; irrelevant aspets an be negleted in the onstrution of one model beausethey are aounted for by another model. For example, an organisational model an beset up to re�et the soio-organisational environment and its interation with a system,or a task model shows how overall system tasks are deomposed into subtasks (Shreiberet al., 1993b). The term �model� emphasises the fat that these views on a system areproduts of an engineering proess. It would not be inappropriate to say that a oneptualmodel for data preparation is presented in subsequent hapters; however, to emphasisethe reduibility to the tehnial level, the term level is preferred.Regarding the development of a KDD proess, the two levels are haraterised bydi�erent aspets:
• Tehnially, the syntati well-formedness of all operations with regard to the un-derlying tehnial data model (see hapter 3) must be ensured.24



2.2. Two levels of KDD desriptions
• On the KDD level, what makes the KDD proess suessful an be more easily un-derstood, doumented and administrated (modi�ed, stored, and re-used) by usingthe onepts relevant to KDD.One may relate the di�erent levels to di�erent types of users of data olletions: whilefor example database administrators are typially onerned with the tehnial level,KDD experts and statistiians (data analysts) tend to think and work on the oneptuallevel, as they annot take the appliation out of their fous.One of the purposes of this work is to argue that the general understanding of KDDhas matured enough to allow expliit software support for the oneptual level, withautomati administration of the tehnial level. This has the following advantages:
• Many important aspets of the appliation at hand remain impliit if only the teh-nial level is onsidered. This was demonstrated in a di�erent domain by Claney(1983), who analysed the rules used in the expert system myin and found thatthey were di�ult to understand or modify by people who had not invented them,even though the formalism in whih the rules were expressed was expliitly hosento be simple (in order to make automatially generated explanations of the system'sreasoning understandable to humans). Claney showed that rules played di�erentroles and were based on di�erent kinds of justi�ation, and suggested to enode thistype of bakground knowledge, as well as domain knowledge (from mediine), inmyin. This orresponds to an expliit introdution of oneptual-level elements.
• If the higher level is made expliit, the lower one an be hidden, as will be demon-strated in subsequent hapters. A software that hides the tehnial level an presentthe entire KDD proess to a user in terms of the onepts introdued in setion2.1. This eases the development of and daily work on KDD appliations.
• Several tehnial realisations of the same oneptual model an be supported bya system. Setion 1.1.1 introdued a KDD appliation in whih the same learningtask had to be solved on 1000 data sets of the same kind. Similarly, in distributeddata mining, frequently the same data shema is used at several loal sites, sothat a deision is made to prepare or analyse data loally before ombining theresults. In these ases all the idential tehnial proesses an be hidden behindone oneptual model of the proess.
• By making the oneptual level expliit, it is automatially doumented and an bestored and retrieved for later referene. KDD appliations without oneptual sup-port have often produed good results whih ould later not be reprodued beauseessential know-how about, for example, the data preparations or model parame-ter settings, was lost, e.g. (Wirth et al., 1997). Thus the eduational potential ofoneptual software support should not be underestimated.
• Self-explanatory, task-oriented names for the data entities an be used on the higherlevel, extended by free-text annotations, rather than the umbersome abbreviationsoften used on the tehnial level.
• The oneptual level lends itself well to graphial representations, allowing a largelygraphial interation between the user and the KDD system. 25



2. Knowledge Disovery in Databases
• The oneptual level allows to waive the use of formal languages for data proessing,making solutions of proessing tasks aessible to a wider audiene. This is animportant aim ahieved by the framework of hapter 4.
• The oneptual level serves to fous a user's e�orts on relevant analysis tasks whilefreeing them from tehnial details. It an help to develop learer ideas of what isto be done, by giving �mental tools�, or by providing onstraints that disallow badlyformed or semantially invalid models. An example an be found in (Shreiber et al.,1993a), where the development of preise (oneptual) models of problem-solvingalgorithms revealed a learer piture of their di�erenes and ommonalities thanexisted before.
• Independene of the oneptual level allows to reuse parts or all of a oneptualproess model on new data by simply hanging the mapping to the tehnial level.Though this may require oneptual adaptations, it saves muh e�ort omparedto a development from srath. This is true even if only solutions of subtasks arereused. Due to its work saving potentials, adaptability of KDD proess models isbeoming an important requirement for modern KDD software (see setion 6.6 andriterion 1 in appendix C).
• At a oneptual level, di�erent KDD projets an be ompared muh easier thanon a tehnial one. This allows groups of KDD experts to work ollaborativelyby sharing olletions of oneptual desriptions of suessful projets, in whihstandard reipes for the solution of ertain (sub-)tasks may then be identi�ed; seesetion 6.6.
• The use of the oneptual level allows the omparison of di�erent software toolsby abstrating from tehnial details. Criteria for omparison an be formulatedon the oneptual level, whih makes their ommuniation and appliation muheasier. Chapter 8 presents suh riteria and a omparison of tools based on them.
• In grid-based knowledge disovery, whih is still a researh area, the KDD proesshas to be set up delaratively before its exeution, as the omputational resouresfor exeution are alloated on demand (AlSaira� et al., 2003). Coneptual modellingis very suitable for this delarative development.The following hapters show that the onnetion between the two levels is well under-stood in KDD. Chapter 3 applies the two-level view to the given data, while hapter 4is onerned with proessing the data. Chapter 6 presents a KDD system that providessupport for most of the oneptual aspets from hapters 3 and 4 in all its interationswith users. In partiular, setion 6.1 disusses more literature showing that the onep-tual level has been missing or inomplete in many previous approahes to KDD systems.Chapter 8 ompares urrent KDD software pakages based on riteria that inlude theoneptual aspets and other important issues.26



2.3. Summary2.3. SummaryA omplete KDD proess has several phases. This work fouses on data preparation.Detailed reasons why data sets may have to be prepared have been given in setion 2.1.3:tehnial requirements of mining algorithms are listed in table 2.1, but as noted in hap-ter 1, the main preparation task is to �nd a representation based on whih a learningalgorithm an �nd novel and interesting patterns. This task annot be automated. How-ever, important subtasks have been identi�ed in setion 2.1.3 that an be used to struturea preparation proess, and thus to guide human users (the subtasks are: data redution,propositionalisation, hanging the organisation of the data, data leaning, and featureonstrution).In the explorative preparation phase, users an be supported through models of thepreparation proess that use KDD-oriented voabulary. Setion 2.2 has argued that suhmodels an and should use a separate, KDD-spei� desription level, meaning that theKDD proess an be su�iently desribed using only elements of the models, withoutreourse to lower system levels. The term �oneptual level� is used in this thesis for thehigher modelling level. The following two hapters introdue the oneptual level for thedata and for the data transformations.
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3. A Coneptual Data Model for KDDThis hapter examines the data as given for KDD and presents an abstrat view ofthe data, a oneptual data model, that an be used to ontrol the preparation proess.Setion 3.1 prepares the ground by making some observations about what kind of data areusually given for analysis, followed by a disussion of ertain semanti abstrations thathave been identi�ed in the literature to lassify various oneptual data models. Setion3.2 then identi�es an Entity-Relationship (ER) model as providing very adequate supportof the KDD proess. Finally, setion 3.3 spei�es some information to be attahed to thedata model; this information is useful for ontrolling the development of the KDD proessat the oneptual level.3.1. BakgroundThis setion �rst gives some bakground on data models (setion 3.1.1). It then onsid-ers the data as it is usually given for KDD and identi�es a data model for the tehnialdesription level (setion 3.1.2). Finally it introdues possible aspets of oneptual leveldata models from the literature (setion 3.1.3), based on whih a suitable model is ex-plained (setion 3.2.2).3.1.1. Types of data modelsA data model onsists of a set of abstrat modelling onstruts used to desribe thedata from a part of the real world. Data models di�er mainly in the types of modellingonstruts they support expliitly, impliitly or not at all. The most ommon modellingonstruts are listed in setion 3.1.3. In every data model a distintion is made betweenthe strutural desription of a database, alled the database shema, and the databaseitself, whih is alled an instane of the shema.Usually, three types of data models are distinguished:Physial data models are used to handle the onrete storage of data. Suh models mayinlude information about data reords, �les, �le loations, aess rights et. Theyrepresent the system view of the data.Logial data models support views of the data that are more abstrat but an be pro-essed by a omputer diretly. The most important example for this group is therelational data model, whih is implemented in relational database managementsystems. Other examples inlude the historial network and hierarhial modelsas well as the more modern objet-oriented models. Logial data models are notonerned with onrete storage of the data, but still view the data as olletionsof reords; they an be mapped diretly to a physial data model.28



3.1. BakgroundDependeny on: DBMS lass Spei� DBMSDependeny of:Coneptual models no noLogial models yes noPhysial models yes yesTable 3.1.: Dependeny of the data model types on DBMS lasses and spei� DBMS,adapted from (Batini et al., 1992).Semanti data models are the most abstrat models. They allow designers to representdata rather in the way the data arises in the real world. They are independentof any realisation in a omputer system. They provide a list of (often graphial)abstration onepts used to model objets, attributes or relationships.Semanti data models are sometimes also alled oneptual models (Nijssen, 1977; Ba-tini et al., 1992). Although this term lashes with its use in the well-known ANSI/X3/SPARC database management system framework (Tsihritzis & Klug, 1978), where on-eptual shemas orrespond to what are alled logial models above, it will be preferredin this work beause it mathes the notion of a oneptual desription level introduedin setion 2.2.Another soure of onfusion is the fat that ertain data models an play the roleof both oneptual and logial models. Table 3.1 (adapted from (Batini et al., 1992))may help to larify the terminology: it basially states that logial data models de�nelasses of database management systems (DBMS) that support them diretly, suh asrelational databases, while oneptual models are independent of any database system.In this sense, objet-oriented models an be logial if a database implementation usesobjet-oriented strutures, but may also be used as oneptual models and then mappedto a relational logial model, for example.Data models onern what is alled domain knowledge in the knowledge representationliterature, as reognised there (Wielinga et al., 1993) (obviously there are many othertypes of knowledge that one might want to represent, suh as inferene knowledge). Inknowledge representation, a lassial distintion is made between �levels� of knowledgethat an be represented by the same struture (Brahman, 1979): implementational, log-ial, epistemologial, oneptual and linguisti. A struture represents implementationalknowledge if it models data strutures or pointers; it represents logial knowledge if itselements are prediates, propositions or logial onnetives; it represents epistemologialknowledge if it provides the notions of onepts, attributes, types of relationships et.; itmodels oneptual knowledge if its elements are onepts of the domain in question, forexample ats and dogs; and it represents linguisti knowledge if its elements are wordsof a onrete (natural) language, like �dog�. Using this ategorisation, oneptual datamodels as de�ned in the present work provide epistemologial elements.When talking about the building bloks, or onstruts, of oneptual data models,a number of di�erent meta models an be distinguished. A meta model presribes theonstruts available to form a oneptual model. Overviews and omparisons of lassimeta models are given in (Hull & King, 1987) or (Pekham & Maryanski, 1988). Among29



3. A Coneptual Data Model for KDDthe most well-known meta model is the Entity-Relationship (ER) model with its variousextensions.The main advantages of using oneptual data models, rather than physial or logialones, are as follows (Hull & King, 1987):
• Approximation to human thinking. Conepts and abstrations in oneptual mod-els re�et the way humans organise their world more losely than logial models.Initially, oneptual models were developed for the design of information systems;they were expeted to support the proess of deriving logial shemas. It is hoped,with some justi�ation (Formia & Missiko�, 2004), that formalising aspets of theworld in oneptual models is more intuitive for humans than in logial models.
• Inreased separation of semanti and physial omponents. Even in logial datamodels like the relational model, whih provide a very useful abstration from thephysial data level, users must follow rather tehnial details in order to statemoderately omplex queries. Consider the task of �nding all omponents of sometehnial devie. In the relational model, typially information about the devieswould be stored in a ertain relation, but separately from information about thepossible omponents whih would be stored in another relation. The link betweenthese two types of information is only available impliitly : it would typially be an-other relation ontaining pairs of identi�ers of omponents and devies. The detailsof this impliit link must be known to anyone wanting to solve the given task. Inontrast, in a oneptual data model this link ould be expliitly represented. Thisis muh more orrelated to the way humans tend to think about suh information,and simpler query languages an be formulated. Obviously the mapping to a givenlogial and ultimately a physial data model beomes more omplex in turn.
• Redued semanti overloading. Where logial models annot express a semantiabstration expliitly, they have to use impliit means. It may easily happen thatthe same impliit means are used to express di�erent semanti abstrations. Forexample, the part-of relationship between devies and omponents is modelled in arelational model in the same way as other types of relationships like assoiation orinheritane (see setion 3.1.3). The aim of oneptual models is to represent suhabstrations in a strutural manner.
• Provision of several levels of detail. Sine oneptual models use a set of expliitabstration mehanisms, one may browse through suh a model viewing only themost important strutural types for a global overview, then inlude more detailsfor a �ner searh.The aim of this hapter is to identify a suitable oneptual meta model for data inKnowledge Disovery. As was mentioned earlier, data-related ativities are entral to theKDD proess, and the design and ombination of data transformations to prepare thedata for learning onsumes the bulk of the time spent on a KDD projet. These ativitiesan bene�t greatly from the above advantages of oneptual models. Referring to the twolevels of desription from setion 2.2, both logial and physial data models are seen asbeing loated at the tehnial level in the ontext of this work.30



3.1. Bakground3.1.2. Struture of the given dataThis subsetion takes a look at the data as it is given, before the KDD proess starts. Asmentioned earlier, data to be analysed using KDD has usually been olleted for purposesvery di�erent from analysis. A useful distintion an be made between strutured andunstrutured data. Unstrutured data forms inlude text douments, images, or video�les. While suh data items may have an inner struture, the struture is not expliitlyrepresented and therefore unavailable for analysis. Strutured data, in ontrast, onsistsof small atomi piees of information like strings or numbers and some strutured wayof organising them. Semi-strutured data is inbetween, it inludes, for example, textdouments whose parts (title, introdution, hapter, et.) are marked by tags but ontainunstrutured text.At the heart of the KDD proess is a mining algorithm; almost all mining algorithmsdeal exlusively with strutured data. Unstrutured data an be brought into a struturedformat by speial-purpose preproessing operations, though this is far from trivial. Theoften-used terms �Web mining� or �Text mining� indiate researh areas onerned withsuh tasks (rather than with mining unstrutured data diretly, as the names suggest).The most wide-spread strutured data format is the so-alled attribute-value format, ortabular data. This is simply a table with olumns storing partiular data items. Theformat is also alled propositional, as explained in setions 1.1. One example of stru-tured data that is not in attribute-value format is graph data, often stored as adjaenymatries or lists, and indeed non-lassial mining algorithms are sometimes used on suhdata (Washio & Motoda, 2003). An example is frequent subgraph disovery, whih isdisussed in setion 6.5.4.So far �xed data olletions have been onsidered. In the stream mining senario,ontinuously arriving data is onsidered; see e.g. (Babok et al., 2002) or (Domingos &Hulten, 2000). The present work does not deal with the partiular hallenges of (real-time) stream mining, but presumes �xed data olletions as input to a KDD projet.This input data for a KDD proess is in the vast majority of ases given in a relationaldatabase or in tabular �at �les. Databases with other logial models (for example hier-arhial or objet-oriented) still play a peripheral role. The literature on suessful KDDappliations learly re�ets this (Kitts et al., 2005; Soares et al., 2005). One reason isertainly that almost all mining algorithms require their input data in an attribute-valueformat, while hardly any mining algorithms that diretly exploit hierarhial or objet-oriented data strutures have been developed yet. The attribute-value format also easilyallows to inlude data from external, additional soures, like web pages. For example,urreny hange rates, provided by a web servie, may be useful in ertain preparationsteps. The present work therefore onsiders only relational or tabular data, and its resultsdo not apply to di�erent logial data models.The relational data modelBeause relational databases provide the data for KDD in almost all appliations, a briefdesription of the relational data model follows. More details an be found, for example,in (Biskup, 1995) or (Ullman, 1988).The relational model was originally developed by Codd (1970). Its elementary on-31



3. A Coneptual Data Model for KDDstruts are attributes and relations. Every attribute has exatly one domain whose valuesit an take. A relation is de�ned as a �nite subset of the Cartesian produt of the domainsof a sequene of attributes. The time-invariant struture of relations is desribed by rela-tion shemas. A database shema is a set of relation shemas; the set of possible instanesof this shema an be restrited by intra- and interrelational integrity onstraints.More formally, let A be a set of attributes and D be a set of domains. Eah di P Dis a domain, i.e. a set of values. Typial domains would be integer, �oat or string withorresponding values. Let dom : A Ñ D be a funtion that denotes the domain for eahattribute. A relation shema is a tuple R � pX,Σq with X � A, where Σ is a set ofintrarelational integrity onstraints whih an be modelled by boolean funtions thatuse only attributes from X. A database shema is a tuple DS � pR1, . . . , Rn,∆q suhthat eah Ri (1 ¤ i ¤ n) is a relation shema and ∆ is a set of interrelational integrityonstraints, again boolean funtions.Let X � A. A tuple over X is a funtion t : X Ñ dompXq (where dompXq :�
dompA1q � . . . � dompAmq if X � tA1, . . . , Amu). The value(s) that the tuple takes foran attribute Aj (or an attribute set V � X) is (are) given by trAjs (or trV s, respe-tively). For a given relation shema R � pX,Σq, a relational instane r is de�ned as a�nite set of tuples over X that ful�l the onditions in Σ. For a given database shema
DS � pR1, . . . , Rn,∆q, a database instane an be given by a set of relational instanes
r1, . . . , rn to the relation shemas R1, . . . , Rn suh that all these instanes ful�l the in-terrelational integrity onstraints ∆.This de�nition assumes that for every tuple and every attribute a value from thatattribute's domain an be given. In pratie, the tuple may represent an objet for whihthe orresponding feature is unknown. Usually, the domains are extended by a speialsymbol to represent this situation, but the exat interpretation of this symbol may vary(ompare the disussion of empty and missing values in setion 2.1.3).As for intra- and interrelational integrity onstraints, only those types of onstraintsare given here that are needed for this work. Let S � pX,Σq be a relation shema and san instane to it; let also V,W � X. A funtional dependeny V Ñ W holds if and onlyif �u, v P s : urV s � vrV s ñ urW s � vrW s. An attribute set K � X is alled a key of Sif and only if X is funtionally dependent on K (K Ñ X) but not funtionally dependenton any strit subset of K. To require funtional dependenies or keys in a relation is anintrarelational integrity onstraint. A relation an have zero, one or more than one keys;in pratie one of the keys should be designated as primary key if there are several.Let R � pX,Σ1q and S � pY,Σ2q be two relation shemas. Let V � X with V �tA1, . . . , Anu and W � Y with W � tB1, . . . , Bnu, so that |V | � |W |. Let r be aninstane to R and s be an instane to S. An inlusion dependeny between V and W ,written RrV s � SrW s, holds if and only if�t P r : Du P s : �i � 1, . . . , n : trAis � urBisAs an example, onsider the attribute set A � tName, Salary,Departmentu, the do-main set D � tstring, integeru and the funtion dom : A Ñ D suh that dompNameq �
string, dompSalaryq � integer and dompDepartmentq � string. Figure 3.1 displaystwo relation shemas R � pX,Σ1q and S � pY,Σ2q with X � tName, Salaryu and
Y � tName,Departmentu, and with instanes32



3.1. BakgroundRelation R:Name SalaryJones 50000Marks 55000Smith 50000Davis 60000
Relation S:Name DepartmentSmith MarketingJones MarketingMarks ManagementFigure 3.1.: Two relation shemas and instanes.

• r � tpSmith, 50000q, pJones, 50000q, pMarks, 55000q, pDavis, 60000qu
• s � tpSmith,Marketingq, pJones,Marketingq, pMarks,Managementqu.The set tNameu is a key of R and also a key of S. No other subset of A is key any-where. The inlusion dependeny SrtNameus � RrtNameus holds (but RrtNameus �

SrtNameus does not hold). Corresponding boolean funtions form the sets Σ1 and Σ2.Researh on the design of relational databases has identi�ed a number of tehniquesthat help to ahieve a non-redundant design, whih is more or less invulnerable to logialinonsistenies. Certain normal forms have been identi�ed for this purpose. The �rst nor-mal form requires to use only atomi domains for eah attribute, rather than strutureddomains, and to use a primary key for eah relation. The seond normal form additionallyrequires that no non-key attribute is funtionally dependent on a strit subset of a setof attributes that form a key. Bringing a relation into seond normal form an require tosplit it into several relations, eah of whih orresponds to a subset of the key attributeson whih other attributes are dependent. The third normal form requires, in additionto the onditions for the seond normal form, that all non-key attributes are mutuallyindependent, or in other words, only dependent on the key. Again, bringing a relationinto third normal form an involve splitting it. Further normal forms exist, but are notneeded here.Sine these design tehniques are rather well-known, in most (but not all) KDD appli-ations the input data is stored in a relational database, and is given in third normal form.This form eliminates muh redundany that might otherwise be present in the data. Inmany KDD appliations, unfortunately it is neessary to re-introdue some redundany,as explained in setion 1.1.Set semantis and bag semantisIn the relational data model, sets of tuples �ll a relation. As �gure 3.1 demonstrates,data stored in this model an easily be represented as tables. For this work the generalterm tabular data, or attribute-value data, is used to inlude strutured data that an berepresented as tables with named olumns whose values are from a partiular domain.However, there is a di�erene between the relational model and general tabular data: theformer exludes the possibility of having two idential tuples in a relation, sine sets oftuples form the instanes; while the latter may ontain dupliate rows, for example ifprodued in spreadsheets. For example, if the tuple pSmith, 50000q was inserted againinto relation R in �gure 3.1, it should not appear twie in a tabular representation,33



3. A Coneptual Data Model for KDDif the relational model is followed stritly. Yet in pratie, existing relational databasemanagement systems generally allow the insertion of several idential tuples into onerelation, and to disallow this requires spei� ations by a user. The term bag semantisis sometimes used to denote a situation where dupliates are allowed, while set semantisdenotes the opposite, the exlusion of dupliate rows/tuples (Garia-Molina et al., 2002).Formally, using bag semantis an be modelled by populating an instane with multisets(sometimes also with sequenes) of tuples, rather than sets of them (a multiset is a mapfrom a set to the natural numbers, eah element of the set being mapped to the numberof times it ours in the multiset).One salient di�erene between the two interpretations an be seen when onsidering therelational operation alled projetion. In the relational data model, let r be an instaneof the relation shema R � pX,Σq. The restrition of a tuple t P r onto an attribute set
V � X is denoted by trV s. The projetion of r onto an attribute set V � X is alled
πV prq and is de�ned as πV prq :� ttrV s|t P ru. Thus it may hold that |πV prq|   |r|. Inontrast, under bag semantis, seleting a subset of attributes from a relation will notredue the number of tuples/rows. For this reason the term �projetion� should not beused under bag semantis; instead, �attribute seletion� is used in this work.For KDD, bag semantis should be used beause possible data soures inlude tabulardata from spreadsheets et. In pratie, this is a minor issue sine dupliate rows arerather undesirable, and if data from some soure ontains dupliates, then early on inthe preparation proess the dupliates are usually either removed or an arti�ial keyis reated. Yet nothing fores KDD users to do so, thus set semantis should not be arequirement for data models in KDD.A riher, formal model for tabular data has been developed by Gyssens et al. (1996);it is essentially matrix-based, and thus distinguishes between di�erent orders of rows ofa table, whih is not desired for this work as disussed now.Ordered and unordered dataIn the relational model instanes are sets, thus they bear no internal order. Under bagsemantis, multisets are used whih also do not involve an order. But tehnially, datasets must be stored in some order, obviously. This setion brie�y disusses why one mayabstrat from a tehnial (implementation-dependent) order, to multisets at the logialor oneptual level.For KDD purposes, the order of data elements (rows in a table, tuples in a sequene) isnot important. The reason is that in priniple, mining algorithms are insensitive towardsthe order of their input examples during training or testing, although some order maybe preferred for tehnial reasons. This is true even for (time) series analysis, sequenedisovery, inremental learning approahes, or for learning with onept drift, beausethe hoie of a subset of examples is the same regardless of the given order in the su-perset. For example, in inremental learning (whih is often also used to handle oneptdrift, e.g. (Klinkenberg, 2004)), a model is trained on some data set and then updatedusing additional data. This additional data is identi�ed aording to some riterion (of-ten time-based), but no partiular order is required to identify it, nor is any partiularorder needed within the additional set. In time or value series analysis, signal-to-symboltransformations an be done as long as the (time) index is given, independent of the order34



3.1. Bakgroundof reading the signals. In fat, windowing (see setion A.3.4) is an often-used tehniquewhose purpose is to enode the order of tuples in suh a way that it beomes exploitableby mining algorithms, sine these algorithms make no assumptions on the order of read-ing tuples. Even when mining natural language text, often a word-order independentrepresentation (the �bag-of-words� model (Salton & Bukley, 1988)) is used, and wherethe ontext of a word is onsidered, like in Named Entity Reognition (NER), tehniquessimilar to windowing (whih orrespond to hoosing a �xed-size ontext) are applied.Pure text is unstrutured data, whih this work does not onsider; methods to extratstruture from text may well be order-dependent. Whenever the tehnial realisation of amining algorithm for strutured data is order-dependent, this is seen as undesirable andits e�ets are minimised, like in the BIRCH lustering algorithm (Zhang et al., 1996).Similarly, most preparation operators presented in the following hapter are indepen-dent of the order of tuples in their input; for any order, the same multiset of tuples isprodued for the output. The only exeption is sampling (setion A.1.3). Implemen-tations of sampling tehniques are usually order-dependent. However, at the oneptuallevel, only the fat that the data is somehow sampled is of interest. Thus this operatoran also hide its tehnial implementation from users. Further, the operator Attributederivation (setion A.5.4) is a speial ase, in that it diretly aesses the tehniallevel and an thus deliver output that depends on the order of the input data.Thus orderedness of tuples is a tehnial-level notion, and some implementations ofmining algorithms or preparation operators may indeed depend on ordered input fortehnial or e�ieny reasons. But oneptually, two data tables that di�er only in thestored order of rows are equal, for KDD purposes. See also (Abiteboul & Vianu, 1991)(disussed again in setion 4.1). This equality should be re�eted in the oneptual datamodel to be used for KDD. If some sorting of data is needed to ful�l the tehnialrequirements of a mining algorithm implementation, this an be done automatially atthe hidden tehnial level.As was said above, this work onsiders only suh data for KDD that is given in arelational data base or in �at �les that organise their data in tables. A generalisationof these two forms is the relational data model with bag semantis, in whih the orderof tuples within a relation is dependent on implementational issues. Thus the tehnialdesription level (see setion 2.2) of the given data has been identi�ed. The followingsetions are onerned with the oneptual level.3.1.3. Semanti abstrationsConeptual data models are a means to organise a part of the real world in a stru-tural shema whih orrelates to some extent with the way humans tend to oneivethat part. In order to lassify and ompare oneptual meta models, some general on-epts of abstration have been proposed in the literature early on (Abrial, 1974; Smith& Smith, 1977; Nijssen, 1977; Brodie, 1984; Hull & King, 1987; Storey, 1993). Suh ab-strations are sometimes alled �epistemologial primitives� in knowledge representation(Brahman, 1979). In the present work they are alled semanti abstrations. Spei�oneptual models di�er in the set of abstrations they support, and how they supportthem. The most omprehensive list of possible meta onstruts (semanti abstrations)is given in (Hull & King, 1987), where a General Semanti Model (GSM) is introdued.35



3. A Coneptual Data Model for KDDThe GSM is designed for tutorial purposes and enompasses a wide range of onreteoneptual models; in fat this makes it so general that it would often o�er rather toomany possibilities to model a onrete situation. Therefore the list below does not ontainthe onrete onstruts of the GSM but the general abstration mehanisms behind them(see the literature ited above). Some referenes to the GSM are made for orientation.Entity An entity represents any thing that exists. It may be a onrete, physial thinglike a person or ar or an abstrat notion like a legal orporation. In objet-orientedmodels, entities are alled objets. Entities are the instanes of a oneptual datashema.Classi�ation Groups of similar entities an be viewed as belonging to the same lass.For example, the lass Person may be used to ollet all entities that representpersons. In the Entity-Relationship model, lasses are alled entity types. In thepresent work also the term onept is used, beause it is used in the MiningMartsystem (hapter 6) for historial reasons. In the GSM, lasses are alled abstratatomi types (in ontrast to printable atomi types, whih are low-level data typeslike string or integer). A lass is desribed by attributes.Attribute Attributes desribe properties of lasses. All entities in a lass have the prop-erty that an attribute denotes. For example, if the lass Person has an attributeName it means that all entities representing persons an have a name. Domains anbe used to restrit the possible values of attributes. (The GSM uses a more generalnotion of attribute beause it uses attributes to model relationships.)Relationship Relationships model any meaningful onnetion between entities of twoor more lasses. For example, a lass Person ould be onneted to a lass Carby a relationship that models ownership. The relationship instanes then speifywhih persons own whih ars. This is an example of a binary relationship. Binaryrelationships an usually be read in two diretions: a person owns a ar while the aris owned by the person. Some oneptual models expliitly model both diretions.The arity of a relationship is the number of lasses onneted; binary relationshipshave arity 2. In general, oneptual models fall into either of two lasses (Hull &King, 1987): those that expliitly model relationships, and those that use attributespointing from a lass to its related lass instead. Relationships an be used for verydi�erent semanti interpretations (Storey, 1993), so that the exat interpretationof relationships in a given meta model should be presribed in order to simplify themodels.Cardinality Relationships di�er in the numbers of instanes they may onnet. For exam-ple, a person an own zero, one or several ars, but a ar is (at least o�ially) ownedby only one person. Coneptual models often allow to restrit a semanti shemaso as to express suh ardinalities expliitly. Combinations of atleast/atmost andzero/one/many are the most ommon ardinalities.Role Classes that partiipate in a relationship play a ertain role in that relationship. Forexample, a person an be said to play the owner role in the relationship representing36



3.1. Bakgroundownership. This onept is useful to distinguish di�erent relationships a lass takespart in, from the view of the lass. Some meta models suh as Kl-one (Brahman& Shmolze, 1985) use only (binary) roles in the plae of relationships.Aggregation This abstration allows to view a relationship between lasses as a lass inits own right (Brodie, 1984). When onsidering the aggregate, spei� details of itsomponents are suppressed. For example, the type Leture might be an aggregateof the lasses Leturer, Student, SheduledTime and RoomNumber. In this ase,the instanes of the four-ary relationship onneting instanes of the four lasses areseen as omposite entities. It is a matter of some subjetivity whether suh entitiesshould be modelled as lasses or relationships; aggregation gives the �exibility toallow both (Biskup, 1995).Grouping Grouping is an abstration whih allows to view a partiular set of entities asa di�erent type of entity. It is also alled assoiation but today this term is usedheavily in objet-oriented modelling and is therefore avoided here. For example, aertain group of persons (instanes of the lass Person) may form a team whih ismodelled by the grouping Team. The di�erene to lassi�ation is that the memberentities (persons in the example) are instanes of their own lass, and there is anextra lass (here Team) that models the powerset of member entities, i.e. whoseinstanes are sets of member instanes.Generalisation This abstration is used when entities (instanes) of one lass (the sub-lass) are always also entities of a seond lass (the superlass). For example, eahinstane of the lass Leturer (eah leturer entity) is also an instane of Person.The relationship between the two lasses is alled an Is-A relationship (every le-turer is a person). The sublass has all attributes of the superlass, and an haveits own additional attributes.Model onstraints Apart from supporting only a subset of the above onepts of abstra-tion, oneptual models may also use further expliit restritions on how to use orombine their onstruts. For example, in the entity-relationship model, attributesan only have domains whose values are printable (i.e. alphanumeri strings), butannot point to other entities. Another ommon and useful onstraint is to disallowyli Is-A relationships, or to disallow any lass to be sublass of two other lasses.Derived omponents Some data models ome with a language for speifying derivationrules. These rules allow to derive new strutures and to �ll them with instanes (Hull& King, 1987). For example, a derived attribute for the lass Leturer would be onethat ontains the number of letures this leturer gives; it ould be derived from theardinality information of the relationship Leture and its instanes. Consideringoneptual models for data preparation in KDD, the derivation of new struturesis done using data transformations. One might informally see the transformationoperations given in hapter 4 as derivation onstruts of the oneptual data modelto be identi�ed below. Therefore no partiular derivation mehanisms are given inthis hapter. 37



3. A Coneptual Data Model for KDDThe above notions of abstration an be realised to varying degrees in oneptualmeta models. For example, the Entity-Relationship model supports relationships expli-itly while objet-oriented models an only support them impliitly, either by using lassesthat represent an aggregation or by using objet-valued attributes.3.2. A oneptual data model for KDDThis setion will identify a oneptual data model that is suitable for the purposes ofKDD. Setion 3.2.1 disusses whih of the semanti abstrations from setion 3.1.3 areuseful for KDD-spei� purposes. Setion 3.2.2 then summarises a oneptual data modelthat supports these abstrations.3.2.1. Semanti abstrations needed in KDDThe usefulness of a data abstration onept for KDD purposes is judged under thefollowing onsiderations. The data preparation phase an involve omplex ombinationsof single data transformations as spei�ed in hapter 4 and exempli�ed in hapter 5. Eahof these data transformations produes a new representation of the data. Therefore in along preparation hain many intermediate representations are produed. Eah of theseintermediate results an be the starting point of a new (sub-)hain of further proessing,perhaps after a revision of the �rst KDD results (see setion 2.1.5); it an be a usefulsoure of information, for example for data understanding; it may allow fruitful analyses,whether or not these are related to the KDD projet that produed it; it is a naturalinterfae to other tools. In sum, these intermediate data representations are importantartifats of the KDD proess. For a KDD user the problem arises, however, that therean be a rather large number of them. Therefore, the oneptual data model to be usedmust allow to struture the set of intermediate results. This struturing should ideallyre�et the way the data representations are related to eah other, by re�eting how theywere reated. This is exatly what will be ahieved in this setion, giving a muh leareroverview of the KDD proess and its results to the user than would be possible withoutthis oneptual-level support. A further disussion is given in setion 4.6.Another topi for onsideration is the omplexity of the oneptual model. Ideally, themodel should expliitly support all abstrations that are useful, without foring irum-ventions (impliit representations) of them, while it should not o�er any onstruts thatare super�uous for the purpose for whih the model is used (Borgida & Mylopoulos,2004). The overall goal is to make the usage of the model as simple as possible. On theother hand, for the intended usage in this work, the model must be operational in thesense that its mapping to the tehnial level an be learly spei�ed, and that trans-formations of the oneptual shema result in well-de�ned operations at the tehnialdata model. Wielinga et al. (1993) state that often suh formal preision impairs theoneptual larity of knowledge representing models, therefore they argue for the useof both informal and formal models. Without debating the usefulness of informal mod-els, the present work advoates lear semantis, and it will be demonstrated that goodoneptual larity is ahieved with the hosen framework.38



3.2. A oneptual data model for KDDUsing more semanti onstruts ould make the oneptual model more general, e�e-tively allowing to model the appliation domain of the KDD proess in a manner thatis independent of the onrete KDD projet, so that this model an be reused in otherprojets. The development of suh models is the aim of researh on ontologies. The wordontology is today used in omputer siene to denote a desription of a shared onep-tualisation of an appliation domain (Gruber, 1993). Shared refers to a group of usersor mahines. Ontologies are built using di�erent formalisms of varying expressivity; foran introdution see (Staab & Studer, 2004). Formalisms for desribing ontologies are(modern) oneptual meta models for data. Sometimes an ontology exists for the appli-ation domain from whih the data is olleted, and this an be useful for KnowledgeDisovery, in partiular for the mining step (see e.g. (Litvak et al., 2005) or (Svatek et al.,2005)), but also for some data preparation tasks as in (Bogorny et al., 2005), or evenfor designing parts of the KDD proess (the �senario�-based approah of (Brisson et al.,2004)). In fat, it would be very helpful to desribe a KDD appliation in terms of a givenontology throughout the di�erent phases of a omplete KDD proess (Euler & Sholz,2004; Cespivova et al., 2004). This would also help to reuse existing KDD appliationson similar data sets (Morik & Sholz, 2004); see also setion 6.6.However, realising this idea is fraught with two di�ulties. First, standard ontologiessimply do not exist yet for the vast majority of appliation domains.1 Therefore theironsistent use aross KDD projets or aross institutions is not possible. Seond, notall ontology formalisms are suitable for supporting KDD-oriented data proessing (mostof the approahes from the literature mentioned in the previous paragraph are ratherdomain-spei�). In partiular, formalisms that are designed to allow automated reason-ing, suh as desription logis, tend to render rather omplex data models whih areinappropriate to struture the many di�erent data views that are reated in a typialKDD data preparation proess. Thus a trade-o� between the expressivity of the on-eptual model and its larity or simpliity has to be found. The present work attemptsto �nd a balane between these goals. It selets only a small number of onstruts forthe oneptual (ontologial) level, with a anonial mapping to the tehnial level, butproposes some additional elements that allow basi reasoning about some appliabilityonstraints of operators, to be desribed in setion 3.3. While this oneptual meta modelmay not be able to apture all semanti aspets of an appliation domain, it does allowto set up a KDD proess based on data shemas expressed in it, and it an apture atleast basi semanti onepts so that the shemas are reusable. The important issue ofreusability is disussed again in setions 4.3 and 6.6. The present work develops a oher-ent oneptual model for KDD, ombining data- and proess-oriented views (see setion4.6) in a single framework. Future work may explore other options for the oneptualdata model and their impliations for the rest of the KDD proess (see setion 9.2).Turning now to the semanti abstrations listed in setion 3.1.3, all oneptual metamodels (and all ontologies) use the onept of lassi�ation, and almost all use attributes.(Entities are the instanes of semanti shemas and are therefore not usually representedexpliitly in oneptual models, whose purpose it is to speify the shema.) These ab-strations are also needed for KDD purposes. They allow a simple and diret mapping1The development of publi �foundational� ontologies, open to be extended for spei� appliations, isthe subjet of ongoing researh (Niles & Pease, 2001; Masolo et al., 2003). 39



3. A Coneptual Data Model for KDDto the tehnial level: lasses orrespond to tables (though some lasses may be delaredto just represent an abstrat superlass of some given lasses, without a orrespondingtable); attributes orrespond to olumns; and eah row of a table represents an entity.Coneptual meta models di�er aording to whether the assoiation between a lassand its entities is given by intensional desriptions or de�nitions of the lass, or by anextensional approah that simply lists the assoiated entities. This is not a risp buta gradual distintion. For example, desription logis are a de�nitorial framework, inwhih the extensions of ertain atomi onepts (lasses) are listed, but those of de�nedonepts (lasses) are derived from suh lists. In ontrast, the Entity-Relationship modelallows no intensional desriptions other than the attributes of a lass. For work in KDD,an extensional approah seems to be more natural, beause data sets, the extensions,must be analysed as they are given, without any assumptions on properties that an beused for intensional desriptions.Another reason for using an extensional approah is implied in the idea of using oneoneptual model for the representation of several data sets of the same kind. If theoneptual model spei�es only the shema of a lass, several tehnial-level data tableswith this shema an be represented by this lass. As motivated in setions 1.1.1 and 2.2,this an be very useful for KDD appliations. Thus another requirement that the datamodel should ful�l is to allow suh one-to-many mappings between the two levels.As was mentioned in setion 3.1.3, oneptual meta models fall into two lasses a-ording to the way they represent relationships (Hull & King, 1987). For KDD an expliitrepresentation of relationships is required. The reason is that in many appliations thedata to be analysed are distributed over several tables and have to be integrated. This isomparatively easy to be done if the way the tables are semantially onneted is learlyrepresented in the oneptual model. Of ourse, the semanti onnetion between thetables may be hidden or too omplex to be diretly modelled. Nevertheless, support forrelationships will be useful one the onnetions have been unovered or reated anew,whih would invariably be the �rst subgoal of data preparation in suh ases. Thereforeoneptual meta models and ontologies that do not expliitly model relationships an beruled out for the purposes of this work.As regards the abstration onept ardinality, it provides useful information, for ex-ample for the estimation of data set sizes (see setion 3.3.3) after joins. Support forardinalities is thus desirable.Roles are somewhat redundant when relationships are given. They are a onvenientmeans of ommuniation but do not serve partiular tehnial purposes, at least not ina KDD proess. They are not needed for KDD.Aggregation might be useful in some KDD projets, but it is not neessary to haveit expliitly modelled. Given that relationships are present in the oneptual model,aggregation would allow to add attributes to a relationship so that it an also be seen as alass. However, in suh ases it is also possible to model the respetive type as a lass withrelationships to the other involved lass. As an example, onsider again the type Leturefrom setion 3.1.3. If it has extra attributes (say a maximum number of partiipatingstudents), the type an be modelled as a lass with relationships to RoomNumber andso on, rather than an aggregate type. This may be onsidered inonvenient in ertainsituations, but it is a onsequene of the deision to keep the oneptual model rather40



3.2. A oneptual data model for KDDsimple. Aggregation is a dispensable onept for KDD purposes, not least beause noneof the standard data transformations of hapter 4 makes any spei� use of aggregations.A similar argument holds for grouping, whih is a speial type of relationship: it anbe modelled by a relationship with ardinalities zero or one for the member lass, andseveral for the set lass. There is no reason why this spei� type of relationship shouldbe expliitly modelled for KDD purposes, while a large number of other semanti inter-pretations for relationships (Storey, 1993) are not supported. Again no data preparationoperation makes use of this onept, so it is not needed for KDD.However, generalisation is an important semanti onept whih should be expliitlysupported for KDD. While it is similar to grouping in that it ould be modelled bya relationship, its signi�ane for human thinking makes it an important tool. In thiswork, two partiular types of generalisation are onsidered very useful. They have beenidenti�ed based on the harateristis of many important preparation operators fromhapter 4, whih produe an output lass that is linked to the input of the same operatorby one of these two types of generalisation. Therefore these two types help to ahievethe important aim of struturing the many intermediate data sets produed by a KDDproess.The two types are alled separation and speialisation. For this work they are de�nedas follows:Separation A lass is a separation of another lass if and only if it is desribed by exatlythe same set of attributes as the other lass, and eah of its instanes is also aninstane of the other lass. For example, the lass representing persons aged over50 an be modelled as a separation of the lass representing all persons.Speialisation A lass is a speialisation of another lass if and only if it is desribed by astrit superset of the attributes of the other lass, and restriting it to the attributesof the other lass yields instanes of the other lass. For example, if adding theattribute Inome to the lass Person results in a new lass PersonWithInome,then PersonWithInome is a speialisation of Person.Separation and speialisation are thus two subtypes of Is-A relationships. They might beused together with or instead of Is-A relationships, but beause the existene of eithera separation link or a speialisation link between two lasses implies the existene of anIs-A link, the latter is onsidered redundant in this work.To sum up the disussion on useful properties of oneptual data models for KDD,mainly the following riteria were identi�ed:
• the meta model must allow to give a lear struture to the many intermediateartifats of the KDD proess;
• it should not be too omplex, yet have lear semantis and allow a preise mappingto the tehnial level;
• it must expliitly support relationships of arbitrary arity;
• it should allow a one-to-many mapping from lasses to tehnial-level tables; and41



3. A Coneptual Data Model for KDD
• apart from lasses, attributes and relationships, it must be able to express ardi-nalities and must support separation and speialisation.Entity-relationship (ER) models (Chen, 1976; Teorey et al., 1986; Thalheim, 2000)have been suessfully used in database design for a long time. They use lasses, at-tributes and relationships. In most ER models, relationships of any arity are allowed. Anumber of tables with the same shema an be modelled by one lass and its attributes,making ER models the natural hoie for representing several like-shaped data tables byone onept. The two types of generalisation that are needed in this work, separation andspeialisation, have already been used in ER models, albeit with slightly di�erent seman-tis than here. The semantis needed here an easily be aommodated by an ER model.Based on this, di�erent intermediate data tables in the KDD proess an be representedby di�erent onepts (entity types), and the way they have been reated from other datatables an be indiated by relationships as well as separation and speialisation links.On the one hand, KDD experts must understand the data they analyse very well; onthe other hand, they must keep an overview of long proesses of data transformations,as well as their intermediate results. ER models provide a level of abstration that iswell suited for this purpose. The shema of the transformation inputs and outputs, andthe way they are linked semantially, are therefore represented at the oneptual levelusing an ER model in this work. The data instanes are not expliitly represented, butan be easily aessed, in a supporting software, from an entity type that representsthem. A few additional elements that are useful for data modelling in a KDD ontext areadded in setion 3.3, but the oneptual data model as suh is spei�ed in the followingsetion 3.2.2.3.2.2. Summary of oneptual data modelThis setion gives a formal desription of the oneptual model as proposed for this work,for referene purposes. Also, how to reate suh a model from a relational database shemais spei�ed. Thus this hapter has identi�ed the two levels of desription from setion 2.2for the data, as well as the onnetion between them that is needed in order to hide thetehnial level from the user. Chapter 4 will do the same for the KDD proess elements.The ER modelThe model omprises the following elements. There is a global, �nite, ordered sequeneof atomi attributes A � pA1, . . . , Akq, a set of domains D and a map dom : A Ñ Dmapping eah atomi attribute to exatly one domain.The following domains are available:
• Binary :� ta, bu Y tKu
• Discrete :� Σ�YtKu, where Σ� is the Kleene losure of some set of alphanumerisymbols Σ

• T ime :� NY tKu
• Continuous :� RY tKu42



3.2. A oneptual data model for KDDThe domain T ime is useful for representing time-related information, suh as dates, loktimes, or time indies. The above seletion of domains is disussed in setion 3.3.1. Thusthe set of domains is D � tBinary,Discrete, T ime,Continuousu. The speial symbolK is an element of all sets in D and denotes the empty value.The lass notion (setion 3.1.3) is realised by entity types in ER frameworks. Howeverto be onsistent with hapter 6 where the MiningMart system is desribed, the termonept will be used here. So, a onept over A is given by C � pAi1 , . . . , Aimq with
m ¥ 1 and 1 ¤ i1 ¤ . . . ¤ im ¤ k and Ai1 P A, . . . , Aim P A, where C is the name ofthe onept and pAi1 , . . . , Aimq is the sequene of m attributes desribing this onept.The notation attribpCq will be used to denote the attribute sequene pAi1 , . . . , Aimq of aonept C, whih is also alled the onept signature.An entity e of C is an element of the Cartesian produt EC of the domains of allattributes of C: e P EC :� dompAi1q � . . . � dompAimq. An instane I of a onept Cis a multiset of suh entities: I : EC Ñ pN Y t0uq. For an entity e P EC , Ipeq denotesthe number of times e ours in I. To allow the one-to-many mapping from onepts toinstanes, a onept an have several instanes; it an also have no instanes, a situationthat may arise during the development of a KDD proess, before it is exeuted (omparesetion 6.4).A relationship type R is given by R � pC1, . . . , Cm, c1, . . . , cmq where m ¥ 2, R isthe name of the relationship type, C1 through Cm are onepts, and c1 through cm areardinalities. Cardinalities are one of tone, zeroOrOne, zeroOrMore, oneOrMoreu. Let
I1, . . . , Im be instanes of the onepts in R. Sine the instanes are multisets, obtain setsfrom them by applying the operator set, where setpMq :� tx |Mpxq ¡ 0u for a multiset
M . A relationship r of relationship type R is then an element of the Cartesian produt
setpI1q � . . . � setpImq. A set S of relationships is an instane of the relationship type
R � pC1, . . . , Cm, c1, . . . , cmq if eah element of S is a relationship of relationship type
R that is based on the same onept instanes, and S obeys the ardinalities of R asspei�ed in the following. (Note that for instanes of relationship types, set semantis aresu�ient while bag semantis are needed for onepts.) Let 1 ¤ i ¤ m and let Si be theprojetion of S to all onepts exept the i-th onept: that is, Si ontains a tuple for allombinations of entities e1, . . . , ei�1, ei�1, . . . , em (of onepts C1, . . . , Ci�1, Ci�1, . . . , Cm,respetively) that our in S. If ci � one then for every tuple in Si exatly one mathingtuple must exist in S. If ci � zeroOrOne then S may ontain atmost one mathing tuplefor every tuple in Si. If ci � zeroOrMore then any number of mathing tuples an be in
S for every tuple in Si, and if ci � oneOrMore then atleast one mathing tuple must bein S for every tuple in Si. Like onepts, relationship types an have zero, one or moreinstanes.Certain set notations are used for sequenes in the following, as de�ned now. Giventwo sequenes V and W , V � W holds if and only if every element of V also ours in
W . If then W has at least one additional element that is not in V , V � W holds. Foran element v, v P V means that v ours in the sequene V and v R V means it doesnot our in V . The union of two sequenes V and W , denoted by V YW , is found byappending W to V and then removing double elements. The intersetion of V and W ,
V XW , is the sequene all of whose elements our both in V and in W . The di�ereneof two sequenes V and W , denoted by V � W , is obtained by removing all elements43



3. A Coneptual Data Model for KDDthat our in W from V .The following de�nition will be useful below for de�ning speialisation. For an entity
e P EC of a onept C and a nonempty attribute sequene X � attrpCq, erX denotes therestrition of e to the attributes in X. Thus perXq P EX :��BPX dompBq. Similarly, foran instane I of the onept C, let IrX with X � attribpCq denote the multiset that isobtained from I as follows: Ipeq � n ñ pIrXqperXq � n. Thus IrX an be the instaneof a onept C 1 with attribpC 1q � X.Separations are given by a partial order ¤sep on the set of onepts with instanes.Given instanes I1 and I2 of onepts C1 and C2, C1 ¤sep C2 holds if and only if
attrpC1q � attrpC2q and for every entity e P EC1

with I1peq ¡ 0, I2peq ¡ 0 holds.Speialisations are given by a relation  sp over the set of onepts with instanes. Giveninstanes I1 and I2 of onepts C1 and C2, C1  sp C2 holds if and only if attrpC2q �
attrpC1q and for every entity e P EC1

with I1peq ¡ 0, I2perattrpC2qq ¡ 0 holds. Therelation  sp is not a partial order beause it is not re�exive. Note that if C1  sp C2holds, the instane of C1 may have more entities than the instane of C2, beause therestrition of the entities of C1 to the attributes of C2 may �map� di�erent entities of C1to the same entity in the instane of C2. The instane of C1 may also have fewer entitiesthan the instane of C2, beause C2 may have several ourrenes of an entity whoseorrespondent ours only one in C1.If a speialisation or separation holds between two onepts and their instanes, arelationship type with suitable ardinalities an also be set up between them. However, arelationship type provides less semanti information than a separation or speialisation,so only the most spei� type of link between onepts is always onsidered in this work.Mapping from relational data model to ER modelAs disussed in use ase 1 in hapter 1, one of the purposes of using the ER meta modelis to represent the initial data before preparation is started. This initial data is expetedto be stored in a relational database in the vast majority of KDD appliations. Thusit is brie�y disussed in the following how an ER model an be automatially reatedfrom a relational database shema. In general, this is a di�ult task sine the shemamay semantially be underspei�ed. For example, inlusion dependenies or primary keysmay not have been delared. Separations and speialisations are ertainly not delared.Reverse engineering an ER model from a given relational shema is disussed in depthby Fahrner (1996), for example.For the present work, it is assumed that the KDD system supports the user in setting upan ER model, by importing as muh information as possible from a relational database.Setion 6.3.1 takes up this idea. It is also assumed, however, that the user is able to addmissing information to the ER model. Sine data understanding is an important task inKDD anyway (ompare setion 2.1.2), adding suh information manually an assist bothin understanding and doumenting the data.It is rather straightforward to represent eah relation by a onept, and eah attributeof that relation by an attribute of that onept. However, some attributes of a relationmay be used only to refer to the primary keys of other relations, by way of an inlu-sion dependeny. If the dependeny is delared in the database shema, a many-to-one-relationship an be reated for it, whih links the two onepts involved. If the attributes44



3.3. Additional KDD-spei� informationrefer to another relation, but not to a key of that relation, a many-to-many-relationshipshould be reated. Finally, if all attributes of a relation refer to other relations by in-lusion dependenies, the relation an be onsidered a ross table. In this ase it is notrepresented by a onept, but by a many-to-many-relationship linking all the oneptsrepresenting the relations referred to.The reation of relationships in the ER model thus an only be done automatiallyif the inlusion dependenies are delared in the relational database shema. If not, theuser of the KDD environment may have to add suh information manually.The names of the attributes and onepts are taken from the relational shema. Itis important that the user an edit these names afterwards, but only at the oneptuallevel.The KDD roles of attributes (see below, setion 3.3.2) are not represented in theshema, but have to be added by the KDD user, exept for the Key role whih an bereognised from the inlusion dependenies and primary keys, if they are delared in theshema. Similarly, separation and speialisation links are not delared in the shema, butmay be added by the user.Every oneptual attribute must also be assoiated to one of the four oneptual do-mains, or data types, alled Binary, Discrete, T ime and Continuous (see also se-tion 3.3.1). In a relational database shema, typially some tehnial data types like stringor number are used. For tehnial data types that represent sequenes of alphanumeriharaters, typially alled string, varhar et., the Discrete type is used. For tehnialtypes representing date or time information, T ime is the most suitable oneptual type.Attributes arising from numeri tehnial types should be delared Continuous. Some ofthese assignments of oneptual types may be wrong; for example, a numeri tehnialtype may be used, via some enoding, for disrete values. Thus the oneptual types thathave been found by this proedure must also be editable by the user.If the relational database has an instane, i.e. it is �lled with some data, harateristisof this data may also be used heuristially. For example, if only two values our in somerelational attribute, then the Binary type may be given to its oneptual ounterpart.Again, the results of suh heuristis must be editable by the user.The implementation-dependent order of tuples in the given data does not in�uene theER model reated in this way.After this initial model is set up, elements representing the results of data transfor-mations are added to it when the KDD proess is developed. The general approah isto transfer as muh of the semanti information (like data types and roles) as possibleto suh results of transformations. This is possible based on the spei�ations of theoperators that produe these results, as will beome lear in hapter 4.3.3. Additional KDD-spei� informationDeveloping a KDD proess is a omplex endeavour involving muh interation with thedata to be analysed. The oneptual data model developed in the previous setion an beused to desribe the data shema at a oneptual level. Another important fator are ofourse the ontents of the data and the partiular role that parts of it play in the KDDprojet. These issues are explained in this setion. Setion 3.3.1 disusses data types;45



3. A Coneptual Data Model for KDDKDD roles are introdued in setion 3.3.2; in 3.3.3, statistial information about dataontents is onsidered. Suh additional information on data sets must be administratedby a KDD-supporting software, as will be disussed.3.3.1. Data typesThis subsetion fouses on attribute domains. A domain is a set of values that an attributean take. Domains an be ategorised along di�erent dimensions. Pyle (1999) distin-guishes three dimensions: measurement sale, disrete/ontinuous, and salar/nonsalar.The sale of measurement refers to the way the values of a domain are organised; thereare �ve sales: (i) nominal (for naming individual items without an inherent order), (ii)ategorial (for naming groups of items without an inherent order), (iii) ordinal (for nam-ing items with an inherent order), (iv) interval (for integer numbers), and (v) ratio (forreal numbers). The �rst three are disrete, in that there is a �nite set of values, the othertwo are ontinuous (oneptually, there are in�nitely many values on these sales). Dis-rete domains an be further divided into onstant domains, with only one value, binarydomains, with two di�erent values, and sets, with more values. Salar attributes bear asingle value while nonsalar ones, like vetors of numbers, ombine several values.Another important type of attribute domains serves to store time-related information.Time indies, lok times, or alendar dates an be represented in di�erent ways, but theessential information they give is about the time-related order of data items.Finally, some attribute domains exhibit an inner struture. A ommon example is hier-arhial organisation of values, suh as in produt information: individual produt items,for example green, red and yellow pepper, belong to produt groups suh as pepper andyet to larger groups like vegetables and then food. Speial data mining approahes andiretly exploit suh hierarhial attributes (Srikant & Agrawal, 1995; Han & Fu, 1999;Domingues & Rezende, 2005). Kohavi et al. (2004) suggest a way of ��attening out�hierarhial strutures into binary attributes, using an operation similar to Dihotomi-sation (see setion A.3.1). They also report experiene aording to whih this methodis reommendable. Knobbe (2004) transforms suh hierarhies into a relationship to anadditional onept, following the same aim of �attening the struture2. A seond exampleis the ylial nature of ertain time attributes, suh as the day of the week or the monthof the year; here it is important to derive suh attributes if they are not present from theoutset, thus to ensure that this ylial information is available for mining (Kohavi et al.,2004); see also the template TimeSeriesAnalysis in setion 6.5.3. To be aware of suh in-ner strutures is of ourse important throughout the KDD proess. Yet these struturesare not expliitly modelled in this work, as they an usefully be mapped to �at attributedomains.The di�erent dimensions to desribe domains are eah useful, but using all of themtogether would be onfusing rather than helpful for the oneptual overview of a KDDappliation. A software that supports KDD proesses should allow to desribe the datain a lear but �exible way. Thus, a simple but useful oneptualisation of data domainsshould be used whih does not restrit the data preparation, but keeps it as lear as2Suh �attening operations an easily be spei�ed as onveniene operators in the framework of hap-ter 4.46



3.3. Additional KDD-spei� informationpossible. In this work, a hoie of oneptual data types is suggested that is diretedby the requirements of learning algorithms as listed in table 2.1 on page 17, and by therequirements of the data preparation tasks listed in hapter 4. Using the de�nitions fromabove, the proposed types are:
• time
• disrete
• binary
• ontinuousIt will turn out in hapter 4 that these data types allow to desribe all data preparationoperations at the oneptual level: that is, they are spei� enough to enable the formu-lation of onstraints whih ensure the tehnial appliability of a preparation operator toits input. Further, together with information about data harateristis, disussed below,they allow to ensure the usability of a prepared data set by a mining algorithm. Thishoie of data types explains the �xed set of domains D in the ER model, as summarisedin setion 3.2.2.At the tehnial level, data type restritions are usually supported in databases, butnot in �at �les. The ommon data types here are numbers (integer or real), strings, andalendar dates/lok times. While all oneptual data types an be represented by thesetehnial ones, respeting the tehnial data types during all data preparation operationsis important, even if no database is used, beause usage of a database may be introduedat later stages of the projet. Writing a data set to a database always requires typeorretness at the tehnial level. However, the tehnial data types an be hidden fromthe oneptual level; as will be seen in hapter 4, the tehnial data type of any outputof a data preparation operation an easily be determined.A oneptual domain type an often be realised by several tehnial data types. Forexample, a disrete domain an be realised by strings or by numbers; alendar dates anbe represented by strings; and so on. Real-world data frequently exhibits suh atypialforms of data type usage. Thus for a KDD proess a �messy� use of tehnial data typesmust not pose a problem. Rather, the tehnial level should be hidden and a �leaned�oneptual view should be provided, as elsewhere in this work. To hide the tehniallevel, a �exible mapping is needed.The distintion between the two levels is also used � for data types � by Romei et al.(2006), where the two levels are alled physial and logial, respetively. However, theyappear to mix attribute roles, introdued below, with oneptual or logial data types.3.3.2. Attribute rolesAs was explained in setion 2.1.4, labelled data sets are needed to takle preditive miningproblems. In a labelled data set, the label is ontained in one or more attributes (usuallyone). When a mining algorithm is trained on the data, the label attribute(s) must bespei�ed; when the resulting model is evaluated, its preditions are ompared to theatual label using the test set. During deployment no labels are available. Thus the labelattribute(s) play a speial role in the KDD proess. Most of the other attributes are47



3. A Coneptual Data Model for KDDused for predition. In desriptive mining settings, there is no label attribute (with theexeption of subgroup disovery approahes, e.g. (Klosgen, 2000; Sholz, 2005)).Sometimes not all attributes that are important during data preparation are atuallyneeded for mining. For example, keys are often neessary to integrate data tables andto identify entities, but they are useless for mining beause eah learning example orre-sponds to one entity, whih has a unique value in the key attribute, so that no patternan be based on this attribute. Yet key attributes are important during data preparation,to establish links between tables.In sum, any attribute plays one of four oneptual roles in the preparation and miningphases:
• Label
• Preditor
• Key
• No roleThese roles are introdued as another speial tag attahed to attributes in the ER model.They distinguish how attributes are used in the KDD proess, so they are oneptual-level elements. Even the speial role no role is useful beause it may be desired to �switho�� attributes temporarily to see if mining is more suessful without them. It would notbe onvenient to introdue an attribute deletion operator every time this is tried. In thisway, the no role onstrut allows to work with the same set of attributes for training,testing and deployment.3.3.3. Data harateristis (metadata)Setting up a data preparation proess requires not only shema-related information(whih is given by the oneptual model) but also information on data ontents. Thisis explained shortly, but will also beome apparent in hapter 4, whih desribes someessential proessing operations, and in hapter 8 where software support for these oper-ations is analysed. Both kinds of information, shema- and ontent-related, are usuallyreferred to as metadata (data about data). Setion 2.1.2 has listed some metadata thatshould be olleted during the data understanding phase. This setion deals with theontent-related metadata (data harateristis) that an be employed during the mod-elling of a KDD proess. There are mainly three reasons why this kind of metadata isuseful.The �rst reason is that this information helps to ensure the usability of the prepareddata set for mining; as table 2.1 on page 17 shows, the appliability of mining algorithmsan depend on ertain harateristis of the data itself (rather than only its data type asdisussed above, in setion 3.3.1). So when a user attempts to apply a mining algorithm toa data set that violates some of the algorithm's input onstraints on data harateristis,the KDD environment an prevent this if the harateristis are known.The seond reason is that the data harateristis provide useful information about in-termediate results, and thus give some orientation to the user as to further development48



3.3. Additional KDD-spei� informationof the preparation proess. Further, there are ertain preparation operators, to be pre-sented in hapter 4, whose instantiation in a KDD proess depends on (is parameterisedby) harateristis of the input data set. For example, the operator Value mapping(setion A.5.3) maps the values of an input attribute to new values, thus these input val-ues are a parameter of the operator. When the KDD environment provides these values,the operator instantiation an be simpli�ed.The third reason is that knowing the data harateristis allows to estimate the storageapaity required for the data sets that are reated during preparation. The number ofattributes times the number of entities of a onept and its instane already gives a basiestimate of the storage requirements. Knowing storage requirements is important beauseon the one hand, storing all data sets reated during a preparation proess onsumes toomuh storage apaity in large appliations (ompare hapter 5), but on the other handsome intermediate data sets have to be stored to allow the e�ient exeution of thepreparation proess. This issue is disussed in more detail in setion 7.3.These three spei� reasons for providing data harateristis are all motivated byan important aim of this work, whih is to speify how a data preparation proess forKDD an be developed delaratively without exeuting it. Separating the developmentof a KDD proess from its exeution is useful beause the exeution on large data setstakes a lot of time. Many urrently available KDD environments (see hapter 8) foretheir users to interrupt the development repeatedly in order to exeute the part thathas been developed so far, sine otherwise the further development is made impossibleby the environment beause it does not know the data harateristis it needs to allowthe instantiation of ertain operators. This situation an be ompared to a programmingenvironment that fores a programmer to test their program whenever a few lines ofode have been added. Some existing data preparation systems, like Clio (Yan et al.,2001) or Potter's Wheel (Raman & Hellerstein, 2001), to be disussed in more detail insetion 4.1.1, exeute eah single data transformation step immediately, and thus alsosu�er from inonvenient interruptions of the development proess. These systems do notuse a oneptual data model. In ontrast, KDD systems like MiningMart (hapter 6) allowto set up a preparation proess ompletely independently of its exeution, by mehanismswhih are based on the oneptual data model, and whih are explained below in thissetion and in hapter 6.In sum, ertain data harateristis should be maintained by a KDD environment, andshould even be available to the user sine they desribe the data as transformed up to aurrent point in the development. Computation and maintenane of suh harateristis isknown from database management systems (DBMS), where they are often also alled �thestatistis� (Haas et al., 2005). The statistis are used for several purposes in the DBMS,inluding query optimisation. They pertain to values of an attribute. Mannino et al.(1988) distinguish between four types of statistis or data harateristis: (i) desriptors ofentral tendeny, suh as mean or median (of the values of an attribute); (ii) desriptors ofdispersion, suh as minimum/maximum, variane or standard deviation; (iii) desriptorsof size, like the ount of tuples (entities) or the number of distint values (of an attribute);and (iv) desriptors of frequeny distribution, whih inlude ounts of the ourrene ofeah value, or ounts of the ourrene of values within ertain intervals (for ontinuousattributes). 49



3. A Coneptual Data Model for KDDSine information about intermediate data sets must be made available to the user,all desriptors from above ould be useful for a KDD environment. But suh desriptorsthat an be used to ensure the appliability of a mining algorithm, or an be used forthe orret instantiation of an operator, are of partiular importane. The following dataharateristis (oming from the last three desriptor groups) have been hosen for thepresent work:
• the number of rows in every table (the size of the orresponding onept's instane);
• the minimum and maximum values of eah attribute with ordered values;
• the list of values eah disrete attribute takes;
• a list of equidistant intervals into whih the values of a ontinuous attribute fall,for every ontinuous attribute;
• the number of ourrenes of eah value of eah disrete attribute;
• the number of values that fall into eah of the equidistant intervals, for eah on-tinuous attribute;
• the number of missing values in an attribute.The harateristis of the initial, given data sets an be omputed from them, thoughon large data sets this may take a lot of time. The harateristis of the intermediatedata sets that result from some preparation operations, however, an only be omputedexatly after these data sets have been reated, whih is only after exeution of theproess. Both exeution and harateristis omputation would onsume a lot of time.Fortunately, the framework of this work allows a di�erent method of arriving at interme-diate data harateristis. Data preparation is done by operators whih are spei�ed inhapter 4. The spei�ation inludes how the data is transformed, but also often allowssome statements about how the harateristis of the data are hanged. Some of thesehanges annot be given exatly for the output, but have to be estimated . Suh estimatesdesribe the post-onditions of an operator, i.e. the harateristis of its output. The listabove also re�ets whih kinds of harateristis an be estimated omparatively easily,given the operator spei�ations of hapter 4. The usefulness of the estimates is a mainreason why a KDD environment should maintain the data harateristis. Appendix Agives detailed estimates for eah proessing operator, while some general guidelines aregiven in the remainder of this subsetion. Setion 7.1.3 desribes an implementation.Charateristis (or metadata) of the initial data set (the input for the �rst proessingoperator(s)) are both required and useful even if it takes muh time to ompute them,though the omputation an be done on a sample of the data, and some or all harater-istis might be provided by hand from someone who knows the data sets from previouswork. From then on, as muh inferene as possible should be performed to gain meta-data about later data sets (results of intermediate proessing operations). Inferene heremeans to evaluate the post-onditions of operators, to arrive at statements about theharateristis of some partiular output of an operator.50



3.3. Additional KDD-spei� informationConerning estimation, one an distinguish between optimisti and pessimisti estima-tion of metadata. For example, when a omplex formula is used for the seletion riterionin an instantiation of the operator Row seletion (see setion A.1.2), it is di�ult orimpossible to infer whih values will our in the output attributes without evaluating theformula on the data, i.e. exeuting the operator. Pessimisti metadata estimation doesnot deliver any values of the output attributes in suh ases. However, in this exampleit is lear that no values are added to the output attributes that have not been in theinput. So the list of values in the output an be optimistially assumed to be unhanged.Pessimisti metadata administration makes the delarative set-up of a KDD proessmodel more tedious, as often intermediate steps will have to be exeuted in order toanalyse the data. Optimisti administration eases the development of the proess, butwhen the proess is exeuted later, on�its may our between estimated and atualmetadata. The operators spei�ed in hapter 4 must therefore be realised tehniallysuh that they are robust against suh on�its. That is, replaing the estimated withthe atual (omputed) metadata must not lead to problems. For instane, if the operatorValue mapping (setion A.5.3) is applied to an atually non-ourring value beausethis value was assumed to be in the data during the spei�ation of the operator, it simplydoes not map the value. Some data harateristis, suh as the number of entities, andthe value distributions, are needed for size estimation only, anyway; misestimations ofdata set sizes a�et the storage strategy, but not the syntati or semanti validity of thedeveloped proess. Therefore optimisti administration of the value lists and data typesis suggested in this work, and hapter 4 details for every proessing operator how thisan be ahieved.It should be noted that inferring and estimating harateristis will not give aurateresults over long hains of preparation steps. Most steps lose some of their input hara-teristis information, so that the output information about harateristis is less detailed.However, any piee of information about data harateristis of a onept helps the userto make deisions, and the system to hek the integrity of the proess. Compared tourrent KDD environments, whih do not support metadata inferene at all (see hap-ter 8), providing optimisti metadata administration as presented in this work is a bigprogress.Methods for estimating data harateristis have been presented in the database lit-erature, but are restrited to estimating the output size of data sets (number of tuples)after appliation of relational operators. The reason is that the size is the major indiatorfor the ost of proessing the data set, and an estimate of this ost is needed during queryoptimisation, whih is the task of �nding an e�etive way of exeuting a delarative query.In ontrast, estimating the other data harateristis above after an operator appliationhas not been addressed by database researhers. Suh estimates beome possible by thedetailed spei�ations of the preparation operators provided in hapter 4.Size estimation also plays a role in the present work, as storage issues may depend onit; ompare hapter 8 and setion 7.3. Researh on size estimation has foused on therelational operators seletion and join, and indeed these are the two operators for whihsize estimation is di�ult (the other operators, at least in this work, leave the input sizeunhanged, or the output size an be inferred from the value distribution of ertain inputattributes). The term seletivity estimation is often used in the literature with respet to51



3. A Coneptual Data Model for KDDthese operators; the seletivity is the output size divided by the input size, or in the aseof joins: the output size divided by the produt of the input sizes, beause this produtis the largest possible output size of a join operation.One an distinguish di�erent approahes to seletivity estimation. A simple and ur-rently widely used method is based on histograms (Poosala et al., 1996; Haas et al., 2005),whih are tables of the (frequently ourring) values of an attribute together with theirfrequenies; for ontinuous attributes, value ranges are used. Many di�erent methods ofbuilding a histogram, in partiular of �nding the interval boundaries for ontinuous val-ues, are surveyed by Poosala et al. (1996). The histograms provide (often approximate)information about the distribution of the values of an attribute, and thus allow more pre-ise estimates than some naive approahes based on a uniform distribution assumption.As indiated in the list of metadata above, this work also proposes the use of histograms,though they may be omplemented by other methods for seletivity estimation. For sim-ple seletion operations based on equality or simple omparison to onstants, and fordisrete attributes, the output size an be determined aurately based on histograms.For example, when seleting all persons under the age of 18 from a onept that inludesan AGE attribute, all frequenies of values up to 18 must be added from the histogram.If the attribute is onsidered ontinuous and the histogram uses value ranges, for exam-ple ontaining only the total frequeny of age values between 15 and 20, a simple linearinterpolation an be used to estimate the fration of values within this range that aresmaller than 18. Boolean ombinations of suh simple seletions an sometimes also beevaluated aurately. However, when a omparison between attributes or a ombinationaross attributes is involved, the ombined distributions of attribute values are needed,whih are usually not available. Estimates are usually based on the assumption thatthe attribute values are distributed independently in suh ases (Mannino et al., 1988),beause measuring the orrelation of the values of di�erent attributes is too expensive.Another method of seletivity estimation uses the assumption that the data distri-bution follows some parameterised funtion, like a uniform, Poisson or Zipf distribution(Christodoulakis, 1983), or a polynomial (Sun et al., 1993). Then the parameters of thefuntion are estimated from the data. This approah annot be used in the present workbeause the data to whih the parameters are to be tuned is not available before exeutingthe KDD proess.An important approah to size estimation is based on sampling the data, and exeutingthe operator in question on it in order to get estimates of the seletivity. There is a lot ofresearh on sampling for this purpose; see (Haas et al., 1996; Aharya et al., 1999; Nguet al., 2004) for overviews and urrent approahes. In the ontext of the present work,the data is often not available for metadata estimation, therefore sampling approahesannot be used either (exept for the few ��rst� operators that are applied to the initialdata sets). Another approah that annot be used here is based on past experiene aboutqueries and their output sizes; regression or other mahine learning tehniques are thenapplied to learn the predition of output sizes (Chen & Roussopoulos, 1994; Harangsriet al., 1997).For estimating join seletivity, Aharya et al. (1999) have presented a method that istailored to the speial ase of joins based on foreign key links, whih orrespond to rela-tionships in the present work. Many data warehouses are organised in star or snow�ake52



3.4. Summaryshemas, whih use suh links exlusively; sine data for KDD also frequently resides insuh warehouses, the method will often be appliable in KDD proesses. Compare for ex-ample the model appliation desribed in hapter 5. The simple basi idea for seletivityestimation is that the result of a join of two onepts linked by a one-to-many relation-ship will ontain exatly as many entities as given in the onept on the �many-side� ofthe relationship. Similarly, the result of a join of two onepts linked by a many-to-manyrelationship will ontain exatly as many entities as given in the database ross tablethat stores the relationship keys. This assumes that the (foreign) keys that establish therelationship are used for joining. Unfortunately, in a data preparation proess, (exat)information about relationships between data sets is lost when data transformations areapplied to the data sets. Although the operators in hapter 4 attempt to preserve as muhsemanti information about the data sets as possible, the relationship links between pro-essed data sets usually annot be reovered. However, they an be delared to exist bythe user, or reated by a speial operator, even for the transformed data sets, and thusan be made available for applying joins, supporting the estimation of seletivity.From the above it is lear that only some of the simpler methods that have beendeveloped for estimating seletivity an be applied in this work. Suh estimates are usedfor KDD for the �rst time in the present work. Setion 7.1.3 desribes whih methodswere implemented; simple methods were implemented �rst, but more sophistiated onesan be integrated into the framework at any time.3.4. SummaryThe struture of the data as it is given for analysis has been examined in setion 3.1.The relational data model (with bag semantis) has been identi�ed as a suitable modelfor this tehnial level. For the oneptual level, a number of abstration onstrutshave been presented in setion 3.1.3, and a hoie of onstruts that are useful for thepurposes of this work has been made in setion 3.2.1. The main riteria have been theability to struture the many intermediate results of the preparation proess, and thesimpliity of the model. Based on these riteria, an entity-relationship model has beensuggested as the oneptual data model. In setion 3.3, additional KDD-spei� elementsfor the oneptual data model have been disussed. In partiular, oneptual data types,attribute roles, and (estimated) data harateristis have been inluded in the oneptualmodel, sine they provide useful information for the ontrol of the preparation proess.The following hapter examines this proess in more detail.
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4. A Coneptual Proess Model for KDDThe previous hapter has developed a oneptual-level desription framework of the datato be analysed in a KDD projet, inluding its mapping to the tehnial level. Thepresent hapter introdues data transformations that are spei�ed in terms of these datadesriptions, i.e. in terms of ER models as given in setion 3.2.2. The outputs of thesetransformations are again elements of the ER model. The general idea is that an initialoneptual data model an be onstruted by the user, assisted by the system, to representthe �raw� data sets before any proessing has been applied. Then the transformations areapplied to proess the data. Eah transformation is an element of the oneptual proessmodel. The latter also shows how the transformations are linked (a link between twotransformations is given if the output of the �rst is the input of the seond). Further,eah transformation adds a onept that represents its output to the oneptual datamodel. It also adds a relationship type, a separation or a speialisation link onnetingthe new onept to one or more of the previously given onepts. The new onept often�inherits� many semanti elements of the onept the transformation was applied to (theinput onept), for example the roles and oneptual data types of attributes that do nottake part in the proessing. Thus the transformations attempt to keep as muh semantiinformation from their input onepts as possible when reating an output onept. Inthis way the KDD proess produes a growing web of elements in the oneptual datamodel whih are linked in ways that indiate how they were reated from eah other.This web provides a di�erent view on the preparation proess, as an alternative to theproess model itself; this is disussed in setion 4.6.The main part of this hapter is thus given by setion 4.2 and the list in appendix A,whih introdue the data preparation operators for KDD; before that, related work isgiven in setion 4.1. The omputational power of these preparation operators is examinedin setion 4.3. Setion 4.4 then brie�y introdues an abstration mehanism used forombinations of preparation operators. Setion 4.5 takes a short look at other phasesof the KDD proess, disussing how the oneptual-level approah to KDD extends tothem. Finally, setion 4.6 disusses two dual ways of developing a KDD proess model,one based on the data model and one on the proess model.4.1. Related workThe basi idea that is taken to the oneptual level in this hapter, of de�ning datatransformations in terms of operators that perform pre-programmed tasks on ertain in-puts, and yield ertain outputs, shows up in numerous works both from KDD and fromresearh on databases. In the database world, data transformations have mainly beenexamined in the ontext of federated databases and shema evolution. Setion 4.1.1 dis-usses these approahes. Setion 4.1.2 then turns to researh on operators for knowledge54



4.1. Related workdisovery.4.1.1. Federated databases and shema evolutionData integrationToday many institutions have more than one database. In various appliations, of whihdata mining is but one example, they are faed with the hallenge of providing a singleinterfae to their distributed soures. Work on data integration addresses this hallenge.Quite a number of data integration systems have been desribed in the literature; foroverviews, see (Lenzerini, 2002; Halevy, 2001) and the systems listed there. The domi-nant arhitetural model for data integration is the federated database, in whih varioussoures are mapped to a ommon mediated or global shema. The mediated shema usesa Common Data Model (CDM) that must be able to aommodate all data models usedin the soure databases. Users diretly query the mediated shema without worryingabout how the data needed to answer the query is distributed to the various soures. Foreah soure database, a mapping or translation to the mediated shema must be foundin order to be able to answer suh global queries. Suh translations realise data transfor-mations. Note that the mediated shema is onstruted manually for a data integrationappliation (Halevy, 2001), and afterwards the mappings are onstruted, also manuallyor semi-automatially (Doan et al., 2001). Even when both shemas (loal and mediated)are given, �nding mappings between them automatially is very di�ult (Fiedler et al.,2005); see also setion 7.1.4. This ontrasts with the more exploratory senario of on-struting data transformations to arrive at various new representations, where the targetshema is not de�ned in advaned, as in KDD proesses. The latter senario is takenup again further below, but �rst some approahes for data transformations are disussedthat take both the soure and the target data shema as given.One may distinguish between data integration approahes that use a relational CDMand others with a more omplex ommon model. A well-known example for the lattergroup is TSIMMIS (Garia-Molina et al., 1997), a system that uses the spei�ally-developed Objet Exhange Model (OEM) (Papakonstantinou et al., 1995) as CDM.This is an objet-oriented data model. Other examples (Calvanese et al., 2000; Franoni& Ng, 2000) use desription logis. More omplex data models allow, and require, touse more omplex mappings. Indeed, mappings between di�erent ontologies are exam-ined in a losely related researh area � see Kalfoglou and Shorlemmer (2003) for anexellent survey. Suh mappings allow to realise a variety of tasks that go beyond datatransformation, but are the subjet of ongoing researh; see (Melnik et al., 2005) for anexample. Below the fous is on aspets of data integration systems that involve atualdata transformations.Many of the systems whih require omplex translations of soure data are basedon the mediator paradigm (Wiederhold, 1992) (TSIMMIS is one example). The datatransformations are done by wrappers in suh systems. A wrapper enapsulates the souredata and is able to answer queries on it that are formulated in the global query language.Wrappers have to be reated manually for eah data soure, by programming them. Whilesome researh exists that attempts to simplify the reation of suh wrappers (Hammeret al., 1997), it remains a non-trivial task involving the spei�ation of formal expressions.55



4. A Coneptual Proess Model for KDDFor example, Altenshmidt and Biskup (2002) present TYML, a formal language forexpressing mappings between shemas, whih is used in their data integration systemalled MMM. TYML allows to use OQL (Objet Query Language) expressions (Cattellet al., 2000) for mapping a number of soure attributes to a target attribute. TYMLexpressions must be developed by the integration administrator.Davidson and Kosky (1997) desribe another approah to data transformations basedon given soure and target shemas, using a rule-based formalism to desribe the transfor-mations. Their rules apply to an objet-oriented data model, and are expressed as Hornlogi rules; that is, they onsist of a body and a head, with the body stating properties ofthe soure data (shema) and the head stating how elements of the target data (shema)are built from the elements desribed by the body.A remarkable ontrast to these somewhat tehnial approahes to data transformationsis set by Yan et al. (2001), at least as far as the user's view is onerned. These authors'system (alled Clio) provides an interative interfae by whih the user onstruts amapping from soure to target elements step-by-step, without speifying the mappingexpliitly, but instead by relating data examples from soure and target to eah other.The system attempts to always show the most illustrative, or distintive, examples tothe user when ambiguities arise.Relational extensionsIn the following, approahes based on the simpler relational data model are disussed.Using the relational model, or extensions of it, for all shemas involved in a data inte-gration appliation means that the mappings from soures to mediated shema an besimpler: often they onsist only of a one-to-one or many-to-one orrespondene betweenelements of the two shemas. Suh orrespondenes an sometimes be disovered auto-matially, if there are enough syntati lues in the two shemas; this is alled shemamathing , see (Rahm & Bernstein, 2001) and setion 7.1.4. The data in the shemas analso provide lues, an idea whih has been exploited in a shema mathing approah thatinvolves mahine learning (Doan et al., 2001). However, in a KDD setting the �target� ormediated shema, the one with the prepared data, is not available in the beginning butmust be onstruted, so shema mathing approahes do not help.Yet even with simple orrespondenes between shema elements, at �rst the task ofreating the mediated shema has to be solved, and it has to be done manually. Onedistinguishes the two approahes of desribing the mediated shema in terms of views overthe soures (�global-as-view�), and of desribing the soures as views over the mediatedshema (�loal-as-view�). Thus the orrespondenes between the shemas are given in theview de�nitions. The TSIMMIS system mentioned above, like many others, follows theglobal-as-view approah. Using loal-as-view, the translation of queries on the mediatedshema to the soures an be seen as a query rewriting problem (Dushka et al., 2000;Halevy, 2001). In ontrast to query rewriting for query optimisation, for data integrationthe goal is to rewrite a query suh that it uses only the soure relations, and returnsall tuples that the partiular soures provide and that ful�l the query onditions. Moredetails an be found in the survey by Halevy (2001), who also disusses three algorithmsfor query rewriting in the data integration ontext.To draw an analogy to KDD (onsidering the data preparation phase), one might want56



4.1. Related workto see the shema of the initial, given data as a soure shema, and the target shema ofprepared data, whih is used diretly for mining, as a mediated or global shema. Thedisussion so far indiates that no methods exist to automatially �nd transformationsbetween the two shemas: the orresponding task is always solved manually in dataintegration systems, either by programming wrappers or by �nding view de�nitions thatexpress one of the shemas in terms of the other. So it is urrently not possible tohave a user simply speify the desired target shema, and to disover the neessarytransformation from the soures automatially. Rather, the user will have to speify howto transform the data in order to arrive at the desired target representation. To supportthis at the oneptual level is the task that will be solved in this hapter. Fortunately,there is some researh that is involved with data transformations at the tehnial level,to be disussed now.Without spei�ally tailored formalisms, data transformations an be done using stan-dard SQL, standard programming languages, stored proedures of the database man-agement system used, or so-alled ETL1 tools (Carreira & Galhardas, 2004). The dis-advantages of employing tehnial-level elements (mainly ostly development and badmaintainability, see setion 2.2) apply here to SQL, programming languages, and storedproedures. On the other hand, ETL tools (whih usually o�er a graphial interfaeto data transformation, with many of the oneptual-level advantages) do not provideenough funtionality to reate arbitrary transformations. For example, the omputationof new attributes is often restrited. Hene several researhers have proposed frameworks,disussed in the following, in whih data transformations are easy to express and realise.In partiular, one objetive was to use delarative languages for data transformations,in view of the suess of the delarative query language SQL, and the independene ofimplementation tehniques it o�ers. Several proposed extensions to SQL are disussedbelow. But �rst one di�erent approahed is mentioned.Potter's Wheel (Raman & Hellerstein, 2000; Raman & Hellerstein, 2001) is a systemthat o�ers a graphial way (using menus) of applying data transformations to tabulardata. The input and output of a transformation are immediately visualised in spread-sheets (thus without an abstrat data model). The system provides many useful oper-ators, inluding an operator that is similar to Attribute derivation (an operatorpresented in setion A.5.4) in that it adds an attribute to the input. In ontrast to At-tribute derivation, the new value of eah entity may only depend on one partiularold value of the same entity. All operators available in Potter's Wheel an be spei�edas onveniene operators in the framework of this hapter (see setion 4.2). The authorsof the system also analyse the omputational power of their operators, establishing thatany mapping from one entity in the input to several entities in the output an be realisedusing their operators. This result also holds for the operators of the present hapter, seesetion 4.3.Carreira and Galhardas (2004) have suggested an extension of the relational algebraby a new, very general �data mapper� operator for omputing new attributes and newtuples for a relation. The operator Attribute derivation introdued in setion A.5.4is a speialised version of the data mapper: it produes a new attribute but no new tu-ples. Introduing new tuples allows to add data to a data set whih does not represent1Data extration, transformation and loading 57



4. A Coneptual Proess Model for KDDreal world entities or phenomena, and is therefore not useful for the data analysis pur-poses of this work. The appliation example motivating the introdution of new tuplesin Carreira and Galhardas' work an also be handled by the operators presented in thishapter. Carreira and Galhardas' report does not examine the omputational power oftheir operators, unlike the present work (setion 4.3). But it ontains algebrai rules thatinvolve their operator, to be used in the optimisation of query exeution, of whih manyapply also to Attribute derivation.Another relational extension is proposed by Sattler and Shallehn (2001). They ob-serve that approahes like the above rely on programmed sripts, provided by users, torealise their transformations. Thus they introdue new SQL onstruts for a few typesof data transformations, to avoid the need for programming suh transformations. Theironstruts mainly allow to pivotise relations (see setion A.3.2), or to sample from them.For some other data preparation tasks like leaning or speialised aggregations, the au-thors also rely on programmed extensions of their framework, providing Java interfaesthat allow to insert user-de�ned funtions into their language.Shema evolution and shema independeneAn important aspet for data integration and similar appliations is shema evolution,whih refers to any hanges to the shemas of the soure databases. Shema evolutionis ommon in operational databases, as demands for data to be stored hange with thereal-world phenomena that produe the data (Roddik et al., 2000). Any hanges to theshema of a soure database have to be re�eted in the transformations based on it. At thesame time, to perform a shema evolution in the �rst plae is nothing else than onstrut-ing a mapping, or transformation, from the old to the new shema. Thus the frameworksfor shema evolution are rather similar to the data transformation frameworks disussedin this setion. For example, Claypool et al. (1998) use �shema evolution primitives� foran objet-oriented data model. These primitives are taken from (Banerjee et al., 1987)and apply to their objet-oriented data model; they onsist of simple atomi hangeslike adding an attribute (ompare the operator Attribute derivation, setion A.5.4),hanging the name or domain of an attribute, hanging the superlass of a lass, andothers. Claypool et al. (1998) ombine the primitives to �templates� that an performmore omplex tasks.The neessity to adapt existing data transformations, or mappings in the data integra-tion appliations, to evolved shemas has led to the idea of designing data transformationlanguages that are robust against shema hanges. This an be ahieved by designinglanguages that allow to query and manipulate both data and shema elements, and inpartiular, to translate data to shema elements and vie versa. An example for a datatransformation that involves suh a translation is given in setion A.3.2, and illustratedin �gure A.1 on page 205.For a well-known example, Lakshmanan et al. (1996; 2001) have introdued ShemaSQL,a language that is downward ompatible with SQL, but introdues variables that an notonly range over relations (like SQL's tuple variables), but also over relation names, at-tribute names, and values of a olumn. Thus the language treats data and metadataalike. Among other things, ShemaSQL allows to restruture a data shema, to use �hor-izontal� aggregation funtions, or the reation of views whose struture hanges when58



4.1. Related workthe struture of the input data (the input shema) hanges. ShemaSQL has an expres-sive power that is independent of the shema by whih a data set is organised (shemaindependene). As an example, onsider �gure A.1 on page 205: in SQL a query askingfor all values of the attribute Week is possible, given the relation on the left, but not theone on the right; in ShemaSQL, attribute names an be queried and thus the query ispossible on both relations.A more algebrai view on data and metadata transformations is taken in (Wyss &Robertson, 2005b). These authors propose an extended relational algebra alled Feder-ated Interoperable Relational Algebra (FIRA). It is shema independent, like ShemaSQL.The naming stresses the possible appliation of an implementation of suh an algebrain federated databases, for data integration purposes. Wyss and Robertson introdue anotion of �transformational ompleteness� whih is explained below.A brief disussion of the FIRA operators follows, beause some of them are similar tothe operators introdued in this hapter (the latter have been proposed independently in(Euler, 2005)), and beause setion 4.3 refers to them. The disussion is kept informal.Besides the operators of the standard relational algebra, FIRA ontains six furtheroperators. Drop projetion is a modi�ed projetion operator whose parameters do notontain the attributes to be projeted, but the ones to be dropped (left out of the result-ing projetion). This allows to express ertain queries without exat knowledge of theattributes in the input or result. The Down operator allows to �pull down� relation namesor attribute names into the data; that is, these names beome values of new attributes.This is an operator that hanges the status of metadata to data. Attribute derefereneis an operator used to interpret values of tuples as attribute names, so it an refer toattributes whose names are listed as data values. The dereferene operator aesses thevalues of the so-referened attribute(s). Thus this operator partly reads data as meta-data. Generalised union is an operator that uni�es all relations within a given database(whih is a set of relations), using an outer join. The result ontains all the informa-tion from the input relations in one single relation. Partitioning splits a relation intoseveral relations aording to the values of a spei�ed attribute, suh that one outputrelation orresponds to eah distint value of that attribute. The operator Segmen-tation (setion A.6.1) from this hapter provides the same funtionality. Finally, thetranspose operator hanges data to metadata: eah distint value of a spei�ed attributeis transformed into a new attribute, whose values ontain opies of the values of anotherspei�ed input attribute. This operator orresponds to Pivotisation (setion A.3.2)without aggregation.The idea of designing shema independent languages has also been used for non-relational data models. For one example, Su et al. (2000) have proposed MetaOQL as anextension of the standard query language for objet-oriented data, OQL.Transformational ompletenessWyss and Robertson (2005b) do not justify their partiular hoie of operators for FIRA,exept that they introdue a rather informal notion of transformational ompleteness,whih basially involves standard relational ompleteness (for example through the avail-ability of the standard relational algebra operators), plus the presene of operators thatan hange the status of metadata to data and vie versa. The authors propose FIRA59



4. A Coneptual Proess Model for KDDas a �formal arhetype� of what it means to be transformationally omplete, similar tothe way that standard relational algebra is a formal arhetype of what it means to berelationally omplete. Setion 4.3 will show that the operators presented in this hapterprovide transformational ompleteness in this sense.A more powerful notion of transformational ompleteness is to require from a list ofoperators that it an be used to transform any data shema, together with data, into anew data shema, if the transformation is omputable at all. This degree of ompletenessis ahieved by the tabular algebra introdued in Gyssens et al. (1996), whih is basedon the tabular data model. The data model essentially models spreadsheet-like tables,or matries. The tabular algebra involves two speial �tagging� operators and a loopingonstrut; they are neessary to ahieve the indiated omputational power. But they alsointrodue a omplexity whih makes this algebra unsuitable for the present work, whosepurpose is to ease data transformations for end users. An interesting open question ishow preisely the non-looping part of the tabular algebra and FIRA are onneted (Wyss& Robertson, 2005b).SummaryResearh on data integration and shema evolution has shown that data transformationsare required in many appliations, and that non-trivial hallenges, suh as shema in-dependene, have to be met. The design of a delarative, easy-to-use but powerful datatransformation language has been a partiular motivation for many researhers. Withrespet to the two desription levels used in the present work, elements of suh languagesould be seen as oneptual beause they are tailored towards the partiular purpose ofdata transformation, replaing spei�ally programmed onstruts from general-purposelanguages. However, the proposed mehanisms are still somewhat tehnial in that theyrequire experiene in dealing with formal languages. The aim of this hapter is to freeusers from handling formal languages for data transformation. The only approahes thatalso ahieve this are (Raman & Hellerstein, 2001) and (Yan et al., 2001), but they donot represent the transformation proess; instead they visualise the results of eah par-tiular transformation, using no abstrat data model, whih makes it di�ult to keepan overview in the omplex preparation proesses that are needed for KDD (omparehapter 5).A ommon idea in many approahes disussed above (and below) is to implement datatransformations as sequenes of previously spei�ed operators, with well-de�ned inputsand outputs to ahieve ompositionality. This approah is also followed in the presentwork, as it provides a high degree of �exibility. The operators are represented graphially,and nesting them is represented by forming direted ayli graphs with the operators asnodes. One of the proposed transformation languages ould then be used to realise theoperators tehnially.An important notion from this area of researh is shema independene. Shema inde-pendene is a property of a language, not of a partiular query. It has not been de�nedformally by the authors who introdued it (Lakshmanan et al., 2001), but it involves arobustness against hanges of the status from metadata to data and bak between di�er-ent representations of (essentially) the same data set, so that a query an be formulatedon eah representation that returns the same answer. This kind of robustness is provided60



4.1. Related workby the operators used in this hapter.For a set of operators, the question of whih types of transformations an be realisedwith them is important. The notion of transformational ompleteness was developed tohandle it. The omputational power of the operators presented in this work is brie�yexamined in setion 4.3.4.1.2. Operators for knowledge disoveryThe operator-based approah from data transformations has been transferred by KDDresearhers to the whole KDD proess. Indeed, the importane of ompositionality, asa tehnique to onstrut omplex analyses from basi building bloks, has only reentlybeen pointed out in a position paper on urrent hallenges in KDD (Ramakrishnan et al.,2005). In this respet the KDD world is learly inspired by the suess of the relationalalgebra in the database world. However, as the following disussion will reveal, the pro-posed approahes rely on formal languages, so that the oneptual level as oneived inthis work is missing in these approahes.Note in the following that the disussion is not onerned with methods of data prepa-ration, or the justi�ation for these methods. Suh issues an be found in the literature,mainly in (Pyle, 1999), also in (Famili et al., 1997). Instead the fous here is on theoperationalisation of preparation methods.Mining operatorsThe �rst attempts in de�ning operators for KDD were made for the mining phase. Someapproahes onentrated on partiular mining paradigms, while others tried to inor-porate several types of mining algorithms. A partiularly ative area has foused onfrequent itemset or (assoiation) rule mining (Han et al., 1996; Meo et al., 1998; Bouli-aut et al., 1999; Imielinski & Virmani, 1999). Similar to some approahes mentioned insetion 4.1.1, these authors have proposed SQL extensions, that is, onstruts to be usedin SQL queries whih mine a data set (spei�ed by parts of the query) for rules, andwhih return suh rules (as relations or in other output formats).Another line of work has identi�ed the SQL operator �group by� as a primitive op-erator that is useful in e�ient implementations of some mining algorithms (Freitas &Lavington, 1996; John & Lent, 1997).Operators for the whole KDD proessThe SQL extensions are taken further by Kramer et al. (2005), whose operators providenot only frequent itemset mining options, but also lustering, k-nearest neighbour pre-dition, and some of the most ommon data preparation operators. Interestingly, theirlanguage adds the results of mining algorithms as a new attribute to the relation fromwhih they were mined. They see it as a step towards integrating the preparation andmining phases in a data-oriented view. The new attribute ontains the predited lass orvalue when the task was lassi�ation or regression, or a luster identi�er when lusteringwas applied. In frequent itemset mining, a new pattern relation with boolean attributesis reated, with one attribute for eah item and an entry (row) for eah frequent itemset.61



4. A Coneptual Proess Model for KDDBut there is also an additional operator that joins the pattern relation to the relationfrom whih the patterns were mined, suh that the data relation is extended by booleanattributes indiating for eah example whether it is overed by a partiular pattern. Thisapproah demonstrates how data and patterns mined from the data an be viewed undera single (data-oriented) framework, both during training and deployment. The operatorAttribute derivation, introdued in the present work in setion A.5.4, exploits thisidea to aommodate mining algorithms in the KDD proess. It is similar to the extendoperator used by Kramer et al. (2005) (it was proposed independently in (Euler, 2005)).The preparation operators that Kramer et al. (2005) have inluded in their frameworksare sampling, automati attribute seletion, omputation of distanes between examples,disretisation and transposition (exhange of rows and olumns; refer to appendix A fordesriptions of the other preparation operators). Kramer et al.'s language ould serve toimplement the tehnial level for the oneptual level elements introdued in this hapter.The data preparation language by Sattler and Shallehn (2001), whih was disussed insetion 4.1.1, has got some elements whih are useful for KDD, as it inludes onstrutsfor data leaning, sampling, and disretisation, and is extensible by user-de�ned groupingor aggregation funtions.Clear et al. (1999) have also extended a database query language with spei� knowl-edge disovery onstruts. The language is SQL/MX, the query language of an objet-relational database management system (DBMS) alled NonStop SQL/MX. The authorspoint out that extending query languages o�ers the opportunity to implement the ex-tensions at a low (system-near) level within the DBMS, to gain e�ieny. They alsoprovide guidelines as to when a language extension should be diretly supported by theDBMS; partiular issues are generality (appliability for many tasks), and potential forperformane improvement. The operators implemented for data preparation in SQL/MXare: transposition, whih is here a onise form of omputing multiple data aggregationsat one; sampling; sequene funtions, whih provide aess to previous tuples from aurrent tuple when iterating through the tuples; and partitioning, whose funtionality isequal to that of Segmentation (setion A.6.1).A speial attention to data leaning was given by Galhardas et al. (2001). They dis-tinguish between a logial level of desribing leaning operations, where SQL togetherwith their proposed extensions is used (in a delarative way), and a physial level thatprovides implementations of the operations, suh that a logial operation (like lustering)an be realised by various physial methods (lustering algorithms). However, even atthe SQL level these authors employ (all) a number of spei�ally programmed exter-nal funtions. These funtions serve partiular data leaning purposes. The appliationarea onsidered in (Galhardas et al., 2001) is to sort and lean bibliographi referenesextrated automatially from the web. A number of speial funtions are used by theauthors to desribe a data leaning proess even at the logial level. Thus the distintionof the two levels is not very preise in their work.On the ommerial side, Mirosoft has inluded data mining funtionality in its SQLServer 2005 software (Tang & MaLennan, 2005). It omes with a query language alledDMX. Its fous is on predition funtions; some data preparation tasks an be performed,but they are not always independent modules (disretisation and automati attributeseletion are examples).62



4.1. Related workPartiular preparation operatorsApart from query languages, there are also some researh reports on partiular prepara-tion operators. One family of operations that has reeived muh attention is the group ofaggregation funtions. Apart from theoretial studies (e.g. (Cabibbo & Torlone, 1999)),the use of aggregation in data mining appliations has been examined. Aggregation isa useful tool for propositionalisation, the proess of ombining information from severaldata sets into one (Knobbe et al., 2001). Sine data sets are often in a one-to-many rela-tionship, adding information from the �many-side� to the �one-side� requires to aggregatetuples2. Common aggregation funtions are to take the maximum, minimum, ount oraverage of values on the �many-side�. Flexible, user-de�ned aggregation funtions havealso been proposed, for example in (Shallehn et al., 2001); inidentally, aggregation fun-tions have been shown to be useful in the e�ient implementation of mining algorithms(Wang & Zaniolo, 1999).Propositionalisation is used in order to get a single data table that an be mined,as many mining algorithms deal only with single input tables (ompare table 2.1 onpage 17). The alternative is to diretly mine several data tables using multirelationallearning algorithms, see setion 2.1.3. However, there are reports showing that proposi-tionalisation does not lead to worse results, and an improve results, in terms of miningquality (Krogel & Wrobel, 2001; Krogel et al., 2003), but it an speed up mining be-ause the propositionalisation has to be done only one, while mining experiments aretypially run a number of times. Besides, rather intelligent forms of propositionalisationan be used that expose previously hidden information to the mining algorithm. Suhintelligent ways of aggregation have been examined by Perlih and Provost (2003). As istypial for propositionalisation, they suggest to automatially apply a variety of aggre-gation methods, eah of whih adds an attribute to the entral mining table, and thento leave it to the mining algorithm or a feature seletion method to weigh the relevaneof eah added attribute. They propose aggregation methods that take the frequeny dis-tribution of values of an attribute of interest in the related table into aount. As anexample, onsider the mining of data about ustomers of a ompany who have boughtertain produts; there is a onept for ustomer data and one for produts, linked by therelationship type �bought�. The attribute of interest from the produt onept ould bethe type of produt, so that its frequeny distribution (based on the relationship) showswhih types of produts have been bought how often by any ustomers. Similarly thefrequeny distribution of produt types bought by partiular ustomers an be found.The aggregation methods then ompare the partiular distribution of eah ustomer withthe general frequeny distribution, deriving a sum of the di�erenes as the aggregatedvalue, for example. They may also take the target attribute for mining into aount (alassi�ation task is assumed), omparing the distribution of a partiular lass of us-tomers against the general distribution. A simpler variant of their methods, suggestedby the authors, is to ompare not the frequeny distributions but only the frequeny ofthe most frequent value (the most frequently bought produt), for the di�erent singleustomers or for lasses of ustomers. This simpler variant has been spei�ed as a on-veniene operator below (setion A.2.2), as a representative of this kind of aggregation.2The same operation is alled �reverse pivoting� in (Hereth & Stumme, 2001). 63



4. A Coneptual Proess Model for KDDThe other variants an be spei�ed in a similar way for the present framework.Another important group of operators is given by pivotisation operators. For a de-sription of pivotisation see setion A.3.2. Suh an operator hanges the status of data tometadata and vie versa, and has thus been inluded in FIRA � see setion 4.1.1. Cun-ningham et al. (2004) have introdued an additional SQL statement for this operator,and have studied algebrai optimisations that involve this operator. A more formal a-ount is to be found in (Wyss & Robertson, 2005a). Pivotisation and reverse pivotisationare alled �fold� and �unfold� in (Raman & Hellerstein, 2001).Computational power of operatorsA question that has reeived little attention in the KDD literature so far is how to deideon a good hoie of preparation operators. Most of the reports disussed above simplypropose lists of operators without justifying them. This is also true for (Kietz et al.,2000) and (Gimbel et al., 2004), whih are two reports that are not entred on datapreparation but mention suh lists in passing. In fat, a good hoie of operators anbe haraterised by a trade-o�. On the one hand, there is the aim of allowing highlyomplex data transformations. This leads to the requirement that the set of operatorsbe omputationally omplete, or Turing-omplete. Many KDD tools o�er proprietaryprogramming languages to manipulate the data, in order to provide this high degree of�exibility. On the other hand, one important aim of this work is to failitate the develop-ment of KDD proesses by abstrating from low-level programming, to a oneptual ortask-oriented level. This abstration entails a simpli�ation, rendering less powerful butmore understandable operations.Many of the above approahes have started from the relational algebra (RA), or SQL.RA is far from being omputationally omplete (Aho & Ullman, 1979), but inludes someimportant and useful operators. Nevertheless, the above approahes have all extendedSQL by speialised operators for various purposes. Thus the relational algebra alone doesnot seem powerful enough to express the various data transformations that are neededin pratie. In partiular, as pointed out in setion 4.1.1, there is a need to manipulateboth data and shema elements, and to hange their status from metadata to data andbak, whih the relational algebra is inadequate for. Setion 4.2 explains how the presentwork arrives at a powerful list of preparation operators for KDD without requiring formalprogramming from users.SummaryWhile many researhers have proposed lists of operators for data preparation, few havearrived at lean extensions of SQL (without mixing in speially programmed funtions),few have justi�ed their hoie of operators, few have examined the omputational powerof their operators, and no approahes have taken data preparation operators to a on-eptual level by freeing users from dealing with formal languages. In ontrast, this workprovides a list of operators that an be used, through a supporting system, without formalprogramming, and that is found by a systemati examination of the major preparationtasks in a data mining ontext. The following setion explains this.64



4.2. Data preparation operators4.2. Data preparation operatorsWhile setion 2.1.3 has listed the reasons for data preparation and a number of high-level tasks, this hapter onentrates on the operationalisation of preparation methods.Appendix A lists many spei� operations needed for data preparation for KDD; thissetion gives an overview, and explains the shema of desriptions used in appendix A.Thus this work provides an ontology of data preparation operations. When expressed ina suitable formalism, suh as the one presented in hapter 6, this ontology an supportexisting approahes to o�er KDD methodology over Web or Grid Servies (Cannataro &Comito, 2003); see also setion 6.1.2.Usually, data preparation is seen as the exeution of basi steps, eah of whih appliessome prede�ned data transformation to the output of the previous step(s), resulting independeny graphs of data preparation (see also setion 4.4). The data transformationsare de�ned through operators, whih are spei�ed by their input, their transformationtask and their output. It is important to note that these spei�ations are given in thissetion using the oneptual data model from hapter 3 (setion 3.2.2). Previous workon data preparation operators is given in setion 4.1.The approah taken in this work to �nding a suitable set of data preparation operatorshas been as follows. In omparison with other �elds where the representation of givendata sets must be hanged or mapped to other representations, like data integration (seesetion 4.1.1), there are two partiularities of knowledge disovery that must be aountedfor. One is that bakground knowledge may have to be introdued, or information ontentmay have to be exposed more expliitly (setion 2.1.3). The seond is that the goal, the�nal representation of the data, is not always known beforehand, nor does it neessarilyremain �xed in the ourse of a knowledge disovery projet, due to the exploratory natureof new KDD projets. The �rst aspet means that ways of adding new data values,omputed from the given data, must be available. Apart from a rather general operatorwhih an be used for arbitrary omputations of suh new values, some operators thatprovide typial omputations are inluded for onveniene (setion A.5). The seondaspet leads to the requirement that data preparation operations should be simple todeploy and hange, so that the human analysts an onentrate on atually mining thedata. Reall from setion 2.1.3 that the data representation is one deisive fator for beingable to �nd interesting knowledge. Creating suitable data representations is in most asesa matter of intuition that annot be automated, thus it is an important goal to supportthis task as far as possible.For this reason, every operator spei�ed in this work is assoiated to one of the high-level preparation tasks that have been identi�ed in setion 2.1.3. These tasks are: dataredution, propositionalisation, hanging the organisation of the data, data leaning,and feature onstrution. One further task group is added in setion A.6: it is usedto ontrol the kind of pseudo-parallel proessing that was motivated in setion 1.1.1.Sine the high-level tasks re�et the typial struture of a KDD proess (in whih dataredution is followed by propositionalisation and reating the right organisation of thedata, followed by data leaning and feature onstrution), the assoiation of operators tohigh-level tasks is very useful for guiding less experiened users through the preparationproess. Further, for every operator, its relevane to data mining is brie�y disussed, by65



4. A Coneptual Proess Model for KDDexplaining why and in whih kinds of situations the operator might be useful. Some ofthis latter type of information is based on (Pyle, 1999).It should be noted, however, that this operator list is not losed, but is open for exten-sion by further operators. The list of operators presented in appendix A inludes all datapreparation operators that are mentioned in the literature on KDD (see setion 6.1.2)and on KDD tools (setion 8.1.2), all operators that were needed when implementingthe model ase (hapter 5), and all operators that any of the tools examined in hapter8 (setion 8.5) provides. It is based on the list given in (Morik et al., 2001), but thespei�ations here are more detailed, and are adapted to the re�ned oneptual datamodel from hapter 3. For instane, they inlude the semanti links between input andoutput of the operators. Also, some additional operators, as well as the assoiations tothe high-level preparation tasks, are provided by the author of this work. The only majordata transformation from the literature that is not inluded is transposition. This is thetransformation that is analogous to exhanging rows and olumns in a matrix. Krameret al. (2005) argue that this operator is needed in some appliations. It an easily beinluded in the list of operators below, but sine it plays no role elsewhere in this work,this was omitted. Nevertheless, it should be emphasised that it makes sense to enode aertain funtionality from data preparation in a spei� operator, if this funtionality isfrequently needed.In appendix A, all operators are listed and grouped aording to the tasks. The fol-lowing paragraphs explain the shema of their presentation. For every operator, its inputand output in terms of the oneptual data model (setion 3.2.2) are given. As notedabove, eah operator produes a new output onept as well as links (relationship types,speialisations or separations) between this output and its input onepts; as explainedin setion 3.2.2, only the most spei� type of link that the operator adds is given. Thenew elements (onepts and links) are added to the semanti shema that represents theshape of the data sets available so far in the preparation proess.The parameters of the operators speify the kind of information that a user has togive when applying the operator to onrete input. For example, an operator that isused to sale the values of a partiular input attribute (Saling, setion A.5.2) has aparameter to speify whih onept it should be applied to, one parameter to speify theinput attribute, and two numeri parameters that speify the new range of the values. Inaddition, a name for the newly onstruted attribute must be given; a parameter for thisexists for every feature onstrution operator (see setion A.5). The name of the outputonept is a parameter of all operators, thus this parameter is not listed spei�ally foreah operator. Minor variants of an operator are sometimes given as �speial options�;the reason for not introduing separate operators for suh variants is that the input andoutput are the same, and the transformation is very similar.Further, for every operator, preonditions that speify when it is appliable and post-onditions that further speify its output are given. For the preonditions, a distintionis made between onstraints, whih represent shema-level input requirements that mustbe met, and onditions, whih represent data-level (instane-level) input requirements.The onstraints mainly onern type heks, based on the oneptual data types (whihare known for eah attribute, see setion 3.3.1). The onditions onern data harater-istis (setion 3.3.3). Obeying the onstraints and onditions ensures that an operator is66



4.3. Computational power of the operatorstehnially appliable.For the postonditions, assertions are distinguished from estimates. Assertions onernthe shape of the output, suh as names, types and roles of attributes. Estimates onernthe data harateristis of the output, as disussed in setion 3.3.3. Note that bothassertions and estimates give statements about the operator's output that an be madebefore the operator is atually exeuted on its input data. Thus these statements anbe made as soon as the operator's parameters are spei�ed. Similarly, the onstraints(shema-level input requirements) an be heked as soon as the operator's parametersare spei�ed; in ontrast, the onditions (data-level requirements) annot be hekedbefore exeuting the operator on atual data. While the estimates of data harateristisould be used for heking the onditions before exeution, they will in general be tooimpreise to allow enforing the onditions: In a longer hunk of operators, usually someof the information about data harateristis that is available about the input of the �rstoperator, will not be available at the output of the hunk due to inomplete estimates(for some operators, some output estimates are generally unknown).All desriptions of estimates assume that the information about the input data har-ateristis is omplete. In operator appliations where this is not the ase, some of thedesribed estimates may not be available even after speifying the parameters of theoperator.The oneptual data model suggested in the previous hapter allows to represent severaldata tables that share the same shema by a single onept. The operators in this haptermust be able to handle this. The desriptions of the operators in appendix A are givenfor single instanes of the onepts, but when applied to a onept with several instanes,the operator simply applies to all instanes and reates as many instanes for the outputonept as are given with the input. A problem may arise for those operators that usemore than one input onept, if the input onepts have di�ering numbers of instanes;this situation is exluded in the preonditions of these operators.4.3. Computational power of the operatorsThis setion ompares the kinds of transformations that an be done using the operatorsfrom this hapter, with the transformations that other data transformation formalismsthat have been suggested in the literature are apable of.Setion 4.1.1 has introdued the notions of shema independene and transformationalompleteness, whih are two requirements proposed in the literature that data transfor-mation operators should ful�l. Both onepts have not been preisely de�ned so far, butWyss and Robertson (2005b) have proposed the FIRA algebra as a formal arhetype ofa transformationally omplete language, whih is also shema independent. They havestressed that suh a language must be able to perform transformations between dataand metadata; in partiular, transformations must be possible in all diretions betweenrelation names (for this work, onept names), attribute names, and data items.The list of operators given in appendix A, whih is based on (Morik et al., 2001)and (Euler, 2005), inludes operators that �promote� data items to attribute names, forexample Pivotisation. The reverse diretion, introduing data items based on attributenames, is possible with Reverse pivotisation. The operator Attribute derivation67



4. A Coneptual Proess Model for KDD(setion A.5.4) an be used to introdue data items based on the onept name. However,promoting data items or attribute names to onept names is not done by any operatorin this hapter, beause the names of the output onepts are always given by the user. InFIRA, the partitioning operator introdues new relations that are named based on dataor attribute names. This operator is very similar to Segmentation (setion A.6.1),but the latter only introdues new data tables at the tehnial level, in order to hidethe omplexity introdued by this kind of operation from the user. Thus the presentframework keeps a striter separation between shemas and instanes (or metadata anddata) than FIRA, in partiular from the view of the oneptual level, but allows essentiallythe same operations as FIRA at the tehnial level (it is easy to see that the FIRAoperators an be realised with the operators of this work, the only exeption being thenaming of onepts as just disussed). Separating the two desription levels thus makesthe framework presented here more user-friendly than other approahes.Among the operators of this work, Attribute derivation has a speial status: itdoes not provide standard funtionality for KDD appliations, but is needed to allow the�exible addition of information for mining (feature onstrution, see setion 2.1.3). Also,it fores the user to work at the tehnial level, sine the ways of adding information thatusers might need for their appliation annot be foreseen to be modelled at the oneptuallevel. The operator allows to employ a omputationally omplete programming languageto aess the data and ompute new values for eah entity, but it does not allow theintrodution of new entities, and it does not allow to aess instanes of onepts otherthan the input onept.3Computing new data values is a faility that enhanes the omputational power of thelanguage de�ned by the operators, ompared to lassial query languages, whih maytransform the data but do not ompute new data items (Abiteboul & Vianu, 1991). Inreent studies summarised in (Libkin, 2003), Libkin has examined the expressive powerof SQL (version 2, without reursion); the inlusion in SQL of aggregate and groupingfuntions, and arithmeti operations on numerial values, deviates from relational theoryand makes SQL more powerful than relational algebra. These devies are also provided bythe operators onsidered here. It is well-known that reahability queries, like the transitivelosure of a direted graph, are not expressible in relational algebra and Libkin provesthat this is true also for SQL. Among others he onsiders a funtion appliation operatorwhih is somewhat similar to Attribute derivation, in that it adds an attribute to arelation, but it applies only to funtions on tuples (whih orrespond to entities here).It orresponds to virtual olumns in SQL. Attribute derivation is more powerfulas it an realise funtions on whole onepts (with instanes). It is easy to see thatthis apability makes the list of operators from this hapter stritly more powerful thanthe relational algebra, or SQL, or FIRA, for example. Indeed, omputing the transitivelosure an be done by enoding the omputation in a funtion that an be used byAttribute derivation; the funtion would have to be applied to an argument oneptwhose instane provides all ombinations of nodes in the graph, so that Attribute3Beause a omputationally omplete language is used, the output of this operator may depend onthe order in whih the input data happens to be given due to implementational spei�ities. Theonly other operator for whih this is true is Sampling, beause its exat output depends on the wayrandom seletion is implemented. In any ase, at the oneptual level, the order of entities does notplay any role for mining.68



4.3. Computational power of the operatorsderivation an mark for eah ombination whether an edge between them belongs tothe transitive losure or not. This argument onept an simply be reated by joiningthe onept that represents the original graph with itself.The relational algebra essentially orresponds to �rst-order logi using Horn lauseswithout reursion, negation or funtions. Introduing reursion leads to a well-knownquery language that is more expressive than the relational algebra, Datalog (Ullman,1988)4. Sine Datalog an use reursion, it an be used to ompute funtions withoutrequiring a bound on their output size. In ontrast, there are only two operators in thishapter, the join operator (setion A.2.1) and Reverse pivotisation, that inrease thenumber of entities in the output with respet to the input. Join an produe a number ofentities up to the square of the input size, while the seond operator produes a numberof entities that is bound by the produt of the input size and the number of attributes.A onstant number of appliations of these operators, like in a �xed expression from thelanguage that is formed by these operators, an only produe a number of entities thatis polynomial in the input size. This is a major di�erene to Datalog.Another extension of �rst-order logi that was suggested to overome some limitationsof the relational algebra is to introdue a least �xpoint operator (Aho & Ullman, 1979;Chandra & Harel, 1982). The resulting logi is alled �xpoint logi. In terms of relations,a least �xpoint of an equation of the form R � fpRq is the smallest relation (with respetto the subset hierarhy) that ful�ls the equation. A unique least �xpoint always exists ifthe funtion f is monotone, that is fpR1q � fpR2q holds if R1 � R2. Many interestingqueries an be formulated as least �xpoints of monotone funtions. For example, thetransitive losure of a direted graph enoded in a binary relation R0 is the least �xpointof the equation R � fpRq, if f is suh that it omputes the join of R0 with R usingdi�erent attributes as keys, projets the result onto the �rst and last attribute, anduni�es it with R0 (Aho & Ullman, 1979).Datalog has been shown to be equivalent to the negation-free existential fragmentof �xpoint logi (Chandra & Harel, 1985; Kolaitis & Vardi, 1995). Indeed, queries likethe transitive losure of a graph are easy to express in Datalog using reursive Hornlauses. However, non-monotone queries annot be expressed in Datalog; for example,the omplement of the transitive losure of a graph is not expressible (Kolaitis & Vardi,1995). In ontrast, it is easy to see, based on the above omputation of the transitivelosure by Attribute derivation, that the omplement of the transitive losure analso be omputed by Attribute derivation.In fat, it an be shown that most of the operators listed in appendix A an bereplaed by a ombination of Attribute derivation with a few other operators. Thetwo other operators needed are the join operator, whih is needed to ombine oneptsand in order to reate new entities (by self-joins), and Attribute seletion. SineAttribute derivation an be used to reate the attributes that form the output of theother operators, these three operators ould su�e. One ould see these three operatorsas primitive operators; the other operators would be used for onveniene. However,the funtions needed in Attribute derivation to replae a onveniene operator by aombination of the three primitives are not trivial. Also, the number of primitives needed4The SQL standard version 3 also inludes reursion, but not as part of the ore standard, so that onlya few DBMS vendors support it. 69



4. A Coneptual Proess Model for KDDfor replaing a onveniene operator is not always onstant, but depends on the numberof attributes in the output onept.It follows that by using Attribute derivation and the other operators from ap-pendix A, any onept that is omputable from some given onepts (with instanes) atall, and whose instane size is polynomially bounded in terms of the input sizes, an bereated. However, the way to reate it may depend on the number of output attributes.4.4. Data preparation graphsThe remainder of this hapter now turns to a more global perspetive on preparation.As was said in setion 4.2, a data preparation proess onsists of a number of steps, oroperator appliations, exeuted in a partiular order de�ned by the inputs and outputsof the operators. That is, the output of any step an be used as input by another step.This data �ow indues a direted ayli graph (DAG) on the steps (and also on theinput and output onepts, see setion 4.6).When modelling this DAG, the user an be supported by having the system allowonly onnetions that do not violate any of the onstraints or onditions of operators, aslisted above. Sine most of the onstraints onern the oneptual data type of ertaininput attributes, this amounts to a basi type heking mehanism. Apart from this typeheking, joining two onepts into one is safeguarded, in semanti terms, by requiringa relationship to be delared between the onepts (see the remarks introduing se-tion A.2). The validity of parameters an also be heked. Thus the interplay of the datamodel with the rather strongly spei�ed operators an provide muh more guidane tohuman users than would be possible at the tehnial level. Invalid data preparation pathsare exluded. At the same time, the neessary freedom for exploring the possibilities ofdata preparation remains. This freedom is indispensable during the �rst development ofa new KDD appliation, as explained in setion 1.1 under �exploration�. It is a harater-isti of preparation for mining that this freedom exists. Little guidane about suessfulpaths of preparation an be given to new users, exept by pointing to solutions that havebeen published previously. This is the topi of hapter 6.For large KDD appliations (ompare hapter 5), the graph of steps an be ratheromplex. However, often some parts of the graph form a oneptual unit, in whih aspei� task is ompleted using a ertain number of steps. In fat, some suh subtaskstend to reour, given several KDD appliations (see setions 6.5.3 and 6.6.2). Continuingthe approah of oneptual-level support to these larger units, it is useful to allow thedivision of the graph into hunks of steps, to build oneptual units. These hunks anbe hierarhially organised, orresponding to tasks and subtasks that are solved in eahhunk. For example, the highest-level hunks ould be organised to orrespond to theKDD proess phases introdued in hapter 2, or to the high-level preparation tasks givenin setion 2.1.3. This provides a lear overview of the omplete proess and helps toorganise both the development and the maintenane of the KDD appliation. There isno orrespondent at the tehnial level to these hunks.From outside, a hunk an be seen as a speial kind of operator; its input is the setof onepts that the �rst step(s) of its inner steps take as input, and its output an bethe output of any of its inner steps. Internally, a hunk is again a direted ayli graph.70



4.5. Other phases of the KDD proessOften, hunks will have only one input and one output, as this is a oneptually simplestruture and hunks serve oneptual simpli�ation, but this is by no means required. Inhapter 5, the use of hunks is demonstrated on a large KDD appliation, while setion6.6 underlines the oneptual importane of hunks for the re-use of KDD appliations.One might onsider the introdution of new kinds of operations at the level of hunksand graphs. Their arguments would not be onepts but hunks. This work provides suhoperations indeed, they are disussed in setions 6.6 and 7.1.2; they adapt a hunk to ahanged model of its input data.4.5. Other phases of the KDD proessIn this setion, a brief look is taken at other phases in the KDD proess, before and afterdata preparation, to see how oneptual support an be extended to them.Like data preparation, both business and data understanding an bene�t from the ex-istene of a domain ontology (Cespivova et al., 2004). Given the ER framework suggestedin hapter 3, whose aptness for data preparation does not at all make it the �rst hoie ingeneral to build domain ontologies, it may be neessary to map a given domain ontologyto an ER model. This proess an at best be partially automated; however, doing it byhand is atually advantageous, as it provides the neessary understanding of both thedomain and the data that represents it, without whih the development of a suessfulKDD proess is hardly possible.An important part of data understanding is working with a number of visualisationtools. Often, visualisation and data preparation are integrated in a software; it makessense to use the same oneptual view of the data for both tasks � see also setion 4.6. Thesame is true for the mining and deployment phases. Beause data preparation usuallyonsumes the bulk of work dediated to the development of a KDD task, support forthe proess should be entred on this phase, and extended to the other phases wherepossible.During mining, oneptual-level support is mainly needed for training, testing (evalua-tion of models), and parameter tuning, as well as the visualisation of models. Coneptualsupport here means again to present solutions to these tasks in suitable terms; for ex-ample, standard operations should be o�ered to split a data set into training set andtest set, to learn, evaluate and apply a model, to automatially �nd optimal parametersettings, and so on. Sine mining is in itself a omplex proess, in fat this often leadsto a separate graph of proessing tasks. Aording to Mierswa et al. (2003), trees ofnestable operators are a suitable, oneptual representation for these tasks. The leaves ofthe trees represent operations suh as the learning or appliation of a model, while theinner nodes orrespond to more abstrat, ontrol-oriented tasks suh as ross validationor meta learning. This representation provides great �exibility for the design of omplexmining experiments, whih are independent of the data preparation in that they take asingle, �xed data table as input.Conerning deployment, setion 2.1.6 has shown that it is losely linked to mining.As disussed in setion 4.1.2, many mining algorithms an be seen as speial ases ofAttribute derivation; the same is true for the deployment of suh algorithms tonew data. See setion 7.2.5 where a realisation of these ideas is disussed tehnially.71



4. A Coneptual Proess Model for KDDCorrespondenes between an instane of a mining operator and the instane used fordeployment must be learly indiated. Further, a post-proessing step for the preditedlabel must be available if the original label was reversibly transformed (see setions 2.1.6for an explanation and 7.2.6 for a tehnial solution). In desriptive settings, the modelitself must be presented to the user in an understandable way. This task, model visuali-sation, is beyond the sope of the present work.4.6. Two dual views of the preparation proessTraditionally, the KDD proess has been thought of, and represented in software tools,as a graph of operator appliations. The graph represents the data �ow. This is a usefuland intuitive approah. With the framework of the present work an alternative view ispossible, one that is entred on the data that is being proessed. Table 4.1 shows thatevery operator listed in the earlier setions produes exatly one of the three types of linksbetween onepts foreseen in the oneptual data model from hapter 3: relationship type,separation or speialisation (reall that always the most spei� type of link is produed).It also shows that these links are always direted. This leads to the alternative viewwhih displays the KDD proess as a web of onepts and links between the onepts;the onepts represent initial and intermediate data sets, while the links re�et how theonepts are related to eah other. The graph in whih these onepts are nodes andtheir links are edges is again direted and ayli.A duality between the two views an be established. Whenever an operator is addedto the proess-oriented view, its output onept an be automatially reated and addedto the data-oriented view together with the orresponding link, whih is possible dueto the well-de�ned semantis of operators. Conversely, whenever a new onept and adireted link (either separation, speialisation or relationship type) are reated in theonept-oriented view, the system an o�er the operators whose spei�ation allows torealise this link; when an operator is hosen and its parameters are spei�ed, it an auto-matially be added to the proess-oriented view. Further, if an operator has n inomingand m outgoing edges in the proess view, then in the onept view its output oneptis onneted to the output onepts of the n preeding operators by n edges, all of whihare either inoming or outgoing, and is onneted to the output onepts of the m fol-lowing operators by m edges whih are again either all inoming or all outgoing5. Thismeans that the graph strutures in the two views are very similar. The �gures in hapter5 illustrate this. Therefore a graphial user interfae of a KDD system an be imaginedwhih o�ers to ontrol the KDD proess from both views. In addition to the traditionalinterfae, it would provide a onept editor that is used both to set up the initial ERmodel, and to reate further onepts with links to the present onepts. The attributesand oneptual data types of the output onept an be determined automatially, justlike in the proess-oriented view. The onept of hunking (setion 4.4) an be appliedto both views; a hunk in the onept editor ontains all onepts involved in the or-responding hunk in the proess view, so that hunkings are easily transferred betweenthe views.5The only exeption are the initial onepts that represent the given data, sine they are not outputonepts of any step.72



4.6. Two dual views of the preparation proessOperator Relationship Separation SpeialisationAttribute seletion I  sp ORow seletion O ¤sep ISampling O ¤sep IAggregation n : 1Disretisation O  sp ISaling O  sp IValue mapping O  sp IAttribute derivation O  sp IJoin by relationship O  sp IAggregate by relationship O  sp IUnion I ¤sep OMissing value replaement O  sp IFiltering outliers O ¤sep IDihotomisation O  sp IPivotisation n : 1Reverse pivotisation 1 : nWindowing 1 : 0..1Segmentation O ¤sep IUnsegmentation I ¤sep OTable 4.1.: Operators and the type of link between onepts they produe. I = inputonept(s), O = output onept(s), x : y = relationship type from input to outputonept with given ardinality.Developing a KDD proess based on the data-entred view has the following advan-tages, ompared to the traditional proess-oriented view:
• The (intermediate) data sets are important artifats of the KDD proess, as dis-ussed in setion 3.2.1. All these artifats are diretly represented in the oneptview in a strutured way. If there is only a proess-oriented view, the data setsare hidden; when they are inspeted using additional tools, they appear to be un-strutured. Only by onsulting the proess representation an they be related orstrutured. This involves an inonvenient swith between tools or views.
• In the proess-oriented view, important semanti information about intermediateresults gets lost easily. For example, onsider two onepts A and B related bya relationship type. Now A is used as input to a Row seletion, resulting in aonept C that is a separation of A. C is in fat also linked to B by the relationshiptype, beause A is. By following the links in the onept web this an easily be seen(one might display the relationship type between C and B expliitly, but this wouldlutter the graphial representation too muh). In the proess view this informationis not available, even if the relationship type between A and B was known andexpliitly represented in a di�erent tool (say a database management tool). 73



4. A Coneptual Proess Model for KDD
• An integration of data visualisation tools and data querying tools into the KDDenvironment or system beomes muh easier; these tools help to understand thedata and to disover new options for KDD approahes o�ered by intermediateresults. The onept view an thus beome a single interfae to all developmenttasks needed for a KDD projet.
• Data sets are the natural interfaes to other tools, like additional implementations ofmining algorithms. From the onept view this interfae an easily be ontrolled orshaped. Data sets have already been suggested as the �bridge� between preparationand mining (Ramakrishnan et al., 2005; Kramer et al., 2005); see setion 4.1.2. Theonept view supports this important role diretly.
• When reating a link in the onept view, both input and output onept are imme-diately �xed. In the proess-oriented view, reating a link from a soure operatorto another operator does not presribe whih onept that was produed in thegraph leading to the soure operator is to be used as input, so the user may haveto hoose from a large number of onepts.In sum, the onept view gives as muh struture to the representation of the KDDproess as the proess view, but o�ers better integration of the many data-entred tasksneeded during a KDD projet. This does not leave the proess-oriented view super�uous.Both the proess editor and the onept editor alone are a su�ient means to develop andexeute KDD proesses, but together they provide a maximum amount of informationand �exibility to the user. Chapter 5 gives examples for both views and illustrates theiromplementarity and the orrespondene of hunks in both views. Chapters 6 and 7introdue the MiningMart system whih is the �rst system to support both views.4.7. SummaryThe transformation of data plays a role in other appliation ontexts besides KDD, suhas data integration. In a KDD ontext, the neessity to ompute new values based on thegiven data, and the exploratory nature of data preparation, are important issues thatmust be aounted for. By providing many pre-spei�ed operators (appendix A) thatan be ombined to omplex preparation proesses, users an avoid formal programmingand an onentrate on their main task, whih is the development of a representationthat allows suessful learning. For the omputation of new values, a general operatoris available, but several frequently ourring ways of omputing suh new values areprovided by spei� �onveniene� operators (setion A.5).Parts of a preparation proess an be �hunked� together to form own units, with thesame kind of input and output as single operator appliations (setion 4.4). These prepa-ration hunks, whih an be organised hierarhially, help to organise large proesses, forexample by designating solutions to spei� subproblems (see setion 6.5.3).Eah operator produes a partiular type of semanti link between its input and outputonepts. In this way, a dual or orthogonal view on the transformation proess arises inthe oneptual data model (setion 4.6). Together these two views provide a high amountof information and �exibility to KDD users.74



5. An Illustrating Example: KDD forTeleommuniationsIn this hapter, an example for a omplex KDD proess with extensive data preparationis given. This example an also be examined online: see setion 6.5. The KDD proessillustrates the onepts introdued in the previous hapters, in partiular the data prepa-ration operators from hapter 4 on the one hand and the dual data views they produeon the other. Setion 5.1 introdues the appliation domain and gives an overview; thefollowing setions eah desribe one hunk (ompare 4.4) of the data preparation graph.Setion 5.8 draws some onlusions and disusses limitations of this model appliation.Appendix D brie�y explains some extrats of the tehnial level SQL program thatrealises this model appliation. It was automatially reated using the MiningMart soft-ware desribed in hapter 6. It an be ompared to the sreenshots of the graphialrepresentation of the oneptual level given in this hapter, for a demonstration of theadvantages of the oneptual-level approah taken in this work.5.1. OverviewThis KDD appliation was modelled based on two real-world appliations (Chudzianet al., 2003; Riheldi & Perrui, 2002a) (see also (Euler, 2005b; Euler, 2005d)) whihwere developed in the European projet MiningMart (Morik & Sholz, 2004). It has beenimplemented on several KDD platforms (see hapter 8) using a large set (2 GB) of arti�-ial, random data whih was reated based on the real data shemas used in the originalappliations. More preisely, small data samples from the original appliations were pro-vided for the projet and these samples were multiplied many times, and integrated usingnewly reated keys, to gain the arti�ial data sets.The appliation is from the teleommuniations domain. The business goal is the pre-dition of hurn, that is, prediting whether a ustomer is likely to disontinue the sub-sription to the teleompany soon, and move to a ompetitor. In teleommuniations,hurn behaviour is quite ommon and involves high osts; a small inrease in the au-ray of hurn predition an therefore result in substantial ost savings. The ompaniestry to retain ustomers likely to hurn by using speialised marketing ampaigns.The appliation uses information about ustomers who have left the ompany in thepast, to predit hurn for ustomers who are still in ontrat with the ompany. Thusthe labelled data set that an be used for training and testing is limited by the amountof data available for past ustomers. For deployment, all urrent ustomers an be used.The model appliation demonstrates both training of models and their deployment; bothurrent and past ustomer data is prepared in the same way.In general, hurn behaviour is learned and predited based on monthly information75



5. An Illustrating Example: KDD for Teleommuniations

Figure 5.1.: The six preparation hunks of this appliation and their dependenies.from the past six months, given the month when the ustomer hurned, or the urrentmonth if the ustomer has not hurned. The data in this model appliation overs twoyears, or 24 months. From these two years, two months are hosen (alled the hurnmonths below) and all ustomers who have left the ompany in one of those months aretaken as positive examples for hurning. The negative examples are gathered by takingall ustomers who have not left the ompany in the two years. During deployment, onlythis last group is available. During training, adding the two groups of hurners resultsin three six-months-periods that provide past data for the ustomers. The model ase isdesigned suh as two easily allow to hange the two hurn months. Thus it an happenthat the three periods overlap, sine a given month may be the �rst month of one periodand the �fth, say, of another. Therefore some parts of the preparation graph must beapplied to the three periods separately, as detailed below.The general goal of this data preparation proess is to transform the given data suhthat one entity desribes one ustomer in the resulting mining table. Data from the pastsix months is therefore given a representation that provides some attributes for eah ofthe six months, so that all the information for one ustomer is attahed to a single entity.Thus the resulting mining table has many attributes (98 to be preise) and the hoie ofthe relevant ones is left to the mining algorithm, a typial approah when there is littleintuition as to whih attributes might be most important.The data sets that are used in this KDD proess are desribed in the following setions,beause eah setion deals with one hunk of the preparation graph, and in this appli-ation eah hunk orresponds to the preparation of one data table. In the �nal hunk,the results of eah hunk (their last output onepts) are joined and mining is applied(setion 5.7). Figure 5.1 shows the six hunks of the appliation and their dependenies,whih are given by the data �ow. Eah hunk orresponds to one setion below.Various parts of this example proess exemplify the high-level data preparation tasksintrodued in setion 2.1.3, as will be indiated.76



5.2. Seletion of data for preparationAttribute Type ExplanationCaller Key Customer Identi�ationServStart Date Date when servie started to operate for this ustomerServEnd Date Date when servie ended; missing if still operatingPayMethod Set Method of payment used by this ustomerHandset Set Type of devie used by this ustomerTari�Type Set Type of tari� booked by this ustomerTari�Plan Set Type of tari� booked by this ustomerTable 5.1.: The attributes of the Servies onept, an input to the KDD proess.5.2. Seletion of data for preparationThis part of the proess exempli�es the high-level preparation task data redution (seesetion 2.1.3). The input data to this hunk is a table from the servie department ofthe teleommuniations ompany that ontains information for eah ustomer about theservies o�ered to them. Table 5.1 explains the attributes of the orresponding onept.Sine this table provides the information whether a ustomer has left the ompanyor is still in ontrat, two tasks an be solved based on this data: the seletion of asuitable subset of ustomers for preparation, and the onstrution of the label for mining.Figure 5.2 shows the proess-oriented view of this hunk, that is, the graph of operatorappliations, as realised in the MiningMart system whih is desribed in the followinghapter. In MiningMart the nodes of the preparation graph are alled steps; they an benamed, and represent the appliation of an operator.The two steps MarkSomeChurnedCustomers and MarkNonChurners mark all ustomersthat belong to the �rst or seond hurn month or to the non-hurners by a speial valueof the new attribute. MarkSomeChurnedCustomers is realised by an operator that allowsto disretise attributes of the type date/time into disrete values, by giving time intervals.MarkNonChurners uses a general Attribute derivation; it marks all ustomers whohave not left the ompany, as indiated by a missing value in the ServEnd attribute.This extra marker is needed for later uni�ation with the hurned ustomers data set,see below.Note that in MiningMart, operators that reate a new attribute do not also reate anew onept, but simply add the new attribute to the input onept, in ontrast to thedisussion in setion 4.2 where all operators are proposed to reate a new output onept.This exeption produes fewer onepts in the onept web, allowing a learer overviewof the proess artifats. At the same time it may require to update semanti links: if aonept that is a separation of another onept is extended by an attribute, the semantilink between them is hanged to a speialisation. Suh updates are not made when theonept web is displayed in MiningMart's onept editor, in order to re�et the reationof onepts; a di�erent approah is possible here, namely to adjust the semanti linkswhere neessary.Sine the two markers for the hurners and non-hurners are added to the same inputonept, they must have di�erent names. After the two seletion steps have reated new77



5. An Illustrating Example: KDD for Teleommuniations

Figure 5.2.: Seletion of ustomers and onstrution of the label for training.
onepts, one of these attributes an be renamed whih allows the uni�ation of theonepts. But before uni�ation, the two attributes that provide the unique identi�er foreah ustomer and the hurn marker are seleted, so that the result of this hunk is aonept that maps ustomer identi�ers to hurn information. This onept will be joinedwith the other input data sets in other hunks, using the ustomer identi�er attributeCaller as key, in order to provide the seletion of ustomer data for the preparationproess. This is a modular design meaning that to get a di�erent seletion, only thishunk (indeed only the �rst two steps) has to be hanged, whih makes it easy to re-use the appliation on updated data on a regular basis. Finally the resulting onept ismaterialised in the database, whih is useful beause MiningMart realises intermediateonepts as database views, and the nesting of views should not be too deep.Figure 5.3 shows the data-oriented view of this hunk. The two onepts Inative-Clients and AtiveClients are separations of the input onept InputServies, re-ated by the two steps SeletNonChurners and SeletMarkedChurners from �gure 5.2;at the moment of seletion there are eight attributes (alled BaseAttributes in Min-ingMart) in the input onept, but one is di�erent for the two separated onepts asexplained above. The ninth attribute in AtiveClients is the renamed attribute reatedby the step RenameAttribute (�gure 5.2). The two onepts Churners and NonChurnersare speialisations of InativeClients and AtiveClients, respetively, as explainedabove, and they are uni�ed to get the onept TrainingSetKeysAndChurnInfo whosematerialisation is TrainingSetKeyAndLabel.Comparing �gures 5.2 and 5.3 illustrates the dual approah to KDD introdued insetion 4.6, and the omplementarity of the proess- and the data-oriented view. In thefollowing setions, usually only one view will be given as this su�es to understand theappliation, but another omparison of both views will be given in 5.5. The ompleteonept web of this KDD appliation is given in �gure 5.10 on page 88.78



5.3. Creation of the label

Figure 5.3.: The onept web reated by the preparation graph in �gure 5.2. Dashedarrows represent separations, dotted arrows represent speialisations.5.3. Creation of the labelThis hunk is shown in the proess view in �gure 5.4. Like the previous hunk it alsohandles the servies data (see table 5.1). Mainly three new attributes are omputedwhih are useful for mining. The �rst step joins the servies onept with the result ofthe previous hunk whih seleted the ustomer data to be used for mining. As a result,the hurn marker attribute is available in the output onept, and its instane ontainsonly those ustomers that are in the seletion for mining.The next three steps serve to ompute the number of years a ustomer has been withthe ompany (the servie length), sine this is hoped to be an indiator of ustomersatisfation. Two steps extrat the year from the dates that mark the beginning and endof servie; the following step omputes their di�erene, taking the urrent year insteadof the end-of-servie year for those ustomers who are still with the ompany. After amaterialisation of the data set, the servie length is disretised into three intervals usingDisretisation (A.5.1). The next step onstruts a binary label for training (positive ornegative) based on the hurn marker attribute; this step is not needed during deployment.Then some spelling errors in the TariffType attribute are orreted in the step Repair-TariffType whih employs an instane of Value mapping (setion A.5.3). Finally someattributes whih are not needed for mining (for example those that were only used asintermediate steps to ompute the length of servie) are removed using Attributeseletion (A.1.1) to get the �nal result of this hunk. 79



5. An Illustrating Example: KDD for Teleommuniations

Figure 5.4.: The steps to prepare the servies data.Attribute Type ExplanationCaller Key Customer Identi�ationBirthday Date Date of birth of this ustomerGender Binary Gender of this ustomerName Set Name of this ustomerAddress Set Address of this ustomerTable 5.2.: The attributes of the Customers onept, an input to the KDD proess.5.4. Preparation of ustomer informationThe input to this hunk is a table with personal ustomer information; table 5.2 explainsthe attributes of the orresponding onept. Figure 5.5 shows the four steps of this hunk.After the join to realise the data seletion, this hunk only omputes the age of theustomer (feature onstrution, see setion 2.1.3), using the di�erene between the yearin whih the analysis takes plae and the year extrated from the Birthday attribute,and removes the super�uous attributes Birthday (replaed by Age), Name and Address.
Figure 5.5.: The steps to prepare the ustomer data.
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5.5. Preparation of revenue informationAttribute Type ExplanationCaller Key Customer Identi�ationMonth Date Month for whih revenue is givenRevenue Continuous Revenue generated by ustomer in given monthTable 5.3.: The attributes of the Revenues onept, an input to the KDD proess.5.5. Preparation of revenue informationThis hunk prepares some information about the revenue (pro�t) made by the ompanyfrom eah ustomer. The data set for it omes from the aounts department of theompany and provides the revenue that the ompany ould generate for eah ustomerin eah month of the two years under onsideration. This data has already been proessedby the aounts department, but needs di�erent preparation for the KDD proess. Table5.3 explains the attributes of the onept used as input for this hunk.The �gures 5.6 and 5.7 show the two views on this hunk, and provide a more om-prehensive example of the duality disussed in setion 4.6. The join that realises thedata seletion for mining (step Selet revenue data for preparation) results in theonept RevenuesToPrepare, whih is a speialisation of the input data (InputRevenuesand the ustomer seletion result of the �rst hunk, TrainingSetKeyAndLabel. In theonept web all join results an easily be reognised beause they are the only oneptswith more than one outgoing speialisation.The next step deletes some entities from the onept's instane beause the Revenuevalue is missing. There are not many entities where this is the ase, so replaement ofmissing values was not deemed neessary by the analyst. This is data leaning . The result-ing onept RevenuesNoMissingValues is a separation of RevenuesToPrepare beauseit inludes fewer entities but the same attributes.The following steps have to be applied separately for the three six-months-periodsthat provide the past data for the three ustomer groups (from two hurn months plusthe non-hurners). The reason is that di�erent months at as the �rst, seond and soon month of the three periods, and there might be some overlap. So the three groupsare seleted; beause the following steps reate a new attribute (AbstratMonth) for theresulting three separated onepts, they have an additional attribute but the link toRevenuesNoMissingValues is a separation (see the remarks above in 5.2). The abstratmonth attribute serves to give idential markers (numbers 1 to 6) to the six months inthe three periods. Then only these months are seleted, resulting again in three separatedonepts.The main aim in this hunk is to provide the revenue value for eah ustomer insix new attributes, orresponding to the relevant six months on whih the preditionof hurn behaviour is to be based. This is an example for hanging the organisation ofthe data, one of the high-level preparation tasks identi�ed in setion 2.1.3. To this end,Pivotisation (A.3.2) is now applied. The pivot attribute is Revenue, the index attributeis AbstratMonth, and the Group By-attribute is Caller; the aggregation operator anbe summation or maximum, as there is only one entry per month and ustomer in the81
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Figure 5.6.: The steps to prepare the revenue data.
input. The outputs are three onepts with the key attribute Caller plus six attributesontaining the revenues for the six-months-periods. Pivotisation relates these oneptsto the inputs by one-to-many relationship types, represented by the solid lines in �gure5.7 (there are several entities, namely one for eah month, for eah ustomer in the input,but only one per ustomer in the output).Next, these three onepts are uni�ed (operator Union); the result is materialised; thesum of revenues during the six months is omputed (Attribute derivation) and thissum is disretised (Disretisation). Finally an Attribute seletion removes theundisretised sum. The orresponding steps and resulting onepts an easily be found in�gures 5.6 and 5.7. The two views display a similar struture, demonstrating that bothare equally suitable to represent data preparation proesses.82



5.6. Preparation of phone all information

Figure 5.7.: The onept web reated by preparing the revenue data. Solid lines representrelationship types.5.6. Preparation of phone all informationThe most important table desribes the teleommuniation behaviour of ustomers bystoring features of eah single phone all made by a ustomer, suh as number alled,length, tari� used, et. This table is alled the Call Detail Reords table (CDR). Table5.4 explains the attributes of the orresponding onept.This hunk is the most omplex one; �gure 5.8 on page 85 presents its steps. This hunkalso deals with the largest data set, as the CDR onept ontains more than 61 millionrows, holding the phone all details of 20200 Customers over a period of 24 months. The�rst step is therefore to join CDR with the onept representing the data seletion formining, TrainingSetKeyAndLabel. About 40 million rows remain. To redue the datafurther, only the entities orresponding to any of the months in one of the three periodsare hosen; to this end an attribute Month is derived from Day to indiate in whih montheah all took plae. The step SeletRelevantMonths then selets only these months.Further, a new attribute Peak indiating whether the all took plae during daytime ornighttime tari� is derived from Hour, using Disretisation with user-de�ned intervalbounds. The di�erent types of alls are subsumed in a few groups like internet alls,mobile phone alls, abroad alls et. by using Value mapping in the step GroupCall-Classes. The result is materialised beause it is the basis for several sub-hunks of furtherpreparation. 83



5. An Illustrating Example: KDD for TeleommuniationsAttribute Type ExplanationCaller Key Customer Identi�ationCalled Set Phone number alled in this phone allDay Date Date of phone allHour Date Time of phone allLength Continuous Length of phone all in minutesUnits Continuous Number of tari� units used in the phone allClass Set Type of all: all to internet provider, mobile phone et.State Set Indiates interruption of all due to malfuntionsTable 5.4.: The attributes of the CDR onept, an input to the KDD proess.Similar to the revenue hunk (setion 5.5), unique numbers from 1 to 6 are given to thesix months of the three periods, using a similar struture of three parallel preparationlines and their uni�ation (in the step UnionOfPeriods). The steps CountDroppedCalls,ComputeNumDiffCalledPersons and CountCallsPerClass are examples for feature on-strution; they ompute the number of alls that were dropped for tehnial reasons perustomer, the number of di�erent phone numbers eah ustomer has ever alled, andthe number of alls to internet providers and free numbers; the latter are hanged tobinary �ags indiating whether any suh alls have taken plae in the two steps Chek-Ourrene....The step ComputeLengthWholePeriod and its suessors ompute some important at-tributes onerning the sum of minutes of all lengths ustomers have made in eah of thesix months. The step itself omputes the sum for eah ustomer and month (using Ag-gregation); then Pivotisation is used to ompute six attributes for the six months.The sum of all all lengths in all months is omputed in ComputeSumAllMonths and dis-retised afterwards. Some attributes that have turned out to be deisive for the suess ofthe mining algorithm in the original appliation are omputed in the step ComputeUsage-Change. This step applies Attribute derivation several times (a feature o�ered bythe MiningMart system), and omputes di�erenes in the phoning behaviour, measuredby the sum of all lengths, between the �rst and sixth month, the seond and sixth andso on. Thus these attributes an give an indiation of any abrupt hanges in the usageof the teleommuniation servie.The three steps PivotizeLengthBy... ompute more detailed statistis based on thelengths of phone alls. The sum of these lengths is derived not only per month but permonth and per type of all, where type of all inludes: internet providers, distane alls,loal alls, alls to mobile phones, alls to free lines, alls abroad, alls disrupted fortehnial reasons, alls during peak time and during nonpeak time. These nine typeslead to 54 new attributes (nine sums of all lengths for eah of the six months) usingtwo-fold Pivotisation (see setion A.3.2). Clearly, the availability of n-fold pivotisationin the MiningMart system simpli�ed the omputation of these attributes drastially; inanother system where this appliation was implemented by the author, no pivotisationwas available so that 54 appliations of Attribute derivation had to be set up. This84



5.7. Mining and deployment

Figure 5.8.: The steps preparing the all details data.demonstrates the usefulness of more omplex operators. Those systems that o�er pivo-tisation (ompare table 8.3 on page 186) only support n � 1; in suh systems, nine plussix simple pivotisation operators are needed.The two joining steps JoinAdditions and JoinPivotisations are not neessary,stritly speaking, beause their outputs are to be joined again in the following hunk(their inputs might as well be joined there). But they help to get a learer struture ofthe hunk and a learer onnetion to the following hunk.5.7. Mining and deploymentThe previous hunks have all produed several attributes with information about eahustomer. For �nal mining, �ve output onepts of the previous hunks are ombinedusing a Join, using the ustomer identi�ation as the key for joining. This is an examplefor propositionalisation. The result is a onept with more than 90 prediting attributes,one label and one key. Figure 5.9 shows the onept web produed in this hunk.Two row seletions then separate the positive from the negative examples; reall thatnegative examples are ustomers that have not hurned. During training, a number of85



5. An Illustrating Example: KDD for Teleommuniations

Figure 5.9.: The data view produed during training and deployment.negative examples that is roughly equal to the number of positive examples is used,seleted by a sampling row seletion (the onept TrainingSample. During deploymentthere are only negative examples and there is no label; the label attribute is thereforeremoved from NegativeExamples for this phase.The positive and negative training examples are uni�ed, resulting in the oneptMyTrainingSet, and used to train a deision tree. More preisely, the KDD analystswho developed the original appliations got best results when splitting the training setinto three parts aording to three groups of ustomers aording to how muh revenuethey generated for the ompany. Thus three row seletion operators are applied to splitthe training set, and three opies of these row seletion operators are used to split thedeployment set in the same way; the resulting onepts have names ending in ...Trainor ...Deploy, respetively.The atual mahine learning experiments onsist simply of a 10-fold ross validationfor eah of the three deision trees, to evaluate their generalisation performane using theauray measure. In the original teleommuniation appliation that this KDD exampleis based on, this performane was used to guide the reation and seletion of the pre-diting attributes desribed above. Here only the resulting proess is modelled, whih ledto good performane in the original appliation but whose performane on the randomarti�ial data used here is uninteresting. The mining experiments were exeuted withthe YALE system (Mierswa et al., 2006) to whih MiningMart o�ers two interfaes, oneoperator for reating a YALE experiment that loads a data set reated with MiningMartinto YALE, and one operator for applying a YALE-learned model to a onept in Min-ingMart. The �rst operator is used on the three training onepts and the seond on thethree deployment onepts here. This seond operator adds an attribute with the pre-dited value to the input. Note that its input must provide exatly the same preditingattributes as are used for training, otherwise the learned model annot be evaluated. Thethree onepts resulting from predition, named Predition...Profit, are thus speial-86



5.8. Disussionisations of the deployment onepts. They are uni�ed to ollet all results. Finally, to easethe use of the preditions in arbitrary business proesses (ompare setion 2.1.6), onlythe ustomer identi�er and its predition are seleted and materialised in the database(the �nal onept DeploymentResult).5.8. DisussionThe total number of steps used in all hunks of this model appliation is 98. Althoughsome design deisions (suh as when to materialise) are not determined exatly by thetasks that were performed, but an be varied, this appliation example learly demon-strates the omplexity of a longer KDD data preparation phase. Figure 5.10 shows theomplete onept web from all hunks. While the hunks are not expliitly visualised inthis �gure, it is easy to reognise the general struture of the appliation: at the top arethe four initial onepts (bearing a speial database ion) with the typial star struturegiven by three onneting relationships; in the top left orner the onepts involved inthe seletion of data (setion 5.2) an be seen, with the �nal result of a onept withthe keys and labels in the top entre. Then the four hunks that prepare the four initialdata tables begin by joining this entral onept to eah of the four initial onepts. Inthe bottom of the �gure the �ve output onepts of the four hunks are joined and theresulting mining onept is further proessed for training and deployment. Without theuse of the two views and of hunking, it would be very di�ult to keep an overview ofthe whole proess; without the provided operators this would not be muh simpler thanwith diret programming. The latter situation is demonstrated in appendix D.However, some issues that may arise in real appliations are not addressed in thismodel senario. For example, the data for it was arti�ially generated; though somemissing values and misspellings our, real data is notorious for inluding other surprises.Another point is that no representativeness issue arises, while in real appliations, thequestion whether the available data is representative of the phenomenon to be examinedneeds to be addressed. Also, the data for this use ase was generated using onsistent keyrelationships between the tables, whereas it may in reality be a problem to ahieve this, orto get the data into relational tables in the �rst plae. Further, this model appliation isused for the predition of a binary label on unseen data, and the KDD proess ends there.Thus no post proessing of the label is needed (see setions 2.1.6 and 4.5). For example,if the label attribute had been saled during data preparation, this saling would have tobe reversed for the predited value before it an be used. Compare setion 7.2.6 wherean operator for this is disussed.The mining phase is not inluded in this demonstration, in spite of its importane,beause it is not in the fous of this work. Interfaes to the YALE mining tool box aregiven. Finally, the atual use of the predited label, for example in a marketing ampaign,is not modelled, though software support might well be useful here as well, for examplefor the generation of marketing letters using the addresses of ustomers predited tohurn soon.In spite of these limitations, the model appliation served to ollet relevant and signif-iant experienes by realising it in di�erent software tools. Chapter 8 ontains evaluationriteria based on these experienes. 87



5. An Illustrating Example: KDD for Teleommuniations

Figure 5.10.: The omplete onept web of the model appliation.88



6. Publishing Operational KDD ProessModelsChapters 3 and 4 have introdued a oneptual or task-oriented desription of KDDproesses and argued that modern KDD software should support this level expliitly.As hapter 8 will show, some elements of this level are supported by several modernKDD tools (if to a limited degree). This eases the daily work of KDD experts and allowsa growing number of non-experts to attempt at developing hallenging KDD projets.Though both experts and inexperiened users an �nd guidelines for their work in theCrisp-Dm model, they are still faed with some essential problems, in partiular those of�nding a suitable data representation and of hoosing and tuning a learning algorithm togive aeptable results. As mentioned in setion 2.1.3, data preparation, as the subproessthat leads to the desired data representation, still onsumes the largest part of the overallwork. The main reason is that what is a good data representation depends on the miningtask and data at hand, whih poses a hallenging problem. Knowledge Disovery is stillmore an art than a siene (Pyle, 1999) as it involves many deisions that only humansan take (Brahman & Anand, 1996), so that inexperiened users need a lot of training(Kohavi et al., 2004). Suh users would bene�t greatly from soures of knowledge abouthow experts have solved past KDD problems, espeially from exemplary, exeutableKDD solutions. Even the experts might �nd inspirations in solutions from other businessdomains if these were available to them. The need for an environment to exhange andreuse KDD proesses has long been reognised in the literature on KDD, see setion 6.1.2.This hapter presents suh an environment, alled MiningMart. A brief overview isgiven in setion 6.2. It is based on a meta model whih is desribed in setion 6.3, andwhih realises the two levels of desription for all aspets of the KDD proess as developedin previous hapters. Thus this hapter relies strongly on the onepts of the previousones. An implemented system that diretly translates KDD proess models expressed inthis meta model to exeutable SQL ode is available. This system is mainly desribedin hapter 7. The present hapter onentrates on the aspets of MiningMart that arerelated to modelling and exhange of models. Thus, a web platform to publily display theKDD proess models in a strutured way, together with desriptions about their businessdomains, goals, methods and results, is desribed in setion 6.5 (based on (Haustein, 2002;Euler, 2005d)). The models are downloadable from the web platform and an be importedinto the system whih exeutes them (in this ase, on a relational database). To supportthe laim that this web platform is useful for the exhange of knowledge about suessfulKDD proesses, setion 6.5.3 and appendix B provide implemented, publily available,and reusable solutions of frequently ourring problems; further, the issues of reuse andadaptation, whih are important for this exhange, are disussed in detail in setion 6.6.89



6. Publishing Operational KDD Proess Models6.1. Related work6.1.1. Related �eldsTo solve a problem by remembering a previous similar situation, and by reusing knowl-edge from that situation, is the ore idea of ase-based reasoning (CBR, e.g. (Aamodt &Plaza, 1994)). CBR approahes require (at least) to model previous problems with theirsolutions, and to math new problems to the olletion of previous ones. In this work, aproblem orresponds to a business question and given data, to whih a KDD proess isthe solution. Setion 6.3 desribes how the data and the KDD proess are represented,while setion 6.5 explains how suh representations are linked to desriptions of the busi-ness tasks and olleted in a publi, web-aessible repository. For problem mathing,the system desribed in this and the following hapter inludes basi shema-mathingalgorithms (Rahm & Bernstein, 2001) that map the data representation of an existingKDD proess (from the publi olletion) to a new data shema. Mathing of businesstask desriptions is not automatially supported yet, but left to the user of the webrepository.The idea that oneptual models of an appliation are easier to reuse than low-levelimplementations is an important motivation for the KADS projet (Shreiber et al.,1993). A partiular idea from KADS is to make ontrol knowledge (knowledge on howto ontrol proesses in a system) reusable by providing expliit models of it without thedomain knowledge models that usually aompany it in the KADS framework. Thesetemplates are alled interpretation models in KADS, beause they an be used to guidethe interpretation of new domains (Wielinga et al., 1993). Control knowledge in KADSorresponds to preparation graphs in the present work while domain knowledge mirrorsdata models. Thus there is a lear relation to work in knowledge representation.Being an integrated environment for the reation, olletion, retrieval and reuse ofknowledge about KDD proesses, and sine it o�ers web aess and is based on meta-data, the web repository desribed in setion 6.5 an be seen as a knowledge portal (Staab,2002) to suessful KDD proesses, whih broadly relates this work with knowledge man-agement (e.g. (Holsapple, 2003)). The latter aims to make the right knowledge availableto the right proessors in the right representation (Holsapple & Joshi, 2003). It om-prises the identi�ation, aquisition or reation, distribution, utilisation, and preservationof knowledge (Probst et al., 1999), usually but not neessarily within an organisation,where knowledge is strutured information, for example based on an ontology. In thiswork, an ontology of essential steps in KDD proesses is given in hapter 4. The metamodel explained in setion 6.3 identi�es the information that is used here to preserve,utilise and distribute knowledge about KDD proesses.A di�erent area whih is somewhat related to the present work is data warehousing,whih deals with the olletion, storage and non-learning based analysis of large volumesof data (Inmon, 1996; Meyer & Cannon, 1998). Clearly, knowledge disovery projetsbene�t from the presene of well-maintained data warehouses sine the raw data anbe expeted to be leaner and more omplete. Also data warehouses tend to use inter-nal data models, often under the term �metadata� (Vaduva & Dittrih, 2001). Metadataframeworks in data warehousing allow to model relational and objet-oriented data (Vet-terli et al., 2000); detailed, but slightly outdated surveys an be found in (Staudt et al.,90



6.1. Related work1999a; Staudt et al., 1999b). Standardisation e�orts desribed in those referenes haveled to the Common Warehouse Metamodel (CWM) de�ned by the Objet ManagementGroup1. An interesting idea would be to reuse data models expressed in suh standardformalisms for KDD projets on the tehnial level. This idea suggests to extend theseformalisms by the means to express a (KDD-spei�) oneptual level. Unfortunately, atthe time when the meta model desribed in setion 6.3 was oneived, the standardisationof warehouse metadata modelling had not yet been mature enough to hoose a widelyused meta model that would ensure a high degree of usability, as Staudt et al. explainin the referenes above. Therefore the meta model to be presented here inludes its owndevies to doument the data to be analysed on the tehnial level.6.1.2. Related work in KDDReusing KDD solutionsThe idea of olleting KDD solutions to enable their adaptation and reuse was alreadymentioned, as a plan for future work, by Wirth et al. (1997). However, no publiationsdesribing a working environment based on this approah seem to be available. The sameis true for (Kerber et al., 1998), where an interesting methodology for the doumentationand reuse of suessful KDD projets is presented whose motivation is idential to the onefor this work. So-alled ative templates are proposed there to link ations, results anddoumentations related to a KDD proess, whih is very similar to the web repositoryrealised for this work (setion 6.5). The importane of the reusability of KDD models isalso stressed in (Zhong et al., 2001) and (Bernstein et al., 2005) (see below). Setions 6.5.3and 6.6 over templates and reusability in this hapter.One reason why using existing KDD solutions as a template for new appliations an beadvantageous is that it is di�ult to selet a suitable mahine learning algorithm for themining step. It is a well-known theoretial result that no learning algorithm exists thatan generally outperform any other learning algorithm on arbitrary data sets (Wolpert& Maready, 1995). Mahine Learning researh has experimentally on�rmed that thehoie of the learning algorithm to use depends highly on the data set at hand; see, forexample, (Mihie et al., 1994). Indeed, as was already mentioned in setion 2.1.3, therepresentation of the learning problem (using the given data) is ruial for the suessof a mining algorithm (Langley & Simon, 1995; Morik, 2000). Finding a representationon whih a partiular algorithm is suessful usually involves muh trial and error. Thishas motivated researh on meta learning , as reported in (Pfahringer et al., 2000; Brazdilet al., 2003; Vilalta et al., 2004) for example. Meta learning attempts to generalise fromharateristis of data sets and the respetive performanes of learning algorithms onthese data sets, with the aim of providing advie on the hoie of a learning algorithmgiven a new data set. Meta learning thus uses data harateristis and past solutionsto assist in the development of new data mining and KDD appliations; see (Giraud-Carrier & Provost, 2005) for a theoretial analysis of the soundness of this approah.Meta learning fouses on the mining step, in ontrast to the present work whih aims tosupport the whole KDD proess.1http://www.omg.org/wm/ 91



6. Publishing Operational KDD Proess ModelsIt has been argued that the aumulated results of the ��rst-level� Mahine Learningresearh (on �nding suessful ombinations of representations and mining algorithms)enable impliit meta learning by the Mahine Learning researh ommunity (Giraud-Carrier & Provost, 2005). The framework presented in this hapter allows to doumentin detail whih representation was used in a partiular appliation, and also how itwas reated. It an thus help to make this impliit meta learning more expliit, byolleting detailed, operational models of suessful pairs of data representations andmining algorithms.KDD modelling languagesTo doument and store KDD proesses requires a modelling language, or meta model. Awell-known standard to model the KDD proess is Crisp-Dm (Chapman et al., 2000).While it gives an overview of di�erent, interdependent phases in a KDD proess andde�nes some terminology (see hapter 2), it is not formalised, nor detailed enough tomodel onrete instanes of data preparation and mining operations based on it, anddoes not inlude a data model. An early sketh of a formal model of the KDD proesswas presented by Williams and Huang (1996); the proess is represented by a four-tuplepD,L,F, Sq, where D represents the data sets, L is a knowledge representation language,
F is an evaluation funtion that sores the interestingness of disovered patters, and Sis a set of operations exeuted on the data. D and S are relevant here, but D is notdeveloped to any detail in (Williams & Huang, 1996) while S provides only a roughlassi�ation of neessary operations without speifying the operations to any detail.The new PMML version 3.02, a standard to desribe mahine-learned models in XML(Raspl, 2004), inludes failities to model the data set and data transformations exeutedon it before mining. However, it is not proess-oriented, thus it does not allow to model adata �ow through a omplex KDD proess, and the data model is restrited to one table.Other standards around data mining are Java Data Mining (JDM (Hornik et al., 2004)),whih inludes web servie de�nitions, and SQL/MM Data Mining. Though extensible,they urrently provide interfaes to mining algorithms rather than to omplete KDDproesses. Similarly, Cannataro and Comito (2003) present a data mining ontology toenable grid-based servies, but it is urrently restrited to the mining phase of the KDDproess.Reently, some new researh attempts to employ grid infrastrutures for knowledgedisovery. A good overview is given in (Cannataro et al., 2004). To enable the exeutionof KDD proesses on a grid, these proesses have to be modelled independently fromthe mahines that exeute them, and heterogeneous data shemas and soures have tobe modelled. In (AlSaira� et al., 2003), a Disovery Proess Markup Language (DPML)is used, based on XML, to model the omplete KDD proess. Unfortunately, from theavailable publiations it is not lear how omprehensive and detailed DPML is. In theGridMiner projet (Brezany et al., 2003; Brezany et al., 2004), eah step of the KDDproess is provided by Grid servies whih an be dynamially omposed into exeutionplans using a Dynami Servie Composition Engine (DSCE). The input for this engine isalso an XML derivation alled Dynami Servie Composition Language (DSCL), whih is2http://www.dmg.org/pmml-v3-0.html92



6.1. Related workused to speify the ativities to exeute together with their parameters. The meta modelpresented in setion 6.3 ould serve as a basis for grid-based proessing in a similar way,as it delaratively models omplete KDD proesses independently of their realisation.KDD proess models are also useful in distributed data mining senarios (see e.g. (Park& Kargupta, 2002)), where one often deides to realise parts of the KDD proess, inpartiular data preparation, at eah loal site that stores parts of the data. Assuminghomogeneous data shemas (Park & Kargupta, 2002), the same subproess will be appliedat eah site, so that modelling it one while exeuting it at all sites an save a lot of e�orts.Reently, an XML-based middleware language, alled KDDML, for the support ofKDD appliations has been developed (Romei et al., 2005; Romei et al., 2006). Middle-ware languages are used to exhange data between di�erent appliations, hene KDDMLis designed to allow the desription of KDD proesses independently of their realisation.Elements in KDDML are operators, with funtional semantis; this allows to nest oper-ators like in Yale (Mierswa et al., 2006). Some operators return data tables while othersreturn learned models, salar values, or generi XML strings. For data aess, speialKDDML elements store the atual data loation as well as metadata, inluding onep-tual data types and data harateristis (see setion 3.3.3). These elements are returnedby data-reading operators. For both SQL data soures and �at �les in the ARFF format,KDDML operators exist to read the data. Elements to model data preparation operatorsare also available; the urrent list is not long but easily extensible. Learned models arerepresented based on PMML (see above). Some other KDDML elements allow to apply,evaluate and post-proess ertain models, and to speify that some operations an be ex-euted in parallel if this is possible in the interpreting environment. In sum, KDDML isa reent, rather powerful and extensible delarative language to desribe KDD proesses,with funtional semantis. The approah shows some similarities to the Yale approah(Mierswa et al., 2006), but uses an expliit data representation. This is similar to M4,the delarative meta model used in MiningMart (see below). Thus KDDML uses manyideas that are also present in MiningMart, but has been developed and published severalyears later. Also, MiningMart omes with a omplete system that inludes a user-friendlyinterfae, while KDDML provides a middleware that may be used by other appliations,similar to a library of funtions. To this end, a KDDML interpreter system is available,but no system that supports oneptual-level aess to KDD appliations modelled inKDDML has been developed. As another major di�erene to MiningMart, the interpretersystem an aess relational databases but does not leave the data inside the database,as MiningMart does. Instead, the data is read into main memory. Thus MiningMart anproess muh larger data sets.Systems for KDD proessesEarly knowledge disovery systems (see e.g. (Matheus et al., 1993)) were foused on themining step, in that they provided mainly a set of learning algorithms without muhsupport for other phases. Brahman and Anand (1996) saw the need for more supportearly on, and proposed to use the term knowledge disovery support environment forsystems that would provide at least a loser integration with databases and support forother phases (they inluded requirements on the mining phase that need not be detailedhere). This hapter presents suh an environment; other attempts to onstrut suh93



6. Publishing Operational KDD Proess Modelsenvironments are disussed in the following.There have been two approahes that provide some intelligent assistane to KDD usersin setting up their proesses. Suh approahes also require some model of the KDD proess(see above). Basi steps in a KDD proess are realised by agents in the work of Zhong et al.(2001); meta-agents (planners) organise them to a valid proess using their input andoutput spei�ations. The authors provide an ontology of KDD agents that distinguishesbetween three phases of the proess, namely preproessing, knowledge eliitation (mining)and knowledge re�nement (whih orresponds to post-proessing as explained in setion2.1.4). Another distintion is that between automati agents and agents that need somehuman assistane (interator agents). Conerning data preparation (preproessing), dataolletion, leaning and seletion are mentioned as interator agents. Automati datapreparation agents are restrited to disretisation and several segmentation algorithms(in the terminology from hapter 4). This partiular hoie of agents is not expliitlyjusti�ed in the published artiles.Zhong et al. (2001) also provide a data model, whih is rather di�erent from the onedesribed in this work (setion 6.3.1) in that it stores the stage of the KDD proess thata data set results from. Thus their data model distinguishes between raw data, leandata, seleted data (a subset of the whole data set), hanged data, and segments of adata set (e.g. lusters). However, it does not model tables or olumns. Similar to the wayin whih the input and output of the operators of hapter 3 is spei�ed in terms of thesemanti data model given in setion 3.2.2, the operating agents in (Zhong et al., 2001)have input and output spei�ations that use the data model given there. The limiteddata model thus translates to limitations on the possible proesses, whih is probablyneessary to enable the automati planning of suh proesses.The authors stress the aspets of reusability and adaptability (ompare setion 6.6).Instead of inluding failities to publily ollet and exhange proess models, however,their approah relies on the planner to adapt an existing proess to hanged irum-stanes. This approah to adaptation is similar in (Bernstein et al., 2005), where a systemto systematially enumerate and rank possible KDD proesses is presented, given someinput data and a mining goal. These authors have also developed a meta model for KDDproesses, but it does not inlude a meta model for data whih makes reusing their pro-esses more di�ult. The only type of information onerning the data that they modelseems to be the ontinuous/disrete distintion, whether a olumn ontains missing val-ues or not, and a qualitative (binary) indiation of whether the number of reords or thenumber of attributes of the data set is large. Similar to Zhong et al. (2001), this modellimits the possible, valid KDD proesses beause eah operator spei�es onditions onits input and output. For example, a logisti regression mining operator does not takedisrete attributes as input.Conerning the KDD proess, Bernstein et al. (2005) also use the distintion intopreparation, mining and post-proessing (of models). Their list of preparation operators,whih they do not laim to be omplete in any sense, inludes sampling, disretisation,dihotomisation, attribute seletion and prinipal omponent analysis. At a higher level,their ontology of the KDD proess inludes shemata for omplex proesses whih allowto onstrain the searh for valid proesses by providing a template struture for theoperator graph that the �nal proess must have. The idea of suh shemata is related to94



6.1. Related workthe subgraphs that solve partiular KDD tasks introdued in setions 6.5.3 and 6.6.It was already noted in setion 1.1.1 that the planning-based approahes ited abovesu�er from salability problems: larger, real-world KDD projets are unlikely to be su-essful if their data preparation is limited to meeting the tehnial restritions imposedby a mining algorithm, rather than also reating �meaningful� mining input, i.e. inputthat allows to disover interesting patterns. However, little has been done in the planningapproahes to aount for this.A speial fous on data preparation is taken in the Sumatra projet (Aubreht et al.,2002), whih developed a speial sripting language alled Sumatra whih is designedfor data transformation. There is also a tool alled SumatraTT (Sumatra Transforma-tion Tool) that interprets data preparation tasks written in this language. SumatraTTuses abstrat data objets to represent various data soures, resembling the M4 datamodel (setion 6.3.1) in that this mehanism allows to formulate the data transforma-tions uniformly (independently of the onrete data soures). These data transformationsare programmed in the Sumatra language; however, SumatraTT provides an extensiblelibrary of templates of Sumatra ode that an be reused on new appliations by hang-ing some template parameters. There is also a graphial user interfae to onnet datasoures to abstrat data objets, and to set up data preparation hains using the templatelibrary.Knobbe (2004) has developed a tool alled ProSafarii that supports preparation taskswith a fous on multirelational data mining. The tool is based on relational databasetehnology, but uses an abstrat data model where the foreign key relations are enrihedby multipliity (ardinality) information. The speialisation and subonept relationsproposed in hapter 3 are missing, though. The tool provides a few preparation oper-ators that support data transformations of multiple onepts, in partiular aggregationby relationships (setion A.2.2), pivotisation (A.3.2), and joins. An additional operatoravailable in ProSafarii, not desribed in the present work (but easily spei�able as a fur-ther operator), is normalisation, an operation that is well-known from database design.It splits an input onept into two onepts if the input onept ontains a funtional de-pendeny between two attributes (see setion 3.1.2), �souring out� the dependeny intoa seond onept. Details an be found in (Knobbe, 2004) or any database textbook. Ini-dentally, Knobbe also desribes a rudimentary methodology for data preparation, whihis tailored to his fous on multirelational mining; it basially lists some high-level stepsfor seleting relevant information, adding derived attributes, disretisation of ontinuousattributes, joins, aggregation and propositionalisation (see also setion 4.1.2).Yale (Mierswa et al., 2006) is a system whose fous is on the mining phase; it supportsthe subproess of mining experiments whih are exeuted on a �xed input data table,and thus do not belong to the data preparation phase. Nonetheless Yale inludes somedata preparation operators, like disretisation or dihotomisation, whih an be appliedto single data tables.Commerial systems that support the development of KDD proesses are listed insetion 8.5. 95



6. Publishing Operational KDD Proess ModelsIntegrating data and patternsThe present work attempts to model omplete KDD proesses, inluding many admin-istrational issues, but does not fous on the entral mining step. However, there havereently been some attempts to integrate preparation and mining aspets in a single,data-oriented view. The work by Kramer et al. (2005) has already been disussed insetion 4.1.2; results of mining are seen as an additional attribute of the mining table.The operator Attribute derivation (A.5.4) proposed in this work allows this kind ofintegration.The idea of o�ering unifying views on both the data and the mined patterns in the datais a little older, though. Most famously, indutive databases have been proposed as a singleenvironment for the two (Bouliaut, 2004). This researh onentrates on the frequentitemset mining paradigm. Within this paradigm, both data and patterns an be aessedby the same query language (Bouliaut et al., 1999), whih allows to view a omplete KDDproess as a sequene of suh queries � an appealingly ompositional approah, thoughno oneptual-level ounterpart has been developed for it yet. A delarative frameworkfor indutive databases alled XDM is available (Meo & Psaila, 2003), whih is based onXML and related standards. It an represent the data, the proess and mined patternsin the data. However, XDM is independent of spei� formats for modelling the data orpatterns: it provides a generi and �exible framework whih needs to be �lled. Currently,there do not seem to exist omprehensive realisations of the framework, nor systems tosupport it, and the framework does not employ a oneptual level.A di�erent interesting ontribution in this area is (Johnson et al., 2000), where dataregions are proposed as a single formalism to desribe relational data, inluding variousstages of its preparation, and the results of mining it. For example, the operator Rowseletion (setion A.1.2) an be seen as utting a region out of a given data set; andsimilarly, deision trees partition the input data into a number of regions. This frameworkis appealing oneptually but has never been implemented.MiningMartThis hapter desribes some results of the MiningMart projet, whose earliest stageshave been desribed in (Kietz et al., 2000). An early design of the meta model presentedin setion 6.3 has been given in (Kietz et al., 2001), a more omplete doumentationan be found in (Morik et al., 2001) while the �nal version is (Sholz & Euler, 2002).The ompiler, whih operationalises the KDD models (setion 6.4), has been presentedin (Morik & Sholz, 2004) and in more detail in (Sholz, 2007). Details on the webrepository have been presented in (Haustein, 2002), and on the urrent version in (Euler,2005d). Compared to the Sumatra projet, MiningMart uses SQL as the low-level dataaess and transformation interfae, instead of the newly invented sripting languageSumatra. While the Sumatra language perhaps allows easier and riher manipulationsat the tehnial level, it seems less apt to hiding the tehnial level from the user evenonsidering the templates. Data resides inside the database under MiningMart, insteadof being read into main memory like in SumatraTT or in the KDDML system.This hapter ontributes MiningMart's publi repository of KDD proess models andits tehnology (setion 6.5), based on (Euler, 2005d), after explaining the basis of Min-96



6.2. MiningMart overview

Figure 6.1.: Overview of the main omponents of MiningMart.ingMart, espeially the meta model M4. Further, it fouses on the reuse of KDD proessesand the kinds of adaptation that may be neessary (setion 6.6).6.2. MiningMart overviewFigure 6.1 provides an overview of the main MiningMart omponents. The meta model,M4, is used to model both the data, via onepts, attributes, et., and the preparationproess, whih onsists of a direted ayli graph of steps. Every step represents theappliation of one spei� operator to one or more onepts. As the �gure illustrates, theuser's work at the oneptual level de�nes the steps of a KDD proess model, and theoneptual data model of the output of eah step is reated by the system as soon as thestep itself is reated. When the MiningMart ompiler is exeuted, it reates the atualoutput at the tehnial level (the atual views or tables in the database).To give a learer piture of how MiningMart's omponents interat, the following para-graphs sketh the two main use ases that MiningMart supports, the development of anew KDD appliation and the reuse of an existing one. 97



6. Publishing Operational KDD Proess ModelsUse ase 1: Developing a new KDD proessThe given data, whih must reside in a relational database, is imported into MiningMart,where it is represented using elements of the oneptual data model. During import,all the information in the relational soure is exploited, in order to get an adequaterepresentation; see setion 3.2.2 where mappings between the tehnial and oneptualdata models are disussed. Another way of modelling the initial data (at the oneptuallevel) is to do it manually, and onnet the resulting model to atual data. In any asethe oneptual model an be extended, by the user, with information that is not presentin the database, suh as the mining-related attribute roles, the oneptual data types,or any missing semanti links between onepts. All these tasks are performed using theonept editor.Users an then set up a model of the proess in the proess editor, using the oneptsand attributes of the data model as parameters of the steps. As soon as the input fora step is de�ned, by the step's operator it is determined what the output onept mustlook like. Another way to put this is to say that the shema of the output is reated assoon as the user spei�es the operator, but on the instane level, the atual data that�lls the output shema is reated later, by the ompiler . Thus, only when the proess isexeuted, the ompiler reates the atual data that the proess produes. This way ofdevelopment separates the modelling from the exeution of a preparation proess. Thisis very useful for handling large data sets. It is enabled by employing the rather spei�,powerful operators from appendix A, whose output shema is determined by their inputshema and their atual parameter settings.Throughout the proess the user is supported by the administration of the onep-tual data types of the attributes of the various onepts. The data types allow to ensurethe tehnial appliability of the preparation operators, by observing the operators' on-straints; this supports the explorative nature of the development, sine it helps to avoidinvalid experiments. However, the onstraints an only help to observe the tehnial re-quirements of preparation operators and mining algorithms. Suh issues as are related tothe �semanti� validity of the proess would onern the question whether the ahievedrepresentation has the potential to help the mining algorithm disover valid, novel anduseful patterns. As noted in hapter 1, human understanding is indispensable in this area,and support an only be given by a ase-based approah, as motivated in the beginningof the present hapter. Use ase 2 below deals with this approah.Use ase 2: Reusing a previously modelled KDD proessComplete models of preparation proesses an be exported from and imported into Min-ingMart. Only the oneptual level is onerned here. The web repository of suh models(setion 6.5) is the entral platform for the exhange of models between users. Importinga KDD model into MiningMart means that the onept web representing the input dataand all intermediate data sets is available; further, of ourse the proess model (operatorswith their parameters) is available.The next step is to hoose a point in the modelled, imported proess where the inter-mediate result, in terms of the reated data representation, is most similar to the user'sown, loal data. It an also be the model of the original input data. The onepts from98



6.3. A meta model for KDD proessesthis point an then be onneted to the own data, and all operations after this point andiretly be exeuted. Details about these issues follow in setion 6.6.In the remainder of this hapter, setion 6.3 explains MiningMart's meta model M4 indetail. Setion 6.4 brie�y disusses the ompiler omponent, while setion 6.5 explains theexport funtionality of �gure 6.1 and the web repository of KDD models. More dynamiand tehnial aspets of the MiningMart system are disussed in hapter 7.6.3. A meta model for KDD proessesThis setion explains the struture and some details of the meta model (alled M4) usedin the MiningMart environment. More details an be found in the tehnial report (Sholz& Euler, 2002). M4 is strutured along two dimensions: the data vs. proess dimensionas disussed in hapters 3 and 4, respetively, and the tehnial vs. oneptual dimensionthat is introdued in setion 2.2. Setion 6.3.1 shows the data meta model, while setion6.3.2 explains the proess part of the meta model. A data model and a proess modeltogether desribe an instane of a KDD proess and are alled a ase.The meta model provides a list of types of objets, and de�nes possible referenesfrom one objet to another. It an be expressed in various ways, for example a relationaldatabase shema or an XML DTD. In a database shema, there is a database tablefor eah type, and the table entries represent objets of that type; possible referenesbetween objets are expressed through foreign key onstraints. In XML, an XML tag anbe provided for eah M4 type, and speial tags an represent the referenes between M4objets if eah objet has a unique identi�er, but the onstraints on the referenes arenot so easy to express. Beause of this, the MiningMart system urrently uses a databaseto store the ase models while working with them, but uses XML for their import andexport as this eases their exhange between platforms. In this hapter, the M4 examplesare displayed using the more legible database representation of M4. A further possibilityto inspet (the oneptual level of) M4 is given in the web repository of suessful KDDases, see setion 6.5.6.3.1. Modelling the dataThe data model in M4 diretly realises the appliation of the two desription levels.It provides spei� types for the lower logial data model and further types for theoneptual level. Also, data harateristis and data types as disussed in setions 3.3.3and 3.3.1 are modelled.At the tehnial level, the relational data is modelled exatly as it resides in thedatabase. The two basi types M4 o�ers for this are Columnset, whih represents tables,and Column. The term �olumnset� is used as an abstration for data tables and databaseviews. Figure 6.2 shows how a data table EmplData with olumns EmplId, EmplName andSalary is represented in M43. The tehnial data types are inluded for eah olumn.In M4, only the di�erene between numbers, strings and dates/times is made at thetehnial level, to be able to deide whether ertain operations on the data must involve3Examples in this hapter are slightly simpli�ed in that they show only those �elds of the M4 tablesthat are relevant for the example. 99



6. Publishing Operational KDD Proess ModelsDatabase table EmplData:EmplId EmplName Salary13 Smith 1300... ... ...Table Column:ID Name Columnset Feature Type43 EmplId 41 46 144 EmplName 41 47 245 Salary 41 48 1
Table Columnset:ID Name Conept41 EmplData 42Table TehnialType:ID Name1 Number2 String3 DateFigure 6.2.: M4 data model, tehnial level example. See also �gure 6.4.inverted ommas for strings, or speial haraters like olons for dates/times. A furtherdi�erentiation is not neessary, sine the system that interprets the meta model dealswith the data soure-spei� details.This list of tehnial data types that MiningMart supports is also stored delarativelyin M4, in what an be alled the stati part of M4. See the table in the lower rightpart of �gure 6.2. The stati part provides the information that does not hange arossKDD models (ases), in ontrast to the dynami part whih stores the M4 objets thattogether form ases. Figure 6.3 illustrates that the stati part stores knowledge aboutoperators, data types, et., and is read by the MiningMart system in order to orretlyinstantiate the dynami M4 objets. The types Column and Columnset above, for example,are dynami M4 types. Chapter 7 goes into more detail onerning how the MiningMartsystem and the two parts of M4 interat.Not shown in �gure 6.2 is the storage of (dynami) information about the data har-ateristis of eah olumn. This kind of metadata is needed at several plaes in a KDDproess, as setion 3.3.3 argues. In M4, the ount of data reords for a table an be storedas well as the minimum, maximum, average and median value for ontinuous olumns,the number of unique and missing values for any olumn, and the number of ourrenesof eah value of a olumn. The MiningMart system omputes this information on requestby the user.Another type of (dynami) tehnial-level information that an be stored in M4, alsonot shown in �gure 6.2, is information about primary and foreign key referenes that maybe delared in the database. This information is needed to support the representation ofrelationship types at the oneptual level.This lower data level of M4 is not exported, and thus not exhanged between users.The higher level types in M4, whih implement the oneptual data model from se-tion 3.2.2, are Conept, Feature, ConeptualType, Role, Relation, Projetion and Subon-ept. The �rst four form the higher level orrespondene to data tables, the onepts.Figure 6.4 exempli�es (dynami) M4 objets of these types. The latter three M4 typesmodel the three types of links between onepts used in the oneptual data model, bysimply linking IDs of M4 onepts. The names are di�erent for historial reasons, but thetype Relation is used for relationships, Projetion for speialisation and Subonept for sep-100



6.3. A meta model for KDD proesses

Figure 6.3.: Illustration of the way MiningMart makes use of delarative knowledge aboutits operators, stored in the stati part of M4, to reate dynami M4 objets thattogether provide an atual KDD model. See also hapter 7.aration. Cardinalities of relationships are not yet supported in M4. The oneptual datatype of eah Feature is stored as a referene to the stati M4 type ConeptualType. Themapping between the levels is represented by the link between Columnsets and Coneptsshown in �gure 6.2 (�eld ConeptID of the Columnset table).The oneptual-level elements an also be annotated using free text; suh annotationsare stored as objets of another M4 type, Dou. These doumentation objets refer tothe M4 objet they annotate by the ID of that objet (M4 IDs are globally unique; see(Sholz, 2007) for more details).This realisation of the two-level approah in the data model allows to reuse the higherlevel elements, on new data, by simply hanging the mapping (and perhaps adding or re-moving elements as disussed in setion 6.6). For the mapping, eah Conept orrespondsto one table or view4, a Feature orresponds to one olumn, and Relations orrespond toforeign key links between tables. Not all Features of a Conept must be onneted to aColumn and not all Columns must have a Feature. This enables a more �exible use of theoneptual level. Subonept links and Projetions do not have a orrespondene at thetehnial level, as they realise separations and speialisations, respetively.The mapping between the levels is in general provided by the user. The onept editorsupports the reation and manipulation of higher level elements and their mapping togiven data. Further, as in use ase 2 in setion 6.2, onepts and relationships an beautomatially reated from a seletion of database objets. This enables a quik set-upof the model that represents the initial data to be prepared. When this funtionality isused, the system reates a onept for eah database objet (table or view), unless atable onsists only of olumns that refer to other tables by foreign keys, in whih asethe table is onsidered a ross table, i.e. one that realises a relationship. Suh tablesare not represented by onepts, but by many-to-many relationships. Similarly, many-to-one relationships are automatially reated to represent diret foreign key links betweentables. The oneptual data type of eah feature is guessed from the tehnial types of4To enable the kind of pseudo-parallel proessing motivated in setion 1.1.1, in fat a Conept anrepresent several tables or views of the same shema. Setion 6.4 explains this, but here it is notdisussed for larity of presentation. 101



6. Publishing Operational KDD Proess ModelsTable Conept:ID Name Type42 Employees DBTable Feature:ID Name Conept Type Role46 IdNum 42 4 847 LastName 42 4 1148 Salary 42 5 9
Table ConeptualType:ID Name4 Disrete5 Continuous6 Time7 BinaryTable Role:ID Name8 Key9 Preditor10 Label11 No RoleFigure 6.4.: M4 data model, oneptual level example. The example relates to �gure 6.2.In the example, the names of the onept and the features have been edited by a userto be more explanatory.the orresponding olumn. All oneptual-level elements an be edited by the user at anytime.One the mapping is done, all user work on the KDD proess ontinues using theoneptual level, as an be seen in setion 6.3.2.6.3.2. Modelling proessing stepsThe di�erene between the stati and the dynami part of M4 (see above, �gure 6.3) ismore salient in the proess model, to be disussed now. First the stati part is explained,then the dynami instantiation of operators.The stati part of M4 inludes a shemati spei�ation of all operators that are avail-able in the system. The spei�ation of an operator lists its name, its parameters, on-straints, onditions, assertions, and a semanti link between input and output onept(s).This information is found in appendix A for eah operator.The M4 type Operator de�nes the name of an operator while the type Op_Param isused to de�ne the allowed input and output parameters for eah operator (ompare theparameter de�nitions in appendix A). Further, the type Op_Constr an be used to de�neonstraints on the instantiated parameters, and the type Op_Cond holds the onditions(see setion 4.2 for explanations of onstraints, onditions and assertions). Figure 6.5exempli�es this part of M4 with the operator Disretisation (setion A.5.1) (morespei�ally, the operator shown here disretises a ontinuous attribute given only thenumber of target intervals). The type Op_Param spei�es for eah parameter the name,minimum and maximum number of instantiations, IO type (input or output), and M4type of the M4 objet that an instantiate the parameter. In the example, the operatormust be given, among other things, the number of intervals that it reates. This is onlyone value, thus the minimum and maximum number of instantiations are both 1. Anotherpossible input to the operator are symboli names (�labels�) for the intervals it reates.102



6.3. A meta model for KDD proessesTable Operator:OpID Name96 Disretisation
Table Op_Constr:OpID Type Obj1 Obj296 IN TargetAttrib InputConept96 TYPE TargetAttrib Continuous96 TYPE OutputAttrib Disrete96 GT NoOfIntervals 0

Table Op_Param:OpID Name Min Max IO M4Type96 InputConept 1 1 In Con96 TargetAttrib 1 1 In Fea96 NoOfIntervals 1 1 In Value96 Labels 0 In Value96 OutputAttrib 1 1 Out Fea
Figure 6.5.: M4 proess model, operator spei�ation example.The number of these labels is not limited beforehand, and the operator an also reateits own labels, so that the parameter Labels is optional, thus its minimum number ofinstantiations is 0 and no maximum number is given.To hek the validity of an operator instantiation, onstraints on the parameters an bespei�ed. In the example in �gure 6.5, for instane the oneptual data type of the targetattribute (the one to be disretised) is onstrained to be ontinuous, or the numberof intervals is onstrained to be greater than (�GT�) 0. This delarative feature helpsto ensure that only valid sequenes of operators an be set up. It thus supports theexeution-independent development of KDD proess models.Some operators an be applied several times to the same input. For example, theMiningMart versions of Saling sale one attribute to a new range, but an also be setup to sale several attributes simultaneously. This faility is alled looping . Only ertainparameters of ertain operators are loopable; a speial onstraint in the type Op_Constrsignals this. For more details refer to (Sholz, 2007).M4 also provides the type OperatorGroup whih is used to bundle operators that solvea similar task. This feature is inluded for the onveniene of the user, as the MiningMartsystem urrently o�ers more than 80 operators; by the OperatorGroup type a taxonomyover these operators is de�ned, to provide a better overview. For example, the di�erentdisretisation operators (disretising attributes based on, e.g., the number of intervalsto be reated, the ardinality of the intervals, and other spei�ations) are groupedunder one heading. Groups an be hierarhially arranged (nested). For the top level, thegroups from hapter 4 that assoiate the operators to important high-level preparationtasks ould be used.Finally, M4 inludes the type Assertion that an be used to speify some assertionsthat operators an make about their output. In partiular, this type is used to delarethe separation and speialisation links (setion 3.2.2) between input and output of anoperator. Setion 7.1.1 explains how this information is used in the MiningMart system toinstantiate these links when the operator is instantiated. More details about onstraints103



6. Publishing Operational KDD Proess Modelsand assertions an be found in (Sholz, 2002) and (Sholz, 2007).By adding spei�ations to the list of operators, M4 is easily extensible by new opera-tors. The MiningMart projet has �lled the meta model with a large number of operators.All operators from hapter 4 and some further operators, for several mining tasks andsome administrative data proessing tasks (suh as materialisation in the database, seesetion 7.3), are modelled. A slightly outdated list of all MiningMart operators and theirparameters is given in (Euler, 2002), the latest list is to be found in the MiningMartuser guide. However, the funtionality, or atual proessing behaviour of the operator,is not delaratively spei�ed in the meta model, but proedurally in the system thatinterprets it. This is the ompiler funtionality of the system; see setion 6.4. Whenevera new operator is added delaratively, a new proedural module for the ompiler mustbe added, too. A Java API is available for this; for details, see (Euler, 2002b).So far in this setion, the stati part of M4 has been desribed, whih stores thespei�ation of an operator. For the instantiation of an operator in a onrete KDDproess model, the M4 type Step is o�ered. The KDD proess is a direted ayli graphwhose nodes an be Steps or Chains; the latter orrespond to the hunks introdued insetion 4.4, and subsume one or more Steps. Eah Step employs exatly one Operator anduses the type Parameter to de�ne the input and output of an operator. All parameters areinstantiated at the oneptual level. Therefore, the omplete KDD proess is modelledusing the oneptual level and an be applied to new data by hanging the mapping tothe tehnial level; see setion 6.6.Figure 6.6 demonstrates the use of the disretisation operator in a onrete Step. Theparameters speify the input and output, the number of intervals, et., following thespei�ation in �gure 6.5. For instane, the input onept for this step is the Coneptwith M4-ID 42, whih is shown in �gure 6.4. The parameter TargetAttrib is instantiatedby the Feature Salary with the M4-ID 48 (see �gure 6.4). The parameter Labels isnot instantiated, whih is allowed beause it is an optional parameter. The parameterNoOfIntervals refers to an M4 objet (with ID 55) of the type Value, whih is used tostore numeri or disrete values. The parameter OutputAttrib refers to a Feature thatis reated automatially by the system, as soon as the step is reated; this is explainedin setion 7.1.If the user instantiates a parameter in a way that violates one of the onstraintsmentioned above, the Step objet is invalid and annot be ompiled. This would happen,for example, if the target attribute of this disretisation operator is already disrete, sinethere is a onstraint (shown in �gure 6.5) that requires it to be ontinuous. The reasonfor the invalidity is displayed in a message to the user whenever a onstraint is violated.6.4. Exeuting KDD modelsIn this setion the MiningMart ompiler (see �gure 6.1) that produes the tehnial-levelSQL ode from the oneptual-level desription of KDD models is brie�y explained, forthe sake of ompleteness. The MiningMart ompiler was developed by Martin Sholz andis desribed in detail in (Sholz, 2007). Several operators were also implemented by theauthor of the present work, the more interesting of whih are explained in setion 7.2.The ompiler reates SQL ode that an be used to exeute the given KDD appliation.104



6.4. Exeuting KDD modelsTable Step:StepID Name OpID40 DisretiseSalary 96 Table Parameter:StepID Name M4ObjetID40 InputConept 4240 TargetAttrib 4840 NoOfIntervals 5540 OutputAttrib 51Figure 6.6.: M4 proess model, operator instantiation (step) example.Some examples for ompiler-reated SQL ode an be found in appendix D. A possiblefuture extension to MiningMart would be a system omponent that an proess �at �ledata, whih would require no hanges to M4 beause the lower level of the data modelan model arbitrary data tables. However, to enable the management of large data sets,the urrent version of the system requires all data to be in a relational database. Anotheradvantage of this is that many intermediate results (data sets) during the proess anbe realised as database views, whih onsume virtually no extra storage. Issues aboutmaterialising suh views are disussed in setion 7.3.Continuing the example from �gures 6.2, 6.4, 6.5 and 6.6, the ompiler exeutes thedisretisation of the Salary attribute into, say, three intervals (of same width). To thisend the user has reated the step DisretiseSalary using the graphial editor of thesystem, and has set its parameters. The system reates an additional Feature in the inputonept that represents the olumn with the disretised values, whih as yet has not beenreated. The name for the new Feature is given by the user as the value of the parameterOutputAttrib. Details about this automati reation of Features are given in setion 7.1.The user an now start the ompiler, whih will read the information about the stepand reate SQL ode for the output parameter. In this ase, the higher-level output isa Feature that the ompiler onnets to a virtual olumn. That is, the ompiler reatesan M4 objet of type Column whih does not represent an existing database olumn, butontains SQL ode that omputes its values based on an existing olumn, in this ase theSalary olumn. In sueeding steps, this virtual olumn plays the same role as any otherolumn; in partiular, it an be used in database views on the original table EmplData.In this example, the SQL ode might be: (CASE WHEN EmplData.Salary < 1000 THEN'Label1' WHEN EmplData.Salary < 2000 THEN 'Label2' ELSE 'Label3' END).In order to be independent from the underlying database management system (DBMS),the ompiler reates only standard SQL ode. In fat, however, di�erent DBMS o�erslightly deviating SQL dialets, espeially where metadata is onerned. For example,the numeri SQL data type is alled NUMBER in Orale systems, but NUMERIC in Postgresdatabases. Therefore, all queries to the database that onern database metadata haveto be implemented for eah DBMS separately. A Java API was reated for this purposeby the author of this work, and implemented for Postgres and MySql database systems(while an implementation for Orale was joint work with Martin Sholz).The ompiler is the system module that is responsible for administrating more thanone Columnset for a single Conept. This is needed to realise the pseudo-parallel proess-ing of di�erent data sets with the same shema. All olumnsets for the same onept105



6. Publishing Operational KDD Proess Models(representing database tables or views) must have the same olumns and types. Usually,a onept has only one olumnset, but the operator Segmentation (setion A.6.1) maysplit a olumnset into several ones whih are all attahed to the same onept. Whenompiling a Step whose input onept has several olumnsets, the ompiler simply repeatsits ompilation on eah of them, and produes a olumnset for the output onept foreah. Thus the number of olumnsets attahed to the output is the same as that in theinput. In this way, the preparation of several data sets of the same kind an be hiddenbehind one oneptual model. This has been motivated in setion 1.1.1, and is shown tobe very useful in (Euler, 2005d). Two partiular operators are available in MiningMartto ontrol this, see setion A.6. More details an be found in (Sholz, 2007).6.5. A publi repository of KDD modelsThis setion desribes the knowledge portal, alled Case Base5, that serves to distributesuessful KDD models (ases) publily without publishing the data they are based on.Setion 6.5.1 elaborates on the motivation for setting up the portal, while setion 6.5.2presents the tehnial realisation. Then setion 6.5.4 presents an algorithm for detetingommon subproesses in the ase base, while 6.5.5 summarises issues related to theretrieval of ases from the ase base.6.5.1. MotivationThe reation of the web platform, or the ase base, is motivated in the beginning of thishapter by the opportunities for knowledge �ow that it o�ers. KDD experts an do-ument and publish their expensively developed solutions for later reuse by themselvesor by less experiened users, without having to publish the data sets their solutions arebased on. But in fat, one suh a platform is available, further advantages an be ex-peted. Setion 6.6 disusses reusable elements of KDD proesses. One detailed examplethere onerns the reuse of subgraphs (hunks) of KDD steps whih together solve apartiular subtask. This example leads to the idea that many KDD proesses exhibit anumber of ommon patterns that an be olleted as reipes for new KDD appliationsin a entral �ookbook�. In typial KDD appliations, there is a number of reourringsubtasks whose solutions are often similar. One might also expet to reognise furtherpatterns for subtask solutions one a larger olletion of suessful KDD proesses � theookbook � is available. A pattern, then, is a part of some KDD proess that ours morethan one among the proesses in the ase base, and is de�ned by a number of onneteddata preparation operators and the data �ow between them. The problem of automati-ally �nding suh patterns is that of frequent subgraph disovery . Thus the ase base isseen as a olletion of graphs, where the nodes of the graphs are the steps (operators)of the ase while the edges represent the data �ow. As said in setion 4.4, the resultingstruture is alled a DAG (direted ayli graph). The graph nodes are labelled in thisappliation, eah label orresponding to one operator. Setion 6.5.4 presents a frequentsubgraph disovery algorithm for �nding ommon KDD subproesses in the ase base. Itidenti�es andidates for reourring KDD subtasks. Suh andidates an be added to the5http://mmart.s.uni-dortmund.de106



6.5. A publi repository of KDD modelsweb repository as blueprints for solving spei� subtasks, thus extending the olletion ofomplete proess models by a olletion of sub-models for spei� purposes (ompare theexample in setion 6.6). Here the expliit representation of hunks of proessing steps,as introdued in setion 4.4, provides a useful tool to model subtasks.Obviously suh patterns, or solutions for frequently ourring subtasks, an also bereated by hand, and an be published as a olletion of hunks with extensive dou-mentation. This idea has been realised for this work, as desribed in setion 6.5.3. Themanually reated solutions an be seen as (part of a) tutorial on data preparation forKDD. Due to the publi nature of the web platform, new solutions an be easily addedby anyone, so that the tutorial an be assembled by ollaborative e�orts.The tehnial framework desribed in the following (setion 6.5.2) allows to downloadKDD models from the ase base, and use them as blueprints for loal KDD solutions.For example, the model appliation desribed in hapter 5 is available in the ase basein all its details, under �ModelCaseTeleom�. The framework supports KDD developersby o�ering solutions to data preparation and algorithm seletion problems whih haveworked before in similar settings. Even if only parts of a ase are reused, they an serveas starting points for a new appliation. In this way, a more ollaborative style of workan be ahieved one the olletion of good ase models reahes a ritial size. More onreusing ases is said in setion 6.6.A limitation to this idea might be that the oupling between the oneptual data modeland the atual data shema is rather lose, sine a onept orresponds diretly to a datatable or a database view. Thus it is possible to guess what the data shema looks likefrom a publily available data model. Sine some institutions would onsider not onlytheir data, but also their data shema as sensitive information, suh institutions are notlikely to publish omplete data models in the publi web repository. One remedy to thisproblem is to publish only a part of a ase, leaving out the initial steps that deal withthe original data tables, but still presenting the later steps whih are more interesting interms of the KDD methods applied.6.5.2. RealisationIn the following, the MiningMart Case Base is desribed in some detail. It onsists ofa olletion of HTML �les that eah represent an M4 objet, and one top-level HTMLpage that points to the di�erent ases. By following the HTML links from a ase to itssteps, onepts, and so on, the struture of the ase an be explored.Only the M4 types of the oneptual level are published, as the lower data level isonsidered on�dential in many institutions. Figure 6.7 shows a UML model of those M4types that our in the ase base, and how they are linked (these links are the ones thatare realised at the objet level by HTML links).The �rst tehnial realisation of the ase base is desribed in (Haustein, 2002). Thatversion diretly aessed a database with an M4 shema to publish all ases in thatshema as HTML �les, delivered on demand to a web server. This was possible using asoftware alled Infolayer (Haustein & Pleumann, 2002; Haustein, 2006). The advantagewas that one a ase had been imported into that entral M4 shema, it was publilyavailable immediately, and any hanges were immediately re�eted in publi. A disad-vantage was that the entral shema had to be administrated separately, so that all ases107
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Figure 6.7.: A UML model showing the parts of M4 that are published in the Case Base.to be published had to be exported into that shema. As another disadvantage, query-ing the M4 database online before reating the orresponding HTML page turned outto onsume more time, before the page ould be delivered, than users of web sites areaustomed to. Thus a seond version was realised by the author of this work.In the seond version, the HTML �les are reated o�ine, either simply by exportingfrom MiningMart, or by a speial program. A user selets the ases to be published fromtheir M4 shema. The HTML �les for these ases are reated by the program, and anbe stored diretly in the publi diretory of the web server, so that they are immediatelyavailable like standard web pages.The HTML-reating program exploits a reurring struture in the M4 shema: ertainM4 types at as ontainers for others. For example, a Chain ontains Steps, a Step ontainsParameters, and a Conept ontains Features. The program treats all ontainer typesalike, and reates a HTML �le with links to the ontained objets for eah instane of aontainer type. HTML links are realised through �le names that identify eah M4 objetuniquely; these �le names are easily found by using the unique M4 id that is stored withevery M4 objet in the database (for more details on the administration of M4 objets,refer to (Sholz, 2007)). To ease navigation through a ase, the path to the urrent M4objet is displayed at the top of the HTML page.Figure 6.8 provides a sreenshot of the ase base as it displays the start page of a ase,together with links to the ase's properties, in partiular to the onepts that representthe data input to the ase, and to the hains (hunks) of steps that model the proess.When setting up a ase with the MiningMart system, every objet from the ase itselfto operators, parameters, onepts and features an be doumented using free text. These108
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Figure 6.8.: Two sreenshots of the Case Base as displayed in a web browser. Left: thestart page for a ase. Right: a step.omments serve users for their own orientation in omplex models. They are stored in M4and appear on the web pages when a ase is published (see the �eld M4_DOCU in the lassM4Objet in �gure 6.7), so that other users browsing the ase have a good orientationas to the purpose of eah step in the KDD model and the use of its parameters. If suhomments are missing, they an be added by the operators of the ase base.However, users who searh for a ase whih they might use as an inspiration for theirown KDD problem, or even as a blueprint of a solution, need some additional, moregeneral information about eah ase. The most important types of information, followingthe disussion in setion 2.1.1, are (i) the business domain, (ii) the business problem thatwas attempted to solve, (iii) the kind of data that was used, (iv) the mining task and otherKDD methods that were employed, and (v) the results, both in terms of KDD (e.g. thequality of the model) and the original business problem (e.g. saved osts). Hene, exatlythis information is provided together with every ase that is presented in the ase base.The program that reates the HTML pages asks the user to provide this information. It isorganised in �ve �elds for free text, orresponding to the �ve types of information above(a sixth �eld with ontat information enables further inquiries by interested users). The�lled �elds are displayed in the ase base as the �rst page of information about eah ase(see the left part of �gure 6.8, under �Additional Doumentation�). From there users who109



6. Publishing Operational KDD Proess Modelsare motivated by the desriptions an start to browse the ase model, beginning with thehains of operators or the input data. In this way, the ase model is linked with essentialinformation relating the ase to the ontext in whih it was set up, whih allows potentialre-users of the ase to judge its suitability for their own business problem.Finally, eah ase is linked to the �le into whih the ase was exported. It an bedownloaded using the web browser, and be imported into a MiningMart lient. Therethe oneptual level of the data model is available and an be mapped to loal data setsas desribed in setion 6.3.1. All parts of the ase an be edited and adjusted if neessary;setion 6.6 disusses the nature of likely adaptations. One the adaptations are made,the ase an be diretly exeuted in the MiningMart system.6.5.3. TemplatesSetion 6.5.1 motivates the idea that some subtasks in KDD tend to reour. Setion6.5.4 disusses the automati disovery of suh subtasks. In fat a ertain number ofsmall but general preparation problems, or subtasks, have been identi�ed by the authorof this work and by Pyle (1999) and Rem and Trautwein (2002).6 These problems areusually very simple and have a straightforward solution. They are partiularly interestingfor inexperiened KDD users. The solutions are only informally desribed in the itedliterature; however, the framework of this hapter allows their formalisation and diretpubliation for the �rst time. A olletion of suh formalisations an be seen as a (usefulelement of a) tutorial for KDD. Using MiningMart, ontributions to suh a olletion anbe made by anyone.For this work the term template is used to refer to pairs pP, Sq of problem desriptions
P (using free text) and solutions S whih are hunks in a MiningMart ase. A speialMiningMart ase in whih eah hunk realises suh a template has been set up by theauthor, in order to provide a publi olletion of templates. Formally there is no di�erenebetween a template and a omplete KDD appliation together with a desription of theproblems it solves, but the term �template� will be used here for small solutions whihtypially involve one to three steps only. Templates are designed to be straightforwardlyreused even by inexperiened users. In this way they also help professional users in savingdevelopment time. What is ruial for this purpose is an extensive doumentation of thesteps and onepts involved in a template.The templates are designed to apture the essene of solutions to a number of typialpreparation tasks, similar to the way design patterns are used in software engineering todesribe abstrations of approved solutions to typial problems (Gamma et al., 1995).Like in software engineering, making pro�table use of the templates requires their adap-tation to onrete preparation problems by the user.Sine the templates are published in the ase base, only their oneptual level is avail-able. In partiular no atual data omes with a template, in spite of its illustrative poten-tial for how a template �works�. Instead, the oneptual data is well-doumented, down tothe level of single attributes, so that small mathing data sets an be easily onstruted6In addition, Knobbe et al. (2000) have proposed a few design patterns for typial mining tasks likeross validation or boosting. However these patterns onern the subproess of experiments withinthe mining phase, and they are not developed to a formal desription.110



6.5. A publi repository of KDD modelsarti�ially using external tools. One might onsider to modify the ase base slightly, suhthat small illustrating data sets an optionally be published together with every ase.However, this is not onsidered neessary to make suessful use of the templates.Appendix B lists short problem and solution desriptions under headings whih areequal to the name of the hunks in the speial template ase. To retrieve formal solu-tions, please refer to the ase �TemplateCase� in the MiningMart ase base, and lookup the struture and doumentation of the hunk orresponding to the solution. Thedesign of the templates followed a modular approah, attempting to isolate solutions tosmall preparation problems within a hunk rather than ombining the solutions of severalproblems in larger hunks. For example, to prepare data before a support vetor mahine(SVM) an be applied, disrete values must be hanged to a numeri representation byapplying Value mapping or Dihotomisation, and then all numeri values should benormalised to the real interval between 0 and 1. Rather than exemplifying these prepa-ration approahes together under an SVM heading, they are demonstrated separately indi�erent templates. This eases their retrieval in the ase base. Larger preparation hunksan easily be reated by ombining the various modules. For a KDD tutorial, the di-ret availability of larger hunks is preferable, but the present work onentrates on theidenti�ation of small preparation modules to demonstrate solutions for basi tasks.The list of templates given here overs the major preparation problems and solutionmethods to be found in the literature (see setions 4.1 and 6.1). Not all minor variantsould be inluded, but the list of templates is of ourse open and an be extended byollaborative e�orts. As it stands, it provides the �rst publi olletion of operationalsolutions to all major preparation tasks, a major step towards a publi KDD �ookbook�or tutorial.Eah template desription is strutured as follows. The name refers to the hunk inthe template ase in the ase base. A brief desription of the problem and its solutionis given. Then there is a list of ideas from the present work that are illustrated bythe template. Finally, any MiningMart-spei� notions that the template illustrates inaddition to those general ideas are also listed. Pointers to other setions of this work aregiven where possible.6.5.4. Finding ommon subproessesAs explained in setion 6.5.1, the problem of �nding reourring KDD sub-proessesin the ase base automatially is that of �nding frequent subgraphs in a database ofgraphs. The problem an be restrited, for this appliation, to direted ayli graphs.A graph is a subgraph of another graph if all its nodes and edges an be embedded intothe other graph. A subgraph is alled frequent if and only if it ours in the ase basemore than minsup times. minsup is alled the minimum support threshold. Note thata subgraph might our several times in the same graph (here, the same ase). Onlyonneted subgraphs are onsidered.For general graphs, the problem is very hard beause it involves solving at least thesubgraph isomorphism problem, whih is NP-omplete (the general graph isomorphismproblem is probably neither in P nor NP-omplete) (Fortin, 1996). An additional on-straint that makes the problem tratable for many pratial appliations is to requirelabelled graphs, whih assign a label to eah node and edge. In the ase base, a node111



6. Publishing Operational KDD Proess Modelslabel is easily found to be the type of operator the step employs. Edge labels are notavailable (using the onept whose data �ow is represented by the edge would result inalmost as many labels as edges), but edges are direted.By using operator groups instead of operators as labels, a more abstrat or approximatemathing of subgraphs to graphs is possible, whih may allow to identify higher-levelsubstrutures in the ase base.Frequent subgraph disovery algorithms are presented by Inokuhi et al. (2000), Ku-ramohi and Karypis (2001) and Borgelt and Berthold (2002). They are based on theApriori paradigm (Agrawal et al., 1993) of level-wise bottom-up andidate generation andsupport thresholding, exploiting the monotoniity of the minimum support onstraint,whereby a subgraph an only be frequent in the graph olletion if all of its subgraphs, inturn, are frequent. A major problem in frequent subgraph disovery is to store andidatesfor frequent subgraphs e�iently, so that no redundant new andidates are reated. Totakle this problem, the �rst two approahes ited above expensively ompute anonialforms of graphs to uniquely identify subgraphs with the same struture. In ontrast,Borgelt and Berthold (2002) allow somewhat redundant storage of andidates to avoidthe omputation of anonial forms. However, this requires to san the output of thealgorithm for idential strutures. Central to their approah is the use of data struturesthat point from eah andidate subgraph into positions in the graph database where itan be embedded. These pointers are alled embeddings.For the problem at hand, a frequent subgraph disovery algorithm was developed thatis based on ideas from the work ited above, but inorporates some simpli�ations whihare possible beause the graphs in the ase base are direted and ayli. Sine these twofeatures redue the searh spae, and sine the number of graphs in the ase base is nothigh, e�ieny issues are not as pressing as in other appliations.Similar to Apriori, the algorithm proeeds from andidate subgraphs of size 1 (the sizeis the number of nodes) to larger subgraphs, �ltering infrequent andidates at every level.For every andidate subgraph a anonial representation is omputed that is the samefor every graph with the same struture, regardless of the permutation of nodes. Thisrepresentation is explained below. It allows to index the set of andidates uniquely, sothat no two identially strutured subgraphs are kept in the andidate set, whih ouldhappen beause the same subgraph an be grown from di�erent andidates of lower size.Together with every andidate subgraph, a list of all embeddings of this subgraph intothe graph database is maintained. Growing a andidate of size k to size k � 1 meansto explore all possible extensions of the subgraph by one node, in every embedding.That is, every suh possible extension from every embedding yields a new andidate. Byusing the embeddings, andidate extension (or andidate generation) is onstrained bythe strutures that atually our in the graph database. Filtering infrequent andidatesthen means to ount the number of embeddings that allow a given extension, and torejet andidates that do not meet the minsup threshold. These two steps, growing and�ltering, are done at the same time in the presented algorithm beause the maintainedembeddings allow this easily. Note that growing a andidate may mean to extend it byan edge against the diretion of this edge. This is neessary beause some nodes (namelythose labelled with the operators Join and Union) an have multiple inoming edges.In other words, the DAGs are not trees.112



6.5. A publi repository of KDD modelsAlgorithm: Frequent Subgraph DisoveryInput: A olletion of labelled graphs G and an integer threshold minsupOutput: A olletion of subgraphs S that our at least minsup times in G1. Create all frequent subgraphs of size 1 and their embeddings;2. S1 = anonially sorted list of the subgraphs of size 1;3. k � 1;4. While Sk � H:5. For every subgraph g from Sk:6. For every embedding e assoiated with g:7. For every node n in e:8. For every neighbour n1 of n that is not in e:9. sup = number of embeddings of g that allow an extensionby an edge between n and n1 (respeting labels);10. If sup ¥ minsup Then insert extended g into Sk�1;11. k � k � 1;12. return S � �k Sk;Figure 6.9.: An algorithm to �nd frequent subgraphs in a olletion of direted ayligraphs with labelled nodes.Figure 6.9 gives an overview of the algorithm. The �rst step is to reate the frequentsubgraphs of size 1 and their embeddings into the ases (line 1). This step requires linearruntime in the number of all nodes in the graph database. Note that there are atmost asmany subgraphs of size 1 as there are labels (here, eah type of operator orresponds toa label).Seondly (line 2), these subgraphs are sorted anonially into the olletion S1 asexplained below; Sk ollets the andidate subgraphs of size k. Thirdly, the main loop ofthe algorithm starts (line 4). It extends every node in every embedding of every andidatesubgraph, by following one of its edges that lead out of the embedding; then it ounts thenumber of embeddings in whih this extension is also possible (line 9). If the minimumsupport threshold is met (line 10), the newly extended andidate subgraph is frequent,so it is sorted into the olletion of subgraphs of the urrent level (line 10). This sortingstep requires to ompute the anonial representation and to insert the representationinto an already sorted list (line 10). The algorithm terminates when no embedding of anyandidate subgraph allows an extension that meets the minsup threshold (line 4).The omputation of the anonial representation for graphs basially follows (Ku-ramohi & Karypis, 2001). The basi idea is to use a string representation of the adja-eny matrix. However, two graphs with the same struture an have di�erent adjaenymatries, beause there is no global method by whih one an sort the nodes of the graphanonially. The problem exists even for labelled graphs beause several nodes an havethe same label. To ahieve a anonial representation one an ompute all possible adja-eny matries for a graph, using all possible permutations of the nodes, and then hoose113



6. Publishing Operational KDD Proess ModelsAlgorithm: Canonial FormInput: A labelled graph gOutput: A string that is the same for all labelled graphs with the same struture as g1. For every node n of g:2. Sort n into a buket that orresponds to itslabel, its input and its output degree;3. Create all permutations of nodes within eah buket;4. For every ombination c of the permutations from eah buket:5. Let l be the list of nodes sorted aording to c;6. Compute the adjaeny matrix m of g using node order l;7. Compute the string representation of m;8. insert m into a lexiographially sorted list s;9. return the �rst element of s;Figure 6.10.: An algorithm to ompute a anonial representation of a labelled graph.the lexiographially �rst string representation. This is omputationally expensive.To redue the omputational demand, one an exploit the invariant properties of thenodes: their label, their input degree (number of inoming edges) and their output degree.To this end, all nodes of the graph are partitioned into sets representing the labels. Withineah set, nodes are further partitioned aording to di�erent input degrees (0, 1, . . .), andthen again aording to output degrees. Within these last sets, all permutations of nodesare omputed. Then every ombination of loal permutations gives an adjaeny matrix,and the lexiographially �rst string representation of them is a anonial representationof the given graph. This method requires fewer adjaeny matries to be omputed thanwithout the partitions. Figure 6.10 shows the algorithm that omputes the anonialrepresentation.6.5.5. Retrieval of publi KDD proess modelsIn this subsetion, the ase retrieval senario is examined in some detail. Reall that aase is a omplete KDD proess model in MiningMart. But as mentioned in setion 6.5.1and further disussed in setion 6.6, parts of a ase an also be interesting for other usersand thus worth publishing. Therefore the term ase is used in this subsetion to referto both omplete and partial proess models. Some ideas from this subsetion have notbeen implemented yet, but are suggested for future work.The senario for ase retrieval is that a user in some institution has a number ofdata sets, alled loal data hereafter, that they want to examine using data mining.How an they get advie if no KDD expert is available? A suitable starting point is theadditional doumentation published in the ase base for every ase. Assuming a smallase base (a low number of published ases), this information an be searhed manually,but as the ase base grows, automati searh methods are needed. By restriting publily114



6.5. A publi repository of KDD modelsavailable searh engines to the MiningMart web domain mmart.s.uni-dortmund.de,a servie that at least Google7 o�ers for free, the omplete ase base an be searhedfor keywords, inluding the doumentation annotations and the names of M4 objets.Another useful way of approahing the ase base an be o�ered by sorting the asesaording to various topis extrated from the additional ase doumentation. The �veslots of the doumentation template provide �ve useful topis for indexing the ase base.Further topis (suh as type of business/institution where the appliation was realised)an be added by extrating this information from the free text desriptions in the slot.While automati keyword extration methods from the area of text mining (like (Euler,2002d)) might be used for this, the size of the ase base will probably grow moderatelyenough to allow a manual administration of suh indexes. Other indexing methods aredesribed in the following.The business-related information will often not be enough to determine whether apublished solution is suitable for adaptation to own data sets. A seond method of ap-proahing the ase base is by looking for data models in it, alled target models hereafter,that are similar to the loal data sets. Setion 6.6 explains how an automati shemamather may support this task. Currently, using this mather requires downloading anumber of andidate data models and determining the degree to whih they math theloal data, by applying the shema mather, and omparing the results. In the future,the ase base ould be extended by an online shema mather that allows to upload aloal data shema and searh among the target data models in the ase base for similardata models. (A simple shema mathing approah that searhes among several availabletarget shemas for the best math is desribed in (Shah & Syeda-Mahmood, 2004).)This online mathing senario has an important advantage. All ases use a partiulardata model as input, then preparation operations are applied to the data. Eah prepara-tion operation produes intermediate data olletions. These intermediate models an beinluded into the searh for target models, so that the most suitable entry point into aase an be found. Sine preparation is atually a method to adapt data representations,it would make no sense to restrit the searh for target data models to the initial datathat the original KDD proesses started out on. The entry point (in the blueprint ase'spreparation graph) is the data model that the user's loal data is mapped to; the datatransformations in the blueprint before the entry point are irrelevant for the loal data.The most suitable entry point, then, is the (intermediate) data representation that anbe mapped best to the loal data shema. This �entry point� approah an be parame-terised by onsidering various degrees of the exatness of mathing (the shema mathingalgorithms use a distane measure that an be used to rate the quality of the suggestedmathing). Another possible extension is based on exploiting the possible onnetionsbetween a target data model and the operator that uses it as input: for example, someoperators require ertain input attributes to have a spei� oneptual data type. Setion6.3.2 explains how M4 inludes onstraints to model this. Suh onstraints ould be in-volved in a deision on suitable entry points, by exluding entry points whose onstraintsare not ful�lled by the loal data.However, an important restrition of the shema mathing approah is that it relieson syntati lues to disover similarities between the data sets. In ontrast, similarities7http://www.google.om 115



6. Publishing Operational KDD Proess Modelsin the way the data is prepared in the proess to be reused, and the way the loal datashould be prepared, annot be aptured. This is disussed further in setion 6.6.The searh for suitable ases might also bene�t from inspeting the last data modelin every ase: in preditive learning, it inludes the learned information (the preditedlabel) that was deisive for the suess of the ase, while in both desriptive and preditivesettings it represents the form of the data that must be reahed in order to be able tobene�t from learning. Having found a suitable data format to aim at (not disregardingthe business-related information, of ourse, see above), users an start bakwards fromthere to �nd suitable preparation methods that an also be applied to their own, loaldata. The browsable ase model on the web platform is very adequate for this type ofbakward searhing, as it displays hunks of steps in the order of the data �ow.A third possibility for indexing the ase base is based on the mining algorithms appliedin eah ase, so that all ases that use a partiular type of mining algorithm an easilybe found. The argumentation is similar to the one for looking at the last data model ina ase, as the type of mining algorithm determines tehnial requirements that the datarepresentation must meet. Currently an index of all operators used in any ase is givenon the start page of the ase base; it allows to �nd all appliations of any operator bypointing from an operator to the list of MiningMart steps that use it. This inludes themining operators, of ourse.A fourth index an be set up by applying the subgraph detetion algorithm fromsetion 6.5.4, having the extrated ommon subgraphs inspeted and ommented on bythe administrator(s) of the ase base, and using the resulting list of typial KDD tasksas an index. Similarly, the manually reated templates (setion 6.5.3) an be linked toases in whih they are employed. See also setion 6.6.2. The list might be ranked by thenumber of ourrenes of eah subgraph or template. Both the subgraphs themselves aswell as the ases in whih they our an be of interest. The expliit representation ofhunks (hains) in MiningMart helps to administrate subgraphs in the ase base.To sum up, several indexes or views of the ase base are possible that re�et di�erentapproahes to looking for suitable KDD solutions. Some indexes fous on the appliationbakground while others fous on the tehnial details of a solution. These indexes providea �exible and powerful tool for ase retrieval, whih is one of the most important tasksthat the ase base has been set up for. One a ase is retrieved, it an be reused asdisussed in the following setion.6.6. Reuse and adaptation of KDD proessesSetion 2.2 has disussed several advantages of the availability of exeutable models ofKDD proesses. Appliations in distributed and grid or web servies based data min-ing were mentioned in setion 6.1.2. In simpler settings, the doumentation, storage andretrieval of suh proesses is no less important, however. Considering that suessful min-ing projets are often integrated into other business proesses, for example deployed ona regular basis by nonexpert sta� on updated data sets (see also setion 2.1.6), dou-mentation and ease of exeution are prerequisites to value-adding deployment of KDDwithin an institution. Wirth et al. (1997) desribe wasted e�orts in a situation withoutthem. Thus reusability of KDD proesses is important even within an organisation or116



6.6. Reuse and adaptation of KDD proessesfor the same data miner. The knowledge about suessful KDD projets should not only�ow from experts to non-experts, or from experts in one domain to those in a di�erentdomain, but also from the past to the present, or from experiened sta� to new sta� inthe same organisation.Setion 6.5 has presented a tehnologial framework to publish and reuse KDD mod-els. But whih aspets of a KDD proess model are reusable, and when? Referring tothe six phases of a KDD proess de�ned in the Crisp-Dm standard (hapter 2), themore �tehnial� phases data preparation, mining, and deployment an be modelled in astandard way, as the previous setions have argued, whih leverages their reusability (seebelow). Business understanding seems less amenable to transfers from one KDD projetto the next. Yet, the general ase information added to the MiningMart web platform(setion 6.5.2) serves the purpose of doumenting examples of business problems andtheir solution. Clearly experts of the business at hand will be indispensable, however,when planning a new KDD projet. Further, data understanding, as an important Crispphase, an not be reused aross di�erent data sets, but the doumentation of the datamodel in M4 stores all relevant metadata at least for future appliations on the same dataset. This is very useful even if the new appliations are quite di�erent from the originalone, sine M4 inludes expensively omputed data harateristis (ompare setion 3.3.3)and expensively reated human omments.In the remainder of this setion, mainly the reusability and adaptability of a prepara-tion proess is onsidered. If the proess is applied regularly, for example as a basis ofmonthly reports, one an expet the underlying data shema not to hange from one runto the next, so that the omplete proess is usable without adaptations. If the proess isapplied in a new domain or a di�erent institution, adaptations are likely to be neessary.To examine the di�erent types of adaptations, the model ase desribed in hapter 5,whih had been implemented in a number of KDD tools for experiments desribed inhapter 8, has been adapted to a similar but smaller appliation for this work (in morethan one tool). Sine the new ase was smaller, adaptation onsisted a lot of anellingsuper�uous attributes and operators in the model ase. However, there were also someoperators, onepts and attributes that had to be added to the model ase.This adaptation has been made towards a similar ase, meaning that its input dataame from the same domain as in the reused appliation, and represented similar things,though it was organised in a slightly di�erent way. However, sometimes one would liketo reuse the �essene� of a preparation proess on rather di�erent data, for exampleon data from a di�erent appliation domain. In suh ases, the data sets themselvesare not similar, but the way they have been/should be prepared for mining is similar.In other words, ertain elements from the loal data and the data model to be reusedmay be reognised, by experiened KDD analysts, as playing or having to play a similar�role� for mining. For example, Morik and Köpke (2005) desribe a knowledge disoveryappliation on insurane data, in whih an enoding of features that had until thenonly been used on text data turned out to enable suessful learning. Thus they havetransferred the role played by douments, in preparation for text analysis, to insuraneontrat data. A preparation proess from text analysis that omputes this enoding aneasily be reused on this di�erent kind of data, using the framework of this work, providedthat the oneptual data model is onneted to the new data in the orret way, so that117



6. Publishing Operational KDD Proess Modelsthe right data olumns are enoded. The main problem in this senario is that the reuseddata model is likely to use names for attributes and onepts that are based on theoriginal data, so that its names are misleading after the onnetion to di�erent data hasbeen made. This is not a tehnial problem, but one that might onfuse a user. Thus,a third important operation for reuse is onsistent renaming at the oneptual level.Finally, also oneptual data types of attributes may have to be onsistently hanged.So the main operations needed for adaptations, or reuse, are the deletion, addition,renaming and retyping of elements of the oneptual level, under the onstraint thatthe models remain onsistent. Consistent means, in partiular, to hange all dependentopies of a hanged element. For example, if an attribute of some onept is renamed ordeleted, and the original proess has applied a Sampling operator to this onept, thenthe output onept of the operator will have the same attribute, whih therefore also hasto be renamed or deleted. This propagation of hanges has to be done throughout thegraph that models the preparation proess. For more details, see below and setion 7.1.2.The remainder of this setion disusses more issues in reusing the data model (se-tion 6.6.1) and the proess model (setion 6.6.2) separately.6.6.1. Reuse of the data modelConerning the given data model, only the oneptual part (the higher level) is intendedto be reused. Note that this exludes the data harateristis (setion 3.3.3), whih mustbe obtained anew from the loal data. The oneptual data types used in the given model,on the other hand, are to be reused, sine the syntati validity of the reused proessmay depend on them. As noted in setion 3.3.1, the mapping of oneptual to tehnialdata types an be rather �exible. Only a few ombinations, like mapping a ontinuousattribute to a string-based olumn, must be exluded.The terms target model for a oneptual data model from the ase base (to be reused),and loal model for the new data shema, are used here like in setion 6.5.5. Reall fromthat setion that MiningMart an employ shema mathing algorithms that attempt tomap the loal model to the target, in order to support the reuse of the target model.The shema mathing uses the similarities of names and data types. Therefore, shemamathing is not useful if the data models represent di�erent appliation domains, as inthe senario skethed above. In suh ases the user must provide an adequate mapping.Whether given by shema mathing or by the user, suh a mapping may be inompletein general. Two ases are distinguished.First. The target model may use attributes or onepts that are not present in theloal model. Then it has to be deided whether the role of these elements in the ase tobe reused has been paramount to the suess of the ase. This should be easy to �ndout from the doumentation of the ase. If the elements an be removed from the givenmodel, this an easily be done provided that the deletions are propagated through theproess model. That is, all oneptual outputs of proessing operators that depend on theredued parts of the target data model have to be automatially updated to exlude theadditional attributes. If, instead, these elements are indispensable due to the importantrole for mining they have played in the original appliation, one may be able to generate118



6.6. Reuse and adaptation of KDD proessesattributes that an ontribute similar information for mining as the missing attributes.Adding attributes or onepts to the ase is disussed below. Only if one annot extratsimilar information from the given data, the adaptation is impossible.Seond. The target model may lak attributes or onepts that are present in theloal model. In this ase, it has to be deided whether the additional loal data shouldbe added to the blueprint KDD proess, for example as additional attributes in therepresentation that is used for learning. If yes, additions should be made to the targetdata model and these additions have to be propagated through the model again. Soall oneptual outputs of proessing operators that depend on the enhaned parts ofthe target data model are updated to inlude the additional attributes. To do this, theoperator-spei� ways how input hanges determine output hanges must be known. InM4, the onstraints on parameters of an operator (setion 6.3.1) model this. A onstraintan speify, for example, that the output onept must have the same attributes as theinput onept. When a new attribute is added to the input onept, the propagationalgorithm an infer that a orresponding attribute must be added to the output onept.The propagation algorithm in MiningMart was implemented by the author of this work,see setion 7.1.2.At this point a ruial advantage of oneptual modelling as disussed in this workshows up again: the model an be updated to represent the new proess without theneed to exeute the proess. The syntati validity of the proess an be heked ahead ofexeution time, whih saves the developers a lot of work. This situation an be omparedto its extreme opposite: programming all data proessing in a language like Perl or SQL,where adaptation to hanged irumstanes is a lot harder, espeially by someone who hasnot reated the original ode. The more of the high-level onepts disussed in previoushapters a KDD tool supports expliitly, the easier the adaptation of a proess model tohanged loal data sets or new KDD tasks.If the loal model o�ers additional tables not represented in the target model, oneptsfor these additional tables an be reated. Then they an be joined to or uni�ed withthe mining table (the input for data mining) in the given ase, if there are key linksbetween the tables. Perhaps some additional preparation of eah onept is neessary,thus the availability of KDD operators an be exploited for the adaptation of the datamodel (Euler & Sholz, 2004). See also below. Any new attributes that a join introduesinto the target data model an again be propagated to later steps. At last, the updatedmodel is exeuted as usual.The disussion up to here assumes that the relationship between the additional loalattributes or tables and the target data model is semantially transparent to the user.For example, the user must be able to deide whether a loal onept and a target shouldbe linked by a separation, a speialisation, a relationship, or not at all. Some researhexists that attempts to support users in suh tasks by providing more expressive onto-logial formalisms that desribe the data. This is alled ontology integration, see (Waheet al., 2001; Mena et al., 2000; Akahani et al., 2002; Tan et al., 2003) or (Kalfoglou &Shorlemmer, 2003) and the systems ited there. But these methods also rely on man-ually or semi-automatially built mappings between di�erent ontologies (Fiedler et al.,2005), even when the ontologies are built using the same formalism and model the same119



6. Publishing Operational KDD Proess Modelsappliation domain. Though suh manual mappings may not be too di�ult to set upwith appropriate tools, there are arguably no less user e�orts involved than in manualonept mathing. Setion 3.2.1 explains other reasons why a rih ontology formalismwas not onsidered for MiningMart.The use of ontologies is often advoated for in data integration in distributed or feder-ated databases, see setion 4.1.1. In suh databases, a global shema exists that providesa reoniled view of the individual databases (the soures). There are two distint reali-sations, the global-as-view senario in whih the global shema is expressed as views onthe soures, and the loal-as-view senario in whih the soures are formulated as viewsover the global shema (Lenzerini, 2002). The former approah is muh more ommon infederated databases. The methods developed in this researh might be applied here asfollows. In MiningMart, one ould see the target data model (from a ase to be reused) asthe global, ommon data model. This data shema is expressed in M4. The loal modelorresponds to a soure database whih has to mapped to the global model when it is tobe reused. As setion 4.1.1 points out, the reation of suh mappings remains a manual,time-onsuming task that does not appear to be suitable for the quik reuse of datamodels.The loal-as-view senario, applied to the reusing of ases, would mean that the lo-al data sets must be formulated as views over the given M4 target data model. Forexample, the model ase from hapter 5 inludes two tables with information abouteah ustomer of the teleommuniations ompany. These two tables have been modelledas Conepts Customers and Servies in M4. Assume that another ompany wants toreuse that ase, but has all information about eah of their ustomers in only one ta-ble alled CustData. The aim would then be, in this approah, to express CustData asa view on Customers and Servies. In the simplest ase this ould be done as fol-lows (in SQL): Create View CustData_View As (Selet * from ustomers_table,servies_table Where ustomers_table.aller = servies_table.aller). Thisre-formulation of data sets as views on the mediated shema has to be done by hand.The problem of answering a query on the mediated shema then beomes the problem ofanswering a query given only a number of views on the original soures; for this problem,a number of approahes (query rewriting algorithms) exist (Halevy, 2001).In sum, in both data integration senarios, the mapping from loal to global shemasis ruial, but is di�ult to onstrut, and annot be found automatially (Fiedler et al.,2005). However, if it is at all possible to re-express the loal data sets as views onthe mediated shema (the target data model), then it is also possible to transform theloal data sets so that they math the target shema exatly, using only standard datapreparation operators. In other words, in a KDD tool suh as MiningMart, this re-formulation of data soures an be done at the oneptual level, rather than the tehniallevel as usual in the data integration approahes. In other words, the intelligent but ostly(in terms of human e�orts) methods suh as ontology integration or shema mediationan be irumvented by an intelligent user interfae.In the ase of adaptation of a proess to similar data (representing the same applia-tion domain), this idea an be extended to a partial mathing of the loal and targetmodel, whih is the likeliest outome of an automated shema mather. Reall the �entrypoint� approah suggested in the setion on ase retrieval (6.5.5). This approah an be120



6.6. Reuse and adaptation of KDD proessesenhaned by some weak reasoning based on the available transformation operators. Toillustrate this idea, onsider that the shema mather might rate a possible entry point
P lower than another one, P 1, based on its similarity to the loal data, although a simpletransformation of the loal data would make P the better entry point. Knowledge abouthow the preparation operators a�et their input is stored delaratively anyway in M4(in the onstraints, see setion 6.3.2). This knowledge an be exploited by an algorithmthat examines a number of possible entry points that the shema mather delivers, andsuggests data transformations to better math the loal data to one or more entry points.The reasoning is too weak to onsider automati appliation of these data transforma-tions, but suggestions to the user an help to quikly adapt the loal data. For details,assume that the shema mather has mathed a loal onept L to a target onept T ,and they have a number of similar attributes (as measured by the mather) in ommon.Based on the list of preparation operators in hapter 3, and depending on L's and T 'sattributes as ompared by the shema mather, the following suggestions ould be madeto the user:

• If L ontains attributes not present in T , the operator Attribute seletion(setion A.1.1) an be suggested to remove them.
• If L laks an attribute that T o�ers, say t, an Attribute derivation (A.5.4)might be suggested to the user. This should, however, only be done if an attribute lwith a suitable oneptual data type and a name similar to the name of t is presentin L (so that the new attribute l1 an be derived from l to math t). Otherwise itis unlikely that the derivation is possible. Name similarity is given by the shemamather.
• If two attributes l and t of L and T , respetively, math, but l is ontinuous while

t is disrete, a Disretisation (A.5.1) of l an be suggested.
• If two attributes l and t of L and T , respetively, math, but l is disrete while

t is ontinuous, a Value mapping (A.5.3) an be suggested to transform theategorial values into numbers (reall that the tehnial data type is adjustedautomatially).
• If some onepts L1, L2, . . . exist whose features math those of L exatly, a Union(A.2.3) of all these onepts an be suggested. Note that suh unions do not helpif none of the involved onepts is mathed to a onept from the target model.
• Based on foreign key-relationships in the loal data, joins an be suggested if theirresult mathes a target onept better than any single loal onept.In sum, beause only the onept level information is available in the ase reusagesenario, approahes based on riher ontologies or on mediation are waived in favourof user-given mappings, or simple shema mathing, extended with a reommendationmodule that helps the user to �nd suitable adaptation operators. The main reason is thatin many reusage senarios, the mapping between the target and loal model will haveto be done based on abstrat, mining-related priniples that are not re�eted diretly inthe data model. This disussion extends the one in (Euler & Sholz, 2004). 121



6. Publishing Operational KDD Proess ModelsCallerNumber CalledNumber Length Date Tari� ...7222277 2777722 194 12-02-2002:18:04:56 11 ...1881181 8118818 82 24-12-2002:11:44:23 2 ...... ... ... ... ... ...Table 6.1.: A Call Details Table.6.6.2. Reuse of the proess modelConerning the proess model, reusable items range from attribute derivation formulasor parameter settings of algorithms to omplete proessing hains. (The templates fromsetion 6.5.3 are of ourse short proessing hains that were set up in the �rst plaeonly to be reused by others.) Again, adding and removing elements from the given ase,like single steps or hains of steps (hunks), is not a problem if the supporting systempropagates the oneptual hanges through the dependent parts of the proess model. Animportant aspet is the robustness of the system that realises the propagation, beausepropagation of suh hanges an invalidate the proess model. For example, attributesmay be deleted that other attributes are derived from. Invalid states and the reasons forthem must be highlighted to the user, so that appropriate remedies an be undertaken.Importantly, operators that �promote� data items to metadata, like the operators thathange the representation of the data (setion A.3), must be handled: the �signature� oftheir output, i.e. the list of attributes in their output onept, depends on their inputdata, whih is likely to hange now that the proess is reused. In MiningMart this meansthat the parameters of the steps that employ suh operators have to be set to new values.This an be done by the system, based on the estimates of data harateristis, in order tosupport reusing the proess model. This is desribed in more detail in setion 7.2.2. Theadaptions may entail a hange in the number of output attributes, requiring propagationto later steps like in setion 6.6.1.As argued in setion 6.5.3, the reuse of hunks of operators that solve a partiular,typial data proessing task is important. For illustration, onsider the following example,whih demonstrates the use of Aggregation (see also the orresponding template insetion 6.5.3). In a teleommuniations ompany, a database stores eah telephone allindividually; see table 6.1. For eah all, the olumn CallerNumber ontains the aller'stelephone number, CalledNumber is the telephone number that was alled, Length isthe number of seonds the all took, Date gives the exat date and time of the all andTariff gives a ode for the tari� used for billing the all.Assume that for mining, a new attribute is introdued that aggregates the informationabout individual phone alls into the amount of time per month that eah lient spendsalling somebody. One way to ompute the desired result is to onstrut a new attributeMonth from Date, that ontains a di�erent value for eah month of the time period underonsideration (using the operator Attribute derivation, setion A.5.4). Then thereords an be grouped by the values of Month and CallerNumber, and �nally the suman be omputed and inserted into a new table that ontains only one reord for eahaller and month. This is done using Aggregation (setion A.1.4).This way of omputing a monthly sum is a ommon subtask that an be reused in122



6.7. Summaryother domains. Assume that a supermarket hain is interested in the monthly sales oftheir produts. In the above table, replae CallerNumber by Produt and Length bySales; if the supermarket stores its data in this way, the same proedure as above an beused to ompute the monthly sales. Or assume that a road maintenane institution, whihmaintains a number of weather sensors along their roads, is interested in the amount ofrain per month at di�erent sites. Replae CallerNumber by Sensor and Length by Rain toget exatly the same problem with the same solution. Appendix B desribes many moresuh solution patterns. As desribed in setion 6.5.4, the reognition of suh ommonsubtasks in a olletion of proess models an be partly automated.To sum up the disussion on adaptation and reuse, adding or deleting elements to/froma given KDD model, and renaming or retyping, are the entral operations for this, andthey are easily realised if the system supports propagation of the oneptual hanges,for whih in turn the oneptual level must be expliitly represented. A seond way ofsupport for reuse is the option to use automatially estimated data harateristis toupdate the operators whose output signature (attributes in the output onept) dependson the input data harateristis. See setion 7.2.2. With this kind of support, substantialwork e�orts during reuse an be saved, even if only some parts of a given KDD proessare reused. However, obviously there are situations when adaptation of a given ase isnot a suitable option. This an be true when a hange of the mining task would beneeded (e.g. from lassi�ation to onept desription), as this would usually requirerather di�erent data representations as input for mining. The ase desriptions explainedin setion 6.5.2 help users to avoid attempting suh di�ult adaptations.6.7. SummaryThe need for publi environments that enable the modelling and distribution of KDDproesses has long been reognised in the literature. MiningMart is based on a publimeta model that allows to model the oneptual level of KDD proesses, as disussedin hapters 3 and 4, as well as the neessary tehnial level notions. Setion 6.3 has de-sribed this meta model. It is the basis for the web repository whih has been presentedin setion 6.5. Providing this environment has enabled the formalisation of approved solu-tions to ommon preparation problems; these solutions are listed in appendix B. Reusingpreviously developed proess models (solutions) on di�erent data has been examined indetail in setion 6.6. Shema mathing and propagation of hanges have been identi�ed astwo important supportive features that the environment should o�er. Chapter 7 desribestehnial solutions used in the MiningMart system for these and other issues.
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7. Implementing the Coneptual LevelThis hapter ontinues the disussion of the MiningMart framework and system as in-trodued in hapter 6. While the fous in that hapter was on the meta model, the webrepository, and aspets of reuse, in the following a more dynami view of the system isgiven. In partiular, the implementations ontributed by the author of this thesis are ex-plained. MiningMart's implementation follows a metadata-driven approah: delarative,stati aspets of the meta model determine how the system instantiates and uses ele-ments of the oneptual data and proess model. Compare �gure 6.3 on page 101. Thusthe implementation is generi, in the sense that hanging or extending the meta modelappropriately automatially hanges or extends the behaviour of the system, without aneed to hange the implementation.Setion 7.1 explains how the output of an operator (at the oneptual level) an bereated based on the spei�ation of the operator, and how hanges to suh elementsby the user are propagated through the whole appliation model. It also disusses theimplementation of the estimations of harateristis that are given for eah operatorin appendix A, and explains how shema mathing was realised to help in onnetingoneptual data elements to atual data sets.Setion 7.2 then presents details on the implementation of some MiningMart oper-ators reated by this author. The importane of these operators had been reognisedwhen developing the system of preparation operators desribed in hapter 4 and whenimplementing the model appliation from hapter 5.Setion 7.3 disusses some issues of data storage and ahing that omplement the view-based approah taken by the MiningMart ompiler. Finally, setion 7.4 brie�y introduesthe main aspets of the implementation of the user interfae.7.1. The onept editorReall from setion 4.6 the duality of the data- and proess-oriented views on the KDDproess, whih was illustrated in hapter 5. MiningMart is the �rst KDD tool that im-plements the data-oriented view. Whenever a step (employing a proessing operator) isadded to the preparation graph in the proess view, the user must speify its input andoutput parameters. From these parameters, elements of the data-oriented view (the on-epts and links between them) are automatially generated, as explained in setion 7.1.1.If the output of a step exists already but the parameters are hanged by the user, partsof the output may have to be hanged, too, and this may have e�ets on later, dependentsteps. Propagation of suh hanges was already disussed in setion 6.6.1; setion 7.1.2disusses its implementation in MiningMart. Setion 7.1.3 explains the implementationof the metadata inferenes, or data harateristis estimations, as introdued in se-tion 3.3.3. Finally setion 7.1.4 presents the use of shema mathing in MiningMart.124



7.1. The onept editor7.1.1. Automati reation of oneptual-level data elementsOverviewAs was explained in setion 6.3, MiningMart is largely based on a delarative metamodel alled M4. M4 provides means to store KDD proess and data models. Reallthat M4 an be divided into a stati part, whih stores information about the availableoperators, and a dynami part, whih stores elements of the KDD models that usersedit. The MiningMart system is designed suh as to allow the extension of the statipart easily without having to hange the implementation. In order to add an operator toMiningMart, its input and output parameter spei�ations, as well as the way output isreated from given input parameters, have to be desribed using the expressions availablein the stati part of M4. Then the system an automatially instantiate the operator atruntime.In the following, these mehanisms are explained in detail, in partiular the M4 el-ements that allow to reate output onepts of steps automatially, and thus link thetwo dual views disussed in setion 4.6. Reall that an instane of the M4 type Steprepresents the appliation of an operator at a partiular point in the preparation graph.Whih parameters an operator has is given in the stati M4 type Op_Param (ompare�gure 6.5 on page 103). For example, the fat that a ertain disretisation operator ex-pets a single, non-optional, input parameter (giving the number of intervals into whihthe input attribute is to disretise) is stored as one M4 objet of the type Op_Param. Theinput attribute itself, and the name of the output attribute that the operator will reate,are two further parameters of this operator. As already disussed in setion 6.3.2, the M4type Constraint is used to further speify suh parameters, for example to indiate theirdata type, or that they annot be negative, and similar onstraints. These onstraintshelp to develop a proess model without exeuting it, sine they an be used to hekthe syntati validity of all user-spei�ed parameters.The M4 Constraints are also ruial for the automati reation of output elements ofthe data model (at the oneptual level), beause they are used to speify how to do thisfor eah operator. Thus they serve the double purpose of speifying possible instanesfor input and output parameters, and dependenies between them, for both the userand the system. Table 7.1 on page 162 lists all types of onstraints used for the latterpurpose, the reation of output data model-elements by the system. Eah onstrainthas two �slots�, or parameters, that speify to whih step parameters it applies. Mostof the onstraints from table 7.1 were added by the author when implementing themehanism for output reation; the M4 onstraint formalism itself has been developed bySholz (2002). The onstraints from table 7.1 will be explained in the following, inludingexamples. Afterwards, the reation of semanti links between onepts is explained.To understand the output reation, a design deision that was taken for MiningMartmust be mentioned. Chapter 4 explains the growing web of onepts in the data-orientedview, as eah operator's output onept is added to the representation of the initial data.In MiningMart there is one exeption to the rule that eah operator produes an outputonept: the operators based on Attribute derivation (the feature onstrution oper-ators of setion A.5) only produe an output attribute that is added to the input onept.This has the advantage that the resulting onept web is less omplex, sine there are125



7. Implementing the Coneptual Levelfewer onepts. The disadvantage is that it may hange the semantis of onept links.For example, if a onept C is the separation of another onept D beause, say, a Rowseletion reated it from D, then adding an attribute to C hanges the separation toa speialisation. One might hoose to automatially update these links in the oneptweb; but it may also make sense to leave the original links in plae, sine they re�et thereation of the onepts. MiningMart urrently takes the latter approah.The onstraints for reating output elementsInput parameters of a Step refer to M4 objets that exist already at the time of reatingthe step. For example, the input onept of the step represents the data set that it isapplied to, and thus it must exist already in the data model. Thus the user should onlybe able to use existing objets for input parameters. In fat, the sets of available objetsfor an input parameter an be further onstrained:For input onepts, only onepts representing initial data sets, plus all onepts reatedby steps that preede the urrent step in the preparation graph, an be used. When theuser wants to speify an input onept, the GUI therefore alls a method that providesthis set.Input attributes must always belong to (one of) the input onept(s); a Constraintspei�es whih input onept it is for eah operator and input attribute. It an also bea onept that is not an input parameter itself, but is attahed to an input relationship.The onstraints IN_RELFROM and IN_RELTO serve this purpose. The Java lass forSteps provides a method that tells the GUI whih input onepts an attribute may beseleted from. If the input onept(s) of the step have not been set yet at the time ofalling this method, an error message is produed.Output parameters are treated rather di�erently. Their objets do not exist yet atthe time the user reates a step, but are reated when the user tells the GUI to savethe urrent step parameter settings. The user only provides the names for the outputobjets.The following paragraphs explain how objets for output parameters are reated, basedon the onstraints. The reation of the output onept, if there is any, is done �rst. In thesimplest ase, its attributes an be simply opied from the single input onept; this isthe ase if a Constraint of type SAME_FEAT holds for the operator of the urrent step(see table 7.1). An example for an operator that uses this onstraint is Row seletion.Similarly, the onstraints FEAT_RFR and FEAT_RTO speify that the attributes ofthe output onept should be opied from one of the two onepts attahed to an inputrelationship. If, instead, there is a onstraint of type ALL_EXCEPT, then all attributesof the input onept, exept those spei�ed by an input attribute parameter given bythe onstraint, are opied to the output onept. The onstraint types SAME_FEAT,FEAT_RFR, FEAT_RTO and ALL_EXCEPT are mutually exlusive.In many ases, additional onstraints speify output attributes to be added to thosereated based on an ALL_EXCEPT onstraint. Suh output attributes may be based oninput attributes, as is the ase if any of the onstraints RENAME_OUT, CR_SUFFIX,or CREATE_BY hold. For example, a onstraint CR_SUFFIX holds for the MiningMartversion of Aggregation, and spei�es that for those attributes of the input oneptwhose minimum value will be available in the output onept, an attribute in the output126



7.1. The onept editoronept must be reated that takes the same name but with a su�x �_MIN� (the su�xis spei�ed by the onstraint). A similar onstraint holds for output attributes withthe maximum, average, and so on, values. The CREATE_BY onstraint is used forPivotisation, for example, and allows to reate output attributes based on the nameof an input attribute (the index attribute, see setion A.3.2), with added su�xes basedon values given by another parameter. Note that there an be more than one suh inputattribute, in whih ase ombinations of single values given by the other parameterare used to reate su�xes and thus output attributes; this is used to implement thegeneralised, n-fold pivotisation, and is desribed in more detail in setion 7.2.2. Foroutput attributes onstruted in this way, the onstraint OUT_TYPE may be used tospeify a �xed oneptual data type; if no suh onstraint exists, the data type fromthe input attribute is opied. The RENAME_OUT onstraint is used to speify thatertain input attributes should be used as a template for output attributes, but theoutput attributes should have di�erent names; the names are given by a parameter thatthe onstraint spei�es. This onstraint is used in the Join operator to provide a wayof dealing with like-named attributes in the onepts that are joined. (An additionalonstraint of type NO_COMMON, not shown in table 7.1, ensures that an exeption isthrown if onepts to be joined have like-name attributes and the step does not use theprovided parameters to resolve the on�it.)The MATCHBYCON onstraint is also used by Join in order to opy only one setof the joining key attributes into the output onept (these attributes are spei�ed by aparameter of Join, and the onstraint refers to this parameter).As mentioned above, in MiningMart not all operators reate an output onept, butsome only add an output attribute to their input onept. This is the ase if the onstrainttype IN is used for an input onept and an output attribute. The name of the outputattribute is given as the parameter, and its oneptual data type is spei�ed by a TYPEor SAME_TYPE onstraint.While most MiningMart operators reate a onept or an attribute, some reate a rela-tionship as their only oneptual level output (this is a di�erene to reating relationshipsas a by-produt, namely as semanti links between the output and input onepts of anoperator). Suh operators an be used to restore relationships between intermediate on-epts, sine valid foreign key links between the initial data sets may not be valid afterapplying data transformations. For example, when a Row seletion has been appliedto the many-side of a many-to-one relationship, the output onept is still in a many-to-one relationship to the original one-side, but a orresponding link is not automatiallyreated in the data model sine too many links would lutter the web of onepts then.But if the link is desired, then a MiningMart operator that reates a one-to-many rela-tionship between its two input onepts an be used to reate it. The operator produesan error at exeution time if the relationship is not valid in the atual data (e.g. if thereare entities on the many-side for whih there is no orrespondent on the one-side). Thelast set of onstraints in table 7.1 is used to speify whih parameters of suh opera-tors give the onepts and keys involved in the relationship (the two onepts involvedin a relationship are alled the From-onept and the To-onept in MiningMart). Likeother elements of the oneptual-level data model, relationships (reated by operatorsdiretly or as a link between an operator's output and the other data sets) are realised in127



7. Implementing the Coneptual LevelSQL statements on the tehnial level by the MiningMart ompiler when the preparationproess is exeuted. For relationships, these SQL statements reate the orrespondingprimary and foreign key onstraints in the underlying database.The assertions for reating links between oneptsFinally, the automati reation of semanti links between input and output onepts of anoperator is desribed in the following. Reall that there are three types of links that showhow onepts are reated from eah other, providing a strutured view on the oneptweb. The type and diretion of eah link is spei�ed by objets of the M4 type Assertionfor eah operator: the presene and the validity of the given link are a post-onditionof applying the operator. Like onstraints, assertions have two slots or parameters thatdetermine what step parameters they refer to. Both for separations and speialisations,a spei� type of assertion exists. The order in whih the input and output onept arespei�ed in the assertion determines the diretion of the link. The reation of a one-to-many relationship is more omplex sine the key attributes that onstitute the link mustbe spei�ed. Therefore a partiular type of assertion, REL_N_1, indiates the preseneand diretion of the relationship, and two other assertions, REL_N_K and REL_1_K,determine whih input or output attribute parameter gives the attributes that funtionas the keys on the many-side or the one-side, respetively, of the relationship. Many-to-many relationships are never reated in this assertion-based way, sine no operator fromappendix A produes suh links.An exampleAs a simple example, onsider the MiningMart operator RemoveFeatures, whih re-alises the variant of Attribute seletion in whih the user selets a number of at-tributes (features) to be removed from the input (in a di�erent variant, the attributes toretain are seleted). The following items of information are eah given by one objet ofthe type Constraint in the stati part of M4:
• There must be exatly one input onept.
• There must be exatly one output onept.
• There must be a parameter �FeaturesToRemove� whih refers to a non-empty listof objets of the M4 type Feature.
• The list of features given by the previous parameter must be present in the inputonept. This is spei�ed by an IN onstraint.
• All features from the input onept, exept those given by �FeaturesToRemove�,must be reated as a opy in the output onept. This is spei�ed by an ALL_EXCEPTonstraint.
• The input onept is a speialisation of the output onept.When reating an objet of type Step that uses this operator, users selet an inputonept from those that are available at this point in the preparation graph. Afterwards128



7.1. The onept editor

Figure 7.1.: Illustration of the preparation senario disussed in the text. Arrows pointingupwards mean �used as input by�. Arrows pointing downwards mean �reates�. Thethree steps must be exeuted from left to right, sine eah step's input is reated bythe previous step.they selet the �FeaturesToRemove� from that input onept; there must be at least onefeature. Finally they give a name for the new output onept. The system then usesthe last two onstraints mentioned above to reate the output onept, inluding itsattributes, and link it to the input onept.7.1.2. Propagation of data model hangesMotivationThe parameter settings of any step an be edited by the user at any time. If the step hassuessor steps in the preparation graph, hanges to its output may a�et one or more ofthe suessors, too. It is entral to supporting the oneptual level that these hanges toits elements are performed automatially by the system. To see what is involved in theproblem, a motivating example is disussed.Consider a preparation graph in whih the �rst step is a Saling appliation, theseond step applies Disretisation to the saled attribute, and the third step involvesan Attribute seletion. The senario is depited in �gure 7.1. Eah step takes theoutput of the previous step as input, but reall that Saling and Disretisation onlyadd a new attribute to their input onept (B), so that the third step is the only onethat produes a new output onept (C). The �rst step reates the attribute s while theseond reates d; both steps add their output attribute to B.Now suppose the user hanges the input onept of the �rst step from B to A, forexample beause they deided to insert an additional preparation step (whih reates A).The system now has to delete s from B (thus �leaning� the old input objet), and mustreate it instead in A. The seond step, however, used s as one of its input parameters(the saled attribute was the one to be disretised). It is lear in this ase that the seondstep is now also supposed to be applied to the new input onept A, otherwise one of itsinput parameters would not be available. This hange of parameters of the seond step is129



7. Implementing the Coneptual Leveldetermined by the hanges to the �rst step, and an be done automatially. If the seondstep had been used to disretise not the saled attribute s, but some other attribute, thenhanging the input onept of the �rst step (from B to A) would not neessarily meanthat the input onept of the seond step should also be hanged. However, any of thesehanges an lead to a hange of C, sine its attributes are opied from B (respetively,
A). This hange an again be performed automatially. If there are further steps thatdepend on the third step (i.e. take its output onept C as input), their output objetsmay also require adaptation.It may happen that a step beomes invalid during the ourse of these adaptations,meaning that one or more of its input objets is nonexistent. The simplest senario isthat the user wants to delete an attribute from a onept, but the attribute (or a opy ofit in a dependent onept) is used as an input parameter of some step. Another exampleis that the seletion of attributes made by an Attribute seletion operator hanges,and some attribute that is no longer in the seletion is supposed to be used by a laterstep.Senarios suh as these lead to the following requirements that the system must meetin order to allow safe edits by the user:

• deletion of attributes from a onept must be propagated to (modi�ed) opies ofthat onept;
• adding new attributes, and renaming of attributes, must be propagated in the sameway;
• when input parameters are hanged, the objets previously used for them may haveto be �leaned�;
• input parameters of following steps may have to be adapted;
• before steps beome invalid, the user should on�rm the ation;
• when the input onept of a step that does not reate an output onept hanges,and following steps use the same input onept, the user must deide whether thefollowing steps should also hange their input onept (whih is usually what isdesired, but this annot be presupposed safely).Overview of the propagation shemePropagation is done based on the proess-oriented view, that is, the graph of preparationsteps; the reason why the data-oriented view annot be used, despite the fat that itmodels dependenies between onepts diretly, is that the loal hanges depend on theparameters of the operators.The propagation involves a graph traversal. The two lassi shemes of traversal, depth-�rst (DFS) and breadth-�rst (BFS), annot be used here beause of the requirement thatany node an only be proessed after all its predeessors have been proessed. Figure 7.2illustrates this. Ful�lling this requirement ensures that all updates of previous steps areaounted for when the urrent step is updated. Breadth-�rst searh an be organisedusing a queue of nodes whih is �lled level-wise with the nodes of eah searh level.130



7.1. The onept editor
DC

A EBFigure 7.2.: Both standard graph traversal shemes, breadth-�rst and depth-�rst searh,ould result in node E being proessed before D has been proessed. This is desired,for the propagation task in this setion, if the traversal starts at B (sine D should notbe visited at all then) but not if it starts at A.
The following modi�ation is needed to ful�l the requirement. By noting for eah nodewhether it has been proessed, the predeessors of any urrent node an be heked asto whether they have all been proessed; if not, the node an simply be ignored, sineit will be reahed again on a di�erent path. In �gure 7.2, assuming that propagationstarts at node A, node E an be ignored when it is visited on the path from B but hasnot been visited yet from D, as the visit from D will follow later. In this way the nodeis only proessed when it is visited for the last time. However, if E is visited from Bwhen B was the starting point of the propagation, then E should be proessed withoutvisiting D at all. Yet at node E, no loal information is available to deide between thetwo possibilities. To solve this, only those predeessors of a node are onsidered (whendeiding whether to ignore it) that are �relevant� for the urrent traversal, meaning theyan be reahed from the starting point of the traversal. The set of nodes reahable fromthe starting point an be found previous to propagation, by either of the two standardshemes.Despite these modi�ations, the propagation of hanges through the preparation graphshould proeed mainly in a breadth-�rst manner, so that it an stop at the �rst level whereno hanges to the output onepts of any step are performed. The levels of this modi�edbreadth-�rst searh are to be de�ned suh that eah level onsists only of onept-reatingsteps; any intermediate steps that only add output attributes to their input onepts arealso dealt with in passing. The reason for this modi�ation of the searh sheme is thatthe onept-reating steps have a property that the �attribute-reating� steps do nothave, whih is that hanges to later steps will not our if hanges to the output of theurrent step have not ourred. For example, suppose a onept is modi�ed by deletingone of its attributes. If the onept is used as input by a step that adds some otherattribute to it, no hanges to this step's output are done, but a later step that reatesa opy of the onept is a�eted (the opy of the deleted attribute must be deleted). Inontrast, if an output onept of some step remains unhanged during the propagation,it is safe to onlude that following steps and parameters also remain unhanged, so thepropagation an stop on this path. 131



7. Implementing the Coneptual LevelRealisation in MiningMartIn MiningMart, whenever the user performs parameter hanges in the GUI, �rst theoutput of that partiular step is updated if required. Seond, previous input of thatstep is leaned if neessary, and third, propagation of hanges to suessors is started.The method updateOutput(Colletion names) of the lass representing Step objetsrealises the �rst task; it is alled by the GUI with the names of the new output objets. Itshares most of its ode with the onstraint-based method for output reation explained insetion 7.1.1. The big advantage of this is that the propagation algorithm does not haveto be hanged when any operators are added to the system, or hange their spei�ation.Seondly, the method handleOldInput() of the same lass is alled. It only appliesto input onepts that have beome replaed by a di�erent onept. It has two tasks:one is removing output attributes that have beome invalid from suh replaed inputonepts. The other is to hek if any suessors of the urrent step also use the replaedinput onept. For this, any path starting from the urrent step is only followed untilthe �rst output onept is reated; steps that our yet later an still use the replaedinput onept without problems. If there are any suessor steps with the replaed inputonept, the user is asked if these steps should hange their input onept, too, like theurrent step. If yes, the replaed input onept is also leaned from output by these steps,and the output of these steps is instead added to the new input onept.Thirdly, propagation an be started. The method propagateOutputChanges() of thelass representing steps does this. It uses the graph traversal sheme explained above.The method adaptOutputToChangedInput(), whih again shares ode with the outputreation as explained in the previous setion, is alled for every step on the urrent BFSlevel; it returns a boolean �ag indiating whether any output has hanged. This �ag anbe used to stop the searh if no hanges have ourred on the urrent level.The level-wise searh is neessary sine the preparation graph annot be assumed tobe a tree. However, this searh sheme is slightly ompliated by the fat that hangesto one level an a�et not only the next level but also arbitrary higher levels, sine anysuessor step might expliitly aess the output of the urrent step through one of itsinput parameters. For example, renaming an attribute during a propagation may entailupdates of some step that happens to use this attribute as an input parameter, evenif that step is loated elsewhere in the graph. The old attribute must be known whenthe later step that uses it is dealt with. Suh dependenies are long dependenies in theproess view, with any number of intermediate steps. Though some suh dependeniesmay appear as diret dependenies in the data view, the diret dependenies annot beexploited by the algorithm, sine the intermediate steps in the long dependeny maya�et the data representations, too. To understand how the propagation algorithm dealswith suh long dependenies, reall from setion 6.3.2 that the M4 type Parameter storesthe links between a step and the M4 objets that it uses as parameters. The M4 interfaemodule allows to retrieve all suh links an M4 objet is involved in from that objet.Thus, whenever the algorithm modi�es an objet used by the urrent step, it an followthe links from that objet to any later steps that also use it. However, those later stepsshould not be modi�ed before they are visited in the breadth-�rst sheme, beause theneed for further hanges might arise during the searh (after the urrent step has beendealt with). Therefore the algorithm stores the links in a global data struture that maps132



7.1. The onept editoreah link to the previous and the new name of the modi�ed parameter objet. When thelater steps are visited during the searh, the global map an be used to �nd out whihof their input objets has been modi�ed, and how.As an example onsider the senario disussed above, depited in �gure 7.1, in whih aSaling step reates an output attribute that is used as input parameter by a followingDisretisation step, but at some point in time the �rst step hanges its input onept.The attribute s that the �rst step reates must be deleted from onept B. Instead, a newattribute objet is reated in the new input onept A, but its name remains the same.Thus when the algorithm handles the seond step, it an use the old name, s, stored inthe global map, to �nd out whih of the attributes in the new input onept (A) of thatstep is the one that the step had used for disretisation. This information would be lostwithout the global map. Similarly, had the user not hanged the input onept of the�rst step from B to A, but just deided to hange the name of the attribute it reates,say from s to t, then the new name t would also be stored in the global map, allowingthe algorithm to update the seond step aordingly. This beomes relevant when thereare other steps between the �rst and seond one, so that the seond step operates on aopy of the attribute reated by the �rst one.This algorithm is important for making the oneptual level easily and robustly reusableon hanged data shemas, as disussed in setion 6.6.1. Figure 7.3 shows the algorithmin pseudo ode, as realised in the above-mentioned method propagateOutputChanges().The algorithm uses a queue to organise a traversal that is similar to the breadth-�rstsheme. As motivated above, a step is ignored when one of its relevant predeessors hasnot been proessed yet (lines 10 to 12; the set of �relevant� steps is omputed in line 3).The boolean variable f is used to indiate whether any step of the urrent BFS level lhas hanged its output; if not, the algorithm stops (line 16). The hanges to the urrentstep are made in line 20, so that f an be set to true (in line 22) if any hanges haveourred. Note that �onept suessors� in line 23 inludes all steps on any path that (i)starts from the urrent step, (ii) ends in a step that produes an output onept, and (iii)has no output onept-produing steps other than this last step. This has been explainedabove. Restoring inputs of the urrent step from the global map (line 19) only onernsthose inputs for whih there is an entry in the global map that mathes the urrent step;suh entries are added to the map in line 20: if any long dependenies from the output ofthe urrent step to later steps, as explained above, are disovered, the orresponding linksto the dependent steps are stored in the map. When the propagation ends, the globalmap is emptied (line 24) so that the next all to the algorithm starts with a leaned map.7.1.3. Estimation of data harateristisThis setion presents the MiningMart implementation of the estimation mehanisms thatsetion 3.3.3 introdues and hapter 4 spei�es for eah preparation operator. Why it isuseful to provide (estimated) data harateristis at the time of reating a KDD proessmodel is explained in setion 3.3.3. The list of whih harateristis to estimate is alsogiven there. The estimations are based on atual harateristis omputed from the initialdata sets. 133



7. Implementing the Coneptual LevelAlgorithm: Propagation of oneptual data hangesInput: A preparation graph modelled in M4, and an objet S0 of type Step whoseparameters have hangedOutput: A possibly modi�ed version of the preparation graphInitialisations:1. Set the BFS level of all steps in the preparation graph to 0;2. Initialise Q to be an empty queue;3. Find R, the set of �relevant� steps that are reahable from S0, by a DFS from S0;4. Set the BFS level of the start step S0 to 1;5. Enqueue the start step S0 into Q;6. Set the boolean �ag f to false;7. Set the urrent searh level l to 1;Graph traversal:8. While Q is not empty:9. Dequeue Q into step S;Chek if all predeessors of urrent step S have been proessed:10. If any predeessor of S is in R, and has BFS level 0 or is in Q:11. Set the BFS level of S to 0;12. Continue at line 8;Chek if new BFS level has been reahed:13. If BFS level of S is stritly greater than l:14. Set l to BFS level of S;15. If f is false and global map is empty:16. return;17. Else: set f to false;Update the input parameters of S:18. If global map ontains entries for S:19. restore input of S from global map;Update the output parameters of S:20. Adapt output of S to (possibly) hanged input,adding any links to dependent steps to the map;Chek if any hanges are made at urrent BFS level:21. If output of S has hanged:22. Set f to true;Continue the searh with the suessors of S:23. Enqueue all �onept suessors� of S whose BFS level is 0 into Q,setting their new BFS level to l � 1;Final lean-up:24. Empty the global map;Figure 7.3.: An algorithm to propagate hanges to the urrent parameter settings of aStep objet to all dependent Step objets. Comments are in italis. See text for furtherexplanations.134



7.1. The onept editorOverviewIn MiningMart, (estimated) harateristis (also alled statistis) an be displayed inthe onept editor for any onept, but also in the proess editor when the input of anoperator is spei�ed, beause some operator parameters are based on suh harateristis(ompare riterion 20 on page 232 and setion 7.2.2). The estimations and inferenes aredone on the �y, whenever the user wants to display the harateristis. MiningMartan store atual data harateristis of any data set, to avoid their re-omputation, butM4 urrently does not provide means to store the inferred or estimated harateristis;sine the latter an be omputed in linear time in the number of operators, onepts andattributes of a proess model, on the �y omputation su�es. If the atual statistis havealready been omputed, or stored in M4, for a onept whose estimated statistis a userwants to display, these atual statistis are shown. MiningMart provides the option ofdelaring the inferred/estimated statistis as atual statistis, so that they an be stored.In this way users an avoid expensive omputations if their bakground knowledge tellsthem that the inferred or estimated statistis are aurate enough for the urrent purpose.Also, any estimated values of data harateristis an be edited by the user, and are thenkept in main memory as long as the user's MiningMart session lasts (and as long asthe onept for whih they hold does not hange). This enables to integrate bakgroundknowledge when the inferenes or estimations do not provide enough information, andonforms to riterion 19 (see page 232).While estimated statistis are presented to the user in a way that is learly di�erentfrom atual statistis, the quality of the estimations is not easy to judge for users. Futurework ould enhane the estimation framework presented here by methods that di�er-entiate results of inferenes, or safe knowledge, from estimations or unsafe knowledge.However, it should be noted that even using the rather optimisti estimation methodspresented here, only little information about the harateristis an be expeted at theend of long hains of preparation operators. Safe inferenes would render even less infor-mation, so that a distintion between these types of knowledge quality may not be veryuseful in pratie.To get a feeling for the usefulness of MiningMart's estimations, the model applia-tion from hapter 5 an be onsidered. This appliation is haraterised by early joinsof detailed information with seleted ustomers in every hunk. The output size of thesejoins annot be estimated sine they are not based on valid foreign key links (the keysare not reated before exeution time). However, for all attributes that are not used asjoining keys, the list of distint values is retained. Thus there are rather useful estimatedharateristis available in every hain � until the �rst aggregation operator is applied,whih ours several times in the main hunks, but not early on in eah hunk (pivoti-sation usually involves aggregation, too). Aggregation does not allow to estimate muhinformation about its output data harateristis. However, this still means that useful(if not always aurate) data harateristis of the input of a step an be displayed for
51 of the less than 100 steps in this appliation, so a substantial part of the appliationould have been developed easily without atually performing the time-onsuming dataproessing. To perform at least partial data proessing when developing suh a largeappliation, for testing purposes, is unavoidable, though.Operators in a system that uses harateristis estimation must be robust against input135



7. Implementing the Coneptual Levelspei�ations that do not aurately re�et the tehnial level, beause misestimationsmay our at the oneptual level. The MiningMart operators are robust in this sensesimply by the fat that they are implemented using standard SQL views: SQL queriesmay be invalid if they refer to non-existing tables or olumns, but the invalidities thatan arise from misestimations only onern values of a olumn. For example, the operatorValue mapping maps input values of a partiular attribute to new values in the output.Estimations of value lists help the user to speify suh a mapping. At the tehnial levelthe mapping is realised by the SQL CASE WHEN ... THEN statement. Thus, if the spei�edmapping uses input values that atually do not exist on the tehnial level, the SQLstatement simply does not apply. Conversely, if there are input values at the tehniallevel that do not our in the user-spei�ed mapping, they are ignored or mapped to adefault value, sine it may well be that the user only wanted a few values mapped. Seealso setion 7.2 where the robustness of other operators is explained.Inferenes and estimations of the data harateristis are based on the operator spe-i�ations. Therefore, following the general MiningMart approah of using delarativelyspei�ed knowledge to drive the system, the kinds of inferenes and estimations that arepossible for eah operator are stored in the stati part of M4, and are interpreted by thesystem at runtime. Again this enables the simple extension of the system by new opera-tors without hanging the implementation. The M4 type Assertion is used here. Table 7.2on page 163 lists the various types of assertions that an be spei�ed for an operator;they are brie�y explained below. A given operator uses a ombination of these types.Estimated statistis always onern a partiular onept. When they are to be dis-played, the system deides whether the onept represents an initial data set for whihatual statistis are available or an be omputed. If yes, they are displayed. If no, thestep that reates this onept is found, and estimations are done by modifying the in-put estimation(s) that hold for the input onept(s) of this step aording to this step'sassertions; the input estimation(s) are omputed reursively in the same way. Some in-put statistis an simply be opied. When a step only adds an attribute to a onept,the estimations for that attribute are simply added to the statistis. When a step hasmore than one input onept (this onerns the Join and Union operators), the estima-tions are merged aording to partiular assertions that apply to several inputs. There isone global harateristi per onept, the number of entities in it; the other estimationsonern single attributes. To reate its output harateristis, a step opies its input esti-mations (for those attributes that are present in the output onept), and then modi�esthem aording to the assertions, so that assertions are only needed where opying inputestimations is not appropriate.Assertions for estimating data harateristisThe remainder of this subsetion brie�y explains eah assertion type related to statistisestimation and gives examples for their use in operator spei�ations, so that the Mining-Mart implementation of this funtionality beomes more transparent. Refer to table 7.2on page 163 for an overview of these assertions. Reall that an assertion omes with two�slots� or parameters that determine the step parameters it applies to. These slots willbe dealt with impliitly in the explanations below.The simplest assertion is NO_CHANGE, whih says that for any attribute in the out-136



7.1. The onept editorput onept, its estimated statistis an be opied from its orresponding input attribute,and the number of entities an also be opied. This assertion is used in the attribute se-letion and materialisation operators, and also some operators whose output onept islargely a opy of the input, but has additional attributes; additional assertions are usedfor these extra attributes.A number of assertions onern the estimation of the output size. SZ_ADD is anassertion that is used for Union, speifying that the sizes of the input onepts areadded to get the output estimation. SZ_BY_VAL gives the output size diretly, byreferring to a parameter whose value in an instantiated step gives either the size or thefration of the input size. This is used for the sampling operator. SZ_BY_VL an beused by aggregation operators to ompute the output size from the numbers of distintvalues in the grouping attributes. SZ_MIN_MV subtrats the number of missing valuesof a partiular input attribute from the input size, useful for the operator that deletesentities that have missing values in that attribute. SZ_DIV_BY divides the input size bythe value of some parameter; this assertion holds for theWindowing (divide by windowwidth) and Segmentation (divide by number of segments) operators. SZ_MULT_NOmultiplies the input size by some fator given as the number of attributes in the parameterspei�ed by this assertion. It is only used for reverse pivotisation: the number of attributesto be �folded� into one determines the integer fator by whih the data set grows (seesetion A.3.2). Finally, SZ_BY_REL is used for Join; see setion 3.3.3 for an explanationof how the output size of joins an be determined if the input onepts are linked by arelationship. Note also that MiningMart provides operators that allow the reation of arelationship, on both levels, between two data sets, so that relationships an be madeavailable to join operations whenever they are needed (and valid).The other estimations onern the minimum and maximum bounds, list of distintvalues, number of missing values, and value frequenies, of attributes. For ontinuousattributes, the list of distint values gives interval means instead; the interval bounds arehosen so that there are 10 bounds (thus 11 intervals) in the range of values the attributetakes. The frequeny of a value is then the number of values within that interval.Some assertions simply state that these attribute-spei� harateristis an be opiedfrom a ertain input attribute (MM_FROM, VL_FROM, VF_FROM andMV_FROM);they are mainly used for attribute-reating operators that do not reate their own out-put onept. A similar assertion states to opy these properties from the input for allattributes in the output onept (MM_UNCH, VL_UNCH). Some operators an diretlyspeify minimum or maximum bounds of their output attribute, like Saling, so theyan use MIN_FROM or MAX_FROM to make the system exploit this. The VL_COMBand MM_COMB assertions are used for Union, where output attributes have ombined,or merged, value lists and bounds from their orresponding input attributes.Adding a value to an input value list an be done with VL_ADD: for example, theoperator that replaes missing values by a default value uses this assertion. For thevalue mapping operators, the new value list is known from the spei�ed mapping; theVL_BY_PAR assertion an be used here. The VL_BY_LIST assertion is very similar,but is used when there are several entries with output values in a given value parameterobjet (see setion 7.2.2 for an example). Finally, the VL_BY_SYM assertion states thata partiular symbol (whih is globally �xed in MiningMart) is used, with number su�xes,137



7. Implementing the Coneptual Levelfor the output values. Suh default symbols are used for value mapping or disretisationoperators when the user does not speify the new disrete output values. The seond�slot� of this assertion provides the number of output symbols (or the step parameterthat gives this number); by onvention the number su�xes start with 1, so this determinesthe output value list.Some operators even allow estimations of the frequenies of the values in the output,provided that these frequenies are given in the input. The VF_ADD assertion is usedfor Union, and says to add the frequenies of a partiular value from all orrespondingattributes in the input onepts. The VF_REPL_MV says to add the number of missingvalues from the input attribute to the frequeny of the value determined by the seondslot of this assertion. This is used for the operator that replaes the missing values in theinput by a default value: obviously the frequeny of the default value inreases by theprevious number of missing values.Sometimes the seletivity of the operator appliation, meaning the ratio of output sizeto input size, an be optimistially assumed to apply to value frequenies and numbers ofmissing values. Suh operators an use the VF_BY_SEL and MV_BY_SEL assertionsto state this. In MiningMart this onerns the Row seletion and Segmentationoperators.The VF_BY_AGG assertion is used for the grouping attributes of aggregation opera-tors; their frequenies are determined by the possible ombinations of grouping values. Forexample, if there is only one grouping attribute, eah of its values ours with frequeny
1 in the output. Finally, the VF_MULT_NO assertion is based on similar reasoning asSZ_MULT_NO, and is applied by the same operator (reverse pivotisation).The missing values estimation assertions parallel those already explained.The last estimation assertion is ES_SELECT. It tells MiningMart to apply someoperator-spei� reasoning to estimate output harateristis of Row seletion. Asdisussed in setion 3.3.3, rather omplex reasoning an be applied for seletion opera-tors. Currently MiningMart supports a simple histogram-based method, sine the inputvalue list and value frequenies together provide the needed histogram. More omplexmethods an be added here at any time, but this will not hange the system of estimationassertions. This partiular assertion is obviously of a di�erent nature than the others, asit does not speify diretly how to do inferenes or estimations based on input hara-teristis, but is operator-spei�. While this is a slight violation of MiningMart's designpriniples, following these priniples here would have meant to design rather omplex as-sertions that speify the histogram-based method of seletivity estimation, whih wouldbe no less operator-spei� but probably somewhat over-engineered.7.1.4. Shema mathing between the two levelsWhen developing a KDD appliation from srath in MiningMart, the �rst step is tomodel the initial data sets. The system an reate onepts diretly from database tablesor views. The results an and should be edited by the user by giving explanatory namesto the onept and its attributes, or by removing super�uous attributes from the on-ept. This funtionality, reating onepts diretly from database tables, depends on theinformation about the table or view that is stored in the system tables of the underlyingDBMS; this is one point where MiningMart annot rely on standard SQL statements,138



7.1. The onept editorsine suh meta queries are not standardised in SQL. Within the MiningMart ode, suhmeta queries are done through an abstrat Java lass whih is implemented di�erentlyfor di�erent DBMS systems; the author has implemented it for the PostgreSQL1 andMySQL2 database systems.In ontrast, when an existing KDD model is to be reused, an existing oneptual datamodel has to be mapped to existing tehnial-level data sets, as disussed in setion 6.6.1.MiningMart an support �nding this mapping by employing simple shema mathing al-gorithms, whih is doumented in this setion. A preliminary study by Wagner (2005) hasidenti�ed and implemented suitable mathing algorithms, on whih the shema math-ing approah implemented by the author of this work is based. It should be noted thatshema mathing relies on syntati lues to judge the similarity of two data shemas,and thus is only useful if the appliation domains that the two shemas model are similar.Where this is not the ase, the user an attempt to �nd some mapping that takes therole that the various shema elements play in the KDD proess into aount, as disussedin setion 6.6. In this senario, shema mathing should not be used.Task desriptionShema mathing attempts to �nd mappings between elements of two given data shemas(ompare (Rahm & Bernstein, 2001)). The elements are onepts, attributes or relation-ships (in this appliation). Mappings an be 1 : 1, 1 : n or n : m; eah mapping omeswith a similarity value from the real interval r0..1s. The mappings are simple pairs ofelements, without further struture. In this respet, shema mathing an be di�erenti-ated from ontology mapping or alignment, where mappings are sought that also providethe preise translations between expressions in eah ontology; see (Kalfoglou & Shor-lemmer, 2003) for an overview. In general, a mapping an be suggested between di�erenttypes of elements, for example between an attribute and a onept, sine di�erent datashemas an represent the universe of disourse (whih is assumed to be the same in thetwo shemas) in di�erent ways. As noted by Madhavan et al. (2001), shema mathingis an inherently subjetive task, sine there may be several plausible mappings betweenelements of two shemas. Thus it makes sense to suggest the mappings whose similarityvalue exeeds a ertain threshold to users as andidate mathes, but to enable them tohoose other mappings or to edit the given ones.The spei� mathing task in this setion is to suggest a onnetion from a MiningMartdata model to loal data sets. Note that in order to get valid onnetions, mappingsbetween di�erent types of elements (like mapping a onept to a olumn rather than atable) are not allowed. The MiningMart data model to be mapped will usually onsistof the initial onepts of a previously modelled KDD appliation, i.e. the onepts thatrepresent the raw data, and the relationships between them. Suh onepts are markedby a DB �ag in M4. However, in the �entry point� approah explained in setion 6.5.5,any intermediate data model of a modelled preparation proess is also examined for itssimilarity to the tehnial data sets. The set of intermediate data models is de�ned bythe set of �urrent data views� of eah step in the preparation proess. For eah step, the1http://www.postgresql.org2http://www.mysql.om 139



7. Implementing the Coneptual LevelAlgorithm: Computation of Resulting Data Model for a StepInput: An objet S of type Step (possibly onneted to a preparation graph)Output: A olletion of objets of type Conept that represents the data view reatedby S and its predeessors1. Let I be the olletion of all initial onepts (type DB) used as inputof the preparation graph attahed to S;2. Initialise global olletions conceptsToBeReplaced and visitedSteps to be empty;3. Let Conept r :� getReplacingConceptpSq;4. Remove all onepts in conceptsToBeReplaced from I;5. If r is not null then add r to I;6. return I;Funtion getReplacingConceptpStep Sq returns a Conept:1. Add S to visitedSteps;2. Set Conept r to null;3. For all predeessors P of S:4. If P is not ontained in visitedSteps:5. Let r :� getReplacingConceptpRq;6. Add all input onepts of S that are of type DB to conceptsToBeReplaced;7. If S has an output onept o:8. return o;9. Else: return r;Figure 7.4.: An algorithm to ompute the data view reated by a step and its predeessors.urrent data view onsists of all initial onepts, but replaes those that were used in thegraph preeding the step by the step's output onept. In other words the urrent dataview shows the results of the urrent path of data preparation. Displaying the urrentdata view is a MiningMart feature implemented by this author to help the user keeptrak of the urrent preparation path. Figure 7.4 shows the simple algorithm used toompute the urrent data view of a given step. The algorithm starts with the input datamodel. A step an �onsume� one or more onepts and replae them with its outputonept, so the algorithm follows the path to the urrent step and ollets all onepts ofthe input data model that must be replaed (in the olletion conceptsToBeReplaced).They are removed from the input data model (line 4 of the main algorithm), and insteadthe output of the urrent step is added to it (line 5). The result is the urrent data view.In the shema mathing task, any intermediate data view is a possible entry point forstarting data preparation, if the loal data sets to whih the preparation is to be appliedare similar enough. In sum, the MiningMart shema mather is able to �nd the bestmathing of the initial onepts to new data sets, or to �nd the intermediate data viewthat ahieves the best mathing among all intermediate data views. The user an hooseto exeute either of these two tasks.140



7.1. The onept editorBasi elements of the shema mathing algorithmThe only types of information that the mathing algorithms an use for the envisionedtask are (i) the names and (ii) data types of attributes and onepts, or olumns andtables, respetively, (iii) whih attribute/olumn belongs to whih onept/table, and(iv) the relationship links between onepts (one-to-many or many-to-many relationships;separation and speialisation links are only available in the oneptual model, and thusannot be used for mathing). This level of information is alled the shema level byRahm and Bernstein (2001), who give a survey on shema mathing approahes. Asnoted by these authors and others, shema mathing approahes exist that use furtherinformation, suh as the data (at the instane level), but when the oneptual level is tobe mapped to atual data sets, information about data ontents is only available on oneside, so that it annot help in the task at hand.To math names, the system must be able to map a pair of strings to a real valuebetween 0 and 1 that re�ets the similarity of the two strings. There are four methodsavailable to do so: a simple one that uses boolean full math of the strings (ignoringase); one that is based on the edit distane between the strings; one that omparesthe �soundex� representation of the strings; and one that ompares all n-grams of thetwo strings. The last method seems to work best for the task here. These methods aredesribed in (Wagner, 2005). They result in a name similarity value between 0 and 1.To math data types of attributes and olumns, the same mehanism that is usedelsewhere in MiningMart to �guess� the oneptual data type from the tehnial typeis employed. It simply maps string-based tehnial data types to disrete and numeritypes to ontinuous; key olumns that are delared as suh on the tehnial level are alsoreognised. When the oneptual data types of two attributes math, their type similarityis 1, otherwise it is 0.Strutural information, suh as relationships between onepts, an be available at bothlevels and is therefore also used. Some shema mathing approahes express the struturalproperties loally, as features of the shema elements to be mathed, like (Euzenat &Valthev, 2004); this allows the representation of the elements by feature vetors, withstandard metris as similarity measures. More advaned methods onsider the givenshemas as graphs, and inorporate the similarity of neighboured nodes when �ndingthe similarity of two nodes in the respetive shemas. By representing relationships,onepts and attributes as nodes in the graph, suh methods allow �exible mappingsbetween di�erent types of nodes. One example for this approah is Cupid (Madhavanet al., 2001). Cupid also exploits relationships (foreign key links) between data sets in aseond way: suh links indiate possible valid joins of data sets, and the result of a joinmight math a given element of the other shema more losely than any original element.Another graph-based approah is presented in (Melnik et al., 2002).Sine mappings between di�erent types should be exluded in the present task, asimpler mathing sheme was developed whih is explained in the following. It also addsthe results of joins as possible elements to be mathed to the loal data shema, but notto the oneptual model whih is to be reused, beause adding a join there would meanto modify the oneptual model during the proess of mathing, whih appears to makethe task of editing the suggested mappings rather omplex for users. So the followingmethod for shema mathing is tailored towards the spei� task outlined above, in that141



7. Implementing the Coneptual Levelit respets element types and allows joins only in one data shema. It proeeds in atop-down fashion, attempting to math relationships before onepts, but it does notprelude the mathing of onepts if their relationships do not math. Thus it does notintrodue a top-down bias (Madhavan et al., 2001).To simplify the implementation, the loal data sets are internally represented as on-epts with attributes and relationships, like the oneptual data model of the givenMiningMart Case. Thus in the following, it su�es to speak about omparisons betweenthese types of elements. All possible results of valid join operations on the loal data sets,indiated by foreign key onstraints in the database, are also represented by onepts inthis shema. This allows to map a onept of the given data model to a join result if thesimilarity is higher than for the original database objets.A reurring subtask in this shema mathing sheme is to �nd the best mappingbetween two sets of elements of the same type. This is needed for mathing the attributesof two onepts, or mathing the relationships of two data models, or mathing theonepts of two data models. The solution taken here is a simple greedy method. Amatrix of similarity values is omputed. The highest similarity value in the matrix, if itexeeds a similarity threshold whih is a global parameter of the whole sheme, gives the�rst pair of elements to be mapped. Then the orresponding row and olumn are deletedfrom the matrix and the proedure is repeated, until no olumns or rows remain or untilno similarity value exeeds the threshold.There is also the reurring subtask of omputing a global similarity value from suha matrix, whih gives the attribute-based similarity of two onepts, for example. Thisis done by �nding the mappings that exeed the threshold in the same greedy fashion.Obviously there annot be more mappings than the smaller number of elements in the twosets to be ompared indiates. The latter number is the maximum number of possiblemappings. Therefore the sum of similarity values in the mappings is divided by thisnumber to get the global similarity. However, this means that a onept C with oneattribute mathes another onept D with a larger number of attributes perfetly, if onlythat single attribute mathes any one attribute of D perfetly. But another onept C 1with more attributes might also math D perfetly, in whih ase the mapping of C 1 to
D should be preferred over the mapping of C to D. The analogous problem holds forother element types. Therefore the global similarity value is dereased with the di�eringnumber of elements in the two given sets to be mathed. If this number is d then thepenalty fator is 0.95d. This allows mathings that map more elements to reah a highersimilarity3.The omputation of similarity values between elements of the same type is as follows.Attribute names are ompared using the name mathing methods desribed by Wagner(2005). The best results are provided by an n-gram mather, whih again uses the greedy,similarity matrix-based method above, where the elements ompared in the matrix arethe n-grams of the two names to be ompared. The default value of n is 3. The oneptualdata types of the attributes are used to derease the name-based similarity by a ertainpenalty fator (urrently 0.75) if they do not math. Note that the oneptual data types3The fat that the penalty fator is the same if two of the attributes of a onept have not been mathed,regardless of whether the onept has 4 or 20 attributes, is irrelevant beause suh onepts are neverompared to eah other, but only to math andidates from the other shema.142



7.1. The onept editorof the loal data sets are automatially inferred from their tehnial data types, whihmay give inappropriate results.Conepts are ompared by omputing their attribute-based similarity using the greedy,matrix-based method outlined above. If the name similarity of the onepts' names doesnot exeed the global similarity threshold, the attribute-based similarity is redued bythe penalty fator.Relationships are ompared by omputing the mean of the similarities of the two on-epts of eah relationship. For one-to-many relationships, the diretion of the relationshipis respeted; for many-to-many relationships, the better result of omparing the �rst (se-ond) onept of one relation with the �rst (seond) of the other, or omparing the �rstof one with the seond of the other and vie versa, is taken.Overall shema mathing algorithmNow that the mathing of individual elements, the method for �nding the best math-ings among several andidates, and the method for omputing a global similarity fromindividual similarities have been explained, the proess of mathing two data models anbe presented. It starts by examining the �stars� of eah data model, whih are oneptsinvolved in more than one relationship. This heuristi of onsidering the stars �rst ishosen in order to take the global strutures of the two shemas, whih are given by therelationships, into aount. Two stars of the two shemas are ompared by applying thegreedy method from above to all onepts involved in eah star. This gives the similarityvalues for the ells of the matrix that ompares the two sets of stars. From this matrix,again using the greedy method and the global threshold, all mathing stars are found.In the seond step of mathing two data models, the remaining relationships that havenot been mathed based on the stars are mathed, using the greedy method.Thirdly, all onepts that have not been mathed in any previous step are mathed.In eah step the result is a set of pairs of onepts of the two shemas, suh that thesimilarity of the two onepts in eah pair exeeds the global similarity threshold; onlythe method for �nding the pairs is di�erent in the three steps. The three sets are disjuntby onstrution. Their union gives all mappings from a given data model to loal datasets that an be suggested to the user. If the task was to math the initial data modelof a Case, or to math the resulting data model of a partiular step, a solution has beenfound. If the task was to �nd the best intermediate data model in a Case, then theabove method for �nding a global similarity of the two urrent data models is applied,and the searh ontinues with the next intermediate data model. The intermediate datamodel with the highest global similarity to the target data sets �nally gives the mappingssuggested to the user.The user then has the option of modifying the suggested mappings of onepts asdesired. Additional mappings an be spei�ed for onepts that ould not be mathedautomatially, and suggested mappings an be hanged. Where a suggested mappinginvolves the result of a join on the loal data sets, this is indiated to the user; if suh amapping is on�rmed, a view that realises the join is added to the database.Finally, the individual onepts are onneted to the loal data sets as spei�ed in themapping after possible user modi�ations. For mathing attributes to olumns, again thegreedy approah is used, but without using the global similarity threshold in order to143



7. Implementing the Coneptual Levelmath as many attributes as possible. Again, the user has the option of modifying theattribute onnetions; this is part of the main funtionality of the MiningMart onepteditor. Of ourse, the onept editor an also be used to math a partiular single onept,instead of a omplete data model, to the best-mathing loal data set; the mathingmethods for this are the same as above.7.2. New operators in MiningMartThis setion brie�y desribes the implementation of some operators that have been addedto MiningMart by the author, in reation to the analyses from previous hapters. Cre-ating the oneptual-level output for these operators is explained in setion 7.1.1; theimplementations below onern the MiningMart ompiler modules for these operators.An overview of the ompiler is given in setion 6.4, while details an be found in (Sholz,2007).7.2.1. Attribute derivationThis general operator (see setion A.5.4) must support an open part, to be programmedby the user, whih returns the values of the new attribute. Sine MiningMart is imple-mented in Java, a Java interfae was set up for this purpose. It presribes to implementa ertain method whih is given a data set and returns values to be added as a newolumn to that data set; see �gure 7.5. Users an reate Java lasses that implement thisinterfae, and add a Java arhive �le with their lasses to the lass path when startingMiningMart. Then, for any step that employs the MiningMart operator AttributeD-erivation, a string parameter spei�es the name of the lass that is to be used for thisstep.The operator reads the data from the data set represented by its input onept, andprovides it as a two-dimensional string array when alling the user-implemented methodderiveAttribute(...). It also provides the names of the olumns of the data set. Theoperator has an optional parameter alled TheTargetAttributes, whih an be used tospeify some partiular olumns of the input data set for whatever purpose. For example,if the operator is supposed to ompute the produt of two attributes, for eah entity, thesetwo attributes an be spei�ed here. The names of the olumns that are represented bythese attributes are then provided in the string array namesOfTargetColumns when themethod is alled. The method must return the values for the new attribute in the orderthat mathes the order of rows in the given data set, so that the operator an reate theorret new data set with the new attribute added.The operator then reates a table in the database, whih is �lled with the new dataset. It is onneted to the output onept of this operator. The output onept is a opyof the input onept, but with one attribute added. The oneptual data type of the newattribute is given by a parameter of this step (i.e. it is spei�ed by the user).It an be seen that this operator is exeptional in the MiningMart framework, in that itdoes not proess the data inside the database. Also the operator is exeuted immediatelywhen the ompiler runs it (most other operators only reate SQL views, so that atualdata proessing an be done later). Both issues ould be resolved by having the user144



7.2. New operators in MiningMartpakage edu.udo.s.miningmart.operator;publi interfae AttrDerivInterfae {/*** The method expeted by the MiningMart operator 'AttributeDerivation'.** �param olumnNames Names of the olumns of the input data set* �param namesOfTargetColumns names of target olumns, an be NULL* �param dataset the input data set (olumns in the first dimension,* rows in the seond dimension)** �return a String[℄ with the values of the newly derived attribute*/publi String[℄ deriveAttribute( String[℄ olumnNames,String[℄ namesOfTargetColumns,String[℄[℄ dataset);}Figure 7.5.: The Java Interfae that all lasses to be used by the MiningMart operatorAttributeDerivation must implement.reate stored proedures instead of Java ode. Suh proedures are programmed in aproprietary language like PL/SQL, whih is provided by database system vendors. Theyan be used (alled) in view de�nitions. As a simple example, one might implement afuntion that returns the square of its single argument. If that funtion is alled SQ, itan be used in a database view de�nition as follows: CREATE VIEW example AS (SELECTa, b, SQ() AS d FROM some_table). When reading data from the view example, itsolumn d appears as any other olumn to the aller, but provides the squared values of .However, the language needed to enode them di�ers between various database systems,and these languages are less well-known than Java. The urrent implementation of thisoperator serves as a proof of onept, but an easily be hanged to use stored proedures.Automatially (rather than manually) reated stored proedures are used by the operatordisussed in setion 7.2.5.7.2.2. Pivotisation and reverse pivotisationThese two operators are explained in setion A.3.2. They are among the operators thathange the status from data to metadata and bak, as disussed in setion 4.1.1: piv-otisation is an operation that transforms the distint values of a ertain attribute intonew attributes, while reverse pivotisation transforms a set of attributes into one attributewhose values re�et the original attributes. Suh hanges between data and metadata areneessary to allow transformations between di�erent representations of the same data,but unfortunately they on�it with the aim of allowing to set up a KDD proess model145



7. Implementing the Coneptual Levelwithout exeuting it (ompare setion 3.3.3), beause the data is not available beforeexeution. In other words, the shape or signature of the oneptual output depends onthe atual data ontents of the input, whih are unknown before exeuting the operator.Clearly, this property also undermines the reusability of preparation models involvingsuh operators. The solution used in MiningMart is to let the user speify the neessaryparts of the data as input parameters. The data harateristis estimations explainedin setion 7.1.3 an be used for this diretly, so that the user does not need to type indistint data items by hand. For example, the list of values that our in a ertain inputattribute is needed for Dihotomisation (setion A.3.1), sine this operator reates anew attribute for eah suh value. Sine the list of these values may be available throughestimation, the orresponding parameter of Dihotomisation an be instantiated auto-matially. Sine the estimated harateristis are available without exeuting the proess,the skethed on�it is avoided to the extent that the estimations are aurate. There isalso the option, of ourse, to exeute the proess up to the point where the data is needed;then the estimated harateristis an be made aurate by omputing them from theatual data. In any ase, the user has the option to edit the parameters manually, too.This approah means that the operators must be robust against lashes between the in-put parameters, whih may be estimated or manually given, and the atually used inputdata. The robustness of the two operators from this setion is disussed below.In order to signal the possibility of using estimated input values as parameters to theMiningMart system, a new M4 onstraint (ompare setion 7.1.1) alled USE_VALUEShas been introdued. Its two �slots� are the attribute parameter that provides the listof values, and the value parameter where they have to be listed. This allows the systemto provide its estimated values automatially to the user for all operators that use thisonstraint.To realise n-fold pivotisation, the MiningMart operator Pivotize takes a list of indexattributes as input parameter. For eah index attributes, its distint data values mustbe spei�ed in a seond parameter; the MiningMart system an insert the estimatedvalue lists of the index attributes automatially here. A third parameter spei�es thepivot attribute, whose values are to be distributed into new attributes based on theindex values. The new attributes are reated automatially at the oneptual level, assetion 7.1.1 explains; note that there is one new attribute for eah ombination of indexvalues from di�erent index attributes. For example, if there are two index attributesColour and Size, with distint values red, green and big, small respetively, thenthere are four new attributes in the output onept for the ombinations red-big, red-small, green-big, and green-small. Eah of the four new attributes takes the valueof the pivot attribute, say Weight, for those entities that take the ombination of indexvalues orresponding to the new attribute, and 0 or the empty value for the other entities.The operator also allows to speify an optional aggregation operator like SUM or MAX,and attributes to group by.Tehnially, when the operator is exeuted, the ompiler reates a database view thatis represented by the output onept. Continuing the above example, and assuming forease of reading that the database olumns have the same names as the attributes, theompiler would reate an SQL statement like the following:CREATE VIEW output AS146



7.2. New operators in MiningMartSELECTid,SUM(CASE WHEN olour = 'green' AND size = 'big' THEN weight ELSE 0 END)AS weight_green_big,SUM(CASE WHEN olour = 'green' AND size = 'small' THEN weight ELSE 0 END)AS weight_green_small,SUM(CASE WHEN olour = 'red' AND size = 'big' THEN weight ELSE 0 END)AS weight_red_big,SUM(CASE WHEN olour = 'red' AND size = 'big' THEN weight ELSE 0 END)AS weight_red_smallFROM inputGROUP BY id;This example inludes aggregation by summation and grouping by some key attribute id.As mentioned above, Pivotize must be robust against atual data that is di�erentfrom its spei�ation, for example beause the KDD model is reused on di�erent data.There might be additional index values, say blue, in its atual input data. This onlymeans that entities that take this value are not represented in the output data set, butthe operator does not produe invalid output. On the other hand, a value like greenwhih is spei�ed as a parameter might not be present in the atual input data. Thenthe orresponding output attributes always take the value 0, or the empty value. In bothases the operator's output is syntatially valid, but it might not represent what wasoriginally intended by the designer of the KDD model. Therefore the ompiler issues awarning to the user whenever it enounters suh mismathes between spei�ed and atualdata.The MiningMart operator ReversePivotize has the following parameters. It takesa list of attributes to be �folded� into one. For eah attribute it takes a value or aombination of data values that holds for all values in that attribute. As an example,onsider a data set in whih ar pries are stored in several attributes, depending onthe type of ar. Assume that the pries of the basi variants of eah ar are storedin an attribute BasiPrie, and the pries of the luxury variants are stored in theattribute LuxuryPrie. These two attributes together with the values basi and luxuryare input to the operator. Now the operator reates two output attributes whose namesare given as input parameters; one of the attribute takes the pivot values, here thepries, and the other takes the index values, here the variants (luxury or basi). WhenPivotize is applied without aggregation, then ReversePivotize exatly reverses thetransformation performed by Pivotize.Tehnially, this operator is a little more omplex beause it reates temporary viewswhih it then uni�es. Continuing the ar pries example, there would be two temporaryviews:CREATE VIEW temp1 ASSELECTar,olour,BasiPrie AS prie, 147



7. Implementing the Coneptual Level'basi' AS variantFROM input;CREATE VIEW temp2 ASSELECTar,olour,LuxuryPrie AS prie,'luxury' AS variantFROM input;Thus eah temporary view holds the entities of one variant, with a onstant value forthe variant in that view. Then the views are uni�ed. It would be possible to integrate allthis into one SQL statement, but with temporary views it is easier to read:CREATE VIEW output ASSELECT ar, olour, prie, variantFROM(SELECT ar, olour, prie, variant FROM temp1UNIONSELECT ar, olour, prie, variant FROM temp2);Unlike Pivotize, ReversePivotize is not dependent on atual input data, but re-ates data from its input metadata.7.2.3. Aggregate by relationshipThis operator is desribed in setion A.2.2. It adds a new attribute to a onept. Thenew attribute takes aggregated values from a di�erent onept whih is linked to the�rst one by a relationship. Eah entity in the �rst onept is linked, via the relationship,to several entities in the seond; the aggregation is done over those entities, and theaggregated value is added as the value of the new attribute to the entity of the �rstonept. As a further restrition, the aggregation is only done over those entities of theseond onept that take the value that is most frequent in the relationship.To illustrate the tehnial realisation of this operator, the example from setion A.2.2is used again. There are two onepts, one with ustomer data and one with produtdata; they are linked by a relationship that stores whih produt has been bought bywhih ustomer.The �rst step in the exeution of this operator is to �nd the produt that has beenbought most often by ustomers. Assuming that the relationship is stored in the databaseross table bought, this an be done as follows:SELECTprodut.pid,COUNT(produt.pid)FROM produt, boughtWHERE produt.pid = bought.pidGROUP BY produt.name;148



7.2. New operators in MiningMartThe result returned by this query is searhed for the most frequent produt. Assumethat its pid value is 1004. In the seond step, a view doing the atual aggregation anbe reated. The number of times a ustomer has bought the most frequent produt isalulated for eah ustomer in this view. Note that this information omes from therelationship:CREATE VIEW temp ASSELECTustomer.id,COUNT (CASE WHEN produt.pid = 1004 THEN produt.pid ELSE NULL END)AS tempolFROM ustomers, bought, produtWHERE ustomers.id = bought.id AND bought.pid = produt.pidGROUP BY ustomer.id;Finally, to attah the information stored in tempol (how often the produt 1004 wasbought) to the onept representing the ustomer data, the above view is joined to it:CREATE VIEW output ASSELECTustomer.id,ustomer.name,ustomer.address,tempolFROM ustomer, tempWHERE ustomer.id = temp.id;The operator uses the information about the relationship, whih is stored in M4 andwhih inludes the primary and foreign key olumns that make up the relationship (herepid and id), to reate these views.7.2.4. DihotomisationThis operator is desribed in setion A.3.1; it reates a binary indiator attribute foreah value of a partiular input attribute. The realisation of this operator in MiningMartis faed with the same problem as the pivotisation operators (ompare 7.2.2, also se-tion 4.3): the shape or signature of the oneptual output depends on the atual dataontents of the input, whih are unknown before exeuting the operator. The same solu-tion as for pivotisation is used here. Thus the user spei�es one partiular input attribute(say Colour), its values (like red, green, blue) and for eah of these values the name ofthe output attribute to be reated (perhaps isRed, isGreen and isBlue). The user andeide to diretly use the values of the input attribute that are estimated to be presentby the methods explained in setion 7.1.3. This eases the parameter spei�ation whenthere are many di�erent values in the input attribute. The onstraint USE_VALUESexplained in setion 7.2.2 is used by this operator, too. Sine these estimations an bemade to re�et the atual data, the user has the two options of using the estimated149



7. Implementing the Coneptual Levelvalues, without the need to exeute the preparation graph up to the point where thisoperator is used, or of using the atual values, after an exeution of the graph so far. Seebelow for an explanation why the operator is robust against misestimated values. Namesfor the new output attributes are suggested automatially when the estimated values areused diretly, but an also be spei�ed manually. The output attributes are added to theinput onept when the parameter spei�ation is saved (ompare setion 7.1.1).When the operator is exeuted by the ompiler, a simple SQL statement reates avirtual olumn for eah output attribute. In the example, three SQL statements wouldbe reated as follows:(CASE WHEN olour = 'red' THEN 1 ELSE 0 END)(CASE WHEN olour = 'green' THEN 1 ELSE 0 END)(CASE WHEN olour = 'blue' THEN 1 ELSE 0 END)The names of these virtual olumns (isRed et.) are stored in M4. Then suh state-ments an be used by following operators to read the binary indiators, like in the fol-lowing example:CREATE VIEW new_data ASSELECT ..., (CASE WHEN olour = 'red' THEN 1 ELSE 0 END) AS isRed, ...FROM ...;When the input data hanges beause the ase is reused on new or updated data,and the parameters of this step are not adjusted, then still valid SQL is reated. Forexample, if the atually ourring values of Colour are now red and yellow, then theoutput attribute isGreen still indiates the absene of the value green by only takingthe value 0. To reate an indiator attribute for yellow the user would have to updatethe oneptual parameters of the step. To make the user aware of suh a situation whenit arises, the ompiler issues a warning if the atual input values of the input attributedi�er from the spei�ed parameters.7.2.5. Results of mining as new attributesThe idea of integrating the results of applying a mahine learning algorithm with thedata on whih it was applied was disussed in setion 4.1.2. In MiningMart a few ma-hine learning operators have been inluded to demonstrate the apability of modellingthe whole KDD proess in one framework. At the same time MiningMart laks some im-portant operators that allow to model the experiments around mahine learning, in theway exempli�ed by the Yale system (Mierswa et al., 2006). The reason is that Mining-Mart puts its fous on data proessing inside the underlying database system, but miningalgorithms with their superlinear runtime are usually too slow to proess the large datasets for whih databases are used. Even for smaller data sets, running mining algorithmsinside the database is usually ine�ient due to the omplex ways in whih the same datais aessed repeatedly during mining; see the report by Rüping (2002), for example.An example for a ompromise are the support vetor mahine (SVM) operators in Min-ingMart. An external implementation of an SVM algorithm is alled on data extratedfrom the database for training. The operator inludes a sampling parameter that allowsto trim the input data to a size that �ts into the lient's main memory, whih is wherethe algorithm runs. The result of training the SVM is a predition funtion that an beapplied to new data. The MiningMart operator translates this predition funtion to a150



7.2. New operators in MiningMartdatabase funtion that an be alled on new data. In this way the deployment of the SVMresults an be performed on large data sets inside the database. This demonstrates theapability of the developed framework to inlude both the mining and the deploymentphase (see setions 2.1.4 and 2.1.6) in its models. Although mining is tehnially not doneinside the database, at the oneptual level an integrated view of all phases is available.By integrating the results of mining as an attribute, this also holds for the data-entredview.This setion douments the SVM operators in MiningMart, as they were implementedby the author of this work, using a previously available external implementation of thetraining algorithm, but translating the appliation of the learned funtion to a databasefuntion. In order to understand how the learned funtion is realised, a little bakgroundon SVMs is given.As usual in mahine learning, a training set S with N examples is represented by Nvetors from X � Rn together with their label from a set Y :
S � tp~x1, y1q, . . . , p~xN , yN quFor lassi�ation tasks, the binary ase Y � t�1, 1u is onsidered here. For regression (seesetion 2.1.4), Y � R. The training set is drawn from an unknown distribution Prp~x, yqwhih determines the learning task: a funtion h : X Ñ Y (the hypothesis) is soughtwhih assigns an element from Y to any element from X and minimises the error rate,whih is the probability of making a wrong predition on an example drawn randomlyaording to Prp~x1, y1q:

Errphq � Prphp~xq � y |hq � » Lphp~xq, yq dPrp~x, yqwhere L is a loss funtion L : Y � Y Ñ R that ompares the predited and the atuallabel.Sine the hypothesis h is unknown and must be found, the spae H from whih it istaken must be de�ned. One guideline for de�ning H is its omplexity, beause it anbe used to bound Errphq, based on Errtrphq, whih is the error rate of h on S. Theomplexity of H is given by its Vapnik-Chervonenkis (VC) dimension d, de�ned as themaximum number of examples that a funtion from H an separate, if the examplesare labelled arbitrarily. As an illustration, onsider the real plane R
2 and three linearlyindependent points in it, and onsider H to be the lass of straight lines. It is easy tosee that for any binary lassi�ation (or partition into two sets) of the three points, astraight line exists that separates the points in one lass from those of the other. Sinethis is not possible for four points, the VC dimension is 3 in this ase. In general, the VCdimension of hyperplanes in R

n is n� 1.The bound on Errphq that is based on d is as follows (Vapnik, 1998; Joahims, 2001),where 1� η is the probability that the bound holds:
Errphq ¤ Errtrphq �O
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� (7.1)Thus the true error Errphq is dependent on the training error and on the omplexity ofthe hypotheses. Intuitively, simple funtions would not typially give low training errors,151



7. Implementing the Coneptual Levelsine they often annot separate the examples. On the other hand, very omplex funtionsan give low training error, but also a high value for the right part of equation (7.1). Thisan be interpreted as a low generalisation apaity of the learned funtion, a situationdenoted by the term over�tting . In both ases the bound is loose. Thus the hoie of anappropriate hypothesis spae H is ruial.Support vetor mahines (Cortes & Vapnik, 1995; Burges, 1998; Joahims, 2001) arebased on the priniple of strutural risk minimisation. The general idea of this prinipleis to hoose nested hypothesis spaes of inreasing omplexity:
H1 � H2 � . . . � Hi � . . . with �i : di ¤ di�1Then the task is to �nd the index i suh that equation (7.1) is minimised. In the ase ofsupport vetor mahines, the risk minimisation works slightly di�erently. SVMs attemptto �nd a hyperplane in X that separates the positive (yi � 1) from the negative (yi � �1)examples. The separating hyperplane has the form ~w � ~x � b � 0 with norm vetor ~wand distane to the origin b{}~w}. A separating hyperplane is alled optimal if it has themaximum distane to all examples. Intuitively, a bigger distane of the hyperplane to allexamples, the so-alled margin, orresponds to a better generalisation; and in fat it hasbeen shown that a bigger margin orresponds to a lower VC dimension (see (Vapnik, 1982)or (Joahims, 2001)). Thus by �nding an optimal hyperplane, the margin is maximisedand the right part of equation (7.1) is minimised, and if the hyperplane separates theexamples, the training error is also minimised.It an be shown that �nding an optimal hyperplane is equivalent to �nding a vetor ~wand a onstant b0, suh that }~w} is minimal and yip~w �~xi�b0q ¥ 1 holds for all 1 ¤ i ¤ N .Minimising }~w} or, equivalently, 1

2
w2, under the given onstraints, is the problem solvedby SVM algorithms.In general, it may not be the ase that a separating hyperplane exists. For suh ases,errors are allowed by introduing slak variables ξi for eah training example, whihorrespond to the lassi�ation error, i.e. they are positive if the example is wronglylassi�ed, and measure the distane to the hyperplane. Now to minimise the global error,the funtion to be minimised is no longer 1

2
w2 but 1

2
w2 � C

°N
i ξi, under the sameonstraints and additionally ξi ¥ 0 for all 1 ¤ i ¤ N , and with a parameter C used tobalane the in�uene of wrongly lassi�ed examples.To solve this optimisation problem, the saddle point of its Lagrange funtional mustbe found; without going into details, the Wolfe dual form of the equation to be minimisedan be given as:

W p~αq � �1
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αiαjyiyj~xi � ~xj � Ņ

i�1

αiThe salar produt is represented by � �� here. This form must be maximised under theonstraints °N
i�1

αiyi � 0 and 0 ¤ αi ¤ C. It depends only on ~α. When ~α has beenfound during training, it an be used to predit the label of an unlabelled example ~x byomputing
F p~xq � sign� Ņ
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7.2. New operators in MiningMartThe onstant b an be omputed from the training examples. Note that the preditionfuntion F depends on the training examples for whih αi � 0. These examples are alledsupport vetors, they are the losest training points to the found hyperplane, and theonly points that determine the position of the hyperplane. The SVM-based MiningMartoperators must implement this funtion F in the database, whih means that a tablewith the support vetors must be available in the database.In the ase of regression, the real values to be predited are approximated by a linearfuntion, and the SVM minimises the sum of errors made by this approximating funtion.Both for lassi�ation and regression, an extension to non-linear funtions is possible bytransforming the input spae X into some other spae X , by a non-linear transformation
Φ : X Ñ X . The training equation and F an then be restated as follows:

W p~αq � �1
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αiαjyiyjΦp~xiq � Φp~xjq � Ņ

i�1

αiand
F p~xq � sign� Ņ

i�1

αiyiΦp~xiq � Φp~xq � b

�
.In other words, only the salar produt in X is needed to solve the problem as before. Thisallows to employ the �kernel trik�: the transformation funtion Φ is hosen suh that akernel funtion K : X �X Ñ R exists with Kp~x1, ~x2q � Φp~x1q �Φp~x2q for all ~x1, ~x2 P X.Then all salar produts involving Φp�q above an be replaed by Kp�, �q. Some knownsuitable kernel funtions, whih are also used by the MiningMart SVM operators, are:

• The linear kernel (orresponding to Φ � id): Kp~x1, ~x2q � ~x1 � ~x2

• Polynomial kernels: Kp~x1, ~x2q � p~x1 � ~x2 � 1qp for p P N

• Radial basis kernels: Kp~x1, ~x2q � expp�γ|~x1 � ~x2|2q with γ P R
¥0

• Sigmoid kernels: Kp~x1, ~x2q � tanhpsp~x1 � ~x2q � cq for ertain s, c P R.The deision funtion F an then be written as
F p~xq � sign� Ņ

i�1

αiyiKp~xi, ~xq � b

�
. (7.2)A �nal aspet of SVMs that is needed in this setion is their ability to estimate theirgeneralisation error without using a test set. Usually, after training a preditive learner,its performane an only be determined on a separate set of examples that were notused for training, but whose labels are known. By omparing the known labels to thepredited ones, an empirial error is found and taken as an approximation of the true errorof the learned model. The losest approximation possible is obtained by using all labelledexamples for training exept for one, then testing on this one example, and repeatingthis for all examples. Averaging over the single errors renders the so-alled leave-one-outerror. The problem is that for N training examples, this requires N learning runs whihis usually not feasible. In pratie, the number of examples held out for testing is often153



7. Implementing the Coneptual Levelinreased to N{j, and this is repeated j times with disjunt test sets. So the number oflearning runs is redued to j, where often j � 10 is hosen. This proess is alled rossvalidation.This senario is appliable to any preditive learner. However, SVMs provide a di�erent,unique method for estimating the empirial error. The method is alled ξα-estimationbeause its inputs are the two vetors ~ξ and ~α desribed above. It was introdued byJoahims (2000). Let ~ξ and ~α be the vetors omputed during a training run of an SVMas desribed above. The ξα-estimator of the error rate4 for a hyperplane h is
Errξαphq � d

N
with d � |ti | pαiR

2 � ξiq ¥ 1u| (7.3)where N is the number of training examples and R2 is an upper bound on the kernelfuntion evaluated on any pair of examples.The key measure in de�nition (7.3) is obviously d. It ounts the number of examplesfor whih the inequality pαiR
2 � ξiq ¥ 1 holds. There is a onnetion between thisinequality and those examples that an produe a leave-one-out error if they are notused for training, but for testing. More preisely, if an example p~xi, yiq is not lassi�edorretly by an SVM trained on a sample without it, then for this example the inequalitymust hold for an SVM trained on the sample with it. Therefore, all examples for whihthe inequality does not hold annot produe a leave-one-out error. So the ξα-estimatoris an approximation to the leave-one-out error whih is never too low, i.e. never toooptimisti. It an be omputed during the training run of an SVM at virtually no extraost. Empirial tests have shown that the estimator is often, but not always, tight enoughto be useful in pratial appliations. In partiular for text data it works well (Joahims,2001).To sum up this disussion with respet to the MiningMart SVM operators, they mustbe able to implement the deision funtion F in the database, using a ertain kernelfuntion and its parameters, and inorporating the support vetors, their labels y, their

α and ξ oe�ients, and the onstant b. The last �ve are the output of the external SVMtraining algorithm that the operators all, while the kernel funtion and its parametersare input parameters of the operators whih they pass to the training algorithm andalso use for implementing the deision funtion F . An additional input parameter is theerror-bounding onstant C.There are four MiningMart operators that involve the support vetor mahine: onefor lassi�ation, one for regression, one for replaing missing values by prediting themissing values using a regression SVM (trained on the data rows where the value of theattribute in question is not missing), and one for automati feature seletion based onthe ξα-estimation method. All these operators use the SVM wrapper that ontrols theexternal algorithm and provides the learned deision funtion as a database funtion. Theexternal algorithm that MiningMart uses is mySVM5, implemented by Stefan Rüpingfor his thesis (Rüping, 1999). The tasks of the wrapper are to read the input data fromthe database table or view that is represented by the input onept of the MiningMartoperator, to read C and the kernel parameters from the operator, to run the external4The de�nition here is slightly simpli�ed.5http://www-ai.s.uni-dortmund.de/SOFTWARE/MYSVM/index.html154



7.2. New operators in MiningMartalgorithm on this data with those parameter settings, to reate a temporary table inthe database that stores the support vetors and their α values, and to implement thedeision funtion in the database (exept for the feature seletion operator). The α valuesthat mySVM provides for its support vetors have already been multiplied by their label
y, so there is no need to store the label in the temporary table as well.As explained in setion 7.2.1, today's major database systems provide the option toinlude alls to stored proedures, whih are funtions and proedures programmed in aproprietary language, in database views. An SVM deision funtion implemented in thisway must aess the temporary table of support vetors internally; ompare equation7.2. Alternatively, the support vetor values ould be hard-oded in the funtion, butsine there an be rather many support vetors for large data sets, the solution witha temporary table is more elegant. Both the temporary table and the deision funtionremain in the database until the step with the SVM operator that reated them is deleted,or is ompiled again (the MiningMart ompiler keeps a list of suh temporary objetsthat have been reated during ompilation; see (Sholz, 2007) for details).The feature seletion operator that involves the SVM does not require to use thedeision funtion, as it only uses the ξα-estimator after training to guide the searh fora set of features (attributes) of the input data set on whih the SVM ahieves the bestresult, or a similar result as with all features but in less time. This operator is desribedin more detail in (Euler, 2002a). The omputation of the ξα result is done by the externalalgorithm automatially, and is read by the operator. The operator provides two simplefeature seletion strategies, but uses a simple interfae to the SVM wrapper so that otherstrategies an easily be realised.Figure 7.6 shows an example of a deision funtion as reated by the MiningMartoperator that employs an SVM for lassi�ation. The version shown ompiles on Oraledatabase systems; under Postgres there are some slight di�erenes in the syntax, but theoperator an also reate Postgres versions. The name of the funtion re�ets the internalidenti�er of the step that applies the operator. The input parameters of the funtion arethe database olumns with the data row on whih the funtion is applied; the four inputparameters are named after the four olumns that have been used for training, althoughthe funtion an of ourse also be applied to four di�erent olumns. In this example thefour training olumns represent a time window of width four, to whih a saling operatorhas been applied. These olumn names are also used in the model table with the supportvetors, alled CS_100110056_MODEL, to identify the entries of eah support vetor. Thereis a delaration part that is used to delare all internal variables used by the funtion.The �ursor� variable supportvetors provides the ontents of CS_100110056_MODEL.The �row type� variable urrentrow iterates through these ontents. The variable innerontains the salar produt of one support vetor and the inoming example. The variablekernel evaluates the kernel funtion, in this example a polynomial kernel of degree 2,and multiplies the result with the α value of the support vetor. The variable retValueomputes the sum over the support vetors, to whih the onstant b is added. The signof the �nal value of this variable is returned by the funtion. Compare equation (7.2)above. 155



7. Implementing the Coneptual LevelCREATE OR REPLACE funtion CS_100110056_F (IN_SCALED_WINDOW1 IN NUMBER,IN_SCALED_WINDOW2 IN NUMBER,IN_SCALED_WINDOW3 IN NUMBER,IN_SCALED_WINDOW4 IN NUMBER)RETURN NUMBERASBEGINDECLAREretValue NUMBER;CURSOR supportvetors ISSELECT SCALED_WINDOW1,SCALED_WINDOW2,SCALED_WINDOW3,SCALED_WINDOW4,AlphaFROM CS_100110056_MODEL;urrentrow supportvetors\%ROWTYPE;kernel NUMBER;inner NUMBER;BEGINretValue := 0;FOR urrentrow IN supportvetorsLOOPinner := (urrentrow.SCALED_WINDOW1 * IN_SCALED_WINDOW1)+ (urrentrow.SCALED_WINDOW2 * IN_SCALED_WINDOW2)+ (urrentrow.SCALED_WINDOW3 * IN_SCALED_WINDOW3)+ (urrentrow.SCALED_WINDOW4 * IN_SCALED_WINDOW4);kernel := POWER(inner + 1, 2) * urrentrow.Alpha;retValue := retValue + kernel;END LOOP;retValue := retValue + (-0.2233839308663433);IF (retValue >= 0)THEN RETURN 1;ENDIF;RETURN -1;END;END;Figure 7.6.: A stored funtion in PL/SQL (Orale), automatially reated by a Mining-Mart operator, that realises the deision funtion of an SVM trained with a polynomialkernel.156



7.3. Materialisation reommendations7.2.6. ReverseFeatureConstrutionThis operator supports the deployment phase of the KDD proess. It reverses ertaintransformations that have been applied to an attribute. As explained in setion 2.1.6, apredition funtion learned by a mining algorithm predits values of the kind that havebeen used as labels during training. However, if the label attribute had been transformedbefore training, then the predited values have to be transformed bak in order to getpreditions in the original domain of the attribute. This has been referred to as postproessing in this work. Criterion 52 (appendix C) therefore requires that a reversing op-erator be automatially available whenever an attribute is transformed in a reversible way.The MiningMart operator �ReverseFeatureConstrution� has been provided for this pur-pose. It an reverse any appliation of Saling and Value mapping, sine these are theonly reversible transformations urrently provided by other MiningMart operators (themappings performed by an appliation of Value mapping may also be non-reversible ifseveral values have been mapped to one).Beause this operator is not useful if there is no step whose transformations an bereversed, a step that employs this operator annot be reated in the usual way in Mining-Mart, but has to be reated using a �wizard� that requires the user to selet an existingstep to be reversed. If the seleted step does not employ a reversible operator, the wizardprevents the reation of the new step.When ompiled, an instane of this operator must read the parameters of the originaltransformation in order to be able to reverse it. Therefore the step to be reversed mustbe linked to the reversing step (whih employs this operator). This type of link betweensteps is stored by an additional M4 type, whose objets simply refer to the two stepsinvolved. The link is reated by the wizard. One of the parameters of the reversing steprefers to the originally transformed output attribute of the step to be reversed. When thereversing step (with this operator) is ompiled, the ompiler module thus knows whihtransformation to reverse. The other saling or value mapping parameters of the step tobe reversed provide the information needed to set up the reverse transformation; it isenoded in SQL and used for the output of the reversing step.7.3. Materialisation reommendationsAs explained in setion 6.4, the MiningMart ompiler uses database views (at the teh-nial level) to reate the new representations of the data resulting from operator applia-tions. A hain of operators, when ompiled, thus leads to a stak of views, eah of whihdepends on the previous view. More generally, the view dependenies parallel the stru-ture of the DAG of MiningMart steps given at the oneptual level. In larger appliations,suh as the one desribed in hapter 5, the nesting of views an beome rather omplex.At the tehnial level, the problem arises that reading data from a view that depends onother, deeply nested views an be rather ine�ient, beause every tuple in the originaldata table(s) has to be aessed and possibly re-represented by eah intermediate view.An obvious solution is to materialise some of the intermediate views, so that they be-ome tables. Now the question is whih views should be materialised. Considering datapreparation for KDD, whih usually leads to a single �nal data set to be used for mining,157



7. Implementing the Coneptual Levelreading data from this �nal set must be e�ient, as it is the interfae to data miningalgorithms, so this �nal set ought to exist as a table after preparation. Clearly, then, the�nal view of a data preparation proess has to be materialised, and intermediate viewsshould also be materialised if this an redue the overall time needed for all materialisa-tions. This setion disusses when this might be the ase. The ideas disussed below leadto an automati method of identifying suitable plaes for materialisation in the prepara-tion graph, whih is needed for hiding the tehnial level. Although materialisation anbe done automatially, in MiningMart the adopted solution is to reommend plaes formaterialisation to the user, and to inlude a materialisation operator at the respetiveplae in the preparation graph only if on�rmed by the user. While this weakens the sep-aration of the two levels slightly, it gives more ontrol of the system's storage behaviourto the user.The issue of seleting views to materialise is known from data warehousing, but witha somewhat di�erent problem setting. The senario is that there are a number of basetables in an operational database system, and a set of views on these base tables thatmake up the data warehouse. To enable e�ient retrieval in the warehouse, the viewsin it are materialised. The problem of seleting the views to materialise thus arises inthe design phase of the warehouse (Gupta, 1997; Gupta & Mumik, 2005), and involvesonsidering average querying and update osts. The latter our whenever the ontentsof the base tables hange so that the views have to be updated (though often, updatesare done in regular intervals, rather than being triggered by any hange to the base ta-bles). The usual approah to this problem onsiders a set of given queries, together withexpeted query frequenies, that the warehouse will have to answer. Equalling querieswith views, the set of views to materialise an be hosen from this set, although ap-proahes that onsider additional views have also been proposed; see for example (Rosset al., 1996; Theodoratos & Xu, 2004). Typially, the set of given queries is examined forommon subexpressions whih might be worth materialising; this is alled multiple queryoptimisation (Sellis, 1988; Mistry et al., 2001). But this alone does not take updates intoaount. Update frequenies are usually also modelled for eah given query, re�etinghow often a materialised view that realises this query would have to be updated. Theview seletion problem is then to minimise the sum of querying and updating osts, un-der a global maximum spae onstraint. Querying osts are minimal when all views arematerialised, updating osts are minimal when no views are materialised. The problemis NP-hard (Gupta, 1997).Fortunately, for the present purposes the issue is less omplex. There is no question ofoptimising response time over a set of queries; rather, there is only a single query (the�nal data set for mining), whih should be materialised anyway. As said above, whatis to minimise here is the overall time needed for materialising the �nal data set andany intermediate sets. The osts for materialising the latter are analogous to the updateosts in the warehousing senario. In spite of this analogy, the optimal solution is not tomaterialise no intermediate view, beause the unavoidable �update� ost of materialisingthe �nal data set ould be too high (it is unavoidable beause otherwise the queryingost for querying this data set, at the interfae to data mining, would be very high).Materialising all views, on the other hand, onsumes a lot of spae, and is unneessarybeause the ost of reading from views that are not deeply nested is not high. In other158



7.3. Materialisation reommendationswords, it would ertainly be enough, for example, to materialise every third or fourthview on any path through the preparation graph. But an the number of materialisationsbe redued further?To answer this question, the osts of reading data from a view are examined morelosely. If the view depends on a single base table, then even if there are intermediateviews it is justi�ed to approximate the proessing osts for reading from the view bythe number of tuples in the base table (this is done, for example, by Harinarayan et al.(1996), who onsider the materialisation of nested aggregation views). Suppose there isa base table T and a sequene of k views V1, . . . , Vk suh that V1 is based on T , and Vi isexpressed over Vi�1 for 2 ¤ i ¤ k. If Vk is to be materialised, every tuple from T must beproessed, even if not many tuples belong to Vk due to some seletivity in the sequene.Materialising one or more of Vi, . . . , Vk�1 does not hange this situation and thus will notredue the overall materialisation osts. It is easy to on�rm this experimentally. However,there is one exeption if the preparation operators from hapter 4 are onsidered, ratherthan only standard relational operators: sine Attribute derivation (setion A.5.4)may use its omplete input in rather arbitrary ways to reate the values of its newattribute, it might read its input several times, possibly resulting in tuples from T beingproessed more than one. This exeption is disussed again below.A view an be dependent on more than one base table, of ourse, if it representsthe output of a Join or Union operation, whih are the only operators in hapter 4that apply to more than one input data set. For joins, the proessing time for readingfrom the output view an only be bounded by the produt of the sizes of the basetables. Nevertheless, the output views of these operators are not more suitable plaes formaterialisation than other views, sine the number of base table tuples to be proessedwould not hange if materialisation were used.However, what does hange the number of base table tuples to be proessed is anyview over whih more than one other view is expressed. Suppose the views V2 and V3are both expressed in terms of V1. It an be assumed that both V2 and V3 will be readfrom when the �nal mining table is materialised, sine otherwise one of V2 or V3 or bothwould be useless for the preparation. Reading from V2 means proessing the base tablethat V1 is based on, and the same holds for V3. So the tuples from this base table areproessed twie. If V1 or its predeessors involve some seletivity, the overall proessingan be made more e�ient if V1 is materialised.This leads to the idea that all steps in a preparation graph whose output is onsumedby more than one other step should materialise their output (these are the nodes withoutgoing degree bigger than 1). Note that this method is independent of given dataontents, and an thus be applied at the oneptual level alone. What is avoided by thismethod is reading tuples from a base table more than one. Returning to the exeptionmentioned above, namely the possibility that Attribute derivation proesses its inputmore than one, one an argue by the same token to materialise all inputs of steps thatinvolve this operator.These ideas were experimentally validated using di�erent materialisation shemes inthe model appliation desribed in hapter 5. As noted there, this appliation involvesmore than 90 steps, not ounting the materialisation operators. The total time for om-piling this appliation in MiningMart, whih inludes materialisation if any operator uses159



7. Implementing the Coneptual Levelit, has been measured on arti�ially reated data sets with 100000 tuples representingustomers, and more than �ve million tuples with all details for these ustomers. Due toaggregation and some seletivity, the �nal mining table (with one tuple per ustomer),whih is materialised in all experiments, ontains 97052 tuples.Using no intermediate materialisation at all, the materialisation of the �nal table wasstopped without having �nished after more than 24 hours. Using materialisation of theoutputs of the steps with outgoing degree higher than 1, the total exeution time was 1hour and 44 minutes. Four suh steps exist in the appliation; an experiment with fourmaterialisations inserted at random plaes also was stopped without a result after 24hours.While no steps in that appliation involve a omplex attribute derivation in the sensedisussed above, there are a few operators that are speial ases of Attribute deriva-tion, and that must read their input indeed more than one. An important example isDisretisation with an automati generation of disretisation intervals: the minimumand maximum values of the attribute to be disretised must be read before the outputolumn an be de�ned; then reading from the output inevitably involves the seond orthird san of the input data. After adding materialisation of the input of suh operators,the total exeution time fell to 1 hour and 12 minutes. Adding still more materialisationsdid not lower the total exeution time, whih on�rms the approah disussed above. Itshould be noted that for tehnial reasons, some MiningMart operators always materi-alise their output, of whih one operator (the MiningMart version of Aggregation) isemployed twie in the appliation used for the experiments.Although materialisation is a tehnial onept, reommending suitable plaes for it isthen based solely on information from the oneptual level, and an be done without hav-ing proessed any data. This property supports the reusability of oneptual models onnew data, as disussed in setion 6.6. A MiningMart module that performs suh reom-mendations, and inserts materialisation operators automatially when on�rmed by theuser, was therefore added to the system by the author. Conforming to riterion 11 fromappendix C, it is automatially heked if any reommendations should be given when-ever the user ompiles a omplete appliation on large input data (using a on�gurablethreshold for input data size).7.4. The user interfaeThis setion brie�y introdues a few aspets of the implementation of MiningMart'sgraphial user interfae (GUI). The GUI provides the two dual views on the KDD pro-ess, and allows to edit and annotate elements of it. Compare �gure 1.4, or the �guresin hapter 5. The implementation of the GUI is based on LiMo, a modelling frameworkdeveloped at the University of Dortmund by Pleumann (2007). While the framework wasintended to support the graphial representation of (models of) software arhitetures,it turned out to be useful for the graphial representation of KDD models as well. Min-ingMart has thus been one of the appliations that on�rmed the usefulness and validityof LiMo (Pleumann, 2007).LiMo is used to represent the M4 model elements graphially. In LiMo, a �ore metamodel� is available that provides abstrat Java lasses for models and model elements.160



7.5. SummaryThere are two types of model elements, those for �gures and those for onnetions. Modelelements for �gures an be nested. For the implementation of the MiningMart GUI,lasses that represent the M4 types have been made to inherit from lasses of LiMo's oremeta model. Figure model elements were used for steps, hunks, onepts and attributes;onnetion model elements were used for semanti links and step dependenies (the latterrepresent the data �ow in the proess view). Nesting of �gure model elements was usefulfor the hunks of preparation graphs, whih an be nested, too (ompare setion 4.4).The graphial representation of the M4 objets (or in LiMo terms, of the model thatis spei�ed by extending the ore meta model) is then realised by drawing elements for�gures and onnetions that �observe� the model elements: as soon as the latter hange,the former are updated, too, e�etively updating the graphial display. The observationmehanism is a well-known design pattern from objet-oriented programming (Gammaet al., 1995). LiMo's drawing elements provide almost the full graphial interfae, inlud-ing the observation and update mehanism, leaving only small spei�ations about whatthe �gures and onnetions should look like to the developer. The main part of the GUIimplementation thus onerns threading and spei� dialogs with the user.LiMo also allows to annotate any model element using HTML text. These annotationsould easily be mapped to the annotations that M4 provides.In sum, LiMo has been a very suitable graphial framework for the MiningMart system,thanks to the fat that MiningMart uses an expliit model of the KDD proess, whihLiMo's graphial tools an diretly represent. This is another advantage of the delarativemodelling approah used in MiningMart.7.5. SummaryThis hapter has provided a more dynami view of the MiningMart system than hap-ter 6. Setion 7.1 has explained how elements of the data view are reated automatiallyand in a generi way as soon as elements of the proess view are reated. The propa-gation of hanges in both views, the estimation of data harateristis, and the shemamathing algorithm have also been presented. Setion 7.2 has explained the realisation ofsome important operators, inluding the deployment of the funtion learned by a miningalgorithm inside a database. Setion 7.3 has extended the view-based ompiler approahby a strategy for materialisation, in order to speed up the exeution of omplex prepa-ration graphs. Finally, setion 7.4 has taken a short look at the graphial user interfaeand its implementation based on an existing framework for the graphial representationof strutured models.
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7. Implementing the Coneptual LevelName Applies to MeaningConstraints indiating data type of output attributeTYPE Output attribute Use given typeSAME_TYPE An input and an output Copy type to outputattributeOUT_TYPE Input attribute Use given type for outputreated from the attributeConstraints indiating how to reate output attributesSAME_FEAT Input and output onept Copy features (attributes) to outputALL_EXCEPT Output onept and input Copy all features (attributes) fromattribute(s) input to output exept given onesRENAME_OUT An input attribute and an Copy input attribute to outputoutput name but use given nameMATCHBYCON Input attribs from di�erent Copy only one of the giveninput onepts input attributes to outputCREATE_BY Input attribute and Create one output attribute per giveninput values value, based on given input attributeCR_SUFFIX Input attributes Copy to output but addsu�x to nameFEAT_RFR Input relationship and Use attributes of From-oneptoutput onept of given relationship for outputFEAT_RTO Input relationship and Use attributes of To-oneptoutput onept of given relationship for outputConstraints indiating where to �nd input attributesIN Attributes and onepts Given attribute must belongto given oneptIN_RELFROM Input attribute and Attribute must be in From-oneptinput relationship of given relationshipIN_RELTO Input attribute and Attribute must be in To-oneptinput relationship of given relationshipConstraints used for reating output relationshipsFROMCON Output relationship and Use given onept as From-oneptinput onept of output relationshipTOCON Output relationship and Use given onept as To-oneptinput onept of output relationshipCROSSCON Output relationship and Use given onept as ross table oneptinput onept of output relationshipFROMKEY Output relationship and Use given attributes as keys ofinput attributes From-oneptTOKEY Output relationship and Use given attributes as keys ofinput attributes To-oneptCR_FROMKEY Output relationship and Use given attributes as keys ofinput attributes ross onept to From-oneptCR_TOKEY Output relationship and Use given attributes as keys ofinput attributes ross onept to To-oneptTable 7.1.: List of M4 onstraints that an be used to speify how oneptual-level dataoutput an be automatially generated from given input parameters of an operator.
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7.5. Summary
Name MeaningAssertions related to size of output onept:SZ_BY_REL Compute size for Join based on relationship between inputsSZ_BY_VAL Size is given by a spei�ed onstantSZ_MIN_MV Output size is input size minus no of MVs of spei�ed attributeSZ_DIV_BY Output size is input size divided by value of spei�ed parameterSZ_BY_VL Get size from ombinations of distint values of spei�ed attributesSZ_ADD Input sizes are added to give output sizeSZ_MULT_NO Output size is input size times no of attribs in spei�ed parameterAssertions related to the list of values of an output attribute:VL_FROM Take value list from spei�ed attributeVL_UNCH Copy value list from orresponding input attributeVL_ADD Add value given by spei�ed parameter to input value listVL_BY_PAR Take value list from spei�ed parameterVL_BY_SYM Value list is given by partiular symbolsVL_COMB Combine (merge) value lists of orresponding input attributesVL_BY_LIST Value list is given diretly or by spei�ed parameterAssertions related to the minimum and maximum bounds of an output attribute:MM_FROM Take bounds from spei�ed attributeMM_UNCH Copy bounds from orresponding input attributeMIN_FROM Take minimum from spei�ed value or parameterMAX_FROM Take maximum from spei�ed value or parameterMM_COMB Combine (merge) bounds of orresponding input attributesAssertions related to the value frequenies (VF) of an output attribute:VF_FROM Take VFs from spei�ed attributeVF_ADD Add VFs from orresponding input attributesVF_REPL_MV Take VF of spei�ed value from no of MVVF_BY_SEL Multiply VFs of input attribute by seletivity fatorVF_BY_AGG Get VFs from ombinations of distint values of spei�ed attributesVF_MULT_NO Multiply VFs of input attrib by no of attribs in spei�ed parameterAssertions related to the number of missing values:MV_BY_SEL Multiply no of MVs of input attribute by seletivity fatorMV_FROM Take no of MVs from spei�ed attributeMV_ADD Add no of MVs from orresponding input attributesGeneral assertions:NO_CHANGE Copy all relevant estimations from input to outputES_SELECT Apply speial seletivity estimation for Row seletionTable 7.2.: List of M4 assertions that an be used to speify whih inferenes and esti-mations of data harateristis are possible for an operator. MV = missing value, no= number, VF = value frequeny.
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8. Evaluating KDD ToolsThe previous hapters have set the bakground to understand many important issuesduring data preparation and other phases of the KDD proess. This hapter appliesthis bakground to develop detailed riteria whih serve to evaluate software pakagesthat support KDD. Generally, this work argues that KDD software should be evaluatedaording to the extent to whih it supports the oneptual desription level disussed inprevious hapters. Measures for this extent are given in the shape of onrete, objetiveand quanti�able riteria in setion 8.3 and appendix C, as a slightly extended version of(Euler, 2005a). But �rst some related work is reviewed (setion 8.1) and the methodologyused is disussed in setion 8.2. A small test ase that an be easily used in pratie todetermine the degree to whih a given tool ful�ls eah riterion is presented in setion8.4. Setion 8.5 desribes a number of software pakages whih have been evaluated underthe riteria from setion 8.3; the results are presented in setion 8.6.8.1. Related work8.1.1. General software evaluationThere are many aspets of software whih an be evaluated. A useful distintion is thatbetween the development of a software and its atual use as a produt. The main evalu-ations onerning the development of software assess the quality and orretness of thesoure ode; this is usually alled testing . Testing is a omplex issue, but this work doesnot involve testing a software. A good overview of software testing methods is given in(Riedemann, 1997). A higher-level type of evaluation assesses the development proess inan institution, to see whether it follows ertain standards that make the proess ontrol-lable and repeatable. The software apability and maturity model (CAMM) is a majorevaluation framework for development proesses (Paulk et al., 1995).The present work is onerned with software produt evaluation, whih addresses theentral notion of software quality , and is de�ned as the assessment of software qualityharateristis aording to spei�ed proedures (Punter et al., 1997). The harateris-tis of software quality are de�ned in an international standard, ISO/IEC 9126, entitled�Information Tehnology � Software Produt Evaluation � Quality Charateristis andGuidelines for their Use�, developed in 1991 and slightly modi�ed several times after-wards. It de�nes six main harateristis of software quality, eah with several subhar-ateristis, as listed in �gure 8.1. These harateristis an be the subjet of an evaluationof a software produt. The standard is a result of a deade of researh that is mainlybased on Boehm et al. (1978) and Cavano and MCall (1978). While the ISO standard9126 aims at omprehensiveness, Kusters et al. (1997) and others have pointed out thatdi�erent users of a produt may have rather di�erent quality requirements, and that it164



8.1. Related workmay be di�ult for an organisation to determine the level and type of quality requiredin a spei� situation.Most of the ISO 9126 harateristis refer to external quality attributes, that is, suhharateristis as an be examined when the software's soure ode is not available.However, at least the maintainability harateristi onerns internal aspets whih arerelated to the ode. This work onsiders only external harateristis; this view of softwareis often subsumed under the notion COTS (ommerial o�-the-shelf) software (Maidenet al., 1997; Colombo & Guerra, 2002).Importantly, the evaluation itself should also follow a standard proedure in order tobe as objetive as possible, and in partiular to be reproduible. To this end another stan-dard was published in 1999, the ISO 14598 standard, entitled �Information Tehnology� Software Produt Evaluation�. It introdues four phases that make up the evaluationproess:1. Establish evaluation requirements: The purpose of the evaluation, and the typesof produts to be evaluated, must be identi�ed in this phase. Most importantly, aquality model is set up, whih lists the harateristis that are agreed to bear an in-�uene on the quality. The ISO 9126 quality harateristis provide a useful guide,or a heklist, for the identi�ation of quality-related issues in a partiular evalua-tion, but the ISO 14598 standard also allows other ategorisations of quality thatare more appropriate under the given irumstanes. ISO 14598 expliitly statesthat there are no established methods for produing software quality spei�ations.2. Spei�ation of the evaluation: Sine the ISO 9126 harateristis are not diretlyquanti�able, metris that are orrelated with them have to be established. Theterm �metri� is used in ISO 14598 not in the usual mathematial sense, but refersto a quantitative sale and a method whih an be used for measurement. Theword �measure� is used to refer to the result of a measurement (the term �sore�is also used in this work). Aording to ISO 14598, every quanti�able feature ofsoftware that orrelates with a harateristi from the quality model an be usedas a metri. For every metri, a written proedure is needed that presribes theassignment of measured values to it, to ahieve objetivity.3. Design of the evaluation proess: An evaluation plan is produed that spei�esthe required resoures, e.g. people, tehniques or osts, and assigns them to theativities to be performed in the last phase.4. Exeution of the evaluation: Measurements are taken and sores omputed as �xedin the evaluation plan.In (Punter et al., 2004) a ritial review and some re�nements of this proess an be found.In partiular, the importane of establishing and prioritising the goals of an evaluation,and of involving all stakeholders of the evaluation in this, are stressed. Sine the presentwork involves only one evaluator and has a lear, simple objetive (see setion 8.2), thesere�nements are not used here. Instead, setion 8.2 desribes the instantiation of the aboveproess in the present work. Other ideas from the literature below are also used. 165



8. Evaluating KDD Tools
• Funtionality � the apability of the software to provide funtions whih meet stated and impliedneeds when the software is used under spei�ed onditions� Suitability � the apability of the software to provide an appropriate set of funtions for spei�edtasks and user objetives� Auray � the apability of the software to provide right or agreed results or e�ets� Interoperability � the apability of the software to interat with one or more spei�ed systems� Seurity � the apability of the software to prevent unintended aess and resist deliberate attaksintended to gain unauthorised aess to on�dential information, or make unauthorised modi�ationsto information or to the program so as to provide the attaker with some advantage or as to denyservie to legitimate users
• Reliability � the apability of the software to maintain the level of performane of the systemwhen used under spei�ed onditions� Maturity � the apability of the software to avoid failure as a result of faults in the software� Fault tolerane � the apability of the software to maintain a spei�ed level of performane in asesof software faults or of infringement of its spei�ed interfae� Reoverability � the apability of the software to re-establish is level of performane and reoverthe data diretly a�eted in the ase of a failure
• Usability � the apability of the software to be understood, learned, used and liked by the user,when used under spei�ed onditions� Understandability � the apability of the software produt to enable the user to understand whetherthe software is suitable, and how it an be used for partiular tasks and onditions of use� Learnability � the apability of the software produt to enable the user to learn its appliation� Operability � the apability of the software produt to enable the user to operate and ontrol it� Attrativeness � the apability of the software produt to be liked by the user
• E�ieny � the apability of the software to provide the required performane, relative to theamount of resoures used, under stated onditions� Time behaviour � the apability of the software to provide appropriate response and proessingtimes and throughput rates when performing its funtion, under stated onditions� Resoure utilisation � the apability of the software to use appropriate resoures in an appropriatetime when the software performs its funtion under stated onditions
• Maintainability � the apability of the software to be modi�ed� Analysability � the apability of the software produt to be diagnosed for de�ienies or auses offailures in the software, or for the parts to be modi�ed to be identi�ed� Changeability � the apability of the software produt to enable a spei�ed modi�ation to beimplemented� Stability � the apability of the software to minimise unexpeted e�ets from modi�ations of thesoftware� Testability � the apability of the software produt to enable modi�ed software to be validated
• Portability � the apability of the software to be transferred from one environment to another� Adaptability � the apability of the software to be modi�ed for di�erent spei�ed environmentswithout applying ations or means other than those provided for this purpose for the softwareonsidered� Installability � the apability of the software to be installed in a spei�ed environment� Co-existene � the apability of the software to o-exist with other independent software in a ommonenvironment sharing ommon resoures� Replaeability � the apability of the software to be used in plae of other spei�ed software in theenvironment of that softwareFigure 8.1.: The ISO 9126 software quality harateristis and subharateristis, takenfrom (Punter et al., 1997).166



8.1. Related workA new standard, ISO 25000, entitled �SQuaRE � Software Produt Quality Require-ments and Evaluation� is urrently being developed to ombine ISO 9126 and ISO 14598(Suryn et al., 2003).Regarding evaluation tehniques, Punter (1997) argues for the use of weighted hek-lists, where the presene or absene of a number of agreed features is indiated andintegrated into an overall sore. Cheklists are easy to ustomise and are a transparent,reproduible method of evaluation. A problem is the hoie of items on the list, that is,the identi�ation of the quality model. Punter argues that the only way to make thishoie less subjetive is to doument and justify it extensively. In partiular, eah itemon the list must be learly related to the harateristi or aspet of the software whosequality it is supposed to indiate.For COTS software, Carvallo et al. (2004a) and Botella et al. (2002) have suggesteda proess to re�ne the ISO 9126 standard harateristis, to arrive at a quality modelfor evaluation. Even a tool has been developed whih supports this proess and providesa formal model of the resulting quality attributes (Carvallo et al., 2004b). However, theatual identi�ation of basi attributes is still left to the evaluator in this proess.A more empirial approah of how to arrive at a quality model (thus at items on aheklist, or at evaluation riteria) is given by Brown and Wallnau (1996). These authorssuggest to identify those features of a tehnology that distinguish it from existing teh-nologies. The authors all suh distintive features �tehnology deltas�. Thus they stressthat a produt should be evaluated with respet to ompetitive produts. This methodensures that no quality attributes are overlooked by the evaluators. It is partiularly use-ful for funtional riteria. Seondly, Brown and Wallnau (1996) stress that the tehnologydeltas should be evaluated in well-de�ned, sharply foused usage ontexts, beause thenthe extent to whih a tehnology delta supports a given ontext an be evaluated. Theimportane of distintive features is supported by Maiden et al. (1997), who found thatthey ostly evaluated some requirements whih were, in the end, met by all andidateproduts among whih they had to selet. These authors also point to the usefulness oftest ases, in terms of whih the requirements an be stated. The present work inludesa test ase that an be used for that purpose, see setion 8.4.The distintion made at the beginning of this subsetion, between the development of asoftware and its use as a produt, serves the larity of desription but does not imply thatthere are no onnetions between these aspets. Obviously the quality of the soure odeand the development proess in�uenes the quality of the �nished produt; hene, someresearh exists that addresses these onnetions. For example, Punter (1997) stressesthat the results of a software produt evaluation are interesting for the developers ofthe software as well as for the potential buyers. Mayrand and Coallier (1996) and othersrelate the internal design of software to some external quality attributes. Similarly, Apriland Al-Shurougi (2000) map features that are based on the soure ode of a software tothe ISO 9126 harateristis.As regards metris (see the seond phase of the standard evaluation proess above), ob-viously no internal, soure-ode related metris an be used for COTS produts (Colombo& Guerra, 2002). Previous researh on produt metris has mainly onentrated on suhinternal metris (e.g. (Mayrand & Coallier, 1996; Cartwright & Shepperd, 2000)). Re-searh on COTS evaluations has onentrated on proess-oriented aspets (Maiden et al.,167



8. Evaluating KDD Tools1997; Carvallo et al., 2004a) but has not established quantitative metris, exept for Ran-garajan et al. (2001) and Colombo and Guerra (2002). In (Rangarajan et al., 2001), rathergeneral metris are given, only some of whih are external, but require muh e�ort tomeasure (suh as the perentage of design goals met by the �nished produt). In ontrast,Colombo and Guerra (2002) seem to use a metri similar to the one developed in thepresent work (setion 8.2.2), but no details are given, nor any examples from a onreteevaluation projet.It an be seen that the goal in software produt evaluation is not to arrive at one singlemetri that indiates the quality of a software, as the notion of quality is too omplexfor this; rather, the derivation of a detailed piture involving di�erent aspets of quality,some of whih an be in on�it with eah other (Barbai et al., 1995), is reommended.Though sores from a heklist an be integrated into a single value if desired, usuallythis is not the goal of an evaluation. Instead, the omplete heklist sores are needed toarrive at an informed opinion about a produt. Setion 8.2 explains how the evaluationof KDD software produts was performed for the present work, in the light of the guidesited above.8.1.2. KDD produt evaluationsThe earliest omparison of KDD systems known to this author an be found in (Matheuset al., 1993). It is a study that ompares three systems with respet to an early modelof major omponents a KDD system should have. The omponents are: the interfae toa database, a domain knowledge base, a �fousing� omponent used for data seletion(the predeessor of data preparation), a pattern extration omponent (providing themining algorithms), an evaluation omponent and a ontroller module for interationwith the user. The three systems are analysed with respet to the extent to whih theyinlude (the funtionality of) these omponents, so only rather oarse riteria are used.The evaluation is done by textual desription.One of the �rst attempts to evaluate KDD tools more systematially is (Abbott et al.,1998). This evaluation is based on a given appliation purpose (fraud detetion). In orderto handle the large number of tools then already available, the authors applied a three-stage approah. In the �rst stage all tools were evaluated under rather broad and simpleriteria, suh as support for the intended system environment, or range of algorithmsprovided. This stage left 10 produts for the seond stage, whih �ltered 5 produtsfor the �nal examination using the additional riteria quality of tehnial support, andexportability of models, for example to soure ode. The last riterion relates to thedeployment phase in KDD (ompare hapter 2).In the �nal stage, �ve tools remain and are examined under �ve well-disussed ri-teria. These are: (i) support for lient server settings, whih the authors deem relatedto salability; (ii) automation of parameter searh and doumentation of experiments;(iii) range of algorithms and options o�ered for eah algorithm; (iv) ease of use in datamanipulation, mining, visualisation and tehnial support; and (v) auray of neuralnets and deision trees on a dataset from the authors' appliation. Mainly points (ii)and (iv) are of relevane for this work. Conerning data preparation, they distinguishbetween loading the data and manipulating it. During data load, automati reognitionof data types and naming of attributes is an issue. This riterion is taken up in setion168



8.1. Related work8.3 (riteria 14 and 19). Data manipulation is not disussed to a great extent, only theavailability of built-in funtions for attribute derivation is brie�y disussed.Among their lessons learned is the requirement to de�ne what a tool is going to beused for, in order to fous the evaluation. Reasonable though this is, it is not appliablein this work, whih attempts to �nd appliation-independent riteria. More relevant istheir suggestion to test a tool in the environment where it is going to be used; as allthe riteria listed in setion 8.3 are based on the experienes made with the di�erenttools when implementing the model appliation desribed in hapter 5, this requirementis ful�lled in the present work.Another early attempt to give a systemati overview of di�erent KDD software tools is(Gaul & Sauberlih, 1999). They onsider the whole KDD proess insofar as they exam-ine only tools that o�er some data preparation and deployment failities, not only miningfeatures. They list 16 tools and give the following features for them: manufaturer, avail-able mining algorithms, system platform, prie, year of �rst version, support for parallelenvironments, and limitations on data set size. For 12 out of the 16 tools, they givesome further information in a seond table with boolean entries indiating presene orabsene of ertain features. Conerning data preparation, they only onsider the preseneor absene of the operators Missing value replaement, Attribute derivation,Attribute seletion and Saling (see hapter 3), plus some unexplained operatorStandardisation. Conerning deployment, they onsider exportability and visualisabil-ity of models. The losest they ome to oneptual aspets is the presene or absene ofgraphial user interfaes.A more extensive list of lassi�ation features is provided by Goebel and Gruenwald(1999). These authors disuss three groups of features: general produt harateristis,database onnetivity, and data mining harateristis; they give tables with informa-tion for eah feature for 43 tools. Of ertain interest for this work is their stress of theimportane of database onnetivity. They laim that a KDD tool ought to be tightlyintegrated with database or data warehouse systems. Indeed, the large volumes of datatypially involved in knowledge disovery make this issue paramount for modern KDDsoftware. Thus they onsider the data formats a tool an aess, in partiular ertain �leformats and databases, as well as data models (relational vs. single table), query options(SQL for databases, or GUI support), data types supported, and size limitations on thedata set.Conerning data mining harateristis, they distinguish between tasks suh as lus-tering or predition, and methods to solve the tasks. Data preparation is only onsideredby a single boolean �ag indiating whether a tool has any preparation failities at all.A paper that onsiders data preparation features of software tools in some more detailis (Collier et al., 1999). This paper is also interesting in that it suggests a simple method-ology to hoose a most suitable tool from a list of tools, using a weighting sheme. Whilethe authors do not relate their methodology to standard software produt evaluationmethods, see setion 8.1.1, it is easy to see that their weighting sheme orresponds tothe written proedure that presribes the assignment of values for a metri, in phase 2of the standard evaluation proess aording to ISO 14598. Though suh a sheme isnot new, the authors applied it to knowledge disovery software for the �rst time. Theauthors point out that the investigation of some e�ort into the hoie of a suitable tool169



8. Evaluating KDD Toolswill pay o� easily, onsidering the work saved later in the appliation. Indeed, the totalosts of ownership (TCO) of KDD software are hardly in�uened by the liene fees, butmuh more by how muh expert work the software an save.Collier et al. (1999) also apply tool seletion in two stages, �ltering the bulk of toolsaway in the �rst stage under simple but hard riteria, suh as support for the intendedsystem environment. The seond stage is more re�ned in their approah, however. Havinggrouped seletion riteria into �ve groups (performane, funtionality, usability, datapreparation, other), they assign weights to the riteria in eah group suh that the sumof weights within a group equals 1.0. The groups themselves are also assigned weights.The authors then propose to hoose one of the andidate tools as referene tool ; one ouldhoose a personal favourite tool based on past experienes of some of the evaluators, butany andidate an be used for referene. Then, eah tool is given a sore in eah riterionthat measures its strength relative to the referene tool. The sore is assigned by humanevaluators who have some experiene with the tool. The referene tool gets a mediumsore in all riteria. Finally, the weighted sores of all tools imply a ranking for toolseletion.Fousing on these authors' data preparation riteria, they use mainly the presene andquality of the following data preparation operators: Value mapping, Row seletion,Disretisation, Attribute derivation, and Missing value replaement. Thebrief disussion points out that an extensive list of funtions is needed for Attributederivation. Also, exportability of models is a riterion. Finally, one interesting riterionis alled Metadata manipulation; it assigns a sore based on the availability and manipu-lability of data desriptions and data types. Setion 8.3 will develop rather more detailedriteria based on the ways of handling metadata supported by a tool.A thorough study on data mining software solutions is the book by Gentsh et al.(2000), whih provides detailed desriptions of 12 tools. For diret omparison, this studyonsiders seven rather broad riteria that summarise the detailed desriptions. These aredata import, data transformation (preparation), mining methods, visualisation of dataand models, handling (usability), doumentation, and speial aspets (strengths of eahtool in areas not overed by the other riteria, suh as integration with other tools,ode generation from models (riterion 3 below), et.). Data import is related to thesupport of data types as disussed in setion 3.3.1. The authors stress the importaneof data preparation and mention the preparation operators that eah tool provides intheir detailed desriptions. They onsider Attribute derivation, Value mapping,Aggregation, Saling, and Missing value replaement. However, the disussionof preparation operators is not done in a systemati way, as it is not based on a (minimal)list of operators. Beause the study omprises the whole KDD proess, data preparationis just one aspet and is not disussed in any detail, though its importane is pointedout learly.Another list of riteria is suggested by Giraud-Carrier and Povel (2003). While anevaluation based on the riteria is not inluded in the paper, the riteria list is ratherextensive. This disussion fouses again on the riteria related to data preparation. Theirriteria inlude the presene or absene of failities for: reading data from �at �les,databases or XML �les; data haraterisation by statistial measures; data visualisation;row seletion; attribute seletion; and data transformation, under whih point any other170



8.2. Methodologypreparation operators seem to be subsumed. Data leaning (outlier detetion) is alsomentioned but not inluded in the �nal riteria list.An example from a slightly di�erent �eld is (Maier & Reinartz, 2004) whih examinesweb mining tools. When mining data from web server logs, speial preproessing oper-ations are needed to bring the data into attribute-value format, whih is the input fordata preparation as disussed in this work. The availability of some suh preproessingoperations is inluded in the riteria list set up by Maier and Reinartz (2004).8.2. MethodologySeveral methodologial de�ienies an be reognised in the previous work as disussedin setion 8.1.2:
• The evaluations do not follow an aepted, standard evaluation proedure, nor dothey use standard quality harateristis or onepts.
• The list of evaluation riteria is not justi�ed in a systemati fashion, and is oftenrather short.
• Many approahes use boolean riteria whih, on the one hand, often subsume manyimportant aspets under one yes/no-�ag, while on the other hand an overview ishard to keep if there are many riteria.
• No metri to �exibly quantify the degree to whih a tool ful�ls the riteria is given.
• No detailed methods presribing how to apply the riteria to new tools are given.This setion explains the methodology used for tool evaluation in this hapter, whih
• employs the oneptual level introdued in setion 2.2 to abstrat from tehnialdetails, thus allows to ompare all riteria aross tools and appliations easily;
• follows the ISO 14598 standard of a software produt evaluation proess, but addssome aspets to it;
• systematially develops a list of evaluation riteria by following the notion of �teh-nology deltas� by Brown and Wallnau (1996), see setion 8.1.1;
• introdues n-of-m riteria as a onise, quantitative metri for omplex qualityharateristis, where the assignment of values an be done objetively and repro-duibly;
• is adaptable to various levels of detail, thus to various audienes;
• uses all evaluation riteria found in previous work, and adds many more;
• is independent of human subjetive evaluation;
• onsiders the omplete KDD proess; 171



8. Evaluating KDD Tools
• employs the list of operators from appendix A as another soure for systematievaluation; and
• provides a test ase that allows a step-by-step evaluation of all riteria on newtools.In the following, the methodology is developed following the four phases of the standardprodut evaluation proess introdued in setion 8.1.1. See also (Euler, 2005a).8.2.1. Establishing evaluation requirementsThe ISO 14598 standard requires the spei�ation of the purpose of the evaluation, thetype of produts to be evaluated, and the quality model in this phase. The purpose ofthe evaluations in this hapter is to provide a detailed, yet lear piture of the strengthsand weaknesses of urrently available software tools that support KDD appliations. Itis not the purpose to test any software, nor to evaluate the tools under general softwareriteria suh as reliability, portability or maintainability. Nor is it the purpose to seleta single best tool or to give reommendations about tools; rather, a general frameworkis developed that allows the evaluation of further KDD tools easily.The evaluation is restrited to suh KDD produts that inlude strong data preparationfailities, but over the omplete KDD proess, and provide at least some oneptualsupport as disussed in previous hapters. Tools that o�er only mining algorithms, withlittle or no data preparation, are exluded.The quality model used in this work follows the purpose of the evaluation. The strengthsand weaknesses of a tool are examined in the light of the oneptual aspets developedin previous hapters, whih are in fat KDD-spei�. Thus only funtional riteria areapplied. Hene, all the riteria used in the quality model here, whih are listed in setion8.3, bear on the quality harateristi �Funtionality�, in partiular its subharateristi�Suitability�, in that they are used to examine the apability of the software tools toprovide the set of funtions that have been found to be appropriate for KDD tasks andobjetives in the previous hapters.The development of the riteria list followed the idea of tehnology deltas introduedin (Brown & Wallnau, 1996). This approah is partiularly useful for funtional rite-ria. Though the present work does not use the history of a tehnology to identify new,distintive features, as Brown and Wallnau have done, it ompares features of di�erentproduts in order to identify the distintive ones. A feature is deemed distintive if it ispresent in one or more tools, absent in one or more other tools, and onsidered usefulin the sense that it supports some of the oneptual aspets developed in the previoushapters. In this way a list of riteria is gained that provides a maximum amount ofinformation when omparing the tools based on them. In a few ases, the inspetion ofdistintive features leads to the disovery of a few more desirable features that are notpresent in any tool examined.Choosing the granularity of features is an issue. In some ases, one tool may providea group of related funtionalities that the other tools do not o�er at all. For example,MiningMart is the only tool that uses the estimation of data harateristis. In suh asesone ould see a large number of distintive features (estimation of value lists, estimation172



8.2. Methodologyof output size, ...) that only this one tool exhibits. However, it is a better ontributiontowards a lear omparison if only one distintive feature that represents the whole groupof funtionalities is introdued in suh ases. In other words, the features should only beas �ne-grained as neessary to be distintive.In line with the oneptual approah of this work, the evaluation riteria address thosefuntionalities of a KDD tool that are expliitly supported in the user interfae. For ex-ample, some tools o�er a sripting language that enables the exeution of a graphiallymodelled proess from outside the tool. The power of the sripting language an some-times be exploited to ahieve some funtionality that is not o�ered in the user interfae,for example the automati testing of parameter settings (see setion 2.1.4). However, insuh a ase, the riterion is not onsidered ful�lled beause no high-level support is givenfor this funtionality. The aim of this hapter is to provide measures for the oneptualsupport in KDD, that is, for the potential of a tool to save user e�orts, and low-levelprogramming is likely to require rather more than less user e�orts.8.2.2. Spei�ation of the evaluationHaving found the quality model in the previous phase, eah of its riteria is now assigneda metri, in the sense de�ned in ISO 14598 (see setion 8.1.1). During work with thevarious KDD tools, most of the tehnology deltas identi�ed orresponded to rather small,spei� features, whih are present in some tools and absent in others. A simple metriwould assign a boolean value to eah feature, indiating either its presene or absene.This would lead to a very long list of riteria, ounterating the evaluation goal stated inthe previous phase of providing lear overviews of eah tool's strengths and weaknesses.However, many small groups of features were found to be related in a rather natural way.Therefore, suh naturally related features are grouped together in this work, and eahgroup forms a riterion. The n-of-m metri is used to indiate the strength of a tool withrespet to suh a riterion: m ¡ 0 is the number of features grouped together for thisriterion, and n (0 ¤ n ¤ m) is the number of features that are present in the given tool.Thus eah n-of-m riterion ould be transformed into m boolean riteria. A simple sorean be assigned to eah tool under eah riterion, whih is the real value 0 ¤ n{m ¤ 1.This method allows muh �exibility onerning the groupings of the basi features.For a quik overview or super�ial omparison, only the more important features anbe used, or larger inherently related groups an be formed. This orresponds to largeraverage values of m. For detailed surveys, like in this work, more �ne-grained riteria anbe used, so that the list of riteria is longer but the average value of m is lower. Thus then-of-m method is adaptable to di�erent granularities of detail, leading to di�erent rep-resentations of the same evaluation sores. The di�erent representations an be used fordi�erent audienes, like tehniians or developers ompared to deision makers. Setion8.6 provides two representations of the evaluation data olleted for this work.The measures for several single riteria an be ombined to more integrated soresby building weighted sums, where the sum of the weight oe�ients should be 1.0. Forexample, to assess the strength of a tool in data modelling, all riteria listed in setion C.2an be evaluated and ombined to a single value. If desired, a single global sore ouldbe omputed for every tool to get a ranking of the tools, though suh a ranking wouldhide many aspets that the detailed sore list an provide. 173



8. Evaluating KDD ToolsSome features ould not be related to others and are listed as boolean riteria. Thesefeatures should take one of the values 0 or 1.0 in order to be integratable with otherriteria.Though the above metris are reommended for the type of riteria in this work beausethey are simple, transparent, and easily ombinable, other soring methods are appliablebased on the given riteria list as well. For example, the method by Collier et al. (1999),desribed in setion 8.1.2, an be applied as well as a simpler soring method desribed in(Maier & Reinartz, 2004). Sine eah evaluator is likely to have their own priorities withrespet to their appliation, the hoie of the soring method is open in this methodology.In setion 8.6, whih presents the results of some evaluations done for this work, thereommended metris above are used.The methodology desribed here results in objetive riteria, with a written proedurethat presribes how to identify the presene or absene of eah feature in a riterion. Theproedures are given with eah riterion in setion 8.3, ful�lling the demand of objetivityand reproduibility. Further, a test ase is provided in setion 8.4 that provides learexplanations about how to evaluate eah riterion based on a onrete example.Though the methodology skethed here relies on inter-produt omparisons for thedevelopment of riteria (see previous phase), it provides a set of riteria that an beapplied to single software produts, in ontrast to the method by Collier et al. (1999)whih is desribed in setion 8.1.2, and whih relies on inter-produt sores.A limitation to this methodology may be that, when applied to a di�erent type ofsoftware produts, not all tehnology deltas might orrespond to boolean features thatan easily be grouped. Some features, suh as performane-related features, require areal-valued, ontinuous sale. However, suh metris an be mapped to the real intervalr0..1s easily, whih makes them easily ombinable with n-of-m metris. A more seriouslimitation is that di�erent n-of-m riteria an result in idential values when evaluated,although the respetive values of n and m are di�erent. It is not lear whether theful�lment of 2 out of 4 features of a riterion �means� the same strength as the ful�lment of
4 out of 8 features. Further, the features within a riterion are not weighted or prioritisedhere, though this ould be added easily. However, to ompare the tools under any givenriterion, the same value of m is always used, so that the metri is valid.8.2.3. Design of the evaluation proessThe initial experiments for this work were done by implementing the model appliationdesribed in hapter 5 in a number of tools. As the model appliation is based on twoomplex real-world appliations, profound experienes ould be made about a large num-ber of issues that typially arise when realising ompliated KDD proesses, and abouthow di�erent features of the tools support the implementation. This allowed to identifythe tehnology deltas and develop the riteria as explained above.However, now that a list of riteria is available, a simpler evaluation plan an be given.Setion 8.4 desribes a proedure to implement a test ase in an arbitrary KDD tooland hek various riteria in every step of the proedure. All riteria are overed. Thisorresponds to an evaluation plan, though elements like resoure assignment are missing,as they are not appliable: the evaluation an be done by a single evaluator, and does notonsume big omputational resoures. Hene, no team oordinations or �xed shedules174



8.3. Criteria for KDD tool evaluationare needed. The main osts are likely to be inurred if the evaluator is new to the toolto be evaluated. In this ase, the average time the evaluator needs to �nd out whetherand how the given tool supports a funtionality that is examined in a ertain step ofthe test ase will dominate the overall osts. This situation an be di�erent, though, ifexternal stakeholders (paying lients, for instane, who impose deadlines or other resourerestritions) need to be taken into aount when exeuting the plan.8.2.4. Exeution of the evaluationExeuting the evaluation onsists of following the exeution plan, taking the measure-ments required by the riteria, and doumenting them. The results of several suh eval-uations performed for the present work are presented in setion 8.6.8.3. Criteria for KDD tool evaluationThis setion presents the riteria that were developed following the methodology de-sribed in setion 8.2. As explained there, eah riterion is aompanied by a preisedesription of how to evaluate it in an arbitrary KDD tool. This serves not only toolseletion by end users but an also provide guidelines for developers of new tools. Notool overs all aspets disussed in this setion; rather, the elaborations here an be seenas desribing an �ideal� tool, towards whih existing solutions should be developed.This setion �rst disusses some riteria whose detailed examination is exluded fromthis work, in setion 8.3.1. This is followed by a disussion of some more general riteria,in setion 8.3.2, whih have been found in the literature on KDD evaluations (setion8.1.2), or have been mentioned in previous hapters. The relation of these riteria to themore detailed riteria that are based on the methodology used here is explained. Thosemore detailed riteria are listed in appendix C. They form a main ontribution of thiswork.For ease of referene, every riterion reeives a number. The order of presentation ofriteria is not signi�ant. A list of all riteria with a referene to the page on whih theyare desribed an be found in appendix C on page 228.8.3.1. Exluded riteriaAs setion 8.2.1 explains, only funtional riteria are used in this work. From the perspe-tive of the KDD proess, only riteria pertaining to the more tehnial KDD phases dataunderstanding, data preparation, mining and deployment are developed, as the onep-tual support approah onentrates on these phases, while business understanding doesnot lend itself so well to oneptual modelling (ompare setion 4.5, and also setion 6.6).One important aspet of KDD tools onerning the mining phase is obviously the rangeof learning algorithms they provide, as well as the range of parameters that an be set foreah algorithm. Yet, no minimal or omplete list of algorithms, or even parameters for onealgorithm, an be identi�ed, beause the sets of algorithms and parameters are open andlikely to be extended by researh progress in the future. Even today no single tool o�ersall varieties of algorithms that have already been desribed in the literature. Approahesto inlude the range of mining algorithms ould perhaps be based on an ontology of175



8. Evaluating KDD Toolsmining tasks and algorithms, suh as the one given in (Cannataro & Comito, 2003), butthere is no aepted standard ontology yet. Therefore, the range of learning algorithmsand parameters, whih has often been used as an evaluation riterion in previous work(see setion 8.1.2), is not used as a riterion here.In spite of this, the methodology developed in this hapter is also appliable to themining phase. The approah used here is to judge the extent to whih a mining toolsupports basi, mining-related proessing and ontrol steps suh as automated parametersearh, ross-validation, or ensemble learning with arbitrary base learners. These oneptsare explained in setions 2.1.4 and 4.5. However, it has to be said that not many toolso�er strong overage of suh oneptual aspets of both the data preparation and miningphase. Therefore, separate evaluations might be appropriate for eah phase.Some studies from setion 8.1.2 have used the auray of learned models on a givendata set as a riterion to ompare KDD tools. However, a ranking of tools based on onedata set is not neessarily similar on a di�erent data set, whih is why model performanerelated riteria are not used in this work.An important riterion in pratie is exeution speed. Despite similar arhitetures,di�erent tools an reveal substantial di�erenes in terms of proessing speed. Sine speedis highly dependent on the hardware infrastruture used, atual performane times areof little worth, but the ranking of tools that they imply an be expeted to be onsis-tent aross platforms. This riterion does not onern a oneptual, funtionality-relatedfeature, but is diretly related to the ISO 9126 subharateristi �Time behaviour� ofharateristi �E�ieny�. Therefore it is not used in this work.Rather detailed riteria might be developed onerning the visualisation of data sets,data harateristis and learned models or funtions. Many tools that were examinedo�er some visualisation features, but they are di�ult to ompare as eah tool has itspartiular emphasis on ertain visualisation methods. Visualisations of models or learnedfuntions are not omparable if a tool laks the mining algorithm whose visualisation isthe strength of another tool. For data sets with more than three attributes, any visual-isation of the data must inlude a dimensionality redution, whih is useful for humanunderstanding but not neessarily helpful for mining. Further, visualisation of data setsand data harateristis mainly belongs to the data understanding phase of the KDDproess, while this work fouses on aspets related to data proessing. For these reasons,visualisation issues are not inluded here. Similarly, reporting funtionalities, whih someKDD tools o�er to ease the prodution of douments reporting on the results of a KDDproess, are not examined in this work. This inludes failities to draw harts based onmining performane or similar, statistial data produed during a KDD appliation.A set of riteria that is left out from this setion onerns the general software qualityharateristis whih are not spei� to KDD tools, in line with the purpose of this workas desribed in setion 8.2.1. This does not mean that general software quality issues areirrelevant for KDD software, only that they are not in the fous of this work. Criteriarelated to these issues an be found in the literature disussed in setion 8.1.1.Finally, as a related point, reall from setion 8.2.1 that any funtionality listed in theriteria below an not be ful�lled by low-level onstruts suh as integrated programminglanguages, but must be expliitly provided in the user interfae in order to ount asoneptually supported.176



8.3. Criteria for KDD tool evaluation8.3.2. General riteria for KDD softwareThis subsetion lists some riteria for KDD software that an be found in the literatureited in setion 8.1.2, or in the previous hapters, but are not diretly inluded in thelist of detailed riteria developed in this work. The purpose of this subsetion is to relatethese more general riteria to the detailed riteria where possible, in order to ease thereognition of riteria known from the literature, or known from previous hapters, as theterminology annot always be idential. Note the remarks on exluded riteria in setion8.3.1, though. This work's detailed riteria are given in appendix C.1 Adaptability: The importane of this riterion has been stressed in hapter 6, inpartiular setion 6.6. As disussed in that setion, mainly the addition and deletion ofoneptual metadata, as well as the propagation of suh hanges, must be supported. Ingeneral, adaptation and reuse are easiest if the software follows the two levels approahproposed in setion 2.2 in the area of data sets. Therefore this riterion is related inpartiular to riteria 15, 17, 18, 19, 25, and 27.2 Salability: KDD software has to be apable of handling large data sets. Some studiesin setion 8.1.2 have inluded limits on the number of attributes or rows that a softwarean proess as a riterion. However, the tools examined for this work do not expliitlystate suh limits, so that any suh limitations depend on hardware resoures. Otherstudies have stressed the importane of support for parallelisation or for lient-serverenvironments, where the server deals with large data sets and ontrol is exeuted fromthe lient. Criterion 8 is the main related riterion in this work.3 Interoperability: If users want to use speial software for some subtask, suh as re-porting or mining, they should be able to do so easily. In KDD, the interfae to othersystems is often a data set on the �le system or in a database, so that this riterionis related to the data formats a tool supports (riterion 7); yet if mining results (likelearned rules) are to be used outside the tool, integration with other software an bemore di�ult. See riteria 50 and 55.4 Guide to KDD proess: The software should o�er some support to guide the userthrough the omplex stages of a KDD proess, and avoid erroneous user inputs. Thissupport should be o�ered for several levels of assumed previous experienes of users.Related riteria are 26 and 54.5 Doumentation: It should be possible to add free text omments to every objetinvolved in the KDD proess. As all tools examined for this work o�er failities for this,it is not a tehnology delta but is obviously very important, espeially for the reuse ofproess models (see hapter 6).6 Business problem: Some approahes have attempted to use the types of businessproblems a tool an solve as a riterion. In the absene of a theory on how businessproblems are related to mining tasks (see setion 2.1.4), they have used very simple177



8. Evaluating KDD Toolsmappings of stereotypial business problems to mining tasks, so that this riterion isrelated to the range of mining algorithms, whih is not disussed in this work as explainedin setion 8.3.1.8.3.3. Spei� riteria for KDD softwareAppendix C lists the riteria that were developed following the methodology desribed insetion 8.2. They are ategorised into a number of areas. As setion 8.2.2 explains, a rite-rion onsists of m boolean features (questions), but in priniple the number (m) and theexat grouping of questions for a riterion is �exible. Given all features, di�erent group-ings into riteria an be formed to re�et purpose-spei� aspets. One may also hooseto leave out some features with low priority. Sine priority is appliation-dependent, noweights are given to features or riteria in this work, but the grouping of features intoriteria here is a reommendation based on experienes made during the implementationof the model ase. Further, this partiular listing of riteria allows a quantitative, de-tailed, yet lear omparison of KDD tools, as demonstrated in setion 8.6. Finally, thetest ase desribed in setion 8.4 is designed to hek exatly these riteria.8.4. A test ase to hek all riteriaIn this setion a test ase is provided that is as small as possible but still enables to hekall riteria from appendix C, given a KDD tool. The test ase desribes a small KDDproess. Its implementation is desribed step by step, with referene to every riterionthat is tested in eah step. The ase an be seen as a baseline senario whose implemen-tation should be possible in any KDD tool, but perhaps with varying di�ulty. It an beimplemented in less than an hour, thus giving an e�etive method to objetively evalu-ate a KDD tool in pratie, under the riteria given here. It orresponds to a detailedevaluation plan as explained in setion 8.2.3. Sine every step of the test ase onernspartiular riteria whih are given in the desription below, some steps an be omittedif the riteria tested there are known to be less important for the partiular evaluationpurpose.Appendix E (page 244) provides an SQL program that realises the test ase, to givea formal referene, while 8.2 shows a graphial overview of the ase as realised withMiningMart.The order of steps in this test ase is based on the data �ow that is modelled, ratherthan on the order of the riteria. An interesting alternative would be to order the testase suh that those riteria whih appear to be most hallenging are tested last. Thiswould render a single sore for eah tool that is evaluated, namely the point in the testase at whih it annot support the tested funtionality any longer. To apture the notionof di�ulty, or how hallenging a riterion is, the number of tools evaluated in this workthat ful�l eah riterion an be used for ordering the riteria. However, an implementationof the test ase that follows the data �ow is easier to desribe, understand and realise.178



8.4. A test ase to hek all riteria
Figure 8.2.: Overview of the steps of the test ase.Table SalesData:EmplId Month Sales Profit1 1 3 40.51 2 2 22.81 3 -1 10.02 1 5 54.22 2 7 58.62 3 4 41.03 1 -1 10.03 2 2 38.13 3 4 44.3

Table EmployeeData:EmplId EntryDate Position1 02-12-1988 Senior2 01-06-1998 Trainee3 01-01-1990 Senior
Figure 8.3.: Input data for the test ase.The dataFigure 8.3 shows two small data sets whih are the input to the test ase. These datasets an be easily provided as �at �les, with any �le format that is deemed relevant, or asdatabase tables. To test riterion 7, the data sets are imported into the tool (to test theoutput failities, they an be written from the tool to di�erent �les/tables as well). Atthis point, already a number of other riteria an be heked. An obvious and importantriterion is whether the tool models the data expliitly, in a graphial way (riterion 24).If the data sets an be displayed inside the tool, riterion 13 is ful�lled. Criterion 14 listsreommended failities for attribute import. Also it an be seen whether oneptual datatypes are used in the tool (riterion 15), and if they are orretly reognised (riterion16); for example, is the olumn EntryDate automatially given a orret tehnial andoneptual data type (e.g. Date)? Can the data types be hanged? Can automati reog-nition of types be deferred to a later point in time? The reognition of data harateristisan also be tested (riterion 19).A di�erent approah is to test riterion 34 by attempting to set up data models (on-epts) without atually importing data. 179



8. Evaluating KDD ToolsData preparationAfter these preliminaries, the �rst proessing step is a Row seletion, applied to Sales-Data. Its output onept ontains only the rows with Sales ¤ 5. Is the output expliitlymodelled, and learly related to the input, as demanded by riterion 24? Are the dataharateristis of the output onept available without exeuting the operator, in parti-ular, is the highest value of Sales adjusted to 5 (riterion 25)? Changing the seletionondition to Sales   0 an be used to test riterion 35 (empty data set reognition) afterexeuting the operator.The next operator orrets the values of Sales by replaing all ourrenes of �1(taken to be missing values or typos) with 0. The operator Value mapping shouldbe available, but if it is not, Attribute derivation an be used with an if-then-elsetype of derivation formula. The values of the Sales attribute must be available in thegraphial user interfae when speifying the parameters for Value mapping (riterion20), preferably without having exeuted the previous operator (riterion 25).The next operator disretises the Profit attribute of SalesData into two ategorialvalues. The operator Disretisation (using a given number of intervals) should beavailable; otherwise Attribute derivation must be used. Criterion 28 tests whetherthe disretisation formula used by Disretisation is aessible and hangeable (afterexeution of the operator). The two ategorial values reated byDisretisation shouldalso be hangeable: if yes, they are set to 0 and 1 now, if no, an extra Value mappingstep is inserted to do so. The tehnial and oneptual data types of the disretised resultmust be reated by the system (riterion 23).The fourth operator omputes the ratio of the higher of the two intervals formed inthe previous step. This is realised by Aggregation, where the Group By attribute isEmplId, and the average funtion is used as aggregation funtion, applied to the disre-tised attribute. This tests riterion 18 (robustness of type mapping), as the ategorialvalues 0 and 1 reated in the previous step are used as real numbers here. If this us-age (and thus the riterion) fails, riterion 17 an be tested by attempting to expliitlyonvert the data type.These four operators an be exeuted in the order given here, as eah operator's inputis produed by the previous operator. The four operators ould be olleted in a hunk,testing riterion 38 (hunking support). There should be an option to view the dataolletion that results from this hunk (riterion 31). Criteria 40, 41, 42, and 43 (theexeution-related riteria) an be tested by exeuting the four operators together. It anbe attempted to vary the plae of proessing (riterion 8, data handling). Further, theahing-related riteria 9, 10, 11 and 12 an be tested, for example by heking whetherthe result of the exeution is still available afterwards (11, automati ahing), or bytrying to �nd out where the intermediate data was stored (12, ahing transpareny).With this short hain, also the important riterion 27 about the propagation of on-eptual hanges an be tested. To this end, the seond step is deleted. Is the attributeit reates (with the orreted values of the Sales attribute) automatially removed fromthe input and output of the following steps? If the step is added again, does the attributeshow up in later steps automatially?For further tests, a new short hain of operators is set up. The data from the Sales-Data table ontains monthly information about the sales and pro�t that every employee180



8.5. Evaluated KDD softwareahieved. This data is onverted to single-row information about eah employee by aPivotisation appliation, where the index attribute is Month, the pivotisation attributeis Profit, the aggregation operator is summation and the Group By attribute is EmplId(ompare the example in setion A.3.2). If this operator is missing, three Attributederivations an be used, one for eah month, followed by an Aggregation. By usingthe Attribute derivations, riterion 45 an be tested, as the three derivations arevery similar. For example, in SQL, the three derivations would be (CASE WHEN Month=iTHEN Profit ELSE 0 END), with i ranging from 1 to 3, resulting in three new attributeswhih would be aggregated using summation.The result of the previous step is now joined with the result of the �rst hunk (hain),using Join by relationship (or a simple join), and testing riterion 22 (attributemathing) when setting up this operator. The key for joining is of ourse the attributeEmplId; an its key status be stated expliitly (riterion 15 about oneptual data types)?To test riteria 32 and 33 about the support for and iteratability of Attributederivations, a �nal operator is added whih omputes the di�erenes between thepro�t ahieved in the third month and those ahieved in the �rst and seond month.The derivation formula should iterate over the two �elds with the pro�t for the �rst andseond month. A further test of riterion 27 about the propagation of hanges an bedone now, by deleting the pivotisation step(s). The formula for the di�erene in this laststep should then not be automatially deleted; instead, the last step (or its derivationformula) should be learly marked as invalid (riterion 26, heking wellformedness).Criteria 44 about the transpareny of export �les, and 46 about the arrangement ofoperator appliations in a proessing graph, an be heked using the whole test ase.Criterion 39 about the unrestrited struture of the preparation graph is missing sofar; it an be tested by applying two Row seletions to the same input onept, andthen applying Union to the two results. If this is possible, it follows � together with theabove � that the tool allows any direted ayli graph.MiningFinally, the riteria related to mining and deployment, whih are all boolean, an betested. No partiular senario is needed to test them; in most ases, the help systemor the manual will be su�ient to deide whether the riteria are ful�lled. This is alsotrue for some �stati� riteria like 29, 30, 36, 37 or 54. For example, the availabilityof ross validation or model export failities in a tool will surely be re�eted in thedoumentation. The same is true for failities to publish proess models in a detailedway, based on riterion 53. One riterion to be inluded in this phase is riterion 21about attribute roles; it should be possible to delare for eah attribute that is presentin the onept used as input for mining whether it is label or preditor, or whether itshould not take part in the mining.8.5. Evaluated KDD softwareThis setion brie�y desribes the KDD software pakages that were evaluated in thiswork. These tools were hosen aording to their general strength in the oneptual181



8. Evaluating KDD Toolssupport of data proessing, and they serve well to exemplify di�erent aspets of manyriteria.8.5.1. MiningMartMiningMart1 is introdued in hapters 6 and 7 as a graphial front-end to relationaldatabases that o�ers a broad range of KDD-oriented data preparation operators (Morik& Sholz, 2004). It leaves all proessing to the underlying database system by translatingthe preparation graph to SQL ommands. Suh graphs, alled Cases in MiningMart, anbe exported and uploaded to a entral web repository (setion 6.5), where they arebrowsable and downloadable by anyone looking for example KDD appliations. Thisis the only tool enountered during this work that uses an expliit representation ofonepts and their links. Version 1.1 was used in this evaluation, whih inludes allfeatures desribed in hapters 6 and 7.8.5.2. SPSS ClementineClementine2 is a tool intended to support all phases of the KDD proess. It inludesmany data preparation failities. It was used for this examination in the standaloneversion, thus entirely �le system based, but a lient server version is also available thatan delegate some data proessing tasks to the database server. Version 8.1 was used inthis work.Clementine allows to use abstrat data types and attribute roles when dealing with thedata to be prepared, but it does not use an expliit model of the data tables and how theyare linked, as MiningMart does based on hapter 3. Clementine has many preparationoperators, but like the other tools below, it laks most of the operators that hange theorganisation of the data (setion A.3). Without these operators the appliation fromhapter 5, for one example, is inonvenient to realise.8.5.3. Prudsys PreminerPreminer, sold by Prudsys3, is a speialised tool for data preparation that belongs toa family of produts supporting the omplete KDD proess. Its arhiteture is di�erentfrom the preeding two tools in that it uses an extra data server for intermediate storageof data. This enables the user to proess data from heterogeneous soures using the samefront end. For example, a data set from a text �le an be joined with a database table (ifthe keys math). The evaluation in this work was based on Version 1.3. For evaluatingthe mining failities the Disoverer module version 3.2 was used.8.5.4. IBM Intelligent MinerIntelligent Miner by IBM4 is a group of produts to over data preparation, mining anddeployment based on IBM's DB2 database. The graphial front-end is the Intelligent1http://mmart.s.uni-dortmund.de2http://www.spss.om/lementine3http://www.prudsys.om4http://www.ibm.om/software/data/iminer182



8.6. Evaluation resultsMiner for Data, whose version 8.1 was used for the evaluation in this work. While both�at �le data and database tables an be input to mining, the data preparation operatorsan only be applied to database tables, as they are realised by SQL views, in a waysimilar to MiningMart (8.5.1). Also, learned models are available as DB2 proedures,whih leverages their deployment on large data sets.8.5.5. SAS Enterprise MinerThe Enterprise Miner is one of several analysis modules available in the SAS system5.The SAS environment is a powerful workbenh for many aspets of data analysis. It o�erslient-server proessing distribution as well as data warehousing support. The EnterpriseMiner provides several mining algorithms and many data inspetion failities, though thelatter an be omplemented by other SAS modules. The Enterprise Miner inludes somedata preparation funtionality, but its fous is on the mining step and on visualisationsof data sets and mining results. Therefore it laks many of the essential operators. Theyan be replaed by integrating small programs in the internal SAS language. However,as explained in setion 8.2.1, suh programming onstruts do not support oneptual,high-level work, and the funtionality they may o�er is not seen as ful�lling any riterion.Version 4.3 of the Enterprise Miner was used in this evaluation.8.5.6. NCR Teradata Warehouse MinerThe Warehouse Miner6 by Teradata, a division of NCR, is a tool spei�ally developedto support mining Teradata databases. Apart from an ODBC interfae, it an only beused on Teradata databases, from a Windows lient. It leaves as muh data proessing aspossible to the underlying database, issuing automatially reated SQL statements in away similar to MiningMart and the Intelligent Miner. It o�ers a number of operators forproessing, but also relies heavily on SQL programming for some of the more omplexoperators (in whih it resembles the Enterprise Miner by SAS). It does not use an expliitdata model, nor does it display the data �ow in a graph. Version 3.2 was used in thisevaluation.8.6. Evaluation resultsThis setion provides the evaluation of the tools desribed in 8.5 under the riteria fromappendix C. As explained in setion 8.2.2, the list of riteria is amenable to severalmethods of soring and weighting. In the evaluation in this setion, eah tool reeivesthe sore (measure) 0 ¤ n{m ¤ 1, where m ¡ 0 is the number of boolean features thatmake up a riterion, and 0 ¤ n ¤ m is the number of these features that the toolsful�ls. Thus the m boolean features of a riterion are not weighted (prioritised) here, asa weighting would be very dependent on the intended appliation and environment forthe KDD tools. Similarly, no weighting of the riteria themselves is used here.5http://www.sas.om6http://www.teradata.om 183



8. Evaluating KDD ToolsNo Name m MM Clem. Prem. IBM SAS NCR1 Data aess 17 0.65 0.71 0.53 0.59 0.59 0.532 Data modelling 31 0.9 0.81 0.39 0.58 0.61 0.323 Preparation proess 65 0.75 0.49 0.46 0.32 0.43 0.264 Learning Control+Deployment 6 0.83 0.5 0.33 0.67 0.5 0.335 KDD standards 4 0.25 0.75 0.5 0.25 0.25 0.25All features 123 0.76 0.61 0.45 0.44 0.5 0.32Table 8.1.: A di�erent representation of the data in table 8.2, using a oarser groupingof the 123 boolean features into riteria.Table 8.2 on page 185 ontains the sores for eah riterion based on the list of riteriafrom appendix C. Table 8.1 provides sores whih are omputed based on the samelist of 123 boolean features, but a di�erent grouping into riteria, namely into fewerriteria using higher values of m. As setion 8.2.2 explains, these alternative sores are adi�erent representation of the same data that may be more suitable for ertain audienes,for example for deision makers. The riteria in table 8.1 use the grouping into overviewriteria that is indiated by setion headlines in appendix C, and by horizontal lines intable 8.2.A further table (table 8.3 on page 186) ontains a detailed list of the preparationoperators listed in appendix A that are available in eah tool. To illustrate the e�et of theavailability of powerful operators, note that the test ase desribed in setion 8.4 required� without mining � 7 operator appliations in MiningMart and the Teradata WarehouseMiner, 11 in Clementine, and 9 in Preminer and Intelligent Miner, respetively. In SASEnterprise Miner the test ase was only partially implemented, as this tool laks the joinoperator.8.7. SummaryThis hapter has found a methodology for the omparison of software produts thatis suitable for judging the extent to whih a tool supports the oneptual level of anappliation domain. The restrition to the oneptual level is done by taking only fun-tionality into aount that is based on notions that are expliitly represented in the userinterfae. This idea is part of the omparison methodology developed in setion 8.2. Amain aspet of the methodology is that it renders metris that are adaptable to di�erentevaluators or purposes. The methodology has been applied to the major urrent KDDsoftware pakages that support data preparation. A detailed riteria list, presented inappendix C, is one result. Setion 8.4 shows how suh riteria an be assembled into atight evaluation plan by providing a small test appliation, here a small KDD proess.The sores that the ompared KDD tools reeive under �neutral� (non-weighting) metrisare given as another result, in setion 8.6. While they serve mainly as an exempli�ationof the methodology, they also indiate the di�erent levels of maturity that the omparedtools have ahieved, as far as support of the oneptual level is onerned.184



No Name m MM Clem. Prem. IBM SAS NCR7 Data formats 6 0.33 0.83 0.5 0.5 0.66 0.338 Data proessing 3 0.33 1.0 0.66 0.66 0.66 0.339 Cahing ontrol 2 1.0 1.0 0.5 1.0 0 1.010 Cahing size estimation 1 1.0 0 0 0 0 011 Automati ahing 2 1.0 0 0 0.5 0.5 0.512 Cahing transpareny 2 1.0 0.5 1.0 1.0 1.0 1.013 Data inspetion 1 1.0 1.0 1.0 0 1.0 1.014 Attribute import 3 0.66 0.66 0.66 0.33 0.33 0.3315 Coneptual data types 1 1.0 1.0 0 1.0 1.0 016 Type reognition 5 0.8 1.0 0.4 0.8 0.8 0.217 Flexibility of type mapping 3 1.0 1.0 0 0.66 1.0 018 Robustness of type mapping 1 1.0 1.0 1.0 1.0 0 1.019 Data har. reognition 6 1.0 0.66 0 0.66 0.66 0.3320 Data har. deployment 1 1.0 1.0 1.0 0 1.0 021 Attribute roles 4 0.75 1.0 0.75 0.75 0.75 1.022 Attribute mathing 2 1.0 1.0 1.0 0.5 0 0.523 Data type inferene 2 1.0 1.0 0.5 0.5 1.0 024 Abstrat data model 2 1.0 0 0 0 0 025 Charateristis estimation 1 1.0 0 0 0 0 026 Syntati validity heks 4 0.75 0.5 0.75 0 0.25 0.2527 Propagation of hanges 5 1.0 1.0 1.0 0.2 0.8 0.228 Operator transpareny 2 0.5 0 0 0 1.0 0.529 Availability of operators 19 0.95 0.58 0.42 0.53 0.37 0.4730 Assign operators to prep. tasks 1 1.0 0 0 0 0 031 Intermediate views on data 1 1.0 0 0 0 0 032 Attribute derivation support 2 0 1.0 1.0 0.5 0.5 033 Iteration attribute derivation 3 0 0.33 0 0 0 034 Independene from data 1 1.0 1.0 0 0 0 035 Empty data sets reognition 1 1.0 0 0 0 1.0 036 Representation of data �ow 1 1.0 1.0 1.0 0 1.0 037 Pseudo-parallel proessing 1 1.0 0 0 0 0 038 Support for hunking 2 1.0 0.5 0 1.0 1.0 039 Graph struture 1 1.0 1.0 0 1.0 1.0 1.040 Exeution transpareny 7 0.71 0.14 0.43 0.29 0.43 0.1441 Exeution automation 3 0 0.33 0.66 0 0 042 Exeution administration 7 0.71 0.29 0.43 0.29 0.57 043 Exeution in bakground 1 1.0 1.0 1.0 1.0 0 1.044 Export transpareny 1 1.0 0 1.0 0 1.0 1.045 Editing �exibility 1 0 1.0 0 1.0 0 1.046 Visual graph arrangement 1 1.0 1.0 1.0 0 0 047 Splitting training and test set 1 1.0 1.0 1.0 1.0 1.0 1.048 Model evaluation 1 1.0 1.0 1.0 1.0 1.0 1.049 Mining subproess support 1 0 0 0 0 0 050 Export of models 1 1.0 1.0 0 1.0 1.0 051 Deployment in databases 1 1.0 0 0 1.0 0 052 Post-proessing 1 1.0 0 0 0 0 053 Published meta model 1 1.0 0 0 0 0 054 CRISP support 1 0 1.0 0 0 0 055 PMML support 2 0 1.0 1.0 0.5 0.5 0.5Table 8.2.: Evaluation table. m � 1 indiates boolean riteria.



8. Evaluating KDD ToolsOperator MM Clem. Prem. IBM SAS NCRAttribute seletion� Manual seletion Yes Yes Yes Yes Yes� Automati seletion Yes YesRow seletion Yes Yes Yes YesSampling Yes Yes Yes Yes Yes YesAggregation Yes Yes Yes YesDisretisation� �xed no of intervals Yes Yes Yes Yes Yes� �xed width Yes Yes Yes� �xed ardinality Yes Yes YesSaling Yes YesValue mapping Yes Yes Yes Yes YesAttribute derivation� String proessing Yes Yes Yes Yes� Numeri arithmetis Yes Yes Yes Yes Yes Yes� Date/time arithmetis Yes Yes Yes Yes Yes Yes� Model appliation Yes Yes Yes Yes Yes YesJoin Yes Yes Yes Yes YesJoin by relationship YesAggregate by relationship YesUnion Yes Yes YesMissing value replaement� By default value Yes Yes Yes Yes� By average or median Yes Yes Yes� By learned funtion Yes YesFiltering outliers YesDihotomisation Yes Yes YesPivotisation� normal Yes Yes� n-fold YesReverse pivotisation Yes YesWindowing YesSegmentation� By value Yes� Randomly Yes Yes� By learned lusters YesUnsegmentation YesTable 8.3.: Availability of preparation operators from appendix A for eah KDD tool. Noentry = not available.
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9. ConlusionsThis hapter summarises this thesis and points out its ontributions to the state of theart (setion 9.1), before disussing some ideas for future work (setion 9.2).9.1. Summary of ontributionsEasing user e�orts in the development and reuse of data preparation for KDD has beengiven as the overall goal of this work in setion 1.2. Chapters 3 to 8 have ontributedboth theoretial and pratial steps towards this goal, whih will be summarised below.Almost all the ontributions are entred on, or enabled by, the oneptual level thathas been desribed for KDD appliations in this work. The MiningMart environmentprovides the means to reate, manipulate, exhange, and reuse KDD appliation modelsby using a metamodel designed to support the oneptual level.The following paragraphs larify the partiular ontributions of the author of thisthesis, and point out the orresponding hapters of this work.A data model for KDDThis work has de�ned an adequate way of oneptual data modelling for the area ofknowledge disovery. This idea is a rather natural one in view of the many data-entredtasks during data preparation. It helps users in organising the mining proess in domain-related terms. It goes bak to the ommon knowledge representation language (CKRL) ofthe mahine learning toolbox MLT (Morik et al., 1991), but today, abstrat data modelsare still not used in KDD software, exept in MiningMart. The data model in MiningMartis based on the work by Morik et al. (2001), and was re�ned by the author of this workin order to reate an alternative, dual view on the KDD proess (see below).For the present work, the requirements for a oneptual data model to be usefulfor KDD have been analysed (setion 3.2.1), and have led to the hoie of the entity-relationship model as the basi model. This hoie represents a balane between usability,whih demands a lear and simple abstrat data view, and the �exibility to model im-portant semanti aspets expliitly. Another important requirement for the model was toallow to struture the intermediate data representations, sine rather a lot of them arereated during a typial preparation proess, and it has been argued that they are usefulartifats of this proess. This requirement motivated the use of two partiular types ofgeneralisation, namely speialisation and separation (setion 3.2.1), beause many prepa-ration operators produe these links between their input and output, so that a web of(representations of) data sets emerges whose links re�et how the data sets are reatedfrom eah other.The author has implemented all funtionality related to this data model in the Min-ingMart system. In partiular, this involves reating onepts (data representations) and187



9. Conlusionsthe semanti links between them automatially as soon as the operator that will reatethe data is instantiated (setion 7.1.1). This allows to swith to the data view at anytime.In order to allow the onvenient use of the oneptual data models, a propagationalgorithm has been designed to support the automati adaption of dependent elementsof the above-mentioned web whenever a data representation is edited, for example toreuse it on new data (setion 7.1.2); a shema mathing algorithm has been designed toonnet an abstrat data model to onrete data sets (setion 7.1.4); and the estimationof data harateristis in the absene of atual data has been provided (setion 7.1.3).These tehnial ontributions support re-using KDD proess models, whih has been animportant motivation for this work, as disussed in hapters 1 and 6.Setion 3.2.1 has also onsidered the idea of using more expressive ontology formalismsfor oneptual data modelling. It was waived in favour of a meta model that would renderlearer overviews of the web of data sets (ompare �gure 5.10 on page 88). However, morepowerful formalisms have other advantages. This is disussed further in setion 9.2.Preparation operators for KDDThis work has spei�ed a range of important preparation operators for knowledge disov-ery. The list inludes all operators that have been used in the literature or in any KDDsoftware. This work has identi�ed �ve major high-level preparation tasks (setion 2.1.3)and has assoiated eah operator to one of them.This list of preparation operators an serve as a referene standard for data preparationin KDD, and forms a major omponent of the oneptual level. Using the oneptual datamodel in the spei�ations of the operators allows to set up syntatially valid hains ofdata transformations; the validity heks redue the number of test yles needed duringdevelopment. These validity heks are based on expliit pre- and postonditions of theoperators. The operator spei�ations also allow the estimation of data harateristis ofan operator's output before it has atually been omputed. Here the present work hasontributed ways of estimating not only the data size, as in previous work, but also otherharateristis (ompare setion 3.3.3).Dual views on the KDD proessThe oneptual data model and the list of operators have been designed suh that twoviews on the KDD preparation proess arise, both of whih provide the informationabout the struture of the proess, but from di�erent angles. Eah view puts the fouson di�erent types of additional information; one is data-entred, the other is based on thehains of operators. Changes to one view an be made visible immediately in the other.The MiningMart system urrently o�ers omplementary funtionality in both views, butthere is no priniple that prohibits extending the options in eah view suh that ompleteontrol of the proess an be o�ered in either of the views.A single view with both types of information an be imagined, but would probably begraphially overloaded in omplex appliations; nevertheless, this idea has some advan-tages and is therefore disussed in setion 9.2.188



9.1. Summary of ontributionsMiningMartThe MiningMart framework and system have been developed by a team of whih theauthor of this thesis is a member. The ontributions of this author inlude the develop-ment and implementation of all aspets related to the oneptual data model, see above.MiningMart is thus now the �rst system that supports the dual views. Several impor-tant operators have also been implemented by this author, the more interesting of whihare desribed in setion 7.2. In partiular, the automati translation of the results ofmining algorithms into stored proedures for databases has been realised exemplarily forone omplex mining algorithm (setion 7.2.5). The urrent version of MiningMart's webrepository of KDD models, and its indexes for ase retrieval, are also the work of thisauthor, see below. All in all, roughly 40% of the MiningMart ode, as measured in linesof ode, have been implemented by this author.The MiningMart ompiler reates database views that represent the output of oper-ators; it has been developed by Martin Sholz (Sholz, 2007). It is omplemented bya materialisation strategy developed by the author of the present work, whih speedsup the exeution of longer proesses signi�antly, as shown by experiments desribed insetion 7.3. This is important for handling large data sets.Contributing towards the aim of reduing development time, espeially on large datasets, some measures have been suggested, and implemented in MiningMart, whih sup-port developing at least parts of a preparation proess using only the oneptual level,without requiring its immediate exeution. Syntati validity heks are possible beausethe oneptual data model inludes data type information, and beause output repre-sentations are immediately onstruted when an operator is spei�ed, as desribed insetion 7.1.1. The validity heks themselves are based on delarative onstraints, mostof whih have been developed by Martin Sholz. Also, online omputation of estimateddata harateristis (setion 7.1.3), solely the work of the author of this thesis and in-dependent of data proessing, supports the independene of modelling from exeution,by providing orientation as to the results of the path of preparation a user is urrentlyworking on. Further, the estimations are useful for the instantiation of operators whoseoutput data shema depends on input data harateristis, see setion 7.2.2.Generally, MiningMart represents a general and advaned method of supporting KDDdevelopers, espeially during data preparation. Several ways in whih MiningMart ex-tends the state of the art an be identi�ed:
• No other KDD tool today uses a two-level data model, with semanti links betweenintermediate data representations, to organise the data preparation. Thus no othertool uses dual views on a preparation proess, either.
• No web portal for the exhange of KDD solutions had existed before the one forMiningMart was reated (see below).
• MiningMart is the only KDD tool that is based on a publi, freely available metamodel. Other tools use proprietary, intransparent formats.
• MiningMart is urrently the most suitable environment for the spei�ation andreuse of general patterns among suessful preparation proesses, whih an beformalised as templates. See below. 189



9. Conlusions
• No other KDD software o�ers the kind of pseudo-parallel proessing that is availablein MiningMart, whose usefulness is demonstrated by the example appliation fromsetion 1.1.1.
• MiningMart o�ers the most omprehensive list of preparation operators found inany KDD software.
• No other KDD tool today inludes spei� measures for supporting the reuse ofKDD proess models, suh as mapping a given data model to new data.An evaluation of MiningMart has been done by a third party, a servie providing om-pany for teleommuniations, who performed one of their large data mining appliationsby SQL programming, and then again using MiningMart (Riheldi & Perrui, 2002b).The authors report that developing their appliation took 12 days of SQL program-ming, but only 2.5 days of modelling in MiningMart, for sta� who was not familiar withMiningMart. The results in terms of the disovered knowledge are the same. Additionaloperators that an solve some of the tasks involved in this study more diretly have beenadded to MiningMart after the study was ompleted, so that the development time forsuh appliations an be expeted to be even lower now. This is lear evidene support-ing the laim that the goal of supporting human users during data preparation has beenahieved.A reusable model of a real-world appliationThis thesis inludes the �rst detailed doumentation of a omplex data preparation pro-ess, modelled after two real-world knowledge disovery appliations (hapter 5). Anannotated, operational model of this proess is available in the MiningMart web reposi-tory. Thus its tehnial details are easy to study for anyone. The model demonstrates thetwo dual views, as well as the di�erene between a oneptual-level model and a tehnialrealisation in a formal language in terms of usability, maintainability and reusability.Templates for data preparationThis thesis has argued that preparation proesses from di�erent KDD appliations anhave ommon substrutures (see setions 6.5.1 and 6.6.2) whih are used to solve similaror idential subproblems. Several suh subproblems have been identi�ed by the authorof this work, and solutions for them have been reated with MiningMart, have beendoumented and annotated omprehensively, and published as �templates� in the webrepository (setion 6.5.3). Some of the templates are based on previous (informal) workby other authors, but most were ontributed by this author. The result is the �rst publiolletion of diretly usable data preparation solutions, whih is both a useful library forexperts, saving the work to re-implement these solutions, and a helpful tutorial for lessexperiened analysts.This work is also the �rst to suggest the automati disovery of preparation subprob-lems that have been solved several times in a similar way. The basis for the proposedmethod that an ahieve this goal is a olletion of KDD appliations modelled in the190



9.1. Summary of ontributionssame framework. While this work has reated the infrastruture to get suh a olle-tion (the ase base, see below), there are not enough appliation models available yet.Therefore, a frequent subgraph disovery algorithm tailored for this ontext has been de-veloped and proposed in setion 6.5.4, but has not been implemented yet. The algorithman work on the level of operators, or on the more abstrat level of operator groups,e�etively using di�erent similarity measures for de�ning the similarity of subsolutions.Providing templates, whether automatially disovered or manually ontributed, hasbeen ompared to providing design patterns in software engineering in setion 1.1.1.An important di�erene is that the MiningMart templates are operational, so they anbe applied to new problems and exeuted in the MiningMart system diretly, whereasdesign patterns need to be translated to new problems by human experts, in a omplexand error-prone proess.The ase baseMiningMart has provided the �rst publi infrastruture for the doumentation and ex-hange of KDD appliation models, the web repository of KDD ases, or ase base. Thesemodels an be losely inspeted, in all tehnial details, using an ordinary web browser,without having to download them or having to install MiningMart (see setion 6.5). Theidea is that HTML pages represent elements of the oneptual level, suh as onepts,attributes, or steps, and links between the pages represent how these elements are re-lated. Creating suh HTML �les o�ine for a KDD model is a MiningMart funtionalityprovided by this author, replaing an online version by Stefan Haustein. Only the diretreuse of the appliation models requires the MiningMart system. This work has disusseda number of ways to support users when searhing for a suitable appliation model toreuse on their own problem (setion 6.5.5). The most important means to this end isthe doumentation of eah appliation with bakground information, organised into �vetopis. This information an be searhed using any internet searh engine.In setion 6.6, the tasks involved in reusing a KDD appliation have been analysed inmore detail. It was noted that the deletion and addition of some elements from/to theoneptual model are entral tasks beause they a�et not only the element where theyare performed, but many dependent elements. For example, when an attribute is removedfrom a onept, it has to be removed as well from any opy of this onept reated byoperators anywhere in the proess. The propagation algorithm for hanges to a onept,already mentioned above and presented in setion 7.1.2, thus provides important supportfor the reuse of KDD models.For reusing a KDD appliation, its data representations have to be mathed to theatual new data sets. This work has argued that not only the data sets that the orig-inal appliation used as input, but also any intermediate data view, are andidates formathing. The intermediate data view of a step is the view on the data reated by thepath up to and inluding that step. An algorithm for omputing this view, given a step,has been presented in setion 7.1.4. The same setion inludes a shema mathing al-gorithm developed by this author, whih �nds the most similar andidate for mathingand makes suggestions for mapping it to the new data sets. Thus the algorithm �nds thebest �entry point� for reusing an appliation model, based on syntati and struturalinformation. Any suh mapping an be automatially reated in MiningMart, but an191



9. Conlusionsalso be manually edited. Finding suh mappings automatially is only useful when thedata sets ome from a similar appliation domain. Where only the ways of preparationare similar, the mapping has to be provided by a KDD expert.Software produt evaluationThis work has presented the �rst adaptable methodology for �nding and evaluatingobjetive riteria for software produt evaluation (setion 8.2). Previous work in thisarea has not used systemati ways of �nding the riteria for omparison, nor metriswhih are adaptable to di�erent audienes or purposes. The methodology uses empirial�tehnology deltas� for �nding riteria; further riteria may be found by analysis of thefuntional requirements of the domain. Detailed boolean features are olleted into rite-ria, where the average number of features in a riterion determines the granularity of theevaluation. Di�erent granularities are useful for di�erent audienes. The n-of-m-metrihas been introdued as an objetive way of soring, whih an integrate any sheme ofweighting/prioritising the riteria.This methodology is independent of the KDD domain, but has been applied to getthe �rst objetive, in-depth omparison of KDD software pakages that support datapreparation. More than 50 riteria have been identi�ed (see setion 8.3). A test ase thatallows to evaluate these riteria quikly has been designed, see setion 8.4; it orrespondsto an evaluation plan, whih helps to make further evaluations easier and more objetive.The results of the omparison of six KDD tools are given on two di�erent levels ofgranularity in setion 8.6. The purpose of this evaluation was not to �nd a �best� tool,sine the suitability of a tool depends on the purposes for whih it is used; this suitabilityan be evaluated by applying orresponding weighting shemes to the sores in table 8.2(page 185), putting more weight on those riteria that support the desired purpose.Instead, the evaluation has been presented as an example for the strength of the generalmethodology.9.2. Future workIn this setion some possibilities for extending the researh presented in this thesis aredisussed. Keeping in mind that suessful knowledge disovery an, at present, not befully automated, sine muh human intuition is needed, the goal of this thesis will remainrelevant in the near future, namely to support humans during development and reuse ofKDD appliation models. Although this thesis has ahieved muh progress towards thisgoal, some alternative approahes are possible and should be examined, and developmentsbeyond what has been reahed in this work should be pursued.The most interesting opportunity, in the eyes of this author, is o�ered by integratingapproahes that model an appliation domain with the help of rih ontology formalisms,with knowledge disovery. This idea is examined in setion 9.2.2. But before that, someextensions to the MiningMart framework are disussed whih assume that the presentoneptual data model remains.192



9.2. Future work9.2.1. MiningMart extensionsA prominent feature in the urrent MiningMart framework is that it provides the two dualviews on the KDD proess, the web of onepts and the graph of operator appliations.It is a natural idea to integrate these two views into one. The integrated view would stillpresent a direted ayli graph, but a bipartite one, with two di�erent types of nodes,one for onepts and one for steps (operator appliations). An edge in this graph wouldnever onnet two steps or two onepts, but only go from onepts to a step, indiatingthe inputs for the step, and from a step to one onept whih represents the output data ofthe step. An immediate onsequene of this requirement is that the MiningMart option ofallowing operators to add only an attribute to a onept, without reating an own outputonept, should be dispensed with, otherwise the e�ets of suh an operator would bedi�ult to visualise. This design would make a few tehnial issues, like the propagationof hanges to a onept to dependent onepts, easier to realise. But would it o�er alearer view of the proess to the user? One the one hand, all information is available ina single view; urrently MiningMart sometimes enfores inonvenient swithes betweenthe two views. On the other hand, an integrated view an quikly beome graphiallyluttered. But there is a remedy for this, whih is to make extensive use of hunking asdisussed in setion 4.4. The ontents of small hunks will remain lear to the user. So thisintegration of the two views is an interesting option for KDD tools. Sine in MiningMartit would require to hange many internal modules, this is left for future work.An interesting reent development in the area of data transformations is the design offormal languages that integrate metadata and data, like ShemaSQL and FIRA, disussedin setion 4.1.1. These languages natively inlude operators like Pivotisation, whihmay hange the status of metadata to data or bak. Some theoretial work in this arearemains to be done; for example, the notion of transformational ompleteness is not yet amature or preisely de�ned onept. But, taking FIRA as the more advaned example, itsset of operators is small and well-de�ned, so it ould also be used as the main omponentof the proess model, instead of the operators suggested in this thesis. This is a promisingoption. There is a danger of onfusing the user, however, beause metadata and data arenot well separated in the FIRA framework. In the framework of this thesis, metadata isa main omponent of the oneptual level while the data sets are loated at the tehniallevel, a separation that has been defended extensively in this work. While the smoothhandling of operators like Pivotisation requires some additional e�orts, nonetheless theseparation of the two levels an be kept up almost everywhere during the developmentof a KDD appliation, as this work has shown. It remains to be examined how a similardegree of oneptual user support and reusability an be ahieved using a framework likeFIRA.If FIRA implementations were widely available, they ould be used at the tehniallevel for data proessing; they ould realise the operators from this work without on�it.A simpler extension at the tehnial level would be to allow the proessing of �at �ledata (in tabular format), in addition to the proessing inside a relational database. Thiswould on�rm the advantages of introduing a separate oneptual level. However, itseems simpler to inlude an operator that loads �at �le data into the database, thenperform the proessing as before and write the results bak into a �at �le. In this waythe virtual data representations o�ered by database views an be kept. 193



9. ConlusionsFrom an engineering point of view, reonsidering the way some of the delarativeknowledge about operator appliability onstraints is stored in M4, MiningMart's metamodel, ould o�er some advantages. Currently the onstraints that link the input andoutput data representations of an operator (see table 7.1 on page 162) are spei�allydesigned for their respetive purposes, whih gives some of them an unintuitive meaning.One might be tempted to use a general-purpose formal language here, whih would allowto formulate the onstraints diretly. This would remove the need for a system to interpretthem (see also below, setion 9.2.2). Another advantage would be that the onstraintsare diretly readable, and unambiguous, where they are delared (assuming the reader isfamiliar with the language used). A disadvantage is that more omplex onstraints ouldintrodue errors, simply by misdesign or by omplex interations with other operators(sine the output of one operator is the input of another). The urrent onstraints ensureat least that those who use them to speify an operator do not introdue inadequate sidee�ets.Regarding the ase base, some interesting approahes an be realised as soon as moremodels of suessful KDD appliations have been olleted in it. Experiene has shownthat researh an bene�t greatly from publily available olletions of algorithms, orbenhmark data sets, or similar infrastrutures. Besides o�ering an open modelling stan-dard for KDD, a riher ase base an be examined for frequently ourring subproblems,and an be used for ollaborative work and for eduation purposes. It will be interestingto see results of applying the frequent subgraph disovery algorithm that has been pro-posed in this thesis. One might also be able to develop larger blueprints, for speialisedappliation domains like teleommuniations or banking, than are given by the urrenttemplates, based on olleted experienes from suh a domain.The expliitly modelled oneptual level also allows to explore the options of dis-tributed omputing for KDD, or grid-based data proessing. This would require moreomplex solutions at the tehnial level, but it should be possible to use the oneptuallevel without any hanges. Distributed omputing requires to model an appliation in-dependent of where and when it is exeuted, exatly what this work enables for KDD.Current researh e�orts in this area (see setion 6.1.2) should thus be able to bene�tfrom the oneptual analyses ontributed by this thesis.9.2.2. Using ontologies in the knowledge disovery proessConerning a oneptual model of the data and the data shemas to be used in a KDDappliation, this work has proposed to use a lear and not too sophistiated oneptualdata model, the ER model from setion 3.2.2. It only models metadata, allowing a ratherstrit separation from the atual data. This strit separation is violated by only a fewoperators whih transform data to metadata or the other way round. In this work thisseparation has been defended extensively, in order to ease reusability, whih is a prereq-uisite for the ase-based approah desribed in hapter 6. The ER-based meta model hasenabled a lear and legible view on the omplex graph of data set representations reatedin a typial KDD appliation.A prie for using this rather understandable model is that formal reasoning based onit had to be de�ned and implemented separately. This reasoning onerns the �signature�of output onepts (their attributes and oneptual data types), in order to get valid194



9.2. Future workoperator hains, and harateristis of the data these onepts represent.One promising diretion for future researh is to use desription logis (Baader et al.,2003) for oneptual data modelling, beause this formalism allows reasoning diretly, sothat existing implementations of reasoners ould be employed. Desriptions logis are afamily of modern, powerful, logi-based knowledge representation formalisms (ontologyformalisms) whih allow reasoning. A desription logi language orresponds to somefragment of �rst-order prediate logi, but uses a more onise syntax. Desription logishave already been used for oneptual data modelling, inluding the abstrat modellingof relational databases, so that one an build on existing researh, see (Borgida et al.,2003).Using desription logis an allow additional reasoning beyond the tasks mentionedabove. For example, inonsistenies in a data model that lead to a onept whose ex-tension must always be empty an be reognised automatially. Suh a ase ould beintrodued, in a data preparation ontext, by a join over key attributes known to bedisjunt, for example. In general, however, to support suh reasoning, the data mustbe modelled to more detail, yielding more omplex oneptual views. Suitable graphialrepresentations would have to be developed.A good example for this, and in general for the opportunities that desription logismay o�er for data preparation, is the work by Franoni and Ng (2000). These authorspresent a tool that supports the integration of a number of information systems, usingdesription logis-based oneptual models of their data shemas. The relationship be-tween data integration and data preparation has been disussed in setion 4.1.1. The toolan express onnetions between di�erent shemas with inlusion dependenies, whihare native elements of the employed desription logi language, and whose semantis aresimilar to those of the separation links used in the present work. Thus the tool an beused to reate a global, integrated data shema and show its dependenies on the soureshemas.But for this setion another aspet of the tool is more interesting. It inludes an ex-tended data model, desribed in (Franoni & Sattler, 1999), that an be used to modeldimensions of aggregation funtions. For example, to ompute the average length ofphone alls for di�erent types of alls (e.g. alls to mobiles, internet providers, free allnumbers et.), the dimension type of all is expliitly modelled by inluding the di�erenttypes as elements into the oneptual data model. This allows to expliitly represent anaggregated view in terms of what it aggregates (linking the element that represents theaggregation with the elements that represent the types of alls, for example). Interest-ingly, the authors have �rst de�ned the oneptual model as an extension of the ERmodel, adding elements representing dimensions to those representing entity types andrelationships, and have then de�ned a translation into a desription logi language. TheER model serves the graphial representation while the logi is used for inferenes inthe bakground. Franoni and Ng (2000) desribe an example for reasoning, in whih aertain aggregation is onluded to be neessarily empty beause it involves aggregationover non-ourring value ombinations. Translated to data preparation, this means thatan interesting property of the output of a preparation operator ould be inferred withoutexeuting the operator. The same inferene would be possible in the framework of thepresent work, under ertain irumstanes, based on the data harateristis, but this195



9. Conlusionspartiular hek for emptiness of the output has not been examined in this work while itomes for free with desription logi reasoners. Emptiness of output is also an issue forthe Join and Row seletion operators. The prie is that the ER model, whih pro-vides the user interfae, is more ompliated, and seems to lead to very omplex graphs ifextended to a omplete KDD proess. Allowing other types of inferene for other prepa-ration operators requires even more expliitly modelled aspets of the data. Nevertheless,this is an interesting diretion for future researh if the larity of the visualisation anbe kept.Using ontologial formalisms in KDD might be even more worthwhile if more datamining algorithms were able to diretly exploit strutures in their input data. However,urrently almost all algorithms are applied to ��at�, tabular inputs. For example, gen-eralised assoiation rule mining is used for �nding sets of items that are frequent in agiven database, when the items are ordered by a taxonomy; nevertheless the algorithmis applied to input in whih the taxonomy struture is �attened, by simply adding allparent items to eah item set in the database (Srikant & Agrawal, 1995). Even the re-ent approahes for learning in strutured output spaes (Tsohantaridis et al., 2005)employ a �attened, vetor-based �joint feature representation�. Thus, exploiting ontolog-ial strutures is urrently more an issue for data preparation than for mining, and hastherefore been disussed above. Future work on mining algorithms might bring up ideasto inorporate taxonomies et. diretly into the algorithm, whih ould stimulate moreresearh on using ontologies in all phases of the KDD proess.
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Appendix A: Preparation operatorsThis appendix lists all data preparation operators. Their hoie and the shema of de-sription is disussed in setion 4.2. They are organised into setions (groups) aordingto the high-level preparation tasks identi�ed in setion 2.1.3.A.1. Data redution operatorsA.1.1. Attribute seletionDesription This operator reates an output onept whih is a opy of the inputonept, but has some attributes removed. Two versions of this operator are onsidered,depending on how the seletion of attributes to be removed is done. In the �rst versionthe user simply spei�es a list of attributes to be removed (or to be retained). In thisversion the shape of the output onept does not depend on the input data. However, foradvaned appliations, automati attribute seletion is needed, using redundany riteriawith respet to the input data, or the performane of a mining algorithm on di�erentattribute sets. So in this version the seletion of attributes to be removed may depend onthe data. No restritions on the algorithms for automati attribute seletion are imposed.Relevane to mining Manual seletion of attributes an remove information that isobviously useless for �nding patterns in the data, suh as telephone numbers. Automatiseletion an be used for the same purpose when the usefulness of attributes is di�ult tojudge for humans (Liu & Motoda, 1998). Fewer attributes for learning enable the learningalgorithm to �nd the relevant patterns faster.Input and output The input is any onept C with at least two attributes, |attrpCq| ¥
2. The output is a onept C 1 of whih the input onept is a speialisation: attrpC 1q �
attrpCq so that C  sp C 1.Parameters The input onept, and the list of attributes to be removed, or the methodhow to selet suh attributes automatially (see below). Another variant of this operatorreeives the list of attributes to be retained, rather than removed.Constraints The input onept must have at least two attributes.Conditions None.Assertions The data types and roles of the seleted attributes are opied from theorresponding input attributes. 197



Appendix A: Preparation operatorsEstimates The harateristis of the seleted attributes are unhanged.Speial options
• Removal of attributes aording to riteria whih are omputable from the at-tribute's values, suh as ratio of missing values.
• Automati attribute seletion aording to riteria suh as orrelation of attributes,or information gain with respet to a given lass attribute.
• Automati attribute seletion by training and evaluating a mining algorithm ondi�erent attribute sets; various searh methods among the attribute sets (Liu &Motoda, 1998).Appliation example Removal of the birthday attribute after a derived age attributeis omputed.A.1.2. Row seletionDesription This operator reates an output onept whih is a opy of the inputonept, but has ertain entities removed from its instane. It is su�ient if the operatoran selet entities aording to the values of a binary attribute in the input onept; thenarbitrary seletions are possible by deriving this binary attribute �rst, using the operatorAttribute derivation (A.5.4). However it may be more onvenient to allow arbitraryseletion formulas for this operator diretly.Relevane to mining The operator an be used to selet subgroups of the data forpartiular analysis or preparation.Input and output The input is any onept C. The output is a onept C 1 that is aseparation of the input onept: attrpCq � attrpC 1q and C 1 ¤sep C.Parameters The input onept and a seletion riterion.Constraints None.Conditions None.Assertions The data types and roles of the output attributes are opied from the inputattributes.198



A.1. Data redution operatorsEstimates Refer to setion 3.3.3 for a general disussion of how histograms (the valuedistribution statistis) an be used to estimate the output size of the seletion operator.Many simple entity seletion operations are based on value seletions for one attribute,like seleting all entities where the attribute olour takes the value green, or similar.Here the value list and distribution of the orresponding attribute in the output oneptan easily be adjusted. When the ondition for seletion is omposed by simple onditionson several single attributes using the logial And-operator, the value distributions ansimilarly be omputed. When Or is the logial operator, this is not possible anymore;applying optimisti estimation, the list of values in the output does not hange (thoughestimating their distribution would be too optimisti).Appliation example Removal of entities whose value of a ertain attribute is missing.A.1.3. SamplingDesription This operator is a speialisation of Row seletion that hooses the out-put entities aording to some random funtion.Relevane to mining The main purpose of sampling is data redution, but hangingthe distribution of the data an also be useful for mining (see the speial options below).More advaned sampling approahes are desribed by Sholz (2007), for example; suhapproahes integrate sampling with mining, and would require separate operators.Input and output The input is any onept C. The output is a onept C 1 that is aseparation of the input onept: attrpCq � attrpC 1q and C 1 ¤sep C.Parameters The input onept, and a sampling rate or a target sample size.Constraints None.Conditions None.Assertions The data types and roles of the output attributes are opied from the inputattributes.Estimates The value lists of the input attributes an optimistially be assumed to beunhanged. The output size an be estimated rather aurately from the sampling rateand the input size, or from the target sample size. From the output size and input size,the sample rate an be estimated if only the target sample size is given as a paramter;then the value distribution for the output attributes an be estimated by multiplying theinput frequenies of eah value with the sample rate. 199



Appendix A: Preparation operatorsSpeial options
• Uniform sampling: eah entity from the input has the same probability of beingseleted.
• Strati�ed sampling: uniform sampling is done separately from a number of mutu-ally exlusive subgroups in the data, in order to keep the distribution among thesubgroups. An additional parameter must identify the subgroups (for example bythe distint values of a disrete attribute).
• Label-based under-sampling: entities identi�ed by a ertain value of an attributewith the label role (see setion 3.3.2 for attribute roles) have a lower probability tobe seleted than others. Additional parameters must speify this lower probabilityand the label value. See (Chawla et al., 2002) for reasons why this is useful in datamining.Appliation example Sampling a training set from a set of labelled data.A.1.4. AggregationDesription This operator aggregates values of the input onept aording to the val-ues of given Group By-attributes. Aggregation attributes are hosen in the input onept;in the output onept, values that are aggregated over an aggregation attribute appearfor eah ombination of values of the Group By-attributes.Relevane to mining Besides data redution, aggregation an also be used to representdata at di�erent levels of granularity. The most suitable level of granularity depends onthe appliation domain and the apabilities of the mining algorithm.Input and output The input is any onept C with at least two attributes (|attrpCq| ¥

2). The output is a new onept C 1 that is linked to C by a relationship type R �pC,C 1, oneOrMore, oneq. The keys of the tehnial realisation of the relationship aregiven by the Group By-attributes.Parameters The input onept, the Group By-attributes, the aggregation attributesand the aggregation operator for eah aggregation attribute.Constraints The Group By-attributes must be disrete. The aggregation attributesmust be numeri, exept if the aggregation operator is count or countdistinct.Conditions The Group By-attributes must not have only missing values.Assertions The data types and roles of the Group By-attributes in the output are opiedfrom the orresponding input attributes. The data type of the aggregation attributes inthe output is ontinuous. Only the Group By- and aggregation attributes are availablein the output.200



A.2. Propositionalisation operatorsEstimates The value lists of the Group By-attributes remain unhanged. The valuefrequenies of the Group By-attributes an be determined (for example, if there is onlyone Group By-attribute, all its values will our exatly one). Similarly, the size of theoutput an be omputed. The value lists of the other output attributes are unknown.There may be missing values in the output.Speial options Aggregation funtions inlude minimum,maximum, average, median,
sum, count, and countdistinct.Appliation example Given a onept ontaining employee information, inluding thedepartment where the employee works, ompute the number of employees for eah de-partment.A.2. Propositionalisation operatorsThese operators exploit the presene of relationship types between onepts to safelyintegrate the onepts. �Safely� means here that the relationships signify the semantiompatibility of the onepts to be joined, so that two onepts whose entities denoteinompatible things annot be joined beause no relationship would exist between them.Of ourse, users ould set up suh semantially �awed relationships, but the probabilitythat they do so erroneously is ertainly lower than that of erroneously joining inompati-ble onepts. In order to be able to join onepts wherever needed, a system that providesthese operators must allow to reate relationships between onepts at any time.The operator Union in this setion is an exeption, as it does not require a relationshipbetween its input onepts, but sine it is only appliable on onepts with equal signature(sets of attributes), the hanes of applying it erroneously are also low.A.2.1. Join by relationshipDesription This operator joins two onepts that are linked by a relationship type.All attributes from the input onepts our in the output onept, exept that the joinattributes are not dupliated in the output but our only one. The join attributes arespei�ed by the relationship type. The operator realises the well-known natural (equi-)join from the relational algebra.Relevane to mining Propositionalisation of data is needed for most mining algorithms,as they expet a single data table as input.Input and output The input are 2 onepts C1, C2 whih are linked by a relationshiptypes.The output is a onept C 1 for whih the following holds: attrpC1q � attrpC 1q, attrpC2q �
attrpC 1q. Exatly one representative of eah join attribute ours in the output onept.The operator produes speialisation links from the output to eah input onept:
C 1  sp C1, C

1  sp C2. 201



Appendix A: Preparation operatorsParameters The relationship type by whih to join the two onepts that it links.Constraints The two onepts that are linked by the relationship type must not ontainlike-named attributes, unless they are the keys used in the relationship.Conditions The two onepts and the relationship type must have the same number ofinstanes.Assertions The data types and roles of the output attributes are opied from the inputattributes.Estimates The lists of the values of the output attributes, as well as minimum andmaximum bounds, an be optimistially estimated, i.e. left unhanged. Their value dis-tributions annot be inferred nor estimated. The number of entities in the output oneptan be inferred from the details of the relationship (see setion 3.3.3).Appliation example Joining ustomer ontrat data with data about what produtsthe ustomers ordered.A.2.2. Aggregate by relationshipDesription This operator extends its input onept by an attribute that ontains ag-gregated values omputed from a onept linked to the input onept by a relationship.The partiular version of this aggregation operator was introdued by Perlih and Provost(2003), whose work is disussed in setion 4.1.2. They disuss a few other, similar op-erators, for whih this one is exemplarily inluded in this hapter. The omputation ofaggregated values is done only for those entities of the input onept for whih relatedentities are available in the linked onept (the latter are then aggregated). What is more,the aggregation is spei�ed to range only over partiular entities (of the linked onept),namely those whose value of a given target attribute mathes the value of that targetattribute that is most frequent in the relationship. See the appliation example below. Sothis operator relies on the information given in a relationship between the input onepts.Relevane to mining Propositionalisation of data is needed for most mining algorithms,as they expet a single data table as input. This operator an add information from adi�erent onept to the onept whose instane holds the examples for learning, extendingthe representation of the data that is used as input for mining.Input and output The output is a onept that is a speialisation of the onept towhih the aggregated value is added.Parameters The relationship, the aggregation operator, and the target attribute of theseond onept (whose values are going to be aggregated).202



A.2. Propositionalisation operatorsConstraints The attribute to be aggregated must be ontinuous unless the aggregationoperator is count.Conditions The two onepts and the relationship type must have the same number ofinstanes.Assertions The data type of the newly reated attribute is ontinuous. The data typesand roles of the other output attributes are opied from the input attributes.Estimates The size of the output is equal to that of the input.Speial option If the input onept ontains a disrete attribute whose role is label, theaggregation an be done with respet to the lasses given in the label attribute. See theappliation example.Appliation example Two onepts with data about ustomers and produts of a om-pany might be linked by a relationship that indiates whih produt has been bought bywhih ustomer. Taking the ustomers onept as the input onept and the produts aslinked onept, this operator an ompute the number of times a ustomer has bought theprodut that has been bought most often by any ustomer. Thus the operator omputesa single new aggregated value for eah entity in the ustomer onept (the value may beempty if the ustomer has not bought the frequent produt). If the speial option aboveis realised, the operator would ompute the di�erene between the number of times austomer from a partiular lass has bought the most frequent produt (on average) andthe number of times other ustomers have bought this produt.A.2.3. UnionDesription This operator uni�es two or more onepts that have the same attributes.The instane of the output onept ontains all entities of all instanes of the inputonepts. If entities our multiple times, they do so in the output, too. If an entityours in more than one input onept, its numbers of ourrenes in the input oneptsare added to get the number of ourrenes in the output.Relevane to mining This operator is mainly useful for unifying two or more subsetsof some data that have been prepared in di�erent ways.Input and output Every input onept C1, . . . , Cn is a separation of the output onept
C 1: C1 ¤sep C 1, . . . , Cn ¤sep C 1.Parameters The input onepts (at least two).Constraints All input onepts must have the same signature (the same attributes).Conditions All input onepts must have the same number of instanes. 203



Appendix A: Preparation operatorsAssertions The data types and roles of the output attributes are opied from the inputattributes.Estimates The lists of values an be uni�ed for mathing attributes. Optimisti esti-mates for the value distributions are gained by adding the number of ourrenes of eahvalue or interval, and the number of entities in the output is the sum of the numberof entities in the inputs. Minimum and maximum bounds, and the number of missingvalues, an also be gained from ombining the orresponding input harateristis.Speial options Allows to inlude or exlude dupliate entities in the output (bag orset semantis).Appliation example Unify data sets with di�erent target labels (for example the pos-itive and negative examples), in a lassi�ation task, after they have been prepareddi�erently.A.3. Operators hanging the data organisationA.3.1. DihotomisationDesription This operator takes a disrete attribute and produes one new attributefor eah of its values. Eah new attribute indiates the presene or absene of the valueassoiated with it by a binary �ag.Relevane to mining This operator an be used to reate ontinuous attributes fromdisrete ones, by using the numbers 0 and 1 for the binary �ag. This is useful for miningalgorithms that only handle ontinuous input. The operator is also useful for assoiationrule disovery algorithms that expet a boolean matrix for representing transations.Compare the template �PrepareAssoiationRulesDisovery� in setion 6.5.3.Input and output The output onept C 1 is a speialisation of the input onept C:
C 1  sp C.Parameters The input onept and a disrete attribute in it.Constraints The target attribute must be disrete. (It an be binary, too, but then thisoperator only opies the attribute.)Conditions None.Assertions The data type of the new attributes is binary. The number of newly reatedattributes is known if the value list of the attribute to be dihotomised is known. Thedata types and roles of the other output attributes are opied from the input attributes.204



A.3. Operators hanging the data organisationSalesperson Week SalesSmith 1 3Smith 2 4Marks 1 7Marks 2 6... ... ... Salesperson SalesWeek1 SalesWeek2Smith 3 4Marks 7 6... ... ...Figure A.1.: Example input (left) and output onept, with instanes, of a Pivotisationappliation, explained in the text.Estimates The value list of eah new attribute is lear from the symbols that are usedfor the binary �ag. The value distribution an be inferred if (and only if) it is known forthe input (for example, the number of ourrenes of 1s for a new attribute orrespondsto the number of ourrenes of the value it represents in the input attribute). If numerisymbols (like 0 and 1) are used for the binary �ags, they also speify the minimum andmaximum values of the output. The number of missing values of eah new attribute anbe optimistially taken from the dihotomised input attribute, divided by the number ofvalues in that attribute.Appliation example Change of representation of disrete attributes to tehnially nu-meri attributes if 0 and 1 are used for the �ag values. This is useful for some miningalgorithms that annot handle disrete attributes.A.3.2. PivotisationDesription Pivotisation means to take the values that our in an index attribute (ofdisrete oneptual data type) and to reate a new attribute for eah of these values(Cunningham et al., 2004). Eah new attribute ontains the (aggregated) values of apivot attribute for those entities (or aggregated over those entities) that ontain the indexvalue assoiated with the new attribute. Thus the pivot values are distributed over thenew attributes whih orrespond to the index value (ompare the appliation example).Aggregation is optional; it is done by the values of Group By-attributes.Relevane to mining This operator is useful for re-representing some information thatis stored in values of a single attribute, as attributes for learning. The operator thus alsosupports propositionalisation, as it allows to represent the information as attributes ofsingle examples for learning, rather than having several entities with the di�erent values.Compare the appliation example.Input and output The input is any onept C with the required attributes. The outputis a new onept C 1 that is linked to C by a relationship type R � pC,C 1, oneOrMore, oneq.The keys of the tehnial realisation of the relationship are given by the Group By-attributes. 205



Appendix A: Preparation operatorsParameters Input onept, index attributes, Group By-attributes (optional), pivot at-tribute, and an aggregation operator (none if no Group By-attributes are given).Constraints The index attribute must be disrete. The Group By-attributes, if thereare any, must also be disrete.Conditions Neither the Group By-attributes nor the index attribute must ontain onlymissing values.Assertions The number of newly reated attributes is known if the value list of the indexattribute is known. The oneptual data type of the new attributes is given by that ofthe pivot attribute. The type of the Group By-attributes is disrete in the output, too.Estimates When aggregation is used, the estimates for the Group By-attributes andthe output size are the same as for Aggregation. The value list and value distributionof the new attributes are unknown then. When no aggregation is used, the value lists ofthe new attributes an optimistially be opied from the pivot attribute.Speial option Generalisation to n-fold pivotisation: there are n index attributes (n ¡
1), and one pivot attribute. All ombinations of values of the index attributes lead to anew attribute in the output.Appliation example Figure A.1 shows input and output onept, with extensions, of anexample appliation of this operator. The input onept ontains weekly sales performedby some salespersons of a ompany. The output lists the sales for eah salesperson innew attributes. Here, the index attribute is Week and the pivot attribute is Sales. In theexample, no aggregation is neessary, but Salesperson is used as a Group By-attribute;if more than one Sales entry was available per Week, they ould be aggregated usingsummation, for instane.A.3.3. Reverse pivotisationDesription This operator is the reverse operator to pivotisation without aggregation.Certain attributes of ompatible tehnial data type are folded into one attribute, suhthat the output ontains more reords than the input; in the remaining attributes, thevalues are �lled up. See the appliation example of Pivotisation (�gure A.1), butexhange input and output.Relevane to mining This operator allows to re-represent information by reating val-ues from di�erent attributes. Thus it reates a set of examples (entities) from one example(entity). This an be used to reate more examples for learning whih are di�erentiatedby the values of a single attribute, rather than by several attributes.206



A.3. Operators hanging the data organisationInput and output The input is any onept C with at least two attributes of the sameoneptual data type. The output is a new onept C 1. It is linked to C by a relationshiptype R � pC 1, C, oneOrMore, oneq if C has additional attributes not involved in thereverse pivotisation. The keys of the tehnial realisation of the relationship are given bythese additional attributes.Parameters Input onept, two or more pivot attributes of the same type, and theindex values these pivot attributes represent.Constraints The pivot attributes must have the same oneptual data type.Conditions The tehnial realisations (e.g. database olumns) of the pivot attributesmust have the same tehnial data type.Assertions The newly reated attribute with the index values is disrete. The newlyreated single attribute with the pivot values is of the same type as the input pivotattributes.Estimates The output size is the input size times the number of index values. The valuelist of the index attribute is given by the parameter with the index values. The indexattribute does not have missing values. The value list of the pivot attribute in the outputis the union of the value lists of the pivot attributes in the input.A.3.4. WindowingDesription This operator is useful for value series data. It hanges the representation ofa value series to a representation based on sliding a window of �xed width over the series.The input onept must ontain an index attribute and a value attribute. The outputonept will ontain one entity for eah window. It inludes two attributes indiating thestart and end index for eah window, and as many further attributes as given by thewindow width; these ontain the values of the value attribute for eah window, and aretherefore alled window attributes. See the example in �gure A.2.Relevane to mining This operator is paramount for handling time-stamped data. Itmakes a time or value series aessible for a mining algorithm by representing it as a setof examples of the same kind.Input and output The input is any onept C with the required attributes. The outputis a new onept C 1 that is linked to C by a relationship type R � pC,C 1, one, zeroOrOneq.The keys of the tehnial realisation of the relationship are given by the index attributefor C and the start or end index attribute for C 1.Parameters The input onept, an attribute of type Time for the index, the windowwidth, and an attribute for the value series. 207



Appendix A: Preparation operatorsTime Pressure1 952 973 964 965 976 95 Start End Pressure1 Pressure2 Pressure31 3 95 97 964 6 96 97 95
Figure A.2.: Example input (left) and output onept, with instanes, of a Windowingappliation. The window width is 3. Time is the index attribute and Pressure thevalue attribute in the input. Start and End are the start and end index attributes,while Pressure1, Pressure2 and Pressure3 are the window attributes.Constraints The index attribute must be of type Time. The window width must bepositive.Conditions None.Assertions The oneptual data type of the start and end index attributes in the outputis Time. The oneptual data type of the window attributes in the output is given bythat of the value attribute. The number of window attributes is given by the windowwidth.Estimates The number of entities in the output is given by that of the input divided bythe window width. The value list of the start and end index attribute an be optimistiallyestimated to be the same as the value list of the index attribute in the input. Similarly,the value lists of the window attributes an be optimistially estimated to be equalto the value list of the value attribute, unless aggregation is used. Finally, the valuefrequenies, and the number of missing values, of the window attributes an also beopied optimistially, but divided by the window width.Speial options Another version of this operator omputes an aggregated value for eahwindow, so that only one window attribute is reated.Appliation example This operator might be used to ompute the moving average of atime series, for example a series of blood pressure measurements of a single patient at anintensive are unit, resulting in average blood pressure values per time unit, where thetime unit orresponds to the window width.208



A.4. Data leaning operatorsA.4. Data leaning operatorsA.4.1. Missing value replaementDesription This operator �lls missing or empty values (see setion 2.1.3) in a spei�edinput attribute.Relevane to mining Most mining algorithms annot handle missing values. Instead ofdeleting entities with missing values, whih an also be a useful strategy, this operatorattempts to �ll the gaps. The operator must be used with are so that the representa-tiveness of the data is not impaired. For more information, see (Pyle, 1999).Input and output See Attribute derivation (A.5.4).Parameters Input onept and an attribute in it (the target attribute for replaement).Constraints If replaement is done by an average value, the attribute whose values arereplaed must be ontinuous.Conditions None (if there are no missing values in the input, the operator does nothange this).Assertions The data types and roles of the output attributes are opied from the inputattributes. The new attribute has the same data type as the one whose values are replaed,and it does not have missing values.Estimates The number of missing values an be set to zero for the output attribute.The list of values for this attribute an be updated to exlude the speial value thatrepresents a missing entry (if the target attribute is disrete). If a default value is usedfor replaement it an be inluded in the value list. For ontinuous target attributes,the minimum and maximum values are not hanged (unless the default value is the newminimum or maximum). The value distribution of the output attribute an be updatedif a default, median or average value is used for replaement (for example, the number ofourrenes of the default value in the output an be inreased by the number of missingvalues in the input). In the other ases, the value frequenies of the output attribute afterreplaement an be optimistially assumed to be uniformly inreased (by the number ofmissing values in the input, divided by the number of ourring other values).Speial options The value for replaement an be determined by using
• one default value; or
• the median or average of existing values; or
• values seleted randomly with a bias that does not hange the statistial distribu-tion of the values of the attribute; or 209



Appendix A: Preparation operators
• a preditive model trained on the remaining attributes. This option should beintegrated into this operator, beause otherwise a non-trivial set of operators forseleting entities with and without missing values, training a model, applying it, andombining the predited values with the non-missing values into a single attributewould be neessary to realise this option.A.4.2. Filtering outliersDesription This operator o�ers various statistial measures that indiate �outliers�,i.e. entities with extreme values that are expeted to disturb the mining results morethan making them generalisable. Suh outliers are not opied to the output.Relevane to mining Outliers an deterioate the mining result of distane-based algo-rithms due to their extreme values. In most ases, outliers are simply input errors of thedata olleting proess, and thus should be removed.Input and output The input is any onept C, the output is a new onept C 1 that isa separation of the input: C 1 ¤sep C.Parameters Input onept and an attribute in it (the target attribute in whih outliersare searhed).Constraints None.Conditions None.Assertions The data types and roles of the output attributes are opied from the inputattributes.Estimates Optimisti estimation leaves the value list or the value distribution of theoutput attribute unhanged, in the hope that there are no or only a few outliers.A.5. Feature onstrution operatorsAll operators in this setion have one additional parameter in ommon whih spei�esthe name of the newly onstruted attribute/feature.A.5.1. DisretisationDesription This operator disretises a ontinuous attribute. That is, the range of valuesof the ontinuous attribute is divided into intervals, and a disrete value is given to everyentity aording to the interval into whih the ontinuous value falls.210



A.5. Feature onstrution operatorsRelevane to mining Some mining algorithms only handle disrete input. Others dis-retise ontinuous input internally, in whih ase the KDD expert may want to keepontrol by doing it expliitly beforehand. Like aggregation, disretisation also hangesthe level of granularity of information.Input and output The input is any onept C. The output is a onept C 1 that is aspeialisation of the input onept: attrpC 1q � attrpCqY a1 with a1 P A but a1 R attrpCq.Thus C 1  sp C. The instane i1 of C 1 ontains exatly the entities of the instane i of C,extended by the value for the new attribute a1.Parameters Input onept and a ontinuous attribute in it.Constraints The attribute to be disretised must be ontinuous.Conditions None.Assertions The data type of the additional attribute is disrete. If only two disreti-sation intervals are hosen, it is binary. The data types and roles of the other outputattributes are opied from the input attributes.Estimates The number of onstruted intervals is known (for most of the disretisationmethods), as well as the symbols to be used for eah interval in the output; this determinesthe list of values in the newly reated attribute. If the option below to speify intervalonstrution by the number of entities to fall into eah interval is used, even the valuedistribution of the output attribute is known. The number of missing values in the newattribute equals that of the undisretised input attribute.Speial options Interval onstrution an be determined by speifying
• the interval bounds; or
• the number of intervals; or
• the width of the intervals; or
• the number of entities to fall into eah interval; and
• whether the so onstruted intervals should be of equal width or equal ardinality.Appliation example Forming age groups (like hild, young adult, adult, pensioner)from an age attribute.A.5.2. SalingDesription This operator resales a ontinuous attribute to a new given range. Dif-ferent ways of saling, like linear or logarithmi saling, are o�ered. Saling values ofdi�erent attributes to a ommon range is sometimes also alled normalisation. 211



Appendix A: Preparation operatorsRelevane to mining The sale of ontinuous attributes an be important for distane-based mining algorithms, like lustering or the support vetor mahine (SVM): attributeswith larger values an have more in�uene on the result than those with a smaller range.Saling an be used to normalise all attributes to the same value range.Input and output The input is any onept C. The output is a onept C 1 that is aspeialisation of the input onept: attrpC 1q � attrpCqY a1 with a1 P A but a1 R attrpCq.Thus C 1  sp C. The instane i1 of C 1 ontains exatly the entities of the instane i of C,extended by the value for the new attribute a1.Parameters Input onept, a ontinuous attribute in it, and the minimum and maxi-mum value of the new range for the values of that attribute.Constraints The attribute to be saled must be ontinuous. The minimum value of thenew range must be lower than the maximum.Conditions For logarithmi saling, all values in the attribute to be saled must bepositive.Assertions The data type of the additional attribute is ontinuous. The data types androles of the other output attributes are opied from the input attributes.Estimates The minimum and maximum of the values in the newly reated outputattribute are given by the orresponding parameters of this operator.Appliation example Saling the inome of ustomers to the normal range r0..1s.A.5.3. Value mappingDesription This operator maps values of a disrete attribute to new values. In thisway, di�erent values an be mapped to a single value, thus be grouped together, if theyshould not be distinguished later in the proess.Relevane to mining This operator an be used for di�erent purposes. A typial ap-pliation is to orret wrong input, suh as misspellings. But it may also be used tohange the level of granularity of information, like Disretisation does for ontinuousattributes. For example, the operator an introdue a ategory for single items, like aprodut group for single produts.Input and output The input is any onept C. The output is a onept C 1 that is aspeialisation of the input onept: attrpC 1q � attrpCqY a1 with a1 P A but a1 R attrpCq.Thus C 1  sp C. The instane i1 of C 1 ontains exatly the entities of the instane i of C,extended by the value for the new attribute a1.Parameters Input onept and a disrete attribute in it.212



A.5. Feature onstrution operatorsConstraints The attribute whose values are to be mapped must be disrete or binary.Conditions None.Assertions The data type and role of the additional attribute are the data type androle of the input attribute whose values are mapped. The data types and roles of theother output attributes are opied from the input attributes.Estimates From the spei�ation of the operator, the list of values in the newly reatedoutput attribute is known diretly if the input value list is available (if not, there might beinput values that are not mapped, so they would appear in the output but are unknown).The value frequenies an also be omputed: for example, if two di�erent input valuesare mapped to the same output value, the output value's frequeny equals the sum ofthe frequenies of the input values.Appliation examples
• Assignment of meaningful names to disretised intervals (like age group names).
• Corretion of misspellings or outliers in the input.A.5.4. Attribute derivationDesription This is a very general operator to reate a new attribute, and values ofthis attribute for eah entity in the input onept's instane. The new values must beomputable based on values of existing attributes (though these values an of oursebe ignored, for example to reate random values for the new attribute). To allow this,extensive date, string and numeri arithmetis must be o�ered by this operator. In fat,a omputationally omplete formalism suh as a programming language is needed. Notethat this operator, as the only one in this work, requires the user to aess the tehnialdesription level. Only the syntati signature of this operator is �xed at the oneptuallevel (it adds an attribute to its input onept). This operator an be used as a fallbakoption for unusual preparation tasks, by the �exible omputation of attributes whosevalues are derived from the given data. Suh �exible omputations are indispensable forsupporting advaned preparation ideas by experiened users. In the data mining liter-ature, this is alled feature onstrution (Liu & Motoda, 1998). There are automatiapproahes to feature onstrution, but it is also an important tool for manual prepara-tion. See also setion 4.3.Below under �Speial options�, some suggestions for frequently needed funtions forattribute derivations are listed. They ould be o�ered as speial operators rather than asoptions of this elementary operator. However, the ombination of these options is oftenuseful, and is simpler if they are available in one operator.The name of the new attribute an either be spei�ed as a parameter, or it an beomputed from some values in the instane of the input onept, or it an be omputedfrom the name of the input onept or from the names of its attributes. This may beneessary to enable the hange of status from data to metadata, ompare setion 4.1.1.213



Appendix A: Preparation operatorsFurther, the values of the new attribute may depend on the names of the input oneptor its attributes, to hange metadata to data.Relevane to mining This operator gives KDD experts the �exibility to realise newideas of representing and omputing additional information. The operator an be used asa fallbak option for situations in whih the other operators that ompute new attributesdo not su�e. In partiular, it an be used to ombine values from di�erent attributes.Input and output The input is any onept C. The output is a onept C 1 that is aspeialisation of the input onept: attrpC 1q � attrpCqY a1 with a1 P A but a1 R attrpCq.Thus C 1  sp C. The instane i1 of C 1 ontains exatly the entities of the instane i of C,extended by the value for the new attribute a1.Parameters The input onept, the name of the new attribute (optional), and a formulafor its derivation.Constraints None.Conditions None.Assertions The data types and roles of the output attributes are opied from the inputattributes, exept for the newly reated attribute.Estimates The tehnial data type of the new attribute depends on, and is deduiblefrom, the operations that reate the attribute. The oneptual data type an be guessedfrom it.In general, it is obviously impossible to predit the value distribution of the derivedattribute from the funtion used for the derivation, without omputing the funtion onall values. However, for optimisti metadata administration, partial information suhas the list of values without their distribution an also be helpful. For the speial aseof onstant funtions, or logial funtions returning one of a number of onstants, thepossible values of the result are known. When random values from a given interval arereated, their minimum and maximum values are known beforehand; they may also beknown in other ases. The new attribute an be optimistially expeted not to have anymissing values.The number of entities in the output is equal to that in the input.Speial options
• Numeri arithmetis: basi mathematial operators, trigonometri funtions, mathslibrary (absolute value, logarithms, exponentiations, roots, minimum/maximum/mean/median et.)
• Date/time arithmetis: extration of year, month, day, weekday, hour, minute, se-ond from dates and times; addition and subtration of dates and times; availabilityof system time214



A.6. Operators for pseudo-parallel proessing
• String proessing options: Substring extration, onatenation funtion, ase on-version et.
• Logial operations: and, or, not, if then else
• Bitwise operations: shift, and, or, not et.
• Comparisons: equal to, less than et. for eah oneptual data type
• Type onversions of tehnial data types: string to number et.
• Handling of missing/empty �elds (e.g. Null values)
• Generation of values (for example, running integers, or random values from a givenset)
• Computation of prinipal omponents (eah omponent resulting in one derivedattribute)Appliation examples
• Computation of the age of a person given the birthday and the urrent system time
• Creation of a primary key for the input onept
• Creation of a binary indiator for the presene or absene of a ertain value in aertain attribute
• Renaming an attribute by reating a opy of it with a new nameA.6. Operators for pseudo-parallel proessingThe two operators in this setion help to proess several tables with the same shemabehind a single oneptual representation. This was motivated in setion 1.1.1. The �rstoperator splits a table into several parts, all represented by the single output onept;the seond operator uni�es several tables that are attahed to a single onept, so thatthe output onept represents the union.A.6.1. SegmentationDesription This operator segments the instane of the input onept into a numberof instanes of the output onept, whose attributes are either the same as in the inputonept, or lak exatly one of the input attributes. The instanes of the output onept(the segments) are disjoint. Three methods of segmentation are distinguished: (i) thevalues of a partiular, disrete attribute of the input onept determine the segments(eah value orresponds to one segment); (ii) a �xed number of segments is reated byrandomly assigning input entities to the segments; (iii) a �xed number of segments isreated by lustering the input segments aording to some similarity measure, so thateah luster orresponds to one segment. For the �rst method, the number of output215



Appendix A: Preparation operatorsinstanes depends on the input instane. When this method is used, the output oneptdoes not have the attribute by whose value the input instane is segmented. For the lasttwo methods, the number of output instanes is known by an input parameter, and theoutput onept has the same attributes as the input.Relevane to mining This operator allows to split a data set into several parts thatan be proessed alike. Thus this operator is one tool by whih several idential proessesan be exeuted using one solution model.Input and output The input is any onept C. The output is a onept C 1 that is aseparation of the input onept: C 1 ¤sep C.Parameters The input onept, a method of segmentation, and for the last two of thesegmentation methods: the number of output instanes (segments).Constraints For segmentation by the values of a partiular attribute, this attributemust be disrete or binary.Conditions None. One may want to exlude the possibility of missing values in theattribute by whih the segments are found.Assertions The types and roles of the output attributes are opied from the input.Estimates Estimates are given as if for one instane. If the value distribution of thesegmentation attribute is given (referring to the �rst segmentation option above), thenumber of entities in eah segment is known. The other value lists are optimistiallyestimated to remain the same, while the value frequenies may be estimated by dividingthem through the number of segments. When random segmentation is used, the numberof output instanes (segments) is given as a parameter, and the number of entities ofa segment an be approximated from the known bias of random seletion (usually auniform distribution will be used, meaning that roughly the same number of entities isassigned to eah segment). The situation is similar, based on optimisti assumptions,when automati lustering is used.Appliation example Produing a random split of a onept into training and test set.A.6.2. UnsegmentationDesription This operator reverses Segmentation. Its input onept may representseveral data tables with the same shema. Its output onept will be attahed to the datatable that ontains the union of the input tables. If the segmentation had been done bya segmentation attribute, this attribute is no longer present in the data; its name andits values an be given by parameters. Its values an also be found by implementationaltriks if the operator Segmentation attahes the values to the instanes, for example(a solution used in MiningMart).216



A.6. Operators for pseudo-parallel proessingRelevane to mining Re-unifying separately proessed data may be useful when onlythe preparation, or only a part of the preparation proess, but not the mining phase,requires proessing several idential data sets in the same way.Input and output The input onept is a separation of the output onept. If the outputonept has the additional, reonstruted segmentation attribute that is missing in theinput, the output is a speialisation of the input.Parameters The input onept, and the name and type of the segmentation attributeif there was any.Constraints None.Conditions None.Assertions The types and roles of the output attributes are opied from the input. Ifthere was a segmentation attribute, its type is known from a parameter of this operator.Estimates The value lists of the input attributes an be opied to the output. Thenumber of entities in the output, and the value distributions for the output attributes,are not known.
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Appendix B: TemplatesThis appendix lists the templates that are explained in setion 6.5.3.B.1. AggregationProblem desription Large data sets may provide too detailed, �ne-grained informationfor diret mining. A oarse-grained representation is desired. This template applies todata about some produts a ompany sells; the produts are organised in a taxonomy ofprodut groups. Rather than looking at information about single produts, informationabout produt groups is desired. Further, some statistial values desribing the data setare needed, suh as the distribution of low-pried, medium-pried (et.) produts.When several data sets are available, one may want to extend the information in one ofthem using data from another one. In this template, ustomer information is available in adata set to whih the produt data is related, by a many-to-many relationship indiatingwhih ustomer has bought whih produt. The ustomer data is going to be extended byan attribute that ontains, for eah ustomer, the frequeny of buying the most frequentprodut.Solution desription The Disretisation operator (A.5.1) is used to enode priegroups (low, medium, et.) based on the detailed pries. Then Aggregation (A.1.4) isapplied, using the produt group attribute for grouping. The operator omputes the sumof pries and the number of produts per produt group. In addition the distributionover the prie groups is omputed based on the enoding omputed in the previous step.The aggregation over multiple onepts is solved by the operator Aggregate byrelationship (A.2.2).Preparation onepts demonstrated Disretisation; generalising over a hierarhyover data items (see setion 3.3.1); aggregation of data over a single and multiple inputonepts.MiningMart onepts demonstrated The MiningMart operator that orresponds toAggregation o�ers a faility for omputing the distribution ounts of the distintvalues of a given attribute. The output onept has one attribute per distint value. Thisis illustrated by this template.B.2. ChangeDistributionOfValuesProblem desription Sometimes a data set has an undesirable distribution with respetto some attribute, for example the target attribute for mining. Before applying a mining218



B.3. ChangeNominalAttribsToNumerialgorithm, one may want to orret the distribution. In this template, the input data issupposed to provide personal data, but 80% of the data applies to male people. For theoutput an equal distribution of the data for eah gender is desired.Solution desription The input is split into two data sets, one for eah gender. Fromboth parts an equal number of entities is randomly sampled. The two samples are thenuni�ed again.Preparation onepts demonstrated Segmentation (A.6.1); sampling (A.1.3); hang-ing distributions (setion 2.1.3, see also (Pyle, 1999)).MiningMart onepts demonstrated Pseudo-parallel proessing as brie�y explained insetion 6.4. The output onept of the Segmentation step represents both data sets,for male and female persons. Sine these data sets have the same struture, they an berepresented by the same onept. MiningMart applies all sueeding steps to all data setsattahed to an input onept, until the MiningMart operator Unsegmentation uni�esall data sets attahed to the input onepts, so that the output of that operator hasonly one data set again. This faility an be very onvenient in real appliations (Euler,2005d); it is demonstrated in this template.B.3. ChangeNominalAttribsToNumeriProblem desription Some mining algorithms an only proess numeri input data(ompare table 2.1 on page 17). When disrete attributes are present, they must beonverted.Solution desription The operator Dihotomisation (setion A.3.1) produes binaryoutput, but sine the two output values are 1 and 0 in the MiningMart version of thisoperator, they an also be interpreted as numbers. This demonstrates one method ofre-enoding disrete attributes. Another solution, also inluded in this template, is tosimply map disrete values to numbers. If any ordering an be found in the disretevalues, the numbers should re�et it. In this template the disrete values of the Windattribute of a weather data set, Stormy, Breezy and Still, desribe wind onditions andre�et dereasing wind strength. So there is an ordering, whih is retained in the outputby mapping Stormy to 3, Breezy to 2 and Still to 1.Preparation onepts demonstrated Changing oneptual data types from disreteto ontinuous; respeting the ordering of disrete values; Dihotomisation; Valuemapping.MiningMart onepts demonstrated To hange the old values to the new ones, theparameters of (the MiningMart version of) Value mapping must provide a uniquemapping. The operator has two parameters for the old and new values; to establish themapping, these parameters are oordinated, whih means that the �rst value of the �rst219



Appendix B: Templatesparameter mathes the �rst of the seond, the seond pair of values mathes as well, andso on. Parameter oordination is delared in the MiningMart framework by a spei�onstraint, see setion 6.3.2. It is signalled in the MiningMart GUI when the parametersare edited.B.4. ChangeUnitOfMeasurementProblem desription Sometimes ontinuous values of attributes are given on a di�erentsale, or a di�erent unit of measurement, than desired for the �nal data representation.Examples are urreny values or physial measurements. In this template, rain values ofa weather data set are given in litres, but needed in millilitres.Solution desription The Saling operator is not useful for this task, as it relies on�xed upper and lower boundaries of the new sale. Instead, Attribute derivation anbe used with a simple formula for hanging the input values.Preparation onepts demonstrated Attribute derivation with a simple formula.MiningMart onepts demonstrated There are two MiningMart operators orrespond-ing to Attribute derivation. The one used in this template an only take arithmetiformulas whih are expressible in SQL, and apply them on single entities, so that proper-ties of other entities annot be inluded. The operator takes the oneptual-level namesof attributes for its formula, and translates them to the tehnial level internally, as anbe seen in this template. A more general MiningMart operator that realises Attributederivation fully is desribed in setion 7.2.1.B.5. ComputeAgeFromBirthdateProblem desription This is a very ommon data preparation task. Personal data setsusually ontain people's birth date rather than their age, sine only the former is on-stant over time. The urrent age at the time of mining, however, provides more relevantinformation.Solution desription Attribute derivation an be used with a spei� formula.However, MiningMart provides a onveniene operator that extrats years, months ordays of the week from date values, sine the format of the latter varies with the underlyingdatabase system. Thus the operator hides the tehnial level of storing dates. Attributederivation is therefore used as a seond step that omputes the urrent age (in theexample, as of August 2004) using the previously extrated year and month values.Preparation onepts demonstrated Handling date and time related information; At-tribute derivation.220



B.6. CorretTyposMiningMart onepts demonstrated As disussed in setion 5.2, MiningMart does notprodue a new output onept when Attribute derivation or one of its speialisedversions are applied. Instead, the system adds the new attribute to the input onept. Thetemplate illustrates that the old (birth date) attribute, from whih the desired attributeis derived, as well as intermediate attributes, are still present in the onept that is beingprepared. Thus an Attribute seletion operator is used to yield the version of theinput onept that has only the desired attributes. Suh a �nal Attribute seletionoperation shows up in several templates.B.6. CorretTyposProblem desription Another very ommon preparation task is to orret misspellingsin disrete values.Solution desription The operator Value mapping is used to map all reognised mis-spellings of a disrete value to the orret value.Preparation onepts demonstrated Data leaning; Value mapping.MiningMart onepts demonstrated Mapping several old values to one new value anbe done by listing the old values in a single parameter entry, whih is oordinated (seetemplate ChangeNominalAttribsToNumeri) with the parameter entry for the single newvalue.B.7. DisretisationProblem desription Another very ommon preparation task onerns the disretisa-tion of ontinuous attributes into disrete values. In this template the amount of rainfallen at some loation on some day is available in the input data. In the output, onlya few disrete values desribing the amount of rain qualitatively are desired. How manydisrete values there should be is not neessarily known.Solution desription Di�erent variants of Disretisation (as introdued in setionA.5.1) are applied to demonstrate di�erent solutions.Preparation onepts demonstrated Disretisation in several variants.MiningMart onepts demonstrated In MiningMart, there is not a single disretisationoperator whose parameters determine the method of disretising, but there is a di�erentoperator for eah method. The most important ones are inluded in the template. 221



Appendix B: TemplatesB.8. ExtratIntegerTimeIndexFromDateProblem desription A time series is given in the input data (here, weather data hasbeen olleted over time). The time index is thus given by date entries. To simplify thefurther analysis, a monotonially inreasing integer time index is desired.Solution desription Sine the weather data has been olleted on a daily basis, thenumber of days sine a partiular date provide a suitable integer time index. Ratherthan using Attribute derivation with a omplex formula, three versions of it withsimpler formulas are applied. The �rst is again the MiningMart onveniene operator thatenapsulates the extration of years or months from date values. The seond omputesthe number of days sine the �rst of January from the month and day values. The thirdomputes the number of days sine the partiular start date, by using the result of theseond step.Preparation onepts demonstrated Handling date and time related information; At-tribute derivation.MiningMart onepts demonstrated Like in the template ComputeAgeFromBirth-date, the MiningMart operator that extrats simple representations for the year, month,day, hour or minute ourring in a date or time attribute is demonstrated.B.9. GeneralisationOfAnAttributeProblem desription Sometimes an attribute takes values over whih a taxonomy anbe de�ned. The taxonomy may or may not be re�eted in the data (by providing parentvalues for every value). One may want to use the higher levels of the taxonomy ratherthan the lower ones for analysis. In the template, data about ities is given, but theinterest is in data about their regions.Solution desription In this template the taxonomy is not in the data, but is expliitlyintrodued in the template. Value mapping is suitable for this, as it an introdue anew region value for all ities that belong to that region. The template demonstrates twotaxonomy levels by also mapping regions to states, in a seond step. Further, the templatedemonstrates Aggregation over the �rst level, similarly to the template Aggregation(see above); here, the average number of inhabitants per region is omputed, whihwould not have been possible using the input data diretly, sine the region informationis missing there.Preparation onepts demonstrated Introduing bakground domain knowledge; us-ing taxonomies over domain values; Value mapping.MiningMart onepts demonstrated MiningMart versions of Value mapping andAggregation.222



B.10. InformationPreservingDataCompressionB.10. InformationPreservingDataCompressionProblem desription Large data sets may be unwieldy for analysis. The desire is toredue the amount of data while losing as little information as possible.Solution desription One possible approah to the problem, demonstrated in this tem-plate, is to apply automati attribute seletion using an information gain riterion forattribute seletion. This redues the dimension of the data. Due to this �rst redution,the data may then ontain dupliate entities, sine some entities may have di�ered onlyin values of attributes that are now removed. Therefore dupliate entities are removed inthe seond step of this template, using a onveniene version of Row seletion thatMiningMart o�ers for this task. This may involve a onsiderable redution of the datavolume, depending on the harateristis of the data set.Preparation onepts demonstrated Automati attribute seletion; data ompression;dupliate entity removal.MiningMart onepts demonstrated One of the operators of automati attribute sele-tion is demonstrated (see (Berka et al., 2002) for the full list), as well as the onvenieneoperator for dupliate entity removal. The �rst operator an use a sample of the wholedata if neessary. It applies a greedy searh over the attributes, adding attributes as longas the information gain with respet to a target lass inreases, and as long as the numberof attributes does not exeed the threshold spei�ed as a parameter of this operator.B.11. IntegrateDi�erentDataSouresProblem desription Data sets that are linked by a relationship have to be joined toyield a single table, as desired for most data mining algorithms. But it is desired toprepare the data sets separately before joining, in order to redue the amount of data inthe expensive join operation.Solution desription The data sets are prepared separately. Then the relationship thatlinked the original onepts is re-reated between the output onepts of the separatepreparation proesses. A speial MiningMart operator is available for this. The relation-ship is tehnially realised by a ross table, whose name is a parameter to the operator,if it is a many-to-many relationship. The operator reates a new ross table on the teh-nial level, ensuring that its referenes to the two onepts to be joined are valid. Onthe oneptual level, the operator simply reates a relationship that links the two inputonepts.The template also demonstrates two options to make use of the new relationship: a jointhat uses the relationship for key spei�ation (whih is more onvenient than having theuser speify the keys), and Aggregate by relationship (see the template Aggregationand setions A.2.2 and 7.2.3). 223



Appendix B: TemplatesPreparation onepts demonstrated Use of relationships; reation of relationships;joining data sets.MiningMart onepts demonstrated To ensure the validity of the reated relationship,the two onepts between whih it is reated must be onneted to a database table onthe tehnial level, beause views annot be onstrained by primary keys. Therefore theonepts resulting from the separate preparations must be materialised together withtheir primary keys, for whih a speial MiningMart operator is available. The templatedemonstrates the materialisation. This is a point where the strit separation betweenoneptual and tehnial level is weakened. Compare setion 7.3.B.12. MaterialisationDemoProblem desription In longer preparation graphs, e�ient data proessing an beomea problem. On the one hand it is ine�ient to store the output data of every preparationstep permanently, as this requires too muh storage spae (onsider large data tablesprepared by dozens of steps as in hapter 5). Sine many preparation steps make onlyminor modi�ations, the storage would also be highly redundant. On the other hand,proessing all data in main memory an quikly beome ine�ient as well, if the hainof preparation steps is not rather short. When the data is stored in databases, views area good solution to avoid redundant storage, but deeply nested views on views, resultingfrom long preparation hains, are again ine�ient to read data from.Solution desription A solution to this problem is to de�ne ertain points in the prepa-ration graph where data should be stored permanently (this is alled ahing in hapter 8,and materialisation in setion 7.3). Inbetween these points, proessing is done by viewsor in main memory. One heuristi to determine suitable points is to onsider steps whoseoutput is �onsumed� by several following steps, sine this means that data is read severaltimes from the onsidered output. The template demonstrates the use of the MiningMartoperator for materialisation of views in exatly suh a situation. Setion 7.3 desribes howsuh suitable materialisation points are automatially found and realised in MiningMart.Preparation onepts demonstrated Materialisation or �ahing�; e�ient data han-dling.MiningMart onepts demonstrated Materialisation of database views.B.13. MissingValueHandlingProblem desription The problem of missing and empty values is introdued in se-tion 2.1.3.224



B.14. NormalisationSolution desription The template illustrates four approahes to dealing with missingvalues. One is to delete entities with missing values. The seond is to �ll the values witha default value. The third is to �ll them with values that are randomly seleted, butin suh a way that the overall distribution of existing values of the attribute onerneddoes not hange. The last approah is to use entities where the value exists to train amahine learning algorithm that an predit the value for entities where it is missing.This last approah is implemented by a onveniene operator, sine it involves a omplexsubproess: seletion of training and test set from the input, training the model, applyingthe predition funtion, and merging the predited with the existing values.Preparation onepts demonstrated Missing value handling, with simple and sophis-tiated methods.MiningMart onepts demonstrated The operator for replaing missing by preditedvalues uses an external support vetor mahine (SVM) implementation. On the tehniallevel, the support vetors and the kernel funtion needed for predition are stored indatabase tables between learning and predition. A PL/SQL funtion whih is reatedby the MiningMart ompiler (see setion 6.4) realises the predition. For more details seesetion 7.2.5.B.14. NormalisationProblem desription Values of ontinuous attributes may have to be resaled to liewithin given bounds. For example, before applying a support vetor mahine (SVM),saling all attributes to the range from 0 to 1 is advisable.Solution desription The operator Saling provides the desired funtionality. Thetemplate demonstrates two ways of saling, linear and logarithmi.Preparation onepts demonstrated SalingMiningMart onepts demonstrated Two saling operators.B.15. PivotisationDemoProblem desription As mentioned in setion 4.1, sometimes the organisation of a dataset needs to be hanged suh that meta data (or shema elements) beome data, and vieversa. The template illustrates suh a ase. It prepares a data set with weather ondi-tions measured by di�erent sensors. In the input, there is one attribute with qualitative(disrete) values for wind onditions, and another with qualitative values that desribethe overall weather tendeny. The desired output is to have an attribute for eah of theourring wind onditions, and also one for eah of the weather tendenies. These newattributes are �lled with values from another sensor (amounts of rain in the template).225



Appendix B: TemplatesSolution desription The operator Pivotisation (setion A.3.2) provides the desiredfuntionality. The template illustrates 2-fold pivotisation (one new attribute for eahombination of weather tendeny and wind ondition; ompare setion A.3.2). It alsoombines pivotisation with aggregation, as this is often desired, but the operator analso omit aggregation.The template further inludes the reverse operation. Sine the aggregation annotbe reversed, the output of reverse pivotisation does not math the input to the �rstpivotisation operator exatly. However, the strutures of the data sets (their shema)does math.Preparation onepts demonstrated Exhanging shema and data elements; Pivoti-sation; n-fold pivotisation; reverse pivotisation.MiningMart onepts demonstrated The slightly omplex use of the MiningMart op-erators Pivotize and ReversePivotize is exempli�ed in this template. See also se-tion 7.2.2.B.16. PrepareAssoiationRulesDisoveryProblem desription For frequent itemset or assoiation rule mining (for an introdu-tion see (Agrawal et al., 1993) or others), spei� data representations are needed. Thistemplate onsiders a partiular representation, whih is diretly suitable for the rule min-ing operator in MiningMart. However, for other rule mining implementations, suh as theone in Yale, this representation has to be hanged.The given representation has one entity for eah produt in eah transation. Theinput onept thus has one attribute eah for ustomer ID, produt ID and transationID. The desired representation is to have one entity only per transation, with boolean�ags indiating for eah produt whether it has taken part in the transation.Solution desription The operator Dihotomisation (setion A.3.1) is applied �rst,to reate the boolean �ags (1 or 0) indiating the presene of a produt in a transation.Sine the resulting onept still has one entity per produt, instead of one entity pertransation, Aggregation (A.1.4) is applied next, with the ustomer and transation IDas group-by attributes, and maximum as the aggregation operator. Whenever a produtours in any of the input entities that belong to the same transation, the maximumvalue is 1, otherwise 0. This is an example of interpreting a disrete (binary) oneptualdata type as numerial on the tehnial level. The output onept now has one entityper transation and per ustomer, and an be used as input for mining algorithms thatexpet this representation.Preparation onepts demonstrated Dihotomisation; Aggregation; �exible map-ping of oneptual to tehnial data types (see setion 3.3.1 and riteria 17 and 18 inappendix C).226



B.17. TimeSeriesAnalysisMiningMart onepts demonstrated Applying a mining operator (here Apriori);preparing the result of preparation to be used as input for a Yale experiment; usingloops in an operator (explained in setion 6.3.2).B.17. TimeSeriesAnalysisProblem desription Time series data (or, more generally, value series data (Mierswa& Morik, 2005)), is usually not diretly aessible for mining algorithms beause of itsrepresentation as a series rather than a olletion of examples to learn from. An importantpreparation task is therefore to reate suh a olletion of examples.Another ommon preparation task is to enode seasonality. The series may have amonotonially inreasing (time) index, suh as dates, but may be based on real-worldphenomena that have a yli nature, suh as the days of the week or the seasons of theyear. One often aims to enode the urrent phase of the yle in the data.Many other time series preparation problems exist, but these are the most ommonand basi ones, and the ones that are urrently supported by the MiningMart system.Solution desription Windowing (setion A.3.4) is the operator that transforms alinear series into a olletion of examples. It is illustrated in this template on weatherdata.Based on a windowed representation, a weighted average of values in the window an beomputed; using a distane of 1 between the windows means to smooth the series values(ompare (Pyle, 1999)). This is also illustrated in this template, by a spei� operatorthat MiningMart provides for this purpose.Seasonality enoding is exempli�ed based on the output of the template ExtratIn-tegerTimeIndexFromDate. The monotonially inreasing integer time index modulo 7 isomputed (by Attribute derivation), in order to enode the weekly yle (the timeindex re�ets daily measures in this data set, ompare template ExtratIntegerTimeIn-dexFromDate).Preparation onepts demonstrated Windowing; enoding markers for yli phases;smoothing of series values.MiningMart onepts demonstrated The slightly omplex MiningMart operators forwindowing and omputation of a weighted average over a window are demonstrated.
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Appendix C: List of CriteriaThis appendix presents all spei� riteria that serve to ompare KDD software pakages,as explained in setion 8.3.3. The numbering of the riteria ontinues the numberingstarted in setion 8.3.2.C.1. Data aessAs was said in setion 3.1.2, the two ommon types of data soures are �at �les anddatabases. Thus one riterion is the ability to load data from at least these soures:7 Data formats: At the very least, �at �les in various ommon formats, suh as omma-separated or sparse representations, and ODBC, the open database onnetion standard,must be aessible. This applies to data input and output. More preisely, the followingboolean features form this riterion (m � 6):� possibility to read �at �les at all;� possibility to speify any olumn-delimiting harater when reading �at �les;� possibility to read the �rst line of a �le as attribute names;� possibility to read tables via ODBC;� possibility to read sparse representations;� appliability of all of the above to both input and output of data.However, one the data is loaded into the KDD software, every data transformation stepprodues intermediate data tables. When handling large data sets, storing all interme-diate tables would multiply the size needed by the original data set by a large fator(roughly orresponding to the number of data preparation steps). Thus only some inter-mediate results should be stored. The question of data storage is an important feature todistinguish KDD software tools. Some leave all proessing to the database, so that thedata never leaves the database. Others rely fully on the loal �le system.Proessing in databases has the advantage that strutured searh is possible on everyintermediate onept, and that the use of views allows this essentially without onsumingextra storage. Further, databases are usually installed on fast hardware with large storagedevies; see also (Musik & Crithlow, 1999). However, database management systemsinlude features suh as transation safety and onurrent aess, whih are not essentialfor KDD but may slow down proessing. In ontrast, using the �le system might be faster,but does not allow strutured searh on intermediate results; further, the �le system ofthe workstation from whih the KDD appliation is ontrolled may not be su�ient tohandle large volumes of data. As explained in setion 2.1.4, this pertains more to datapreparation and deployment than to mining, as the latter should be performed in mainmemory anyway.228



C.1. Data aessSetting Time for short Time for ompleteproessing hain model appliationin minutes in hoursDB to DB 129 39.4DB to �le 104File to �le 29 7.8File to DB 68Table C.1.: Comparison of exeution times.In order to ompare the two data handling approahes, a few experiments were donein the ontext of this work. A short data preparation hain with three attribute deriva-tions and one attribute seletion was applied to the CDR table with 61 million reords(desribed in setion 5.6). This data preparation hain was exeuted using four settings:1. inside the database, starting and ending with a materialised table (DB to DB);2. reading from the database table, proessing in main memory of the lient (in bathesthat �t into main memory) and writing to a result �le (DB to �le);3. reading from and writing to a �le, proessing in bathes in main memory of thelient (�le to �le); and4. reading from a �le, proessing in bathes in main memory of the lient, and writingto a database table (�le to DB).The last setting an be relevant when data is olleted from di�erent sites to a entraldatabase, for example in distributed data mining senarios. Depending on the appliation,one may want to prepare the data before ombining it with data from other soures, inorder to redue the global amount of data. Thus there is some data preparation to bedone on the distributed lients' �le systems before loading the data to a entral site.Setting 1 was implemented in the KDD tool MiningMart whih aessed an Oraledatabase installed on a Sun Enterprise 250 server with 1.6 GB of main memory and two
400 Mhz CPUs. For the other three settings, Clementine (see setion 8.5.2) was used inthe standalone version without a server, on a Windows lient with 512 MB main memoryand a Pentium 1600 Mhz CPU whih was onneted to the Orale database via ODBCand a 100 Mbit/s Ethernet onnetion. The two KDD tools are desribed in setion 8.5.The data table that was proessed takes more than 2 GB of storage spae in the database,so that proessing ould not take plae ompletely in main memory in any setting.Table C.1 shows the exeution time for eah setting. In setting 2 and 4, most of theproessing time is spent on reading or writing to the database, respetively. The purely�le system based proessing (setting 3) is fastest. This �nding is repeated when theproessing time of the omplete data preparation part of the model use ase (hapter5) is ompared for the �rst and third setting. It is also onsistent with the experimentsreported in (Musik & Crithlow, 1999) for general data aess, and (Sarawagi et al.,229



Appendix C: List of Criteria1998) in the data mining ontext, where rule mining was tested in a number of di�erentdata handling senarios, and ahing data on the �le system turned out to be the fastestsenario. An interesting approah to remedy the database e�ieny problem is presentedby Gimbel et al. (2004), who use pipelining and a management strategy to keep thedata sorted aording to various indexes. This approah expliitly takes KDD-relatedoperations into aount. However, it is not yet implemented in pratially used databasemanagement systems. In pratie today, whether the advantages of strutured searh ande�ient storage that databases o�er are worth the performane loss is dependent on theappliation. So the next riterion is obtained.8 Data proessing: Ideally, the KDD software should be able to proess data both insidea given database and on the �le system. If both plaes of proessing are possible, theuser must be able to speify whih one to use at any point in the proessing graph. Thisallows to distribute the omputing load to the appropriate hardware. Hene, m � 3.In databases, views an be employed for intermediate results, whih take essentiallyno extra storage spae. However, proessing deeply nested views as resulting from a longsequene of data preparation operators is slow, so that a materialisation should takeplae at regular points in the data �ow. Most suitable are those points in the operatordependeny graph (setion 4.4) where the output of one operator is onsumed by severalother operators. A similar argument holds for �at �le based proessing: here it mustbe possible to state whih intermediate tables of a preparation hain should be storedon the �le system. There should be a mehanism for this whih is independent fromdediated data output operators, sine suh operators annot be onneted to furtherproessing steps, and thus interrupt the preparation graph inonveniently. This leads tothe following riterion.9 Cahing ontrol (m � 2):� possibility to speify the points of materialisation/data storage during proessing;� independene of this option from dediated output nodes.10 Cahing size estimation: The size needed for storing an intermediate table to a �le,or for materialising a table, should be estimated, at least roughly, by the software beforethe exeution of the preparation graph. How suh estimations an be done based onmetadata is disussed in setion 3.3.3. See also riterion 25. This riterion is boolean.11 Automati ahing: For long preparation hains or at end points of the data �ow,ahing of results should be automatially done, or at least o�ered, by the software, sothat no resoure-intensive proess is started whose results are inadvertently not stored.Moreover, sometimes ahing is required by spei� irumstanes of whih the user maynot be aware. In two tools examined for this work, long preparation hains on big datasets had to be separated into several parts, eah storing the output in a spei� �le forthe next part to read from, beause otherwise some hidden temporary �les that the toolsemployed to store the several intermediate results (rather than only one result as when230



C.2. Data modellingahing) would have got too large for the available disk spae. Thus the need for ahingmust be reognised by the software. So m � 2:� automati ahing at end points of a proess is done;� automati reognition of the need for ahing is done.12 Cahing transpareny: The �les used for ahing, or the materialised tables, must beaessible, and must be learly linked (e.g. by name) to their onept or to the operatorwhih outputs the data stored in them. This enables the user to follow the data storageproesses and arrive at own estimations of resoure onsumption. So m � 2 (aessibilityand linkedness).13 Data inspetion: Intermediate data tables (the extensions of the onepts) must beinspetable from the tool. This failitates the ontrol of the ongoing work by the user.This riterion is boolean.C.2. Data modelling14 Attribute import: The names of attributes must be automatially reognised fromdatabase soures. For �at �les, it is ommon to reserve the �rst line of the �le for attributenames; if suh �les are read, this must be reognised by the software. Also, ommon for-mats storing attribute information in a separate �le, suh as ARFF, should be supported.However, attribute names must not be �xed. Thus m � 3:� automati reognition of olumn names, to be used as attribute names;� possibility to edit attribute names;� support for reading attribute information from a separate �le.15 Coneptual data types: The distintion between the atual storage type of data andthe way it is used oneptually should be made. This riterion is boolean.16 Type reognition: A strong mehanism to automatially reognise the tehnial aswell as the oneptual data types of all attributes when importing data is a must. Forlarge data sets, reognition an take quite some time; thus reognition based on a sampleof the data, or reognition at a later point in the preparation graph, must be supported,and this must be ontrollable by the user. The user must have the option to speifythe types by hand, to avoid long reognition proesses on large data sets, or to orretwrongly reognised oneptual types. Hene m � 5:� automati reognition of tehnial data types;� automati guessing of oneptual data types;� possibility for the user to speify when reognition takes plae;� availability of reognition based on a data sample;� possibility to speify and hange the oneptual data type by hand (at any time).231



Appendix C: List of Criteria17 Flexibility of type mapping: The relation between the oneptual data type of anattribute and its tehnial ounterpart must be transparent, �exible and ontrollable bythe user. It must be hangeable at any point in the preparation graph, not only at thebeginning when data is imported. Thus m � 3 (transpareny of mapping, hangeabilityby user, and independene from import).18 Robustness of type mapping: If a preparation operator uses a tehnial data typein a way not onsistent with the oneptual data type it is urrently mapped to, themapping ought to be hanged, perhaps with a warning to the user, but this should notlead to an error as it is a rather ommon situation (see setion 3.3.1). This riterion isboolean.19 Data harateristis reognition: Similarly to type reognition (riterion 16), the setand distribution of values ourring in the data must be reognised by the software duringimport or at a later point, based on the entire data or on a sample, and ontrol over thismust be given to the user. For ontinuous attributes, the range of ourring values insteadof the set of all values should be stored. Again, it must be possible to speify all of thisinformation manually. See also riterion 34. This riterion an be extended by booleanfeatures onerning further data harateristis, suh as average values, number of uniquevalues in an attribute, and so on. Here, m � 6:� reognition of range of values of a ontinuous attribute;� reognition of distribution of values of a disrete attribute;� reognition of the number/perentage of missing values;� possibility for the user to speify when reognition takes plae;� availability of reognition based on a data sample;� possibility to speify and edit data harateristis by hand (at any time).20 Data harateristis deployment: The data harateristis from riterion 19 mustbe available during the delaration of the KDD proess in the tool. For example, forthe operator Value mapping, the values of the seleted input attribute (to be mappedto other values) must be seletable during operator spei�ation. For this funtionality,the availability of data harateristis in separate harts or tables is not enough. Thisfuntionality is the boolean riterion.21 Attribute roles: Support for the four roles identi�ed in setion 3.3.2 must be given.That is, the user must be able to speify a role for eah attribute. Thus m � 4 for thethree roles label, preditor, key and no role.22 Attribute mathing: On some oasions, attributes of di�erent onepts are mappedto eah other. For example, when joining onepts, no dupliate attributes must our inthe output onept, even if the same attribute is present in more than one input onept,a situation that should be reognised by the software; at the same time the keys of theinput onepts must be mathed. Similarly, the Union operator requires a mathing ofall attributes of the input onepts. As another example, when importing learned models232



C.3. Preparation proessthat were exported using PMML (see riterion 55), the attributes on whih the model isappliable must be mathed to the attributes in the onept to whih it is going to beapplied. The KDD software an save work by reognising mathable attributes by nameand oneptual or tehnial data type, espeially as hundreds of attributes per oneptare not unommon in some appliations (more than 90 attributes are used for mining inthe model use ase, in hapter 5). However, of ourse the mathing must be editable bythe user. Hene m � 2 (automati mathing and editability).23 Data type inferene: When deriving a new attribute, its tehnial data type must beinferred. The oneptual type is never uniquely determinable but an be guessed; defaulttypes often su�e. So m � 2:� inferene of tehnial data type of derived attributes;� guessing of oneptual data type of derived attributes.24 Abstrat data model: Chapter 3 has argued that the intermediate data represen-tations reated during the KDD proess are an important soure of information, andthat they should be strutured as learly as possible. The two most important aspets ofabstrat data modelling for KDD are used as features here (m � 2):� representation of data at a oneptual level;� struturing of data at oneptual level, re�eting the KDD proess and how itprodues intermediate results.25 Charateristis estimation: Inferene and optimisti estimation of data harateris-tis are introdued in setion 3.3.3. How and when data harateristis an be estimatedis spei�ed for eah preparation operator in hapter 4.The importane of this riterion an be seen when noting that some operators, like Piv-otisation (setion A.3.2), rely on knowledge of whih values our in an input attribute(for pivotisation, the index attribute). Tools in whih this information is neither inferrednor manually editable fore the user to exeute all steps that lead to the operator wherethis information is needed, in order to then reognise the available values automatiallyin the input. This situation was atually enountered by the author when implementingthe model use ase in some tools. However, the exeution may take a long time, whihis unaeptable during the development of an appliation, when the usefulness of anypreparation operation has not been established yet.Many boolean features an be identi�ed for this riterion based on the estimates in theoperator spei�ations in hapter 4. However, in the tools examined here they are notdistintive. Therefore this riterion is boolean, and is ful�lled if a tool o�ers any infereneor estimation of data harateristis.C.3. Preparation proess26 Syntati validity heks: The software must di�erentiate between syntatially validand invalid preparation graphs, and support the user in �nding reasons for invalidity.233



Appendix C: List of CriteriaInvalid graphs an result from, for example, deleting attributes at one point whih areneeded at another point, or by hanging data harateristis, through reognition ormanually, whih some operator's spei�ation depends on. The boolean features are (m �
4): � indiation of invalid nodes in the graphial representation of the proessing graph;� indiation of ill-formed derivation formulas;� indiation of well-formed derivation formulas that use non-existing attributes;� lear error messages to hint at the reasons for invalidity.27 Propagation of hanges: This is one of the most important riteria for large ap-pliations. In omplex preparation graphs, many dependenies exist between attributesand onepts at di�erent loations in the graph. A simple example is a derivation of anattribute early in the data �ow; this attribute is available in every following step. If theuser deides to rename the derived attribute, the new name must be propagated throughthe graph. Similarly, if the step deriving that attribute is deleted from the graph, all latersteps and onepts must be adjusted. Some steps may beome invalid in the proess; thisshould be displayed. These adjustments must be done automatially, as they may berather omplex. Compare setion 6.6.While suh propagation of metadata through the graph should be as robust as possible,it must not destroy invalid metadata. For example, if the deleted attribute is used as aninput to a omplex derivation of another attribute, the formula for derivation must notbe deleted but kept in an invalid state, as the user might wish to modify the formula toa di�erent input attribute, for example.The importane of this riterion, as well as that of riterion 25, was also independentlyreognised by AlSaira� et al. (2003).Propagation onerns attributes and onepts, as well as their names and types. Assetion 6.6 argues, the operations that must be supported by propagation are addition,deletion, renaming and retyping, so there are four boolean features that a KDD tool mustful�l. A �fth feature heks the autious deletion of dependent information, as explainedabove. Thus m � 5.28 Operator transpareny: The reason for using pre-programmed operators is to savethe work of detailed spei�ations of data transformations. For example, using a dis-retisation operator whose input is simply the number of intervals spares the user theomputation of suitable interval boundaries, beause the operator does this automati-ally. Nevertheless, the results of suh automati spei�ations must be inspetable andmanipulable by the user. Besides giving more ontrol to the user, this is also very im-portant onsidering that some transformations have to be reversed for deployment (seesetion 2.1.6), whih is only possible for the user if all details of the transformation areaessible (but see riterion 52). So m � 2 (inspetability and hangeability of derivationor seletion formulas that are set up by the tool rather than the user).29 Availability of operators: All operators listed in appendix A must be available inthe tool. This riterion ould be extended to use all speial options of the operators, but234



C.3. Preparation proessthis would result in a high value of m and the riterion would subsume too many details.Setion 8.6 provides a detailed table about the presene or absene of eah operator andmany of their speial options in every tool examined for this work. Thus m � 19 is hosenhere.30 Grouping operators in preparation tasks: The assoiation of preparation operatorsto high-level preparation tasks, as done in hapter 4, is an important guideline for in-experiened users. It helps to �nd suitable operations for solving partiular tasks. Thisriterion is boolean.31 Intermediate views on data: The input to a KDD proess is a number of tables. Ina given line of proessing, one or more of these tables are hanged. Every proessing stepprodues a new view on the data. To enable the user to view this urrent set of tablesafter a given proessing step, there should be an option to display only this set. Thisriterion is boolean.32 Attribute derivation support: For attribute derivation, it must be possible to setup any formula, using basi funtions, some of whih are listed in setion A.5.4. Theavailability and meaning of these funtions must be displayed to the user during set-up of a formula. If suh features are laking, the user annot know whih funtions areavailable and what they ompute, leading to frustrating trial-and-error proedures toarrive at orret formulas. So m � 2 for the availability of a hoie list of providedfuntions, and for their doumentation in the interfae where the formula is set up.33 Iteration of attribute derivation: The operator Attribute derivation (setionA.5.4) must be on�gurable to derive more than one attribute based on the same for-mula, using automatially a spei�ed hange in the derivation formula for eah derivedattribute. For example, given an attribute that ontains the months of a year, one newattribute for eah month might be reated that ontains derived values of another at-tribute. The KDD tool should o�er to set up the formula one, with a variable thatiterates over the values of the month attribute. This iteration proess should reate asmany attributes as there are values in the month attribute. But the derivation mightalso iterate over several input attributes, rather than the values of one attribute, or overvalues outside the data, for example an inreasing ounter. If an own attribute deriva-tion operator for eah new attribute had to be used instead, this would require muhmore work to set up the operators, and the graph struture would beome unneessarilyomplex. Thus m � 3:� possibility to use iteration over attribute values of a given attribute, to ahieve�parallel� derivation of several attributes;� possibility to use iteration over attribute names of a given onept, for the samepurpose;� possibility to use iteration over a given value list, again for the same purpose. 235



Appendix C: List of Criteria34 Independene from data: An operator hain is delarative, thus it ought to be pos-sible to set it up in the absene of input data. This is required, for example, when thedata has not been proessed far enough yet, so that metadata inferene (riterion 25) isnot possible. Another senario is grid-based data mining, in whih the alloation of om-putational resoures is independent from the delaration of the KDD proess (omparesetion 2.2 and (AlSaira� et al., 2003), where this riterion is also disussed). Thoughmany operator spei�ations depend on metadata (see riterion 27), it was also stressedin riterion 19 that it must be possible to provide metadata by hand. This riterion isboolean.35 Empty data sets reognition: Sometimes operators produe onepts that have anempty extension. This an happen after a join or a row seletion. Not all tools reognisethis but it an be the soure for errors. An error message should be given when thishappens. This riterion is boolean.36 Representation of data �ow: The interdependenies of operator instanes an beomerather omplex in big appliations, so that they must be graphially displayed. If thisfeature is laking, the user has to rely on intermediate data set names to understand theonnetion between steps. This riterion is boolean.37 Pseudo-parallel proessing: Representing several data tables of the same shema withone element only, in order to allow the pseudo-parallel proessing of data as motivated insetion 1.1.1, allows to save muh user e�orts during modelling. This riterion is boolean.38 Support for hunking: As disussed in setion 4.4, it ontributes to keeping anoverview of omplex preparation graphs if they an be partitioned into hunks. Thestruture of hunks should be most �exible. More preisely, m � 2:� hunks must not be restrited to atmost one input and one output onept;� hunks must be nestable into hierarhies.39 Graph struture: The preparation graph (see setion 4.4) is, in general, a diretedayli graph (DAG) without further restritions. One tool evaluated for this work im-poses the restrition that there an be no two di�erent paths from a given operator to aseond one. Yet suh a situation is rather ommon and ours several times in the modeluse ase (hapter 5). This riterion is boolean, and is ful�lled if the DAG is unrestrited.40 Exeution transpareny: When a data preparation graph is exeuted, progress shouldbe learly indiated to the user. This inludes (m � 7):� displaying information whih step is urrently being exeuted;� displaying the number of data rows already proessed in this step;� displaying the number of data rows yet to proess in this step;� displaying the storage spae onsumed for the urrent exeution;� displaying the storage spae expeted to be required for the urrent exeution;236



C.3. Preparation proess� displaying the time the exeution has onsumed so far;� displaying an estimation of the total exeution time required.41 Exeution automation: An automati exeution of preparation graphs must be pos-sible, to automate long-time onseutive or oneptually parallel experiments. More pre-isely, there are three aspets to be onsidered (m � 3):� sheduling of exeution runs to partiular points in time;� the option to automatially hange parameters of the proessing graph for eahexeution, so that the same graph an be run on bathes of data sets, or with somespei� parameter looping through its range for eah exeution;� the possibility to speify the order of exeution for di�erent parts of the graph.42 Exeution administration: An exeution run of a KDD proess is an experiment.Information pertaining to this experiment must be automatially stored. This helps toorganise the user's work when a lot of experiments are run, or when the exeution timesexeed the user's memory span. In partiular (m � 7):� information whih steps were exeuted in an experiment must be stored;� the number of rows in input and output must be stored;� start and end time and date must be stored;� the names of any involved �les or database tables must be stored;� eah experiment must be given a unique ID, whih must be stored;� eah experiment must be ommentable with free text;� this information about stored experiments must be searhable.43 Exeution in bakground: Editing parts of the proessing graph must be possibleduring an exeution of the graph. That is, the exeution should run in the bakground,without bloking the system. Yet edits should not pertain to the running exeution. Thisriterion is boolean.44 Export transpareny: Obviously, a way of storing and reloading the data preparationgraph with all its parameters is needed. A partiular point is that the storage formatshould be transparent, preferably based on an XML formalism. This gives extra �exibilityto the user for omplex ways of editing the graphs whih are not foreseen by the graphialuser interfae. But more importantly, it makes the graphs at least readable when theKDD tool that produed them is no longer available, making old appliations usable tosome degree even when the omputing environment hanges. This riterion is boolean(transparent storage format).45 Editing �exibility: On eah level of the KDD model (data types, parameters, opera-tors, and hunks), opy and paste funtions must be provided. All KDD tools examinedin this work o�er this. However, �exible editing must also be possible for formulas inattribute derivation or row seletion, espeially if more than one attribute is going to be237



Appendix C: List of Criteriaderived in unsystemati ways not supported by the derivation operator (ompare rite-rion 33). Some tools examined for this work laked this option, resulting in tedious extrawork in the situation of deriving many attributes. This riterion is boolean (availabilityof opy and paste funtions for all formulas).46 Visual graph arrangement: As some appliations require omplex proessing graphs,the KDD software should be able to automatially arrange the nodes of the graph, theoperators, on the sreen in a lear fashion, for example on a grid. This riterion is boolean.C.4. Learning ontrolAs explained in setion 8.3.1, the riteria for the mining phase in this work onerntypial proessing and ontrol tasks. The main onepts are introdued in setions 2.1.4and 2.1.6.47 Splitting training and test set: A faility to randomly split a data table into a trainingand a test set, aording to a given ratio, must be available. This an be realised by theoperator Segmentation (setion A.6.1). This riterion is boolean.48 Model evaluation: A faility to evaluate the performane of any model learned in thetool on a test set must be available, using typial performane measures. Suh measuresare not listed here beause they depend on the type of mining task (examples are auray,support, intra-luster density et.). But at least one appliation-independent performanemeasure must be o�ered for every type of model. This riterion is boolean.49 Mining subproess support: The experiments around the appliation of the datamining algorithm an be usefully modelled by nested ontrol operators suh as rossvalidation or parameter tuning (Mierswa et al., 2003). Sine the tools examined for thiswork o�er virtually no support for this, only a single boolean riterion is used. It isful�lled if diret support for experiments around mining is present. Although no toolhere ful�ls the riterion, it is inluded in order to stress the importane of support formining experiments.C.5. Deployment50 Export of models: For deployment in an atual tehnial or business proess, fun-tions that are learned by the tool must be exportable into soure ode, to be usableoutside the tool in arbitrary environments. This riterion is boolean.51 Deployment in databases: It is very useful if a learned funtion an be used diretlyin a relational database, sine operational data is likely to be stored in suh databases.The learned funtion should be modelled in SQL or PL/SQL in order to enable this. Thisriterion is boolean.238



C.6. KDD standards52 Post-proessing: To enable the post-proessing of data that was �enoded� for min-ing (see setion 2.1.6), the tool should o�er an automatially reated operator for anyreversible transformation that was applied during data preparation. This automatiallyreated operator an be applied to the preditions of a model and reverses the transfor-mation, in order to get preditions from the original domain of the label attribute. Thisriterion is boolean.C.6. KDD standards53 Published meta model: Modelling proesses based on a publi meta model allowstheir system-independent publiation, like in MiningMart's ase base. The various ad-vantages for reuse and eduation of other users are disussed in depth in hapter 6. Onemight introdue many boolean features based on this fundamental approah, but theywould not be distintive among the tools examined here. Thus this whole riterion isboolean.54 CRISP support: The software should support the distintion between the di�erentphases of a KDD proess, for example by providing di�erent graphial environmentsfor data understanding (visualisation, harateristis omputation), data preparation,mining and deployment. This riterion is boolean.55 PMML support: Models learned by the software should be exportable to �les us-ing the PMML standard (Grossman et al., 2002). Conversely, PMML �les should beimportable and appliable. See also riterion 22. So m � 2 for import and export.There are other standards around KDD, see (Grossman et al., 2002), but they aremore oriented towards KDD developers. From the oneptual point of view of a user, thetwo standards above are the most relevant ones.
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Appendix D: Tehnial level of modelappliationThe model appliation presented in hapter 5 was implemented in a few KDD tools togather experienes with their funtionality, their strengths and weaknesses as disussedin hapter 8. One implementation, from whih the �gures in hapter 5 are taken, wasdone in the MiningMart system whih automatially translates the oneptual data andproess models to SQL, the well-known standard language used in relational databasemanagement systems today. In this setion the automatially reated SQL ode for onehunk of the model appliation, the revenue data preparation hunk (setion 5.5), is givenand brie�y explained, to provide an impression of the tehnial level and a ontrast withthe oneptual level. For better readability, the SQL ode is presented here using inden-tations, and one type of abbreviation: olumn names are used instead of fully quali�edolumn names with their paths.The �rst steps join the revenue data table (alled IN_WINNINGS) with the data seletion,then remove missing values:CREATE OR REPLACEVIEW CS_100107354 AS(SELECT PROFIT AS Revenue,CALLER AS Caller,CHURNMARK AS ChurnMark,MONTH AS MonthFROM IN_WINNINGS, TrainingSetMaterialisedWHERE IN_WINNINGS.CALLER = TrainingSetMaterialised.CALLER)CREATE OR REPLACEVIEW CS_100107347 AS(SELECT Revenue,ChurnMark,Caller,MonthFROM CS_100107354WHERE Revenue IS NOT NULL)The following three listings are reated three times, one for eah of the three parallellines of preparation (see �gure 5.6 on page 82).
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CREATE OR REPLACEVIEW CS_100107329 AS(SELECT Caller,Month,ChurnMark,RevenueFROM CS_100107347WHERE (ChurnMark = 1) )The step reating the abstrat month attribute reates an SQL string de�ning a virtualolumn; this string is used again in the view de�nition produed by the following step,whih is given below.CREATE OR REPLACEVIEW CS_100107321 AS(SELECT Revenue,((CASE WHEN Month IN ('Jul 2000') THEN '1'WHEN Month IN ('Aug 2000') THEN '2'WHEN Month IN ('Sep 2000') THEN '3'WHEN Month IN ('Okt 2000') THEN '4'WHEN Month IN ('Nov 2000') THEN '5'WHEN Month IN ('Dez 2000') THEN '6'ELSE ('0') END))AS Month1_6,ChurnMark,Caller,MonthFROM CS_100107329WHERE Month1_6 in (1,2,3,4,5,6) )Pivotisation produes:CREATE OR REPLACEVIEW CS_100107305 AS(SELECT Caller,SUM (CASE WHEN Month1_6 = '6'THEN Revenue ELSE 0 END)AS Revenue_6,SUM (CASE WHEN Month1_6 = '1'THEN Revenue ELSE 0 END)AS Revenue_1,SUM (CASE WHEN Month1_6 = '4'THEN Revenue ELSE 0 END)AS Revenue_4,SUM (CASE WHEN Month1_6 = '2'THEN Revenue ELSE 0 END) 241



Appendix D: Tehnial level of model appliationAS Revenue_2,SUM (CASE WHEN Month1_6 = '5'THEN Revenue ELSE 0 END)AS Revenue_5,SUM (CASE WHEN Month1_6 = '3'THEN Revenue ELSE 0 END)AS Revenue_3FROM CS_100107321GROUP BY Caller)Then the three parallel data sets are uni�ed again:CREATE OR REPLACEVIEW CS_100107285 AS( (SELECT Revenue_6,Revenue_1,Revenue_4,Revenue_2,Caller,Revenue_5,Revenue_3FROM CS_100107305)UNION(SELECT Revenue_6,Revenue_1,Revenue_4,Revenue_2,Caller,Revenue_5,Revenue_3FROM CS_100107299)UNION(SELECT Revenue_6,Revenue_1,Revenue_4,Revenue_2,Caller,Revenue_5,Revenue_3FROM CS_100107303) )
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Materialisation:CREATE TABLE Revenues6Months AS(SELECT Revenue_6,Revenue_1,Revenue_4,Revenue_2,Caller,Revenue_5,Revenue_3FROM CS_100107285)The two following attribute derivations are again re�eted in the �nal view that is theresult of this hain, and that realises the attribute seletion step.CREATE OR REPLACEVIEW CS_100107213 AS(SELECT Caller,Revenue_6,Revenue_3,Revenue_4,Revenue_1,Revenue_2,Revenue_5,((CASE WHEN (Revenue_1+Revenue_2+Revenue_3+Revenue_4+Revenue_5+Revenue_6)< 300.0 THEN ('low')WHEN (Revenue_1+Revenue_2+Revenue_3+Revenue_4+Revenue_5+Revenue_6)< 600.0 THEN ('medium')ELSE ('high') END))AS RevSumClassFROM Revenues6Months)
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Appendix E: SQL Implementation ofTest CaseThis appendix lists an SQL program that realises the test ase desribed in setion 8.4.The program an serve as a referene for an evaluation of a KDD tool.-- This SQL sript reates two small tables and realises-- some data preparation operations on them.-- Author: Timm Euler, University of Dortmund (April 2005)-- reate tables:DROP TABLE Saleinfo;CREATE TABLE Saleinfo( Employee NUMBER(2),Month NUMBER(2),Sales NUMBER(4),Revenue NUMBER);DROP TABLE Employeeinfo;CREATE TABLE Employeeinfo( Employee NUMBER(2),Entry DATE,Position VARCHAR2(10),CONSTRAINT EmployeePk PRIMARY KEY (Employee));-- insert some values:DELETE FROM Saleinfo;INSERT INTO Saleinfo VALUES (1, 1, 3, 40.5);INSERT INTO Saleinfo VALUES (1, 2, 2, 22.8);INSERT INTO Saleinfo VALUES (1, 3, -1, 10.0);INSERT INTO Saleinfo VALUES (2, 1, 5, 54.2);INSERT INTO Saleinfo VALUES (2, 2, 7, 58.6);INSERT INTO Saleinfo VALUES (2, 3, 4, 41.0);INSERT INTO Saleinfo VALUES (3, 1, -1, 10.0);INSERT INTO Saleinfo VALUES (3, 2, 2, 38.1);INSERT INTO Saleinfo VALUES (3, 3, 4, 44.3);244



DELETE FROM Employeeinfo;INSERT INTO Employeeinfo VALUES (1, to_date('02-12-1988','DD-MM-YYYY'),'Senior');INSERT INTO Employeeinfo VALUES (2, to_date('01-06-1998','DD-MM-YYYY'),'Trainee');INSERT INTO Employeeinfo VALUES (3, to_date('01-01-1990','DD-MM-YYYY'),'Senior');-- hain A:-- step A1: selet rows with Sales < 5CREATE OR REPLACE VIEW Smallsales AS(SELECT * FROM Saleinfo WHERE Sales < 5);-- step A2: map -1 to 0 for the Sales olumnCREATE OR REPLACE VIEW Smallsales_Correted AS(SELECT Employee,Month,(CASE WHEN Sales = -1 THEN 0 ELSE Sales END) AS Sales,RevenueFROM Smallsales);-- step A3: disretise Revenue olumn into 2 binsCREATE OR REPLACE VIEW Binned_Revenue AS(SELECT Employee,Month,(CASE WHEN Revenue < 40 THEN 0 ELSE 1 END) AS BinFROM Smallsales_Correted);-- step A4: ompute ratio of high revenue months per employeeCREATE OR REPLACE VIEW High_Revenues_Ratio AS(SELECT Employee,AVG(Bin) AS RatioFROM Binned_RevenueGROUP BY Employee);
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Appendix E: SQL Implementation of Test Case-- hain B:-- step B1: pivotise revenues (reate 3 new olumns,one per month)CREATE OR REPLACE VIEW Pivotised_Data AS(SELECT Employee,SUM(CASE WHEN Month = 1 THEN Revenue ELSE 0 END)AS Revenue_Month1,SUM(CASE WHEN Month = 2 THEN Revenue ELSE 0 END)AS Revenue_Month2,SUM(CASE WHEN Month = 3 THEN Revenue ELSE 0 END)AS Revenue_Month3FROM SaleinfoGROUP BY employee);-- step B2: joinCREATE OR REPLACE VIEW Alldata AS(SELECT Employeeinfo.Employee,Revenue_Month1,Revenue_Month2,Revenue_Month3,Entry,PositionFROM Pivotised_Data, EmployeeinfoWHERE Pivotised_Data.Employee = Employeeinfo.Employee);-- step B3: ompute hanges in the revenues per monthCREATE OR REPLACE VIEW Revenue_Changes AS(SELECT Employee,(Revenue_Month3 - Revenue_Month1) AS DiffM3M1,(Revenue_Month3 - Revenue_Month2) AS DiffM3M2,Revenue_Month1,Revenue_Month2,Revenue_Month3,Entry,PositionFROM Alldata);
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