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Chapter 1

Introduction

In the last decades, computer simulations have become an important research field and

a useful tool to interpret experimental results. Increasing computer power has enabled a

real cooperation between theory and experiment. By means of computational simulations

virtual experiments can be carried out and complement, predict or partly substitute the

laboratory trials.

Theoretical methods and computational techniques are used in a very wide range of

scientific fields, from physics or material science to chemistry and biology. Within various

approaches, molecular systems ranging from small chemical compounds to large biological

molecules and material assemblies can be modeled [1]. Chemical reactions and electronic

effects in small systems can be investigated with quantum chemical or semiempirical

methods; the detailed atomic motion in molecular systems can be described (neglect-

ing the electronic degrees of freedom) with molecular modeling techniques; and larger

macromolecular systems can be studied at a more approximate level.

In particular, molecular modeling refers to theoretical methods and computational tech-

niques to simulate the behavior of molecules. The simulated systems have a typical size in

the nanometer range and are often of cross-disciplinary interest between physics, biology

and chemistry [2]. To date, molecular simulations have been used mostly to understand

experimental results but their predictive power is being increasingly used to design new

materials with desired properties [3].

Among the molecular simulation techniques, Molecular Dynamics (MD) is a common

computational tool to model and visualize the motion of atoms and molecules according to

their interactions at the classical level. The method of MD has also been termed ‘statistical

mechanics by numbers’ and ‘Laplace’s vision of Newtonian mechanics’ for predicting the
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6 CHAPTER 1. INTRODUCTION

future by animating nature’s forces and allowing insight into molecular motion at the

atomic scale. It connects the macroscopic and therefore measurable characteristics of a

system or state functions to their microscopic description through the ergodic hypothesis.

While stochastic methods are nondeterministic and are often used to minimize the energy

or optimize the structure of systems under investigation, deterministic MD simulations

serve as methods to investigate the structure itself, structure formation or dynamics.

MD was originally developed within the field of theoretical physics in the late 1950’s and

gained popularity first in materials science and later on in biochemistry and biophysics.

MD is used to examine the dynamics of atomic-level phenomena that cannot be observed

directly, e.g. thin film growth, cluster formation, gas-phase structures equilibration and

ion-implantation. MD constitutes an important tool for protein structure determination

and refinement when using experimental techniques such as X-ray crystallography [4,

5] and NMR [6, 7]. The biological systems and processes that have been investigated

using molecular simulations include protein folding, enzyme catalysis, protein stability,

conformational changes associated with biomolecular function, and molecular recognition

of proteins, DNA, and membrane complexes.

The multidisciplinary relevance and use of MD is illustrated in Fig. 1.1. Here, we in-

dicate the trend in the size of elements, devices, or building blocks (system size) vs. the

time. This graph does not aim to summarize the technological evolution with accuracy, it

is rather meant to be a guide for the eye. Fig. 1.1 can thus be understood as visualization

and guide through this thesis. The different scientific fields, such as chemistry, biology

and physics are indicated in the left axis. In the last decades, the three natural sciences

have started to merge. Miniaturization in technical physics from microsystems to nan-

otechnology, increasing functionalization of biological systems for technical purposes and

complexation of chemical systems in the fields of synthetic chemistry and supramolecu-

lar chemistry have enabled the convergence of these three disciplines. MD represents a

method in the cross-sectional field of nanotechnology allowing for the study of a large

variety of systems at the mesoscale.

In this thesis, our main focus is on three concrete systems which we study by using MD:

carbon nanotubes, proteins and molecular crystals. They may be regarded as examples

coming from the individual scientific fields. Carbon nanotubes are the evidence for the

miniaturization process in the field of material science. They constitute a very promis-

ing material and their possible applications include components of electrical circuits like

nanotube based transistors [8], nanoelectromechanical systems [9, 10], films for use in dis-

plays for computers, cell phones, etc. [11]. However, for all these applications, a reliable

method for separation of nanotubes is still under intensive investigation [12]. Proteins are
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Figure 1.1: Molecular dynamics (MD) simulations as computational method integrat-

ing chemistry, biology and physics in the cross-sectional field of nanotechnology. The

present thesis investigates three exemplary systems: Carbon Nanotubes, Proteins

and Crystals and discusses the power of MD to address systems at the mesoscale.

essential biomolecules that constitute the machinery of the cell. All functions of proteins

are strictly related to their three-dimensional conformation and therefore, there is an on-

going research on the complete understanding of protein structure formation [13], which

might be decisive for medical development. Apart from the medical aspects, technically

functionalized biomolecules constitute a promising new research field [14]. As a partic-

ular case for chemical complexation, we investigate the possible formation of molecular

crystals. The growing of larger crystalline materials based on molecules will enable the

fabrication of porous materials with completely tunable properties. In these three differ-

entiated cases, the molecular structure formation and function is investigated by means of

molecular dynamics simulations, where the plain exploitation of basic physical laws helps

to interpretate biological principles and chemical properties.
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The present thesis is organized as follows:

In chapter 2 we give an introduction to the method of molecular dynamics. Within

MD, one uses classical mechanics to describe the physics underlying the molecular mod-

els, which typically describe atoms as point charges with an associated mass. Atoms are

assigned coordinates and velocities, where the atomic velocities are related to the temper-

ature of the system which is a macroscopic quantity. MD provides information about the

dynamic processes with the intrinsic inclusion of temperature effects. We recall Newton

equations and present the MD algorithm for solving these equations in section 2.1.

In MD methods, the interactions between neighboring atoms are described by chemical

bonds (bonded interactions) and van der Waals forces, typically using the Lennard-Jones

potential, while electrostatic interactions are computed based on Coulomb’s law (non-

bonded interactions). The collective mathematical expression is known as a potential

function and is related to the system’s internal energy, again a thermodynamic quantity.

The potential function computes the molecular potential energy as a sum of energy terms

that describe the deviation of bond lengths, bond angles and torsion angles from their

equilibrium values. Terms for non-bonded pairs of atoms describe van der Waals and

electrostatic interactions. The set of parameters consisting of equilibrium bond lengths,

bond angles, partial charge values, force constants and van der Waals parameters are

collectively known as a force field. Different implementations of molecular mechanics

use slightly different mathematical expressions, and therefore, different constants for the

potential function. The common force fields in use today have been developed by using

high level quantum calculations and fit to experimental data. In chapter 2.2 we discuss

the physics of the force field and address the bonded and non-bonded interactions.

Molecules can be modelled either in vacuum or in the presence of a solvent such as

water. Simulations of systems including the presence of solvent molecules are referred to

as explicit solvent simulations. If the effect of the solvent is estimated using an empirical

mathematical expression simulations are known as implicit solvation simulations. The

treatment of the solvent is discussed in section 2.3.

A molecular dynamics simulation computes the behavior of a system as a function of

time and solves the Newton’s equation of motion by its integration. One can use different

integration algorithms which lead to the atomic trajectories in space and time. In section

2.4 we briefly discuss the leap-frog and the verlet algorithm.

As experiments are normally performed at constant temperature and constant pressure,

a thermodynamic ensemble with a fixed number of particles, temperature and/or pressure

is used for MD simulations to reproduce thereby the experimental conditions. Chapter
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2.5 addresses the temperature coupling and pressure coupling.

In chapter 3 we investigate methods for the separation of carbon nanotubes as a first

example arising from material sciences and physics. Our main interest in these systems

arises from the lack of methods to massive production of collections of carbon nanotubes

with desired properties, making methods for a reliable separation an important challenge.

To date, separation techniques using dielectrophoresis or density gradient techniques are

studied both, experimentally and theoretically. In chapter 3.1 the characteristic parame-

ters and properties defining carbon nanotubes are introduced.

In chapter 3.2 we give an overview of experiments on carbon nanotubes. We discuss the

state of the art of the experiments as the basic input and motivation for our calculations.

The current experimental results which come from ongoing work by Dr. Frank Hennrich,

at the Institute of Nanotechnology, are based on the density gradient technique, also

called equilibrium density-gradient centrifugation. Straightforward theoretical models

fail to explain the experiments, for this reason we look at these systems at the atomistic

level.

As most recent experimental and theoretical works predict the formation of water inside

the carbon nanotubes, we study the effect of water on the density and diameter of carbon

nanotubes in chapter 3.3. Our parameterization as well as results of the MD simulations

are discussed and the dependence of the density on the structure parameters of the system

nanotube-water is analyzed.

In chapter 3.4 we extend our calculations by including the surfactant molecules to the

nanotube-water complex, as it turns out to be physically more adequate, and crucial in

order to explain the experiments. Again our MD simulations and an adjusted formula for

the system´s density are discussed.

We summarize our main findings on carbon nanotubes in chapter 3.5.

In chapter 4 we study the process of protein folding. The function of proteins is

directly related to their three dimensional structure, which results from their chemical

composition, or amino acid sequence. As it is experimentally easier to determine the

sequence than the structure, many efforts have been made to better understand the folding

process of proteins, and to predict their structure from their sequence. The complete

understanding of the folding process would allow, for example, to better understand and

treat misfolding diseases. In our approach we combine a stochastic simulation method and

MD in order to first explore the energy surface of the protein by stochastic optimization

and then perform MD simulations to investigate its stability in the dynamical folding
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process. In chapter 4.1 we give an introduction to proteins, where we discuss protein

structure and explain the problem of protein folding.

In chapter 4.2 we analyse the free energy landscape of a protein consisting of 23 amino

acids, called 1WQE. The energy is calculated according to the PFF01 force field. Stochas-

tic methods and the basin hopping technique are used to explore the low energy conforma-

tions of the protein. The energy landscape of the protein does not have many competing

local minima, making it a good candidate to perform MD on and study the kinetics of

protein folding.

We complement the structure optimization results with MD simulations and describe

the folding kinetics in chapter 4.3. We describe our simulations and the results and discuss

the implications of the obtained results.

Again, in chapter 4.4 we summarize our main findings on protein folding.

Chapter 5 addresses the question of crystal structure formation as an example mo-

tivated from synthetic or supramolecular chemistry. Molecular crystals are very porous

materials whose properties can be tuned according to the building elements. Such crystals

could be used as filters for nanoscale particles among other applications. We study the

structure formation of two types of molecular crystals based on organic molecules with a

carbon based core (adamantan) or based on larger biomolecules: DNA, respectively.

In chapter 5.1 we investigate the feasibility of molecular crystal formation, construction

and growth based on organic molecules and hydrogen bonding. We first describe the

building blocks for these organic crystals based on an adamantan core and then present

the results of our simulations on small complexes forming these crystals.

In chapter 5.2 we focus on molecular crystals based on DNA and organic molecules. In

this part, the connectivity between building blocks is due to a DNA self assembly. Many

core molecules have been proposed, but the experimental realization is still ongoing. We

consider tetrahedral building blocks where the core is an organic molecule and to which

DNA single strands are covalently bonded. According to a brownian dynamics study,

tetrahedral building blocks would be able to form a crystal if they would be flexible

enough. We define the basic building blocks of these DNA crystals. The results of the

brownian dynamics study are presented and the MD simulations complementing this

study are reported and discussed.

In chapter 5.3, we summarize our main findings on crystal structure formation.

In chapter 6 we summarize the implications of our findings and briefly review the

main results of the thesis on carbon nanotubes, proteins and crystals, independently.
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Finally, further challenges and promising candidate systems, which might have relevance

for potential future applications, and which may be of interest for further investigation

are discussed.
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Chapter 2

Molecular Dynamics

Theoretical models are the basis for understanding natural phenomena observed in ex-

periments. However, systems measured in experiments usually contain a large number of

atoms (NAvogadro = 1023) and in general cannot be solved exactly if theoretically studied.

Therefore, theoretical results rely on analytical and numerical approximations. Computer

simulation methods, such as molecular dynamics, can provide a picture of the dynamical

evolution of a system in case of time dependent events or can be used instead of analyti-

cal approximations to generate representative conformations of a molecular system. The

computation is not merely intended to recomputate a known or expected result, it rather

aims to be a virtual laboratory in which the behavior of a system can be described and

predicted.

In the present chapter we summarize the main ideas of molecular dynamics (MD).

MD is a computational method based on classical analytical mechanics for solving and

studying the motion and the conformational space of an N-particle system. It is the

computer representation of statistical mechanics [15] as it relates microscopic features of

a system to its state functions (like temperature, pressure, internal energy, etc.). In the

first section we introduce the principal scheme for calculating the system’s dynamics by

iteratively solving the Newton equations. In section 2, we discuss in more detail the

origin and nature of the particle-particle interactions, which as a whole contribute to

the effective potential energy: the force field. In order to save computational time, the

environment (i. e. solvent) of the main molecular system can be reduced to an effective

field. In section 3, we describe how the environment of the system is treated. In the fourth

section, we take a closer look at the integration of the equations of motion. In standard

equilibrium MD the energy and volume of the system are conserved, which corresponds to

the microcanonical ensemble in statistical mechanics. However, to reproduce experimental

13



14 CHAPTER 2. MOLECULAR DYNAMICS

conditions, constant temperature and/or pressure might be required. In section 5 we

discuss ensemble simulations, where temperature and pressure are kept constant in the

MD algorithm.

2.1 Solving the Newton equations

The dynamics of an interacting N particle system is studied by solving the Newton equa-

tions of motion:

mi
∂2~ri

∂t2
= ~Fi i = 1, 2...N, (2.1)

where mi is the mass of the ith particle, ~ri its position and ~Fi the force acting on the ith

particle

~Fi = −~∇iV
(
~rN
)
. (2.2)

Here V (~rN) is the potential to model the interactions between the N particles in the

system, called the force field.

Fig. 2.1 illustrates the structure of the MD algorithm:

Input: The starting conformation is described by the initial N-particle positions {~ri(t0)}
and velocities {~vi(t0)} at the initial time t0. The initial velocities are generated in a

Maxwell-Boltzmann distribution:

P (|~vi(t0)|) ∝ exp

[
−mi~vi(t0)

2

kT

]
, (2.3)

where P (|~vi(t0)|) is the probability of the velocity ~vi(t0), T is the temperature and k is

the Boltzmann constant.

Processing: The N-particle system’s potential V (~rN
i ) is a function of the positions of

every particle. The forces on every atom derived from the potential (Eq. 2.2) and possible

constraints are computed. The Newton equations (Eq. 2.1) for each particle are solved

and the positions and velocities are updated. This process is repeated for many time

steps.

The length of the integration time step is in the order of femtoseconds. The maximum

time step in MD simulations is limited by the smallest oscillation period that can be found

in the simulated system. The shortest oscillation period as measured from a simulation
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Figure 2.1: Molecular Dynamics algorithm

is 13 fs for bond-angle vibrations involving hydrogen atoms. If a minimum of 5 numerical

integration steps should be performed per period of a harmonic oscillation in order to

integrate it with reasonable accuracy, the maximum time step will be about 3 fs. For

typical MD calculations where systems are simulated over 10 to 100 nanoseconds, 107 to

108 integration steps are performed.

Output: Positions and velocities are recorded regularly in a trajectory file that entirely

describes the motion of the molecular system. However, not each time step’s output is

significant. Only every 100 to 1000 steps the coordinates and velocities are copied to the

trajectory file.
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2.2 Force field

Larger systems than a few atoms in an equilibrium state cannot be handled at a quantum

mechanical level. Therefore, to simulate the dynamics of macromolecules one has to make

severe approximations and resort to parameterizations based on empirical and quantum

calculations. The approximate models resulting from plausible considerations constitute

the so called classical forcefields.

Following the Born-Oppenheimer approximation, the electrons are not simulated ex-

plicitely at all in classical force fields, but their effects are included in an effective descrip-

tion of the atoms or groups of atoms. Forces depend only on the nuclear positions and in

many cases very simple models for the interactions between atoms are used.

In addition to the Born Oppenheimer approximation there are two further essential

assumptions: The first one is that the total energy can be written as a sum of potentials

of simple physical forces. The second assumption states that the parameterized values for

atoms (charge, electronegativity, van der Waals parameters, etc.) or the characteristics

of entire molecular parts (bond lengths, angles and torsions) can be applied to similar

molecules or larger systems containing similar functional groups.

A force field is built up from two distinct components:

1. The mathematical form of the potential energy as a function of coordinates of the

system and

2. the parameters used in this set of functions.

In classical force fields, atoms are classified into atom types depending on the element

and the chemical environment (this incorporates the effective description of electronic

effects). Each force field has a database with atom types characterized, among others by

mass, charge or electronegativity, van der Waals radius and van der Waals well depth.

The parameterization of the interactions between atoms is force field dependent but the

functional form of the potential energy due to interatomic interactions is shared by all

classical force fields used for simulations in this thesis.

There are 3 classes of force fields: In Class I force fields, the particle-partice interactions

include only first order terms. Additionally to the most basic formulation of particle-

partice interactions, higher order terms when treating bonded interactions or polarization

terms to describe molecules more accurately can be included. Class II force fields include
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cross terms in the bonded interactions terms. In Class III force fields, polarization effects

are simulated.

A universal force field in which all elements of the periodic table and their interactions

in different environments are represented has been developed by Rappé et al. during the

90’s [16, 17, 18, 19]. However, an exhaustive parameterization is detrimental to a good

performance and many force fields therefore focus on smaller sets of atoms instead of

trying to cover the whole periodic table. Nowadays, there are many force fields avaliable

and each of them is appropriate for different types of molecules. Many of the Class

I classical force fields derive from CHARMM (CHemistry at Harvard Macromolecular

Mechanics) [20, 21] that was developed for the simulation of biomolecules.

The classical force fields that we have used for the simulations of biomolecules and other

molecular systems are listed below:

• AMBER stands for Assisted Model Building with Energy Refinement [22, 23]. The

AMBER force field has been developed essentially for biomolecules. There are

several versions of AMBER (parm94, parm95, parm99, parm02 and parm03) that

include ongoing new parameterizations, a united atom representation (where methyl

groups are simulated as ‘one atom’ and hydrogen effects are included implicitely),

all-atom descriptions and even a polarization term. After a refinement of the AM-

BER parm99 force field for DNA, AMBER has become the most reliable force field

to simulate nucleic acids [24]. AMBER is also a simulation package that includes

different modules and allows for a manipulation of the force field parameters and for

a possible parameterization of new compounds [25]. It is also possible to simulate

organic molecules other than DNA or proteins with the AMBER package, since it

includes a more general force field GAFF (General Amber Force Field) [26]. GAFF

is compatible to the AMBER force field but has parameters for many additional

organic molecules made of C, N, O, H, S, P, F, Cl, Br and I.

• OPLS stands for Optimized Potentials for Liquid Simulations. This force field

was developed by Jorgensen and coworkers at Purdue University and later at Yale

University [27]. Several sets of OPLS parameters have been published. OPLS was

originally formulated as a united force field, OPLS-ua (where ua stands for united

atoms). OPLS-aa (all atom) parameterizes every atom explicitly [28]. Later versions

include parameters for other specific functional groups and types of molecules such

as carbohydrates. A distinctive feature of the OPLS parameters is that they were

optimized to fit experimental properties of liquids, such as density and heat of

vaporization, in addition to fitting gas-phase torsional profiles.
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• GROMOS stands for GROningen MOlecular Simulation. It was developed at Grönin-

gen university and ETH Zurich by Berendsen and van Gunsteren [29]. The GRO-

MOS force field is a united atom force field, optimized with respect to the condensed

phase properties of alkanes. The most widely used versions are GROMOS96 (43a1,

43b1 for vacuum simulations, 43a2 with improved alkane dihedrals, 45a3 force field,

53a5 and 53a6 [30]). GROMACS is a GROMOS derived force field as well as a

simulation package [31, 32].The GROMACS simulation package includes a growing

number of versions of the GROMOS and GROMACS force field, the OPLS all-atom

and the Encad force field [33]. The GROMACS simulation package is the fastest

MD program avaliable but it does not include implicit solvation.

In a general way, the potential energy can be subdivided into bonded and non-bonded

contributions:

Vtot = Vbonded + Vnon−bonded

These contributions are described in the following sections.

2.2.1 Bonded interactions

Interactions between chemically bonded atoms can involve two (1-2 interactions or bond

stretching), three (1-3 interactions or angle bending) or four atoms (1-4 interactions or

dihedral angle torsion). The simplest possible interactions between atoms that are cova-

lently bonded are represented in Fig. 2.2.

The contribution of the bonded interactions to the total energy of the system is:

Vbonded =
∑

1−2

Vb(rij) +
∑

1−3

Va(θijk) +
∑

1−4

Vtor(ψijkl) (2.4)

(a) Bond stretching

Bond stretching is generally treated with a harmonic potential Vb(rij) as a function of the

distance rij between bonded atoms i and j

Vb(rij) =
1

2
kb

ij (rij − bij)
2 , (2.5)

for small deviations from equilibrium values and first order vibrational states. Here kb
ij

and bij are the force constant and the reference bond length between particles i and j

respectively (In Table 2.1 some values for these constants are given).
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(a) Bond stretching (b) Angle bending (c) Torsional rotation

Figure 2.2: Schematic representation of the different first order bonding interactions:

bond stretching (or 1-2 interactions), angle bending (or 1-3 interactions) and rotation

around a covalent bond with a torsion angle (or 1-4 interactions).

For larger deviations from equilibrium, the Morse potential Vmorse(rij) reproduces vi-

brational levels better [34]:

Vmorse(rij) = Dij {1 − exp [−βij(rij − bij)]}2 , (2.6)

where Dij is the dissociation energy of the bond between atoms i and j and βij is related

to the well width of the potential. The Morse potential can be explicitely implemented

instead of using only the harmonic approximation, but it is rather more time consuming

than generating much better results.

In Fig. 2.3 the functional form of the Morse potential and the harmonic approach are

represented. The harmonic potential reproduces the more realistic morse potential only

for very small deviations around the equilibrium distance.

However, since forces between bonded atoms are very large (see table. 2.1), a large

amount of energy would be needed to cause deviations from the equilibrium value. For

this reason and because of the fact that classical force fields do not allow bond breaking

the use of the harmonic potential is justified when simulating macromolecules at room

temperature. Reference values for chemical bonds (bij) can be experimentally obtained

or can be calculated with quantum mechanical methods.1

Because bond vibrations occur at very high frequencies, often distances between atoms

are just constrained to their equilibrium values. This facilitates the computation of the

interatomic interactions, and a longer time step can be used in MD.

1Since real molecules are vibrating and the Morse potential is not symmetric, the experimentally

measured bond length is an average over vibrating states and does not correspond to the minima of the

Morse potential [35].
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Figure 2.3: Schematic illustration of the Morse potential (full line) and the harmonic

approximation (dashed line) used in classical force fields. The harmonic simplifica-

tion reproduces the behavior of the bond for particle-particle distances around the

minimum of the potential function, dmin (when rij equals bij in eq. 2.5 and eq. 2.6).

dexp represents the experimentally measured distance when the bond is in the vibra-

tional state Vvib indicated by the horizontal dotted line. All the possible distances

that the bond adopts corresponding to the energy of this state are indicated by the

horizontal arrow.

(b) Angle bending

Angle bending is also described using an harmonic potential Va(θijk) as function of the

angle θijk between the atoms i,j and k:

Va(θijk) =
1

2
ka

ijk

(
θijk − θ0

ijk

)2
(2.7)

where ka
ijk is the force constant and θ0

ijk the equilibrium angle. Energy contributions

due to angle bending are much lower than bond stretching energies; some values for the

equilibrium angle and for the force constant parameterized in the AMBER force field are

shown in the table 2.1.
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(a) bond

atomi atomj kb
ij(Kcal/mol)

C C 310.0

CA CA 469.0

n1 o 617.5

nf s 463.5

(b) angle

atomi atomj atomk ka
ijk(Kcal/mol)

CT N3 CT 50.0

C CA CA 63.0

o c sy 61.9

n2 c n2 71.8

Table 2.1: Bonding and angle constants in the Amber99 force field (atom types in

capital letters) and General Amber Force Field (atom types lower case) between atom

types atomi and atomj .

(c) Torsional terms

Energy barriers of rotation about chemical bonds were believed to be a consequence of the

Pauli exchange interaction and electrostatic repulsion, also called steric clashes. Recently,

it has been demonstrated that torsional conformations are mainly due to hyperconjugative

interactions, or electron transfer between occupied and unoccupied orbitals [36, 37, 38].

Minimal energy configurations are stabilized by a σ orbital resonance, in the same way,

but quantitatively weaker, as benzene rings are stabilized by the π orbital resonance.

Changes in the dihedral angles parameterization involve much more important struc-

tural changes than bond stretching and angle bending. Dihedral parameters, together

with electrostatic and van der Waals interactions account for the most important changes

of the configuration and the relative energy.

The torsional term in the potential function describes the energy needed to rotate

around a bond. This energy contribution is not properly represented if only non bonded

interactions are taken into account. A third bonded term has to be added to the force

field to reproduce the conformational behavior of the molecules. Torsional potentials are

often expressed as a cosine of the torsional angle serie’s expansion:

Vtor,ijkl =
∑

n

Vn

2
[1 + cos(nψ − γ)] (2.8)

where ψ is the torsional angle around the chemical bond between atom2 and atom3 (see

Fig. 2.2) and γ is the phase factor that determines the angle for which the torsional

potential becomes minimal. Vn indicates the relative energy contribution of the n har-

monic. In Fig. 2.4, the first three terms of a cosine serie and the resulting potential are

represented. The three dimensional conformations corresponding to some representative

angles are shown as well.
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Figure 2.4: Representation of the torsional function vs. the dihedral angle (in deg.)

resulting from considering the first three terms in the cosine expansion. Each har-

monic that contributes to the torsional functions is individually represented (dashed

lines, as indicated, for n = 1, 2, 3). The molecular conformations cis and trans corre-

sponding to the 0 degree and 180 degrees torsion angles and the configuration giving

minimal energy are illustrated in the graph.

In the AMBER force field, many of the torsional terms include less than three terms of

the cosine expansion but still the energy profile around the torsional bond is accurately

enough reproduced together with the non-bonded interactions contributions; only a few

require considering higher terms in the summation series.

The GROMOS force field represents the torsion energy with a simple cosine function

or with the Ryckaert-Bellemans potential (VRB) for alkanes:

VRB,ijkl =

5∑

n=0

Cn [cos(ψ)]n . (2.9)

The Ryckaert-Bellemans potentials are also used in the OPLS force field.

To parameterize the torsional parameters, the energy profile, extracted from quantum

mechanical calculations or from experimental data, is ‘separated’ into a bonded dihedral

energy term and a non-bonded contribution for 1-4 atoms.
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Improper dihedrals

Improper dihedrals are meant to keep planar groups planar (e.g. aromatic rings) or to

prevent molecules from flipping over to their mirror images. They are again represented

by an harmonic potential on the torsional angle that defines the planarity of the molecule.

Cross terms

Internal coordinates such as bond stretching and angle bending are coupled. If for example

the angle between îjk atoms decreases, atoms i and k approach to each other. The bonds

j − i and j − k might stretch to reduce the interaction between the atoms i and k. In

a higher order representation, cross term interactions like bond-bond, bond-angle, etc.

might be considered as a correction to the harmonic representation of isolated bonded

interactions. Force fields including cross terms are called Class II force fields.

2.2.2 Non-bonded interactions

Non-bonded interactions involve atoms that do not belong to the same molecule or atoms

of the same molecule that are separated by more than two bonds. While atoms sepa-

rated by one or two covalent bonds are modelled to interact exclusively through bonded

interactions, interactions between atoms that are separated by three bonds (1-4 atoms

interactions) have a torsional term but also a non-bonded contribution. Non-bonded 1-4

interactions are reduced by a scaling factor between zero and one to reproduce physical

interactions between 1-4 atoms in reality.

Whereas bonded interactions depend on a fixed number of atoms, non-bonded atoms

interact principally according to their distance. For this reason non-bonded interactions

are computationally more difficult to calculate.

Lennard Jones Interactions

Forces that give rise to deviations from ideal gas behavior are referred to as van der Waals

forces. Such forces have an attractive contribution due to dispersive forces at long range

distances and a repulsive contribution at short distances. The attractive contribution is

due to instantaneous dipoles which arise during fluctuations in the electron clouds [39].

The Drude model [40, 41, 42] predicts that the interaction (without considering higher

order terms like dipole-quadrupole and so on) is proportional to −r−6. The repulsive
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Figure 2.5: Illustration of the Lennard Jones potential vs. the distance between atoms

and the attractive (dispersive) and repulsive (exchange) contributions separately. rmin

is the distance between interacting atoms where the van der Waals potential is min-

imal, VLJ(rmin) = −ε, called van der Waals well depth and σ, also known as van der

Waals radius is the distance for which VLJ(rmin) = 0.

contribution at low distances is related to the nuclear repulsion for very short distances

and to the overlap forces for short distances; it behaves like r−1 and like e
2r
a0 respectively,

where a0 is the Bohr radius.

The best known function to model van der Waals forces is the Lennard-Jones 12-6

function VLJ(rij) of the distance rij between atoms i and j :

VLJ(rij) = 4εij

[
−
(
σij

rij

)6

+

(
σij

rij

)12
]
, (2.10)

where εij and σij are adjustable parameters and represent the well depth of the potential

profile and collision diameter respectively. Fig. 2.5 shows the Lennard Jones potential

and repulsive and attractive contributions. There are no theoretical arguments for the

repulsive r12 but this functional form reproduces the physical behavior of rare gases and

it is not as difficult as to compute as an exponential function. In the parameterization of
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a force field every atom type has two Lennard Jones parameters (εii and σjj or rmin,ii).

The relation between these coefficients and the potential interaction coefficients is given

by the combining rules, equations 2.11 and 2.12 for AMBER, CHARMM and GROMOS,

while OPLS applies the geometrical mean for both well depth and radii.

σij =
1

2
(σii + σjj) (2.11)

εij =
√
εiiεjj (2.12)

Another potential form used to simulate van der Waals interactions from theoretical

assumptions more realistic form is the Buckingham potential :

VBuckingham(rij) = ε

[
6

α− 6
exp [−α (rij/rij,m)] − α

α− 6

(
rij,m

rij

)6
]
, (2.13)

where α, rij,m and ε are adjustable constants. Implementing the Buckingham potential is

more computational time consuming since an exponential function has to be calculated.

Van der Waals interactions between atoms that are three covalent bonds away are scaled

in a different way in each force field2.

Especially because of this multiplicity of procedures to model 1-4 interactions, it is not

possible to exchange parameters from one force field to another.

Van der Waals interactions are usually computed only within a cut-off radius: the

function representing the interactions is set to zero for interparticle distances bigger than

a certain cut-off, where the magnitude of the interaction is anyway neglectable

Hydrogen bonding

Hydrogen bonding is the interaction between an electronegative atom (H-bond acceptor)

and a hydrogen atom that is bonded to an electronegative atom (H-bond donor). It can

be visualized as two electronegative atoms ‘sharing’ one hydrogen atom. The energy of

such interaction varies between 5 and 20 kJ/mol according to the environment and to

2In the AMBER parm94 force field, Lennard Jones parameters are scaled by 0.5 and in AMBER

parm99 force field by 0.83 (or 1/1.2).

GROMOS force field uses a special 1-4 Lennard Jones interaction when the torsion energy is repre-

sented by a simple cosine function. With Ryckaert-Bellemans potential (see Eq. 2.9) for alkanes, the 1-4

interactions are excluded from the non-bonded list.

In the OPLS force field, van der Waals interactions involving atoms that are only separated by three

bonds are scaled with 1/1.2.
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the electronegativity of the donor and acceptor. Hydrogen bonds are very important

for stabilizing the three dimensional structure of biomolecules; for instance, secondary

structure of proteins and base pair complementarity in double helical structure of DNA

are mainly explained by hydrogen bonding.

Originally, many force fields included an extra term in the potential function to repre-

sent hydrogen bonding [43]. In the recent versions of AMBER and GROMOS force fields,

the behavior of hydrogen bonds is modeled by van der Waals and electrostatic potentials.

Electrostatics

Atoms with higher electronegativities are able to attract electrons stronger than atoms

with lower electronegativities. This results in a non-uniform distribution of the charge in

the molecule. The simplest approach to model uneven charge distribution is to associate

partial charges to every atom of a molecule depending on its type, its environment and

the geometry of the molecule. These partial charges reproduce the electrostatic properties

of the molecules.

For simple molecules, the partial charges can be exactely calculated to reproduce the

electric moments if the geometry is known. For larger molecules, there are several ways

to determine the partial atomic charges as these are not experimentally observable. Pop-

ulation analysis associates a charge with every atom, but this method does not yield very

good results because it focuses on the charge conformation rather than on the resulting

potential. The most widely used solution is to derive the partial charges that best re-

produce the quantum mechanical electrostatic potential [44] at the molecular surface 3.

Charges used by AMBER are derived with such methods.

In class I or additive classical force fields, electrostatic interactions are calculated as

Coulomb interactions (eq. 2.15) between point charges qi and qj located in the center of

3The electrostatic potential at every position i is calculated from the wave function φ0

i , and for a given

charge distribution φcalc
i . The error function R:

R =

Npoints∑

i

wi

(
φ0

i − φcalc
i

)2
, (2.14)

is minimized (with an iterative least-squares minimization method or with Lagrange multipliers) and a

set of equations on the partial charge on every atom k, qk, is obtained.

The points i = 1, 2...Npoints where the potential is fitted are between the surface of the molecule, at

the van der Waals radius, and 1 or 2 Å beyond, where interactions have to be modelled accurately.
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every atom i and j:

Vel(rij) =
qi qj

4πε0 rij

, (2.15)

where ε0 is the vacuum electrical permittivity.

The electrostatic interactions between partial charges are often computed within a

cut-off distance, with the Lennard Jones interactions, but since they decay as r−1 (i.e.

much slower than the Lennard Jones interactions) the discontinuity of the potential and

the force near the cut-off radius originating non conservation of the energy will be more

dramatic. Moreover, charges accumulate at the cut-off radii as an artifact of truncating the

electrostatic potential. To avoid all the problems resulting of truncating the electrostatic

force at a relative short distance, electrostatic interactions are treated in the reciprocal

space, where all the contributions are added after being Fourier transformed, also called

Ewald summation [45]. Particle Mesh Ewald (PME) [46] is implemented in GROMACS

and permits to calculate accurately the electrostatic interactions without introducing any

artifact due to a cut-off.

However, the electronic density is not spherically symmetric around the nucleus. There

are molecules that contain lone pairs (like oxygen in a water molecule) or π electron

clouds in aromatic ring systems, for example. This aspect is not well reproduced by

partial charges centered in the middle of the atoms. Virtual charged particles or charged

extra points located on electron donating atoms (O, N, S) reproduce the presence of lone

pairs or unequal charge distributions.

Polarizable or nonadditive forcefields, like AMBER(parm02) [47] include electronic po-

larization in the treatment nonbonded interactions. Electronic polarizability is included

in the forcefield potential as a term that describes the energy associated with the polar-

ization of the charge distribution on the ithatom:

Vpol =
1

2
~µi
~Ei, (2.16)

where ~µi is the induced atomic dipole on the ithatom and ~Ei is the electric field on the

ithatom position. Polarization is a cooperative effect, therefore it is modelled using a set

of coupled equations which can be solved iteratively. The induced dipoles are first set

to zero and calculated in a first approximation as the induced dipoles due to an electric

field created only by static charges. The electric field due to this induced dipoles is

then recalculated and the induced dipoles deriving from the refined value of the field are

calculated. This iterating process continues until the discrepancy between the subsequent

values obtained for the dipoles is low.
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Class III force fields are based on atom-centered dipole polarizabilities. The atomic

dipole is expressed in terms of atomic polarizability of the ithatom (eq. 2.17), which is a

parameter that is based on the atom type.

~µi = αi
~Ei (2.17)

Polarizable force fields seem to better reproduce the orientation of hydrogen bonds [48]

than additive force fields. AMBER can include the above described polarization in AM-

BER parm02.

2.3 Treatment of the solvent

Water or salt solutions are the most relevant environments for the systems of interest

studied in this thesis. In order to simulate a bulk environment a large number of water

molecules is needed. Explicit simulation of all water molecules implies a strong increase of

computational time as full trajectories are calculated for all water molecules although we

are only interested in the solute behavior. A more efficient method in order to reduce the

computational effort is to simulate only the effects of the solvent on the solute by using

implicit solvent models [49]. In chapter 4 the dynamics of proteins is studied by making

use of this model. In section 2.3.1 we explain models that treat the solvent contribution

without having to compute its degrees of freedom.

However, if we are interested explicitely in the behavior of water itself, it has to be

explicitely simulated. In chapter 3 we study the behavior of water surrounding carbon

nanotubes. A detailed description of solvent-solute interactions is most important, for in-

stance in the simulation of hydrogen bonds. Thereby an explicit representation of solvent

molecules is required, since implicit solvent models cannot account for specific solvent-

solute hydrogen bonding. In chapter 5 we study the formation of DNA and adamantan

cores crystals in which molecules are not preparameterized and where hydrogen bonding

is very important for the structure formation. In chapter 3 and in chapter 5, explicit

water simulation required. The modeling of explicit water is described in more detail in

section 2.3.2.

2.3.1 Implicit solvent models

In molecular dynamics, the key quantity that needs to be computed is the total energy of

the molecule or the molecular assembly in its natural environment. If all molecules in the
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environment are simulated, the total energy Etot is simply the sum of all contributions,

as we have detailed before in the force field section. However in general, we are not

interested in the detailed properties of the environment. Formally the total energy of a

solvated molecule can be also written as

Etot = Evac + ∆Gsolv, (2.18)

where Evac represents the molecule’s energy in vacuum (gas-phase), and ∆Gsolv is the free

energy of transferring the molecule from vacuum into solvent, which is called ‘solvation

free energy’.

When using an implicit solvent model, the solvent degrees of freedom are not considered

explicitly and the interactions between solvent and solute are described as a function of

the solute coordinates [49]. All solvent effects are accounted for by the term:

∆Gsolv = ∆Gnon−el + ∆Gel. (2.19)

∆Gnon−el includes van der Waals interactions and entropy costs for cavity formation. It

is taken to be proportional to the total Solvent Accessible Surface Area (SASA) of the

molecule, with a proportionality constant derived from experimental solvation energies of

small non-polar molecules. ∆Gel is the electrostatic contribution to the solvation energy.

It can be calculated solving the Poisson Boltzmann (PB) equation (eq. 2.20) for the

electrostatic potential Φ(~r) produced by a molecular charge distribution ρm(~r).

~∇ε(~r)~∇Φ(~r) = −4πρm(~r) − 4π
∑

i

c∞i ziλ(~r)qe
−ziqΦ(~r)

kT (2.20)

Here, ε(~r) represents the position-dependent dielectric constant which equals that of bulk

water far away from the molecule and is expected to decrease fairly rapidly across the

solute/solvent boundary, ρm(~r) includes only molecular charges, the i-summation runs

over all ion types. Each term corresponds to the local concentration of ion i, c∞i is the

concentration of ion i at infinite distance from the molecule, zi is its valency, q is the

proton charge, k is the Boltzmann constant, T is the temperature and λ(~r) describes the

accessibility to ions at position ~r.

If the potential is small, the PB equation can be linearized:

~∇ε(~r)~∇Φ(~r) = −4πρm(~r) + κ2ε(r)Φ(r). (2.21)

The electrostatic screening effects enter via the second term on the right-hand side,

with the Debye screening parameter

κ2 = 8π

∑
i c

∞

i z
2
i q

2

2εkT
. (2.22)
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κ ≈ 0.1 Å−1 at physiological conditions.

Once the potential Φ(~r) is computed, the electrostatic part of the solvation free energy is

a combination of the classical electrostatic energy, a term originating from mixing mobile

species and a term arising due to the solvent [50]. The free energy due to electrostatic

effects can be written as:

∆Ges =
1

2

∫

V

ρf(~r)Φ(~r)dV (2.23)

where ρf contains only the fixed charges and Φ(~r), the electrostatic potential, is obtained

by solving the linearized PB equation.

The PB approach as described above has traditionally been used in calculating electro-

static properties of ‘static’ configurations. However, in molecular dynamics applications,

the associated computational costs are often very high, as the PB equation needs to be

solved every time the conformation of the molecule changes. An alternative approach

to obtain a reasonable, computationally efficient estimate of the electrostatic part of the

solvation energy ∆Gel is the analytic generalized Born (GB) method. The GB implicit

solvent method is an approximation to ∆Gel. Each atom in a molecule is represented as a

sphere of radius ρi with a charge qi at its center, the interior of the atom is assumed to be

filled uniformly with a material of dielectric constant ε = 1. The molecule is surrounded

by a solvent of a high dielectric εw (εw = 80 for water at 300 K).

The GB model approximates ∆Gel by the analytical formula:

∆Gel ≈ ∆Ggb = −1

2

∑

ij

qiaj

fGB(rij, Ri, Rj)

(
a− e−κfgbij

εW

)
, (2.24)

where Ri and Rj are the effective bond radii of atoms i and j and fGB is a smooth function

of rij , Ri and Rj [51]. The various GB methods differ in the way of computing the effective

bond radii [52, 53]. The effective radii depend on the molecule’s conformation, and have

to be re-computed every time the conformation changes.

2.3.2 Explicit solvent models

In this work we have always used rigid models for simulating explicit water, but there are

also flexible and polarizable water models. The flexible models allow for conformational

changes in the molecule and reproduce experimental spectra. The polarizable models

include explicit polarization and can reproduce different phases of water.
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Rigid water models widely used in MD calculations have either three sites, as in the

case of the model SPC (Single Point Charge) [54] and the TIP3P model (Transferable

Intermolecular Potential 3 Points) [55], four sites, as the TIP4P model (Transferable

Intermolecular Potential 4 Points) [55] or five sites, as the TIP5P model (Transferable

Intermolecular Potential 5 Points) [56] for electrostatic interactions. The charge distribu-

tion of the water molecule is generally modelled by point charges on the nuclei or on one

or two additional fictive sites located in the plane of the molecular frame (TIP4P) of out

of it (lone pairs in TIP5P). Van der Waals interactions involve a single interaction point

per molecule situated at the oxygen atom. In fig. 2.6 the rigid water models and their

main characteristics are represented.

(a) SPC (b) TIP3P (c) TIP4P (d) TIP5P

Figure 2.6: ‘Simple’ water models. Oxygen atoms are red and hydrogen atoms white.

The figure illustrates the ficticious points where the charge is localized (in yellow).

Local point charges are indicated on every atom or ficticious point. The distance

between the oxygen atom and the hydrogen atoms and the angles formed by the

atoms H-O-H for SPC and TIP models are also indicated.

Water models are parameterized such that the outcome of the computer simulation

reproduces as good as possible the properties of real water [57]. The liquid density is

properly reproduced by TIP4P and TIP5P models whereas SPC and TIP3P models yield

smaller values than the experimental density. The heat of vaporization is properly repro-

duced by all rigid models; it quantifies importance of hydrogen bonding. The diffusivity

is overestimated by all rigid models mentioned above except TIP5P; it expresses the mo-

bility of water molecules, the influence of hydrogen bonds on the translational motion.

The microscopic structure, density maximum, critical parameters and dielectric constant

computed using rigid models agree within a reasonable interval with experimental values.

To reproduce liquid state properties well, all these models have a dipole moment around

2.3 D instead of the experimental gas-phase value of 1.85 D.
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The different classical force fields that we use in our simulations have been developed

together with a specific water model. Choosing the water model depends on the force field

used in the simulation. OPLS simulations in aqueous solution typically use the TIP4P or

TIP5P water model. The SPC model was developed to work together with the GROMOS

force field. AMBER force fields are parameterized with TIP3P.

Periodic boundary conditions

When explicit water molecules are used, the molecule we are interested in is normally

centered in a virtual box and surrounded by a layer of water between 10-20 Å thick.

Boundary conditions at the edge of the box are not physically meaningful, therefore

periodic boundary conditions are used. The constructed box is treated like a unit cell

and is replicated in all directions such that the whole space is filled and particles close to

opposite edges interact with each other. In Fig. 2.7, periodic boundary conditions for a

two dimensional system are illustrated.

Figure 2.7: Periodic boundary conditions. The system box is replicated in all direc-

tions.

There are different geometries for this box (see fig. 2.8) in order to avoid the simulation

of more water molecules than necessary.
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(a) Standard cubic

box

(b) Rhombic dodeca-

hedron

(c) Truncated octahe-

dron

Figure 2.8: Different box geometries avaliable in AMBER and GROMACS. The

volume of the standard cubic box is reduced by a factor of 1
2

√
2 with a rhombic

dodecahedron and by a factor of 4
9

√
3 for a truncated octahedron.

2.4 Integrators

The most popular MD algorithms [58] are the Verlet algorithm [59] (eq. 2.25) and the

Leap-frog algorithm [60] (eq. 2.26,2.27).

The Verlet algorithm uses the atomic positions r(t) and the accelerations a(t) = F (t)
m

at

time t and the positions from the preceeding step r(t−∆t) to determine the new positions

at (t+ ∆t)4:

r(t+ ∆t) = 2r(t) − r(t− ∆t) +
F (t)

m
∆t2 +O(∆t4) (2.25)

The advantages of the Verlet algorithm are that it is straightforward, and that the storage

requirements are modest. The disadvantage is that the algorithm is only of moderate

precision.

The leap-frog algorithm uses positions r(t) and accelerations F (t)
m

at time t and velocities

v(t− ∆t
2

) at time t− ∆t
2

to compute positions r(t+ ∆t) at time (t+ ∆t) and velocities at

time (t+ ∆t
2

). The velocities are first calculated at time (t+ ∆t
2

) and are used to calculate

the positions at time (t+∆t). In this way, the velocities leap over the positions, then the

4To derive the Verlet algorithm, the Taylor expansions until third order of r(t+ ∆t) and of r(t− ∆t)

are added:

r(t+ ∆t) = r(t) + v(t)∆t+
1

2
a(t)∆t2 +O(∆t4)

r(t− ∆t) = r(t) − v(t)∆t+
1

2
a(t)∆t2 +O(∆t4)
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positions leap over the velocities.

v(t+
∆t

2
) = v(t− ∆t

2
) +

F (t)

m
∆t (2.26)

r(t+ ∆t) = r(t) + v(t+
∆t

2
)∆t (2.27)

The advantage of this algorithm is that the velocities are explicitly calculated, however,

the disadvantage is that they are not calculated at the same time as the positions. The

velocities at time t can be approximated by the average:

v(t) =
1

2

[
v(t+

∆t

2
) + v(t− ∆t

2
)

]
(2.28)

2.5 Thermodynamic ensembles

The natural ensemble of MD is the microcanonical ensemble, where the number of par-

ticles (N), the volume (V ) and the energy (E) are constant, since MD is Hamiltonian

dynamics and energy is conserved. However, experiments are normally performed at

constant temperature and/or constant pressure. An ensemble where the number of par-

ticles, the temperature (T ) and/or the pressure (P ) are constant is therefore a better

representation of real systems.

To achieve this, the equations of motion need to be modified to include a thermostat

and/or barostat. MD can then reproduce the canonical ensemble (NV T ), if only the av-

erage temperature is kept constant, and the (NPT ) ensemble, if the average temperature

and pressure are kept constant. In this section we describe how temperature and pressure

averages are kept constant during the MD simulations performed for different systems.

2.5.1 Temperature coupling

The absolute temperature of the N -particle system is related to the kinetic energy of the

system Ekin:

1

2
NdfkT = Ekin, (2.29)

where Ndf = 3N − Nc − Ncom is the number of degrees of freedom, Nc refers to the

constraints applied on the system and Ncom to the center of mass motion5. Ekin can be

5the system is invariant under translation of the center of mass, Ncom equals then 3. In vacuum, the

rotation of the center of mass can also be removed, Ncom is set to 6.
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obtained by adding the kinetic energy of every particle of the system:

Ekin =
1

2

N∑

i=1

miv
2
i . (2.30)

There are several mechanisms to control the temperature. We can couple the system

to a bath with the reference temperature we want our system to have as Berendsen ther-

mostat [61] proceeds or we can introduce a friction term in the Hamiltonian of the system

in order to control the temperature as in the Nosé-Hoover thermostat [62] approach.

Berendsen thermostat

The Berendsen thermostat is a global thermostat that couples the system weakly to a

bath of reference temperature T0. The deviation of the system temperature T from T0 is

corrected according to eq. 2.31 and decays exponentially with time constant τ .

dT

dt
=
T0 − T

τ
(2.31)

The time coupling constant τ can be chosen to be small for equilibration purposes or larger

if the system is already equilibrated. Heat flows in/out of the system if the temperature

is lower/higher than T0 by scaling all velocities with the factor:

λ =

[
1 +

∆t

τT

{
T0

T (t− ∆t
2

)
− 1

}]1/2

(2.32)

at every time step ∆t. τT (eq. 2.32) is related to the time constant τ (eq. 2.31), the

total heat capacity of the system CV and the total number of degrees of freedom Ndf as

τ = 2CV τT/Ndfk. τT is the parameter that appears in the dynamic options or input.

The Berendsen weak coupling algorithm is convenient for relaxing the system to a target

temperature but does not generate a correct canonical ensemble.

Nosé Hoover thermostat

To perform canonical ensemble simulations, the system Hamiltonian is extended with a

thermal reservoir and a friction term [63, 64]. The friction force is proportional to the

product of each particle’s velocity and a friction parameter ξ. The force ~Fi on every

ithparticle is modified with a friction term proportional to the ithparticle’s linear momen-

tum mi ~vi as:

~Fi

′

= ~Fi − ξ mi ~vi. (2.33)



36 CHAPTER 2. MOLECULAR DYNAMICS

ξ is a fully dynamic quantity with its own equation of motion: the time derivative is calcu-

lated from the difference between the current kinetic energy and the reference temperature

and the strength of the coupling is determined by Q.

dξ

dt
=

1

Q
(T − T0) (2.34)

The Nosé Hoover thermostat generates a correct NVT ensemble but can induce oscilla-

tions in the dynamics. τT is the parameter that appears in the dynamic options or input:

it represents the period of the oscillations of kinetic energy and is related to Q and T0 via

Q =
τ2
T T0

4π2

2.5.2 Pressure coupling

A macroscopic system maintains constant pressure by changing its volume. A simulation

in the isothermal-isobaric ensemble also maintains constant pressure by changing the vol-

ume of the simulation cell. The amount of volume fluctuation is related to the isothermal

compressibility.

The methods used for pressure control are similar to those used for temperature control.

The pressure can be maintained at a constant value by simply scaling the volume. The

pressure of the system can also be coupled to a fixed value (Berendsen barostat) or when

fluctuations in pressure or volume are important, the equations of motion for the particles

need to be modified (Parrinello-Rahman barostat).

The pressure of a N-particle system is calculated as:

P = trace(P)/3 (2.35)

where P is the pressure tensor:

P =
2

V
(Ekin − Ξ) (2.36)

and Ξ the virial:

Ξ = −1

2

N∑

i<j

rij ⊗ Fij . (2.37)
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Berendsen barostat

The Berendsen algorithm rescales the coordinates and box vectors every step towards a

given reference pressure P0. The rate of change of the pressure is given by:

dP

dt
=
P0 − P

τp
, (2.38)

where τp is the coupling constant. The volume of the simulation box is scaled by the

scaling matrix µ is given by:

µij = δij −
∆t

3τp
βij {P0ij − Pij(t)} , (2.39)

where βij is the isothermal compressibility of the system (for water at 1atm and 300 K,

Tr(βij) = β = 4.6.10−10 Pa−1), Pij(t) the pressure tensor at time t and P0ij the reference

pressure tensor. Again the Berendsen barostat is appropriate for equilibrated systems but

does not reproduce the (N,P, T ) ensemble.

Parrinello-Rahman barostat

The Parrinello-Rahman approach [65, 66] is similar to the Nosé-Hoover temperature cou-

pling, it reproduces the correct thermodynamic ensemble and the equations of motion

for the particles are changed. The box vectors are subject to an equation of motion to

which the equation of motion for the atoms is coupled. As for Nose-Hoover temperature

coupling the time constant τp is the period of pressure fluctuations at equilibrium. The

force ~Fi on every ithparticle is modified with a friction term proportional to the ithparticle

linear momentum mi ~vi as:

~Fi

′

= ~Fi −M mi ~vi, (2.40)

where M is a tensor related to the matrix representation of the box vectors b as:

M = b−1

[
b

db′

dt
+

db

dt
b′

]
b′−1. (2.41)

In the Parrinello-Rahman barostat, the matrix b follows the equation of motion:

db2

dt2
= VW−1b′−1(P −Pref). (2.42)

The volume of the simulation box is called V and W determines the strength of the

coupling: its inverse W−1 determines how the box can be deformed; it is related to the

pressure time constant via:

(
W−1

)
ij

=
4π2βij

3τ 2
pL

, (2.43)

where L is the longest length of the box.
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Chapter 3

Carbon nanotubes

Carbon nanotubes (CNT) are unique large macromolecules with notable physical prop-

erties. They were discovered in 1991 by S. Iijima [67] and are still the object of ongoing

research focusing on the understanding of their physical properties. CNT have a very

broad range of mechanical, electronic, thermal, optical, structural, etc. properties de-

pending on their characteristic parameters, the diameter, the length, and the chirality or

twist. These properties make them interesting candidates to study fundamental physi-

cal phenomena and also to objects which might be relevant as building blocks in future

applications.

Despite from the huge potential for a broad use of CNT, a mass production of CNT with

well defined structure is still far out of reach. The synthesis of CNT does not allow to grow

them with 100% purity in terms of well defined length, diameter and chirality. Therefore,

methods have to be developed, which can help to reliably separate and selectively organize

CNTs, according to their functionality or structure.

As a consequence, the investigation of techniques to separate CNT according to their

characteristic properties have become an important research field in the last few years.

Single walled carbon nanotubes (SWCNTs) can for example be separated according to

their electronic properties [12], which are determined by their chirality. This is possible by

making use of a method called dielectrophoresis 1. Other methods focus on the separation

1Separation of nanotubes with dielectrophoresis is achieved by applying a non uniform electric field

that results in different effective forces for semiconducting or for metallic nanotubes. The dielectrophoresis

force

FDEP ∝ εmRe

{
ε∗t − ε∗m
ε∗m

}
∇| ~E|2, (3.1)

depends on the gradient of the applied electric field (∇| ~E|2) and the complex electrical permittivity

39
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of CNTs according to their density [68, 69], which relates to CNT length and diameter.

Experiments carried out by Frank Hennrich at the Institute for Nanotechnology focus on

the separation of CNT by centrifugation, where nanotubes are sorted according to their

density. The understanding of the relation between the density and the diameter of CNTs

is required to develop a methodology for sorting the CNTs by diameter. This may help

to design a method for large scale production of CNTs with well defined diameter.

In combination with other separation methods it may become possible to sort and

provide CNTs with clearly defined structural, electronic, etc. properties.

In the present chapter we aim to develop a method for separating CNTs by their diam-

eter. In aqueous solution, CNTs tend to cluster together in order to avoid being exposed

to water due to their hydrophobic nature. Thus, amphibilic molecules, or surfactants,

have to be added to separate nanotubes from each other. Therefore, experiments sort-

ing the nanotubes according to their density are not exclusively influenced by the CNTs

diameter but by many other factors, such as the surfactant concentration or the water

conformation around or inside the nanotube. By making use of MD simulations we study

the behavior of CNTs in the environment of water and surfactant molecules. With our

MD simulations, we are able to explain the experimental results qualitatively and fur-

thermore provide a theory for the relation between the density of the ‘CNT-surfactant’

composite and the CNT diameter for a given surfactant molecule.

In section 3.1 we give a brief introduction to CNTs and explain their characteristic

parameters. In section 3.2 we report the experimental methods and results for separating

CNTs by density. In section 3.3 we study the interactions between the carbon nanotubes

and the water molecules and present their effects on the total density of the system.

We show the relevance of considering the surfactant in order to properly explain the

experiments in section 3.4. We also explain the experimental findings.

3.1 Carbon nanotubes

Structure - Chirality

Carbon nanotubes are hollow cylinders made of carbon atoms bound together in a hexag-

onal network. A single walled carbon nanotube (SWCNT) structure can be obtained by

wrapping a graphene sheet in a certain direction into a cylinder with a continuous surface.

ε∗m,t = εm,t − iωσm,t of the media m and the nanotube t, respectively.
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The direction of rolling the graphene sheet, i.e. the chiral vector ~Ch, determines the (ge-

ometric and electronic) properties of the SWCNT. The hexagonal structure of graphene

and the chiral vector are illustrated in Fig. 3.1. The chiral vector is defined as:

~Ch = n~a1 +m~a2 (3.2)

where ~a1 and ~a2 are the unit vectors of the hexagonal lattice and n, m are two integers

called indices.

Figure 3.1: Illustration of the chiral vector ~Ch on a hexagonal lattice representing

the structure of graphene. ~a1 and ~a2 are the unit vectors of the hexagonal lattice. ~T

is the vector orthogonal to the chiral vector and parallel to the axis of the nanotube.

The dashed lines correspond to the special cases m=0 also called zigzag and n=m

called armchair.

Diameter

The unit vectors can be expressed using 2-D Cartesian coordinates:

~a1 = (
3

2
ac−c,

√
3

2
ac−c) (3.3)

~a2 = (−3

2
ac−c,

√
3

2
ac−c) (3.4)

where ac−c is the bond length between carbon atoms, and since the length |~a1| = |~a2| =√
3ac−c, and the chiral vector length is the peripheral length of the nanotube, the diameter
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Dn,m of the nanotube is related to the (n,m) indices as:

Dn,m =

√
3 ac−c

π

√
n2 + nm+m2. (3.5)

Synthesis and length

In the experiments reported in this section, SWCNT are synthesized by the high-pressure

carbon monoxide (HiPco) process, in which SWCNT grow from a thermal decomposi-

tion of Fe(CO)5, or alternatively by pulsed laser vaporization (PLV), in which a laser

pulse evaporates a solid target of graphite into a plasma. The particles in the plasma

selfassemble to form a fraction of SWCNTs. The SWCNTs generated by HiPco have

diameters ranging from 0.6 nm to 0.9 nm and the SWCNTs generated with PLV have

diameters ranging from 0.9 nm to 1.5 nm. A typical length of a SWCNT is in the range

of micrometers, however, it is very variable and depends on the synthesis technique in

general.

Physical properties

The chirality, defined by the (n,m) indices, of the SWCNT not only determines the di-

ameter but also the electronic properties: a SWCNT can be metallic if 2m+n
3

∈ N or

semiconducting if 2m+n
3

/∈ N. CNTs are a very stiff material in terms of tensile strength

and elastic modulus respectively [70] and very good thermal conductors [71].

3.2 Experimental results

3.2.1 Centrifugation process

In 2005, Arnold et al. showed that separation of SWCNTs by diameter can be achieved

through ultracentrifugation of SWCNT wrapped into DNA or suspended with surfactants

in aqueous density gradients [72, 68].

A density gradient technique, called equilibrium density-gradient centrifugation, is used

to separate materials on the basis of their buoyant density (see Fig. 3.2). In this case a

mixture of materials with different buoyant densities is centrifuged through a steep density

gradient that contains a high concentration of a medium with a preformed density gradient

or a medium which generates a density gradient by itself during centrifugation. In these
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gradients, the materials being studied have a density somewhere in between the highest

and lowest densities of the ‘calibration’ substances. The components of a sample begin

to move along this gradient. When a component of the mixture reaches a point where

the density of the solution is equal to its own density, it stops moving further and forms

a distinct band. The position of the band in the tube is characteristic for the buoyancy

of that component. The density-gradient ultracentrifugation protocol is similar to that of

Figure 3.2: In step 1, mixtures of surfactants are used to disperse individual nan-

otubes. In step 2, these are loaded into a centrifuge tube containing a liquid density

gradient. When centrifuged, layers of material with similar density can be separated.

Arnold et al. described in ref. [68].

Frank Hennrich and coworkers used self-generated gradients, i.e. a solution of uniform

density at one atmosphere that forms a gradient under the influence of the centrifugal

field. Once the solute begins to sediment through the solvent a concentration gradient is

formed which is opposed by back-diffusion of the solute. With a sufficiently high spinning

velocity, at equilibrium, the sedimentation of the solute is exactly balanced by the diffusion

and the gradient is stable.

3.2.2 Results of the experiment

2-D Photoluminescence (PL) contour maps of tube samples in surfactant solutions were

derived from individual PL emission spectra measured in the range of 850-1750 nm with
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(a) Experimental sample (b) Absorption spectra

Figure 3.3: (a) Photograph of an experimental sample after 18 hours of centrifugation.

The analyzed fractions corresponding to decreasing densities are indicated by arrows.

(b) Absorption spectra of the different fractions indicated in the picture.

a similar setup and procedures as described in ref. [73]. PL is a spectroscopic technique

to identify which nanotubes are present in a sample. The density of states of SWCNTs

has a gap between allowed states of density (called van Hove singularities), which depends

on the chirality of the SWCNT. For a similar diameter range and for increasing energy,

the first and second singularities correspond to semiconducting SWCNT, and the absorp-

tion/emission energy is labelled E11S and E22S and the third singularity corresponds to

a metallic SWCNT and is labelled E11M .

Fig. 3.3(a) shows the photograph of a sample in a separation experiment after the

density-gradient ultracentrifugation. In the centrifuge tube a density gradient with higher

density at the bottom than at the top has emerged after ∼ 18 hrs. Visually, the separation

of isolated SWCNTs is evident by the formation of colored bands on top of a black region

which contains bundles, aggregates and insoluble material that sediments at higher density

in the gradient. The domain populated with nanotubes is separated into 28 fractions.

Fractions labeled with a small number correspond to higher densities and fractions labeled

with higher numbers correspond to lower density sections.

In optical absorption spectra ratios of absorbance peaks in first- (E11S, 900-1500 nm)

and second-order (E22S, 500-900 nm) interband transitions differ between the fractions,

indicating the achievement of sorting tubes by diameter/bandgap (Fig. 3.3(b)). Photolu-

minescence mapping allows to identify tubes by their (n,m) indices and can therefore be

used to study relative changes of the abundance of different (n,m)-species in dependence
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of the experimental conditions.

(a) starting material PL contour map (b) fraction 10 PL contour map

(c) fraction 22 PL contour map (d) fraction 28 PL contour map

Figure 3.4: Photoluminescence countour maps of the starting material (a) and of

three different fractions: (b) fraction 10, (c) fraction 22 and (d) fraction 28, after the

centrifugation process. The maps show the PL intensity as a function of the emission

wavelength (x axis) and the excitation wavelength (y axis)

Fig. 3.4 shows the PL contour maps of the starting material before the density-gradient

ultracentrifugation and of three different fractions after the density-gradient ultracentrifu-

gation (fraction 10, 22 and 28) cut within the colored bands. The n,m-distributions of

fractions number 10, 22 and 28 which can be derived from the PL contour maps are very

different to the n,m-distribution of the starting material. The following two fundamental

observations are made in experiment:

1. fraction 10 is strongly enriched in tubes with diameters around 0.88 nm, with cor-

responding chirality: (10, 2), (9, 4), (8, 6) and (8, 4);
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2. in fraction 22 and 28 tubes with diameter around 0.88 nm are almost completely

missing.

The buoyant density of SWCNTs in aqueous solution depends on multiple factors,

including the mass and volume of the carbon nanotube itself, its surface functionalization,

the hydration layers, the surrounding molecules, and its filling.

According to a simple, geometric model treating a nanotube as a hollow cylinder, the

intrinsic mass per volume of a nanotube is expected to vary inversely with diameter. This

inverse relationship with diameter cannot be explained by the experimental observations

in the original work of Arnold and co-workers [72]. They tried to correct the trend by

including an encapsulating layer of hydrated DNA with constant thickness (∼2-3 nm),

but they did not take into account the filling of the tube.

Fluids confined in nanometric scales are known to behave very differently from their

bulk counterparts. The strong hydrophobic nature of the nanotube material and the com-

paratively large exposed surface area of the inside of the tube in relation to its relatively

small volume are the reason for unusual arrangements of water molecules inside nanotubes

and large deviations in the hydrogen bonding network of such molecules in comparison

with the bulk solvent [74]. The density and other properties of water trapped inside the

nanotube will therefore deviate significantly from that of the bulk solvent under the same

macroscopic conditions.

3.3 Interaction of CNT with water

In 1998, Dujardin et al. presented experimental evidence of SWCNT wetting [75]. In

2004, Rossi et al. used environmental scanning electron microscopy to demonstrate that

water condensates easily inside SWCNTs and that their inner surface wetting is a function

of their diameter rather than the surface details [76]. In 2005, Byl et al. presented ex-

perimental vibrational spectroscopy data providing direct evidence of a water phase with

an unusual hydrogen bonding pattern due to confinement inside a SWCNT [77]. In 2006,

Matsuda et al. measured with NMR the existence of inner rings of water molecules inside

the SWCNTs [78]. De Souza et al. combined neutron scattering and MD simulations to

investigate the dynamics of water confined in a SWCNT [79] and obtained evidences for

the wetting of the inside of the SWCNT. Moreover, they predicted the formation of water

shells using MD.
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Many other theoretical studies complement the experimental hydration data for the

inside of the SWCNT: In 2000, Gordillo and Marti permformed MD simulations on SWC-

NTs and water and found water inside the CNT [80]. In 2001, Hummer et al. studied the

dynamic behavior of water inside a SWCNT as an hydrophobic channel and concluded

that water flows very easily through the tube [74]. In 2002, Noon et al. found helical

water sheets inside the SWCNTs [81] and Brovchenko et al. determined the presence of

water in SWCNTs [82] in 2003. In 2004, Wang et al. performed MD simulations under

ambient conditions for nanotube segments of various diameters submerged in water and

obtained that single-file water chains were formed in narrow nanotubes (0.676 to 0.811

nm diameter) and that layered structures could be formed in larger size SWNTs. Ac-

cording to these studies it seems that (5,5) SWCNT is the smallest tube whose interior

could be wetted by water. The minimal diameter of a SWCNT that can accommodate n

layers of water molecules was also estimated [83]. Similar findings were also obtained by

Huang et al. in 2005. Inside the tubes they studied, water molecules formed a cylindrical

layer around a central water core, in which water molecules are randomly distributed due

to thermal movements. However in addition, by charging the SWNTs, water molecules

adsorbed by the SWNTs can also form regular structures [84].

Summarizing the experimental and theoretical results, the following questions arise:

How is the structure of water inside CNT with diameter ranging from 0.5 to 1.5 nm? Are

the CNT wetted inside, and if yes, in which way? How does the presence of water inside

the CNT influences the results of centrifugation experiments?

To answer these questions, we perform exhaustive MD simulations comparing different

coupling and solvation protocols, water models and Lennard Jones parameterizations. By

this, we study the behavior of water inside all SWCNTs with the same characteristics as

used in the centrifugation experiments summarized in the previous section.

3.3.1 MD simulations

We first generate the carbon nanotubes atomic representation for different diameters

ranging from 0.5 to 1.5 nm. Before starting with ‘production’ simulations, we investigated

the effects of the tube length and the solvation protocol on equilibration.

During the simulations, the nanotube atoms are constrained to their experimental

equilibrium position and only the interactions between the carbon atoms and the water

molecules and the interactions between the water molecules with each other are modeled.

The SWCNT are solvated in a rectangular water box with periodic boundary conditions
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such that the edges of the box are 12 Å away from the tube. We use the OPLSAA force

field since it was originally parameterized for liquid simulations. The simulations are

carried out with the GROMACS package, where the OPLSAA force field is implemented

because it is twice as fast as than AMBER (see section 2.2).

Parameterization for the simulations

We perform MD simulations on the different systems in an NVT ensemble and in an NPT

ensemble. The average temperature is set to 300 K and the pressure (for the simulations in

the NPT ensemble) to 1 atm. For the temperature coupling, the Nosé-Hoover thermostat

is used (see section 2.5.1). For the pressure control, Berendsen and Parrinello-Rahman

barostats are used (see section 2.5.2).

To treat electrostatic interactions, the Particle Mesh Ewald (PME) method is employed

and Van der Waals interactions are computed within a simple cut-off of 14 Å. The inte-

gration time step is 2 fs. The total length of the simulations is 2 ns. This is a very short

simulation time if compared to the time scale in which molecular conformations change.

However, since we are only interested in the behavior of water and there are no macro-

molecular motions, 2 ns is a large enough time scale for water to be equilibrated. The

stabilization of the system is reached within the first 200 ps, as can be seen in Fig. 3.5.

We model the carbon atoms as uncharged particles with a Lennard Jones (LJ) collision

diameter σCC and a well depth εCC . The collision diameter and well depth corresponding

to the interaction potential between oxygen atoms and carbon atoms are denoted by

σCO and εCO respectively. In Table 3.1, the Lennard Jones parameters for the carbon -

water interactions are indicated. These parameters are in accordance with former studies

[83, 74, 85, 84]2.

The van der Waals parameterization of CA corresponds to an aromatic sp2 hybridized

carbon. CA (σCA
= 0.355 nm, εCA

=0.29288 kJ.mol−1) is derived from the benzene or

diphenyl parameterization with the OPLSAA force field.

2Hummer et al. [74] studied the water conduction through CNTs using the TIP3P water model and

a carbon-oxygen LJ potential corresponding to the AMBER96 force field LJ interactions between sp2

hybridized carbon and water oxygen; with σCO = 0.32751 nm and εCO=0.47847 kJ.mol−1. Noon et

al. [81] parameterized the LJ interactions as σCO = 0.3296 nm and εCO=0.5781 kJ.mol−1. Wang et

al. [83] performed MD simulations with σCO =0.3275 nm and εCO=0.4785 kJ.mol−1 and Huang et

al. [84] using Rmin,CC =0.1992 nm, Rmin,OO =0.17682 nm, εCC=0.0700 kcal.mol−1 and εOO=0.1521

kcal.mol−1
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SPC TIP3P TIP4P TIP5P

σCAO 0.3352 nm 0.3344 nm 0.3346 nm 0.3328 nm

εCAO 0.4364 kJ.mol−1 0.4317 kJ.mol−1 0.4358 kJ.mol−1 0.4428 kJ.mol−1

σCBO 0.3352 nm 0.3344 nm 0.3346 nm 0.3328 nm

εCBO 0.5661 kJ.mol−1 0.5601 kJ.mol−1 0.5654 kJ.mol−1 0.5744 kJ.mol−1

σCCO - 0.3224 nm - 0.3222 nm

εCCO - 0.7480 kJ.mol−1 - 0.7483 kJ.mol−1

Table 3.1: Parameters of the LJ interaction between the carbon atoms and the water

oxygen atoms. The different water models (SPC, TIP3P, TIP4P and TIP5P explained

in section 2.3.2) and different carbon atoms parameterizations (labeled A, B and C)

are represented. CA with σCA
= 0.355 nm and εCA

=0.29288 kJ.mol−1, CB with σCB
=

0.355 nm and εCB
=0.49288 kJ.mol−1, and CC with σCC

= 0.33 nm and εCC
=0.87864

kJ.mol−1.

Carbon parameterization of CB (σCB
= 0.355 nm, εCB

=0.49288 kJ.mol−1) is more

hydrophobic and agrees in a better way with the LJ parameters used by Nun et al.

Carbon CC (with σCC
= 0.33 nm and εCC

=0.87864 kJ.mol−1) is an extreme case for a

very pronounced well depth of the Lennard Jones potential. It does not correspond to a

pre-parameterized aromatic carbon, but since inside the nanotube energetically favorable

π-systems are formed, it might be a way to bias water behavior in such an environment.

First, we compare two solvation protocols: solvating the nanotube in equilibrated water

at 300 K and 1 g.cm−3, which results in an almost empty SWCNT, and a simulated

annealing protocol implemented in MMTK [86] to pack the water as densely as possible

inside the tube. In Fig. 3.5 we show, for two different nanotubes (15,1) and (8,3), how the

equilibrated state is reached when starting from a densely filled nanotube (MMTK for

filling the tube and GROMACS for solvation) and when starting from an almost empty

nanotube (only GROMACS solvation) for two different nanotubes.

We also analyze the mobility of water molecules inside the tube to check if the starting

configuration has any influence in the dynamics of the system. The simulations show

that water molecules are not trapped in the tube but are constantly exchanged with the

surrounding bulk water. In Fig. 3.6 we plot the evolution of the axial coordinate of three

selected water molecules that are in the tube at a given time, at which the system was

already equilibrated, as the simulation proceeds. It was taken from the simulation with

the TIP3P water model of a (8,3) nanotube, with a 0.77 nm diameter. The figure clearly

demonstrates (see snapshots on the right panel) that the water is highly mobile inside the
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Figure 3.5: Comparison of the influence of the initial configuration. The number

of water molecules inside the CNT nH2O is plotted vs. the simulation time for the

MMTK solvation protocol (in red) and for the standard solvation protocol (in black).

nH2O is quickly stabilized after starting the simulation and remains constant for the

rest of the 5 ns run. The empty nanotubes are filled already after 40 ps and the excess

of water molecules in the highly dense filled nanotubes is leaving the tube after 20

ps simulation.

tube and is exchanged with the bulk water molecules frequently.

Here, we can already answer part of the questions formulated above and justify our

simulation protocol. The SWCNTs are wetted inside and the initial conditions do not in-

fluence the stable conformation of water inside the SWCNT. Moreover, after equilibration

we observe that the same water density is reached for SWCNT having the same (n,m)

indices for lengths between 25 Å and 200 Å. Therefore, it is justified to perform all the

simulations with 50 Å nanotubes and extrapolate to the experimental relevant case, in

which much longer tubes are used.

Results of the MD simulations

In the following section we summarize the results of the MD simulations and we analyze

how the results of the simulation are influenced by the choice of the LJ parameters, by

using different water models (SPC, TIP3P, TIP4P and TIP5P), by the ensemble choice

in which the simulations are permformed (constant pressure or constant volume) and the

underlying pressure and / or temperature coupling algorithms.

However, we can already say that for CNTs with diameters below a threshold that
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Figure 3.6: Position of an individual water molecule along the tube axis (in Å) as a

function of time during the simulation(left panel). Snapshots corresponding to the

position of the water molecule as it passes the tube (right panel).

ranges from 0.67 to 0.74 depending on the LJ parameterization, there are no water

molecules inside the CNT. In CNTs with diameter above this threshold, a single chain of

water molecules in formed inside the CNTs and, as we consider CNTs with larger diame-

ters, an inner water shell is formed inside the CNTs. The respective threshold value for the

diameter of a CNT where water forms an inner tube depends on the LJ parameterization

and on the water model used, and typically lies between 1 nm and 1.15 nm. For CNTs

with even larger diameters, a water channel is formed inside a water shell, this occurs

for nanotubes with diameters larger than 1.2 to 1.3 nm, again, depending on the the LJ

parameterization and the choice of the water model. These water special configurations

are illustrated in Fig. 3.7.

Due to this layering behavior of the water discussed above (see Fig. 3.7) the water

density inside the nanotubes depends strongly on the nanotube diameter. For SWCNTs

having a diameter bigger than 2 nm the water density reaches already the bulk value.

There are several degrees of freedom that are independent from each other: the water

model that best represents the behavior of confined water, the pressure and tempera-

ture coupling algorithm and the Lennard Jones parameters involved in the non-bonded

interactions between the Carbon atoms and the water molecules.
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(a) 0.67 nm diameter (b) 0.74 nm diameter (c) 1.08 nm diameter

Figure 3.7: Water layered structures inside different SWCNT. Results corresponding

to CA LJ parameterization and TIP3P water model.

We first analyze the influence of the water model in the NPT ensemble and in the

NVT ensemble simulations. In Fig. 3.8, the number of water molecules ‘contained’ in the

nanotube is plotted versus the diameter.

The number of water molecules contained in the CNT is independent of the pressure

coupling algorithm. We compare simultaneously how the solvent model affects the water

behavior inside the CNT. The three-point water models, SPC and TIP3P, yield equiva-

lent results for both thermodynamic ensembles NPT (with Parrinello- Rahman and weak

coupling of the pressure) and NVT. All water models agree in the formation of the first

‘water channel’ inside the CNT. For this LJ parameterization (corresponding to CA), the

first water channel is formed in the (6,5) CNT, having a diameter of 0.74 nm. With in-

creasing diameter, water molecules are able to form a cylinder inside the CNT. According

to the water model used, this layer is formed for 1.03 nm diameter for TIP4P and TIP5P

models whereas three point water models allow the formation of this first ‘shell’ for CNT

with larger diameters. This may be due to the fact that in five-point water, polar contacts

can occur between more points and more ordered structures (closer to ice) are possible.

The water models developed for the OPLS force field (c.f. 2.3.2) are TIP4P and TIP5P.

All the previous studies where confined water inside CNT was simulated were performed

with three-point water models. In our further study we consider three point and five point

water models for every set of Lennard Jones parameters.

We proceed our study for different Lennard Jones interaction parameterizations.
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Figure 3.8: Evolution of the number of water molecules nH2O inside the CNT vs. the

CNT diameter. (NPT )1 corresponds to Berendsen pressure coupling and (NPT )2

corresponds to Parrinello-Rahman pressure coupling. The grey lines represent the

agreement of all possible combinations of simulation degrees of freedom when three

point rigid water models are used, when the TIP5P water model is used (with squares)

and when the TIP4P model is used (with crosses). The values given by the TIP4P

and the TIP5P water models diverge from the three-point water models values for

some CNT. In such cases, the (n,m) indices are indicated.

Fig. 3.9 demonstrates that the LJ parameterization influences the water density inside

the CNT slightly, but no significant differences arise: the first water channel, the inner

water shell and the second water channel are always formed, but in CNT with a CC

LJ parameterization these water structures are formed in CNTs with a 0.1 nm smaller

diameter than in CNT with a CA LJ parameterization.

We now turn to the analysis of the density of the CNT as a function of their diameter.

The results of the MD simulations describe without notable ambiguities a stepwise filling

of the SWCNTs for a range of diameters that is not much influenced by the choice of the

parameters defining the carbon atoms (within a meaningful range) or of the water model.
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Figure 3.9: Number of water molecules stabilized inside the CNT vs. diameter.

The different Lennard Jones parameterizations are illustrated with different colors as

shown in the legend. The three-point water models (thick lines) and the five-point

water model (thin lines) are simultaneously compared.

3.3.2 Density

The expected density of the combined system SWCNT-water ρT1 is given by:

ρT1 = 4
(mH2O nH2O) + σgraphene π d l

π (d+ ∆d)2 l
, (3.6)

where mH2O = 18 u is the mass of each water molecule in atomic mass units and nH2O

the average number of water molecules inside the CNT obtained from the simulations.

The diameter of the SWCNT is d and ∆d=0.6 nm is the thickness of the graphene sheet,

which is related to the van der Waals radius of the carbon atoms. σgraphene is the surface

density of graphene3 ∼ 465 u.nm−2, l = 5nm is the length of the CNT. In Fig. 3.11 the

parameters involved in the density are illustrated.

3The area of the unit cell of graphene is A

A =
3
√

3

2
a2

cc, (3.7)

where acc is the distance between carbon atoms and in graphene its value is around 0.141-0.144 nm.
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Figure 3.10: Density of the SWCNT vs. diameter. The grey circles represent the

contribution of the carbon atoms of the CNT and the black diamonds take the filling

of the CNT with water into account.

In Fig. 3.10, the density corresponding to eq. 3.6 is illustrated, without considering the

filling of the nanotube with water (grey circles) and considering the filling of the tube

(black diamonds).

Combining eq. 3.6 with the outcomes of our MD simulations we observe the minimal

diameter of the CNT at which water can enter the tube. We observe a stepwise formation

of a water channel for a SWCNT of 0.74 nm diameter and then the formation of a water

shell for a SWCNT of 1.03 nm diameter is reflected in the density. However, these results

do not agree with the experiments, where the high density section (fraction 10), was

populated exclusively with 0.88 nm diameters SWCNTs.

There are two atoms per unit cell, therefore the superficial density of graphene is:

σgraphene =
2 mC

A
(3.8)

where mC is the mass of the carbon atom.
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(a) front view (b) side view

Figure 3.11: Snapshot of a solvated nanotube. The diameter of the nanotube and the

diameter of the cylinder considered to calculate the occupied volume are indicated

by d and d+∆d

3.4 Interaction of CNT with water and surfactant

This discrepancy may arise because in the experiment the CNTs are in solvated by means

of amphibilic molecules which were not taken into account so far. Obviously, the surfac-

tant strongly influences the density-diameter relation and can not be neglected.

In this section we therefore analyze the effects when considering surfactant molecules

in the density calculation.

Figure 3.12: Schematic representation of a transversal section of a SWCNT sur-

rounded by cholate molecules.
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SWCNTs are hydrophobic. They tend to cluster together to avoid being exposed to

water to minimize the surface accessible by the water molecules. In order to solvate CNTs

at all, they must be coated with amphibilic molecules. The amphibilic molecules used in

the experiments here are sodium cholate, C24O5H39.

In the presence of the surfactant, the expression for the density of the complex SWCNT-

water-cholate ρT2 is:

ρT2 =
(mH2O nH2O) + σgraphene 2π r l + ρsurfactant π

(
(r + σC + ∆)2 − (r + σC)2) l

π (r + σC + ∆)2 l
,

(3.9)

as a function of the radius of the SWCNT r (r=d/2, to be consistent with the previous

section), where mH2O = 18 u is the mass of each water molecule in atomic mass units

and nH2O the average number of water molecules inside the SWCNT obtained from the

simulations and σgraphene is the surface density of graphene, as in the previous section.

ρsurfactant is the density of the surfactant molecules, σC is the LJ radius of the carbon

atoms (σC = ∆d/2, to be consisten with the previous section)) and ∆ is the ‘thickness’

of the surfactant shell around the SWCNT (see Fig. 3.12).

3.4.1 MD simulations

We have performed an MD simulation in the same fashion as before of a SWCNT, in

particular (10,2), with CA Lennard Jones parameterization for the carbon atoms, to obtain

a theoretical value for ∆ and ρsurfactant.

We first performed a MD simulation in the NPT ensemble at ambient conditions (300 K

and 1 atm) of a SWCNT in water and sodium cholate molecules to observe the behavior

of surfactant molecules. In Fig. 3.13 we illustrate how the amphibilic molecules approach

the SWCNT: starting from a configuration where the surfactant molecules are randomly

distributed, we observe how, after 2 ns simulation time, 3 or 4 molecules have approached

the SWCNT and remain stable at a short distance of the SWCNT.

From this first simulation we obtain only qualitative evidence for the micelle formation

around the SWCNT driven by hydrophobic forces; the whole process takes too long to be

simulated via MD and its simulation does not provide further insight or any substantial

progress in the understanding of the system.

We performed a second MD simulation, in the NPT ensemble (at 300 K and 1 atm)

as well, of a preformed micelle, where the SWCNT is ‘wrapped’ by cholate molecules to
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(a) initial configuration (b) after 2 ns

Figure 3.13: Snapshots of the first MD simulation of randomly located cholate

molecules and the SWCNT in water at time t=0 ns at the left (a) and at time

t=2 ns at the right side (b).

investigate the stability of such a conformation. We studied the influence of the surfactant

on the water inside the SWCNT dynamics and obtained a theoretical value (or range

of values) of the density of the surfactant molecules and of the thickness of the cholate

shell. The initial conformation is artificially extrapolated from the equilibrated interaction

cholate-nanotube. In Fig. 3.14, we illustrate the behavior of such a simulated micelle

within a simulation time of 5 ns and in Fig. 3.15 we illustrate the distribution of surfactant

molecules around the SWCNT for a stabilized system after 2 ns of simulation for the CNT

(6,5) and for the CNT (10,2).

The presence of surfactant does not influence the filling of the CNT. After 2ns of

simulation, the surfactant being equilibrated, the average number of water molecules

inside the CNT (10,2) and inside the CNT (6,5) are about 20 and 18 respectively, and

they form a channel inside the CNTs in the same fashion as in the simulations without

surfactant.
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(a) after 2 ns (b) after 3 ns (c) after 4 ns

Figure 3.14: Snapshots of the second MD simulation starting from a preformed con-

formation where the CNT is surrounded by surfactant molecules. (a), (b), and (c)

correspond to snapshots of the system after 2, 3 and 4 ns of simulation respectively.

3.4.2 Density

According to the equilibrated configuration illustrated in Fig. 3.15, the average value of

∆ is around 0.7 nm. To calculate the density of the surfactant molecules, we do not

take into account the water around, but also not the space filled by the water since in

the experiment the whole system SWCNT-solvate molecules exclusively migrates to the

environment having exactely its density. The volume of the ∆ thick shell around the

SWCNT is, according to the MD simulation, 80% occupied by surfactant and the rest

is water. This has an effect in the way we calculate the total density ρT3, the volume

occupied by the surfactant is 80% the outer shell volume and therefore only this volume

is taken into account. The density of the system SWCNT-surfactant results:

ρT3 =
(mH2O nH2O) + σgraphene 2π r l + ρsurfactant X π

(
(r + σC + ∆)2 − (r + σC)2) l

π (r + σC)2 l + X π
(
(r + σC + ∆)2 − (r + σC)2) l

,

(3.10)

where X is the proportion of surfactant in the ∆-thick shell around the SWCNT.

In Fig. 3.16, the density corresponding to eq. 3.10 is illustrated. The grey circles

represent again the density without considering the filling of the nanotube with water.

The density considering the filling of the tube is illustrated by the black diamonds. The

values for nH2O have been taken from the previous simulations, since the filling of the tube
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(a) (10,2) nanotube after 2 ns (b) (6,5) nanotube after 2 ns

Figure 3.15: Transversal section of the stabilized SWCNT-surfactant systems (for the

CNT (10,2) and for the CNT (6,5)) solvated in water (water and counter ions are

not represented)

is not influenced by the presence of the surfactant around the nanotube for the (10,2)-CNT

and (6,5)-CNT, with which we permformed the simulations with the surfactant.

From the experimental data, we can only say that SWCNT of diameter around 0.88 nm

are found in section 10, i.e. high density section, and lower densities sections contain a

mixture of SWCNT of larger and smaller diameters. Experiments realized using another

type of surfactant molecules (with an hydrophilic head and a long hydrophobic tail) are

not able to separate the CNTs via ultracentrifugation.

Analysis of the density function

According to eq. 3.10, the density of the whole system SWCNT-surfactant-water depends

on the thickness ∆ of the surfactant shell around the SWCNT, the density ρsurfactant

of the surfactant, and the surfactant proportion X in the shell. The density for the

system SWCNT-surfactant-water is computed while accounting for the number nH2O of

water molecules inside the CNTs and integrating the results of our MD simulations (see

Fig. 3.17(a)).
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Figure 3.16: Density of the system SWCNT-surfactant vs. SWCNT diameter. The

grey circles correspond to de density computed according to eq. 3.10 where 80% of

the outer shell is occupied by the surfactant molecules and the black diamonds take

into account the filling of the SWCNT

In Fig. 3.17(b), the density profile of the whole system is illustrated for ∆=0.7 nm,

X=0.5 and ρsurfactant=1.3 g.cm−3. The choice of these parameters is motivated by the

outcomes of our simulations. The resulting density profile serves as starting point for

further analysis of how it changes with variations of the parameters ∆, ρsurfactant and X.

The irregular filling of the CNT with water leads to the presence of two local maxima.

The first one shows up for diameter values around 0.74 nm and is due to the formation of

the first water shell. The second maximum is much broader and located around 1.2 nm.

It originates from the the successive chains contributing to the inner water shell.

We study how the density profile behaves in different conditions for given ∆, ρsurfactant,

and X. In Fig. 3.18, we illustrate the diameter corresponding to the maximal density as

a function of these parameters. The abrupt change for the diameter corresponding to the

two identified maxima from Fig. 3.17(b) is due to a switch between these local maxima,

which dominate depending on the above parameters.

Fig. 3.18(a) illlustrates where the first or second maximum dominates depending on ∆

and X, while keeping the density ρsurfactant at a fixed value of 1.3 g.cm−3. We can see
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Figure 3.17: (a) Simplification of the number of water molecules inside the CNTs

vs. diameter. The simplification accounts for the characteristics as obtained from

the MD simulations. (b) Density of the SWCNT-surfactant-water system according

to eq. 3.10 in g.cm−3 vs. diameter for ∆=0.7 nm, ρsurfactant=1.3 g.cm−3 and X=0.5

with nH2O as given by (a).

that the variation of the thickness of the surfactant shell and of the volume proportion of

surfactant molecules does not influence the location of the local maxima (flat behavior of

Dmax) but their absolute contribution to the total density (switching between first and

second maximum as absolute maximum). In Fig. 3.18(b) we observe that, for a fixed

∆=0.7 nm, there is no significant effect of the volume proportion X on the location of

the absolute maximum of the density. However, it decreases continously with increasing

ρsurfactant and switches to the constant value of 0.74 nm above ρsurfactant ∼1.3 g.cm−3.

In Fig. 3.18(c) we study the localization of the second maximum for fixed X=0.5. We

find that it decreases with decreasing ∆ and increasing ρsurfactant. Here, for values of

ρsurfactant between 1.25 and 1.35 g.cm−3 the switch between the maxima happens.

In summary, equation 3.10 combined with the outcomes of our MD simulations allows

us to estimate a value around 1.3 g.cm−3 for the density of the system. However, we do

not find a maximum of the density for CNTs with diameter around 0.88 nm. Instead there

is an invariant maximum at 0.74 nm followed by an invariant minimum at 0.9 nm and a

slightly varying second maximum around 1.1 to 1.3 nm. If we perform the same study

in the case without considering inner wetting of the CNTs, which is in contradiction to

our computational findings, we find a density maximum for CNTs with diameter around

0.88 nm. This happens for a very low density of the surfactant around the CNT at

ρsurfactant ∼ 0.75g.cm−3.

We conclude that first, more detailed experimental results are needed to better un-
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Figure 3.18: Illustration of the Diameter Dmax of the CNT for which the density of

the CNT-surfactant-water is maximal as a function of ∆, ρsurfactant, and X.

derstand the density profile in the theoretically studied diameter regime. Second, an

exhaustive MD study of the surfactant behavior around the CNTs for all the CNTs with

diameter within the studied range could reveal some surfactant effects that can not be

simply extrapolated from one result.

On the other hand, experiments carried out by Arnold et al.[72] found that, for CNTs

with diameter within a range between 0.76 and 1.01 (at 0.76 nm, 0.78 nm, 0.84 nm, 0.88

nm, 0.97nm and 1.01nm), the density has the value 1.17 g.cm−3 with an error of 0.02 and

increases with the diameter. The CNTs in these experiments were wrapped with DNA,

which relates to a thickness of the shell around the CNT between 2 and 3 nm. We find

that our model reproduces very well such a behavior as illustrated in Fig. 3.19(a).

If another surfactant is used, no possible separation via centrifugation takes place.

This can also be interpreted using this model: as the surfactant shell around the SWCNT
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Figure 3.19: The graphic on the left side illustrates the density vs. the diameter for

values of ∆=2.5nm and ρsurfactant=1.15g.cm−3 corresponding to the experiment of

Arnold et al. [72]. The graphic on the right side shows the influence of the thickness

of surfactant shell.

becomes larger, the density difference between SWCNTs with different diameters becomes

smaller: The density considering a ∆ ∼ 0.7nm takes values within a range 1.29 to 1.32

nm but if the surfactant shell becomes ten times larger as it would happen for the second

surfactant used, then the variations of the density of the system SWCNT-surfactant-

water are smaller than 0.002 and therefore not detectable by the experimental setup. In

Fig. 3.19(b), we plot the resulting densities for the same values of ρsurfactant and X and

for ∆ = 0.7 nm (in blue) and ∆ = 7 nm (in magenta).

3.5 Conclusion

In this chapter, we have briefly introduced carbon nanotubes and presented recent experi-

ments that aim to separate carbon nanotubes by centrifugation. We have taken the results

of these experiments as starting point for our simulations and proposed a formulation for

the density of the complex nanotube-surfactant.

Experimental results demonstrate that the CNTs with maximal density correspond to

0.88 nm diameter CNTs. Based on former experiments and simulations that confirm

the presence of water inside the CNTs, we tried to explain this unusual density profile

as an effect or consequence of the water structure inside the CNTs. We performed MD

simulations with different parameterizations for the non-bonded interactions between the

carbon atoms and the water molecules of SWCNTs solvated in water and studied the

behavior of water molecules inside the CNTs.
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Our results with this simple model do not agree with the experimental results, since

in experiments other molecules than only the CNT and the water are present in the

solute. These are the surfactant molecules that cluster around the CNTs and allow for

their separation. Moreover, the separation of CNTs with other surfactant molecules as

the ones used in the described experiments (sodium cholate) are not possible. Thus, the

effect of the environment is decisive for the explanation of the experiment rather than the

behavior of the water inside the CNTs.

We therefore considered the presence of surfactant molecules and performed MD sim-

ulations of 2 different SWCNTs in a ‘real’ environment. From the MD simulations, we

extracted a first try values for the surfactant characteristics, density and conformation

around the SWCNTs and calculated the density of the complex SWCNT-water-surfactant

with the obtained values. We observed that the density behavior vs. the SWCNT di-

ameter does not present an absolute maximum for SWCNTs having a diameter of 0.88

nm, but its value is on the same order of magnitude as in the experiments and moreover,

agrees with the recent experimental results of Arnold and coworkers [72].

We conclude that a more accurate description of the experimental environment is needed

in a next step. The experimental conditions are not completely reproduced in our simu-

lations, since experimentally, the system SWCNT-surfactant is not embedded exclusively

in water but in a solution of variable density, corresponding to the one of the studied

system. The fact that the real environment is not simply water could affect the behavior

of the surfactant molecules around the SWCNT. It raises then the idea of an ‘designing’

experiments to sort a particular type of CNT, by choosing a solvent and a surfactant that

fullfils the density and dimensions required, and maybe a solvation medium with a given

polarizability.
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Chapter 4

Protein folding

In the present section, we investigate how proteins adopt their native (folded) confor-

mation starting from a random unstructured configuration. We combine two simulation

techniques with ‘complementary’ characteristics: deterministic MD and stochastic opti-

mization methods, to analyze the folding process. MD protein folding events have been

very rare; for the first time in 2002, Simmerling et al. [87] observed folding of the twenty

amino acids miniprotein trpcage using MD. The reason for the scarcity of proteins being

folded with all-atom MD is the amount of computational time needed. The simulation of

a macromolecular system as a protein and its environment over a time slot comparable to

protein folding scales requires a huge computational effort and the existence of metastable

states or kinetic traps slow down the folding process. Our strategy consists of first explor-

ing the energy surface of the protein to decide if a concrete protein is a good candidate

for detailed MD simulations on and then making a dynamics study on a protein only if

its energy surface is not much rugged.

The present chapter is structured as follows. In the section 4.1 we briefly describe

the essentials of protein structure; we introduce their building blocks, the amino acids,

describe their basic structure, and summarize the problem of protein folding, or how the

native structure is reached. In section 4.2 stochastic energy optimization methods are

described, and the results on a particular peptide are presented. Finally, in section 4.3,

the MD simulations are detailed and the results leading to a protein folding picture are

interpreted.

67
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4.1 Proteins

Proteins are the nanoscale molecular machinery of the cell and essential parts of organisms.

They catalyze biochemical reactions and have structural or mechanical functions, they are

important in cell signaling, in immune responses, in cell adhesion, and in the cell cycle. All

functions of proteins are strictly related to their three-dimensional conformation, which

is determined by the amino acid sequence.

The question of how sequence and structure are related arises, as well as how the func-

tional conformation of a protein is achieved. We briefly discuss the main characteristics

of protein structure and the principal problem of protein folding.

4.1.1 Protein structure

Figure 4.1: Amino acid basic structure. The side chain, represented by R, is bonded

to the Cα.

Proteins are large organic molecules made of amino acids (see Fig. 4.1) arranged in a

linear chain and bonded together by a peptide bond (see Fig. 4.2) that joins the carboxyl

group and the amino group of neighboring amino acids.

Figure 4.2: Peptide bond formation between two amino acids. A peptide bond is a

covalent bond between the amine and the carboxyl group of amino acids.

Amino acids structure consists of the backbone naturally occurring in all amino acids,

and of a side chain. There are twenty different side chains that determine the properties of
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the amino acids: amino acids are hydrophilic if their side chain is polar and hydrophobic

if their side chain is non-polar. Polar side chains have various functional groups such as

acids, amides, alcohols, and amines. At cellular pH the carboxyl group in the acidic side

chains and and the amino group in the basic side chains acids are dissociated and those

amino acids are then ionic. Side chains that contain alcohols or amide functional groups

are polar even if they are not ionic. Non-polar amino acids have side chains which have

pure hydrocarbon alkyl groups (alkane branches) or aromatic (benzene rings).

Protein structure is classified in different levels (see Fig. 4.3). The primary structure

Figure 4.3: Protein structure. From quaternary structure to primary structure.

is the amino acids sequence. The secondary structure refers to the local conformation

of some part of the protein. It mostly focuses on common regular folding patterns of the

protein backbone. Fig. 4.4(a) shows the representation of a polypeptide chain. Because

of the delocalized π orbital of the carboxyl group the peptide bond has a partial double

bond character and rotating around it requires high energy. Rotation around the other

covalent single bonds of the backbone is much less costly. The torsional angles φ, around

the bond between Cα and N, and ψ, around the bond between Cα and C, determine the

secondary structure of the peptide chain completely. A few types of secondary structure

are particularly stable and occur widely in proteins. The most prominent are α-helix and

β configurations (see Fig. 4.4(b), 4.4(c)).

The overall three-dimensional arrangement of amino acids is referred to as the pro-

tein’s tertiary structure. Whereas the term secondary structure refers to the spatial

arrangement of amino acid residues that are adjacent in the primary structure, tertiary

structure includes longer range aspects of the amino acid sequence. Some proteins contain

two or more separate polypeptide chains or subunits, which may be identical or different.

The arrangement of these protein subunits in three-dimensional complexes constitutes the

quaternary structure.
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(a) Torsional angles.

(b) Alpha helix φ and ψ (c) Beta sheet φ and ψ

Figure 4.4: Secondary structure of peptides. (a) shows the representation of a

ploypeptide chain. (b) and (c) show the most prominent secondary structure pat-

terns. The backbone of the protein is represented with sticks and the polar contacts

responsible for stabilizing the secondary structures are depicted in blue.

4.1.2 The problem of protein folding

Most proteins fold into a unique structure. How does a polypeptide chain achieve its

native conformation? In the folding pahway of a polypeptide chain not all the principles

that guide the physical process have been worked out. The investigation of how proteins

reach their functional conformation is motivated by the fact that defects in protein folding

may be the molecular basis for a wide range of genetic disorders. Improved understanding

of protein folding may thus lead to new therapies for misfolding diseases.

The time scales for protein folding range between 10−7s for small peptides or fast fold-
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ers [88] and 104s. If proteins would fold spontaneously by a random process in which they

try out all possible sterically and energetically allowed conformations, the folding process

would take many orders of magnitude longer than it does. (A protein having n amino

acids can adopt O(3n) possible conformations, if each amino acid can adopt 3 different

configurations, α-helix, β-sheet or random coil.) Therefore there must be ‘shortcuts’ in

protein folding rather than being a completely random trial and error process. This prob-

lem was first pointed out by Cyrus Levinthal in 1968, and is often called Levinthal’s

paradox [89].

In a hierarchical model of protein folding, local secondary structures form first and the

process continues until complete domains form and the entire polypeptide is folded. In an

alternative model, folding is initiated by a spontaneous collapse mediated by hydrophobic

interactions among nonpolar residues of the polypeptide into a compact state that may

have a high content of secondary structure, but many amino acid side chains are not

entirely fixed.

Thermodynamically, the folding free energy landscape can be viewed as a kind of free

energy funnel [90]. The unfolded states are characterized by a high degree of conforma-

tional entropy and relatively high internal energy. As folding proceeds, the narrowing of

the funnel represents a decrease in the number of conformational species present. Small

depressions along the sides of the free-energy funnel represent metastable intermediates

that can briefly slow the folding process. At the bottom of the funnel, the ensemble of

folding intermediates has been reduced to a single native conformation.

4.2 Analysis of the free energy landscape

According to the thermodynamic hypothesis [91], the native structure of a protein can be

predicted by locating the free energy minimum of the protein and its environment. Using

stochastic (Monte Carlo) methods to explore the energy landscape of biomolecules takes

less computational effort and yields reproducible results compared to the deterministic

approach (Molecular Dynamics) for locating the native state.

In the stochastic approach, the energy landscape is explored by generating randomly

changes in the geometry of the molecule and accepting the ‘moves’ if the energy change

is favorable, or with decreasing probability if the energy change is slightly uphill. To

compute the energy of the randomly generated conformations, a free energy protein force

field, such as PFF01 [92] is required.
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4.2.1 Stochastic optimization methods

In Monte Carlo (MC) simulations, the relation between intermediate states in the sim-

ulation is not deterministic as in MD but based on a stochastic process. Monte Carlo

simulations generate Markov chains 1 of three-dimensional conformations of the protein.

Based on energy criteria, configurations are accepted or rejected: When the energy

calculated according to the forcefield [92] E ′ is lower than the energy of the previous

configuration E or fullfils e−(E′
−E)/kT < random[0; 1] the new configuration is accepted,

otherwise the process is repeated for the previous configuration (see Fig. 4.5).

Figure 4.5: Stochastic optimization methods.

Each configuration differs from the previous one by rotations about single bonds. In

the folding process under physiological conditions the degrees of freedom of a peptide are

confined to rotations about single bonds. In our simulation we therefore consider only

moves around the sidechain and backbone dihedral angles, which are attempted with

thirty and seventy percent probability respectively. The moves for the sidechain angles

are drawn from an equally distributed interval with a maximal change of 5 degrees. Half

1A Markov chain is composed of discrete stochastic processes such that for each process the knowledge

of the previous states is irrelevant for predicting the probability of subsequent states. In this way a Markov

chain has ‘no memory’ and no given state has any causal connection with a previous state.

The transition probability T ({X2}, {X1}) for the system to go to state X2 from state X1 is normalized

to the unity, and for systems in equilibrium the transition probability often obeys the detailed balance

criterion: T ({X2}, {X1})ρ(X1) = T ({X1}, {X2})ρ(X2)
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of the backbone moves are generated in the same fashion, the remainder is generated

from a move library that was designed to reflect the natural amino-acid dependent bias

towards the formation of α-helices or β-sheets. The probability distribution of the move

library was fitted to experimental probabilities observed in the PDB database [93]. While

driving the simulation towards the formation of secondary structure, the move library

introduces no bias towards helical or sheet structures beyond that encountered in nature.

4.2.2 Basin Hopping technique

The low-energy part of the free energy landscape of proteins is extremely rugged due to

the comparatively close packing of the atoms in the collapsed ensemble. Rugged potential

energy surfaces are characterized by the existence of many low-lying minima, which are

separated by high energy barriers. For this reason, the global optimum of such a surface

is difficult to obtain computationally. Simple methods, such as steepest descent 2 or

simulated annealing3, are almost always trapped in metastable conformations.

Efficient optimization methods must therefore speed up the simulation by avoiding

high energy transition states, by adapting large scale moves wherever possible or by

accepting unphysical intermediates. One of the simplest ideas to effectively eliminate

high energy transition states of the free-energy surface is the basis of the basin hopping

technique [94, 95], also known as Monte-Carlo with minimization (see Fig. 4.6). This

method simplifies the original potential energy surface by replacing the energy of each

conformation with the energy of a nearby local minimum. This replacement eliminates the

high energy barriers that are responsible for the freezing problem in simulated annealing.

In many cases the additional minimization effort to find a local minimum for each starting

configuration is more than compensated by the increase of efficiency of the stochastic

search on the simplified potential energy surface. While each simulated annealing run is

typically much more expensive than a local minimization using gradient based techniques,

it can nevertheless be competitive for very rugged potential energy surfaces, or when the

computation of the gradient of the potential is prohibitive. The number of moves in each

individual basin hopping cycle, is increased with the square root of the cycle number m

as N=10000
√
m.

2Steepest descent is an optimization algorithm to find a local minimum of a function. It takes steps

proportional to the negative of the gradient of the function at the current point.
3Simulated annealing consists of slowly decreasing the temperature of the system to find the minimal

energy configuration.
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Real
Modified

Figure 4.6: Schematic graph to illustrate the basin hopping technique: the real po-

tential energy surface is simplied by replacing the energy of each conformation with

the energy of the nearby local minimum.

4.2.3 Free Energy protein force field PFF01

The all-atom (with the exception of apolar CH groups) free-energy protein forcefield

(PFF01) models the low-energy conformations of proteins with minimal computational

demand [96, 97, 98]. The forcefield parameterizes the internal free energy of the protein

(excluding backbone entropy) and contains the following non-bonded interactions:

V (~rN
i ) =

∑

ij

Vij

[(
Rij

rij

)12

− 2

(
Rij

rij

)6
]

+
∑

ij

qiqj
εg(i)g(j)rij

+
∑

i

σiAi +
∑

hbonds

Vhb (4.1)

Here rij denotes the distance between atoms i and j and g(i) the type of the amino acid i.

The Lennard-Jones parameters ( Vij , Rij for potential depths and equilibrium distance)

depend on the type of the atom pair and were adjusted to satisfy constraints derived

from a set of 138 proteins of the PDB database [99, 96, 100]. The non-trivial electrostatic

interactions in proteins are represented via group-specific dielectric constants ( εg(i)g(j)

depending on the amino-acids to which the atoms i and j belong). The partial charges qi

and the dielectric constants were derived in a potential-of-mean-force approach [101]. In-

teractions with the solvent were first fit in a minimal solvent accessible surface model [102]

parameterized by free energies per unit area σi to reproduce the enthalpies of solvation

of the Gly-X-Gly family of peptides [103]. Ai corresponds to the area of atom i that

is in contact with a fictitious solvent. Hydrogen bonds are described via dipole-dipole

interactions included in the electrostatic terms and an additional short range term for

backbone-backbone hydrogen bonding (CO to NH) which depends on the OH distance,
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the angle between N,H and O along the bond and the angle between the CO and NH

axis [98].

4.2.4 Energy profile of 1WQE

The protein studied here, 1WQE (see Fig. 4.7) has 23 amino acids. Its secondary structure

has two α-helix spanning from amino acids 2 to 12 and 15 to 22. Its tertiary structure is

stabilized by two covalent bonds between the sulfur atoms of the cystein residues, disulfide

bridges involving residues 2-22 and 8-18.

Figure 4.7: Cartoon representation of 1WQE. The sidechains of the cystein residues

are explicitely represented with sticks and sulfur atoms are yellow. Two disulfide

bridges between 1:cystein4 and cystein22 and 2:cystein8 and cystein18 stabilize the

tertiary structure consiststing of two α-helices.

Structures for the peptide 1WQE with 23 amino acids, were retrieved from the PDB

database [104] and unfolded by setting all backbone dihedral angles to random values until

non-clashing conformations were obtained. The starting conformations had backbone root

mean square deviations (RMSB)4 of 9.7 Å to the native conformation of 1WQE; they had

no secondary structure.

We performed 20 independent basin hopping simulations with 200 cycles each. In order

to avoid any bias towards the native conformation, there was no potential representing

the disulfide bridges in these simulations. We use a simulated annealing process [105] for

4Root Mean Square Distance is the most common measure of the fit between two structures A and B:

RMSDA−B =

√∑Natoms

i=1
(~riA − ~riB)2

Natoms

(4.2)
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the minimization step. The temperature is decreased geometrically from its starting to

the final value of Tf = 2K. Following an optimized protocol [106] the starting temperature

Ts is drawn randomly from a distribution p(Ts) ∝ exp(Ts/T0). The performance of the

method is only weakly dependent on the choice of T0, which was chosen as 750K. At the

end of one annealing step the new conformation is accepted if its energy difference to

the current configuration is not higher than a given threshold energy εT , an approach

proven optimal for certain optimization problems [107]. Throughout this study we use a

threshold acceptance criterion of 1 kcal/mol.

Table 4.1 summarize the energies, RMSB deviations and secondary structure for the

final population of these simulations. There are thirty NMR models for the peptide

1WQE, which differ in the unstructured tail-fragments after amino-acid 20 of the sequence.

The table therefore reports the RMSB deviation to the closest model and the RMSB

deviation to the structurally conserved part.

Predictive folding is achieved, when near-native structures dominate the low-energy

spectrum of the simulated ensemble. In a free-energy forcefield the native conformation

is selected on the basis of its estimate of internal free-energy in comparison to other

conformations with well defined secondary and tertiary structure. This is in contrast to

MD or Replica Exchange Methods (REM)5 investigations, where occupation probability

determines the thermodynamically stable conformation. Thus finding a particular con-

formation repeatedly with the lowest energy, as was observed for here, predicts the native

conformation. Not in all simulations that reach the native conformation all stabilizing

tertiary interactions are fully formed. As a result there may be many more near-native

conformations that are slightly higher in energy. We found the lowest 18 of twenty simula-

tions to converge to near-native conformations of 1WQE. 90 % of the simulations converge

to conformations with Root Mean Square deviation of the Backbone (RMSB) deviations

of less than 2.2 Å to the native conformation.

In Fig. 4.8(a) we show the overlay of the lowest energy conformation with the respective

experimental model. The figure demonstrates the high degree of similarity of the folded

and experimental conformations.

Next we turn to the surface of the internal free-energy (excluding backbone entropy) of

1WQE. Fig. 4.9 shows energy versus RMSB for all accepted configurations at the end of

basin hopping cycles (from all simulations). The triangles indicate the terminal configu-

rations of the individual simulations. We clearly see two broad funnels of conformations,

5REM consists of parallel MD simulations of several non-interacting copies (or replicas) of the original

system at different temperatures, that are exchanged during the simulations.
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RMSB RMSB1−20 Energy Secondary Structure

1.90 1.84 -57.00 CHHHHHHHHHHHTCHHHHHHHHC

1.64 1.63 -56.90 CHHHHHHHHHHHTCHHHHHHHHC

1.66 1.66 -56.90 CHHHHHHHHHHHTCHHHHHHHHC

1.70 1.67 -56.80 CHHHHHHHHHHHTSHHHHHHHHC

1.70 1.69 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

1.68 1.67 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

2.13 2.10 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

1.74 1.72 -56.50 CHHHHHHHHHHTCCHHHHHHHHC

1.73 1.70 -56.40 CHHHHHHHHHHTCCHHHHHHHHC

1.72 1.70 -56.40 CHHHHHHHHHHTCCHHHHHHHHC

1.68 1.67 -56.30 CHHHHHHHHHHTCCHHHHHHHHC

1.74 1.71 -56.30 CHHHHHHHHHHTCCHHHHHHHHC

1.69 1.66 -56.30 CHHHHHHHHHHTCCHHHHHHHHC

2.12 2.14 -56.20 CHHHHHHHHHHTCCHHHHHHHHC

1.69 1.66 -56.20 CHHHHHHHHHHTCCHHHHHHHHC

1.69 1.67 -56.10 CHHHHHHHHHHTCCHHHHHHHHC

1.71 1.68 -56.10 CHHHHHHHHHHTCCHHHHHHHHC

2.18 2.14 -55.00 CHHHHHHHHHHCSCHHHHHHHHC

2.04 2.02 -54.70 CHHHHHHHHHHCSCHHHHHHHHC

5.73 4.54 -54.40 CHHHHHHHHHTCCSCHHHHHHHC

4.71 3.84 -53.50 CHHHHHHHHHCTTSCHHHHHHHC

Table 4.1: Final population of decoys of the basin hopping simulations for 1WQE.

We computed the minimal RMSB deviation (in Å) to the thirty experimental models

of the full protein and of amino-acids 1-20 respectively. The secondary structure was

computed with DSSP [108]: H,T,S,C designate helix, turn, strand and coil confor-

mations respectively.
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(a) RMSB = 2Å (b) RMSB = 6Å

Figure 4.8: Overlay of the structures obtained after stochastic energy minimization

(green) and the native structure (red). (a): folded configuration. (b): configuration

corresponding to the non-native funnel. The black dashed lines indicate the distance

between sulfur atoms.

which terminate into low-energy structures with 2 Å and about 6 Å RMSB deviation to

the native conformation respectively. The configuration corresponding to the non-native

funnel is shown in Fig. 4.8(b). This conformation is inconsistent with the formation of

the correct number of native disulfide bridges of this peptide. There is only one, very

broad folding funnel consistent with the native disulfide bridge topology. For this reason,

the proteins studied here may be ideal examples to follow the kinetics of protein folding

with molecular dynamics or replica exchange methods [109, 110, 111].

4.3 Folding Kinetics

The free energy surface of 1WQE, as illustrated in Fig. 4.9, is much more simple than that

encountered for other proteins. However the internal free-energy estimate does not contain

backbone entropy, stabilization of one particular conformation with respect to all others

does not mean that this conformation is stable with respect to the unfolded ensemble.

To settle this question kinetic or thermodynamic simulations must be performed. We

have therefore performed all-atom implicit water molecular dynamics simulations for this

protein.

In the present section, we give a detailed description of the simulation conditions and

we present the results obtained from MD simulations. Finally we draw some conclusions

about the folding pathways of this protein.
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Figure 4.9: Plot of the energy vs. the RMSB in all accepted conformations in the

simulations for 1WQE, the red triangles show the best conformations of the 21 sim-

ulations. There are only two structural clusters in the free-energy landscape with

characteristic RMSB deviations of around 2 and 6 Å to the experimental model.

4.3.1 MD simulation

Starting from the same unfolded conformation as in the MC run, we perform all-atom

implicit water molecular dynamics simulation using the AMBER8 simulation package [25]

with the AMBER99 forcefield using the Born/SASA solvation model [112, 113, 114, 115].

The system is first minimized by steepest descent. Starting from ‘frozen’ conformations,

we increase the temperature slowly, from 0 K to 300 K and from 0 K to 325 K for different

systems. The temperature is coupled following weak coupling algorithm. We generate five

trajectories with 50 ns total simulation time each, three at 300K and two at 325K. For

a better representation of electrostatic interactions, no cutoff is defined, thus no artificial

effect can be originated by a step in the electrostatic potential.
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(a) RMS 3.5 Å (b) RMS 3.3 Å (c) RMS 3.0 Å

(d) RMS 5 Å (e) RMS 5Å

Figure 4.10: Overlay of the structures obtained after molecular dynamics (green) and

the native structure (red). (a), (b) and (c) correspond to snapshots from a simulation

at 325 K after 40 ns, 43.75 ns and 43.76 ns of simulating respectively. (d) and (e)

correspond to different simulations at 325 K as well after 46.2 ns and 48.8 ns of

simulation

4.3.2 Results

The results for the deviation of the actual conformation from the native structure and

the two helices are shown in Fig. 4.11. The simulations equilibrate quickly into a rapidly

fluctuating ensemble with an average overall Root Mean Squared Deviation (RMSD) de-

viation between 5 and 8 Å. When we analyze the RMSD deviation of the helical segments

however (Helix 1: 1-11, Helix 2: 15-21), we find that the entire simulation is dominated

with conformations that are within 1-2 Å of the respective fragment of the protein.

We have also analyzed the helix propensity as a function of time for each amino acid

as a function of time, as measured by DSSP. Fig. 4.12 demonstrates a very strong he-

lical content for both segments, but the propensity of helix formation may be forcefield

dependent. The figure illustrates very nicely that numerous folding and unfolding events

occur for each helix. Both helices dissappear completely for short time windows during

the simulation, only to form again on a 10 ps timescale.
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(c) 325 K
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Figure 4.11: Analysis of the molecular dynamics trajectories at 300 K (a) and (b)

and at 325 K (c), (d), and (e) as a function of simulation time. The top panel of

each graph shows the RMSD of the actual conformation to the native conformation

(black) and for the helical fragments only (red: helix 1-11, blue: helix 15-21). The

lower panel always shows the deviation of the sulfur-sulfur distance for a potential

disulfide bridge (at 2 A distance) for the amino acids forming the first (green, CYS8-

CYS18) and the second disulfide bridge (brown, CYS4-CYS22).
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(a) 300 K (b) 300 K

(c) 325 K (d) 325 K

(e) 325 K

Figure 4.12: Time average over a 100-ps moving window of the helix propensity of

each amino acid in the molecular dynamics simulations at temperature 300 K (a)

and (b) and 325 K (c), (d), and (e). In the native conformation the first helix spans

amino acids 1-11, and the second helix spans amino acids 14-21, respectively. The

scale for helix probability is the same in all panels.



4.4. CONCLUSION 83

Next we analyze the sulphur-sulphur distance between CYS8-CYS18 and CYS4-CYS22

as a function of time (lower panels in Fig. 4.11). These distances also fluctuate strongly,

averaging more then 10 Å during the simulations. On occasion, however, some of the

sulphur atoms approach each other to within 3-4 Å, i.e. close enough for a disulphide

bridge to form. On isolated instances, which occur in three of the five simulations (in one

simulation two times independently), folding events occur in which both pairs of sulphur

atoms approach one another, while both helices are preformed. In those occurrences

(which last several ps), the simulations attain all-atom RMSDs to native of 3.43 Å, 3.80

Å and 3.47 Å, respectively. The intra-helix RMSD vary between 2.1-2.5 Å for helix 1 and

between 0.8-1.0 Å for helix 2 in this time-frame.

4.4 Conclusion

In this chapter we briefly introduced the problem of protein folding. Motivated by a

stochastic study of a protein with simple energy landscape, we performed MD simulations

to explore its folding dynamics.

From this analysis emerges a picture of the folding process for 1WQE: the low-energy

part of the folding funnel is characterized by fluctuating conformations in which both

helices are preformed. Both helices fold and unfold repeatedly during the simulation.

As the protein explores this landscape it occasionally visits conformations that can lead

to the formation of the correct disulphide bridges that would stabilize the native con-

formation. We note that neither the MD simulations nor the free-folding simulations in

PFF01 produced conformations that are consistent with a non-native disulphide bridge

pairing. These events can occur in sequence on a timescale below 1ns, but happen even

concurrently on a timescale of the order of 100 ns.

The free-energy model also predicts the existence of an exclusively helical low-energy

ensemble, which collapses into the native conformation at the bottom of the free-energy

funnel. Because the free-energy model contains no backbone entropy, the native confor-

mation is found with high probability in the free-energy approach, even though it is not

stable (without disulphide bridges) under physiological conditions.

These results are best put into perspective in the context of the framework [116, 117,

118] or diffusion-collision [119, 120] approach of protein folding, where secondary structure

fragments of the protein assemble first, which then assume their final tertiary structure

by docking into one another. The folding process may thus conceptually divided into two

steps: the assembly of the secondary structure precursors and the final collapse into the
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tertiaray structure. For the proteins described here the latter requires the formation of

disulfide bridges for enthalpic stabilization. We note that both simulations suggest the

existence of preformed helical sections, for the specific systems in question the failure

to connect the disulfide bridges in any other than the native topology from the low-

energy conformations further supports the idea that the helices must be largely formed

for the assembly of tertiary structure. However, in accordance with the funnel paradigm

of protein folding 3,4, there is no single unique intermediate conformation that must be

passed in the folding process to the native state. Instead our simulations suggest the

existence of a wide ensemble of two-helix structures that precede the final collapse to the

native conformation. In this final collapse there is a huge loss of configurational entropy

that is apparently not compensated by the weak hydrophobic free-energy gain (increase

in solvent entropy) afforded by this small system. Therefore an enthalpic contribution

from the disulphide bridges is required to stabilize the native conformations.

In this picture the folding time is determined by the rate of helix formation and the rate

of disulfide bridge formation. Many present molecular dynamics forcefields, in particular

those with implicit solvent models [115] , may contain a bias towards a particular sec-

ondary structure. The combination of Amber99/GBSA that was used in the present study

was reported to overemphasize helical secondary structure elements [121, 122, 123, 124].

This would influence the frequency with which the helical precursors for disulfide bridge

formation are visited and further studies are required for quantitative results.

Folding of the protein thus proceeds by a diffusion-collision mechanism [120] where of

pre-formed helices approach one another occasionally to form the disulphide bridges which

ultimately stabilize the native conformation. Our results indicate that for these peptides

secondary structure formation precedes hydrophobic collapse[125, 126], in contrast to most

standard folding scenarios. This raises the intriguing question whether it is possible to

substitute the cysteine residues to hydrophobic residues leading to hydrophobic collapse

of the preformed helical ensemble into a well defined tertiary structure that requires no

stabilization by disulfide bridges. Such design exercises may help to guide the design

of stable hydrophobic cores for such small proteins which would have implications for

important challenges in protein design, e.g. for zinc-finger design [127, 128, 129, 130, 131].



Chapter 5

Crystal structure formation

In nature, solid state material is often found in a crystalline structure, where atoms are

located on the points of a periodic three dimensional lattice network. These can be

defined by a minimal unit reproducing the whole periodic structure, the unit cell. The

way in which the atoms are ordered in this solid state structure defines many of the bulk

properties, such as the optical and electronic properties. Therefore, the ability to control

this ordering would afford control over these properties.

The crystal units can be atoms, ions or molecules. Crystals made of atoms or ions

arise from covalent or ionic bonding, and their lattice properties are determined by the

atoms or ions forming the crystal. Molecular crystals in contrast, are made of organic

or inorganic molecules and based on interactions between molecules instead of covalent

bonding. Their properties depend on the nature of their molecular components and of the

interaction or driving force that holds the periodic structure together. Molecules enable

therefore the realization of new materials with completley novel properties.

The idea of designing materials with desired properties, and synthesizing molecular solid

state structures with predefined properties based on an understanding and exploitation

of intermolecular interactions emerged in 1989. Desiraju [132] defined crystal engineering

as ‘the understanding of intermolecular interactions in the context of crystal packing and

the utilization of such understanding in the design of new solids with desired physical and

chemical properties’. Crystal engineering relies on noncovalent bonding and self-assembly

to achieve the organization of molecules and ions in the solid state and it often involves

an interaction between complementary hydrogen bonding faces. The two main strategies

currently in use for crystal engineering are based on hydrogen bonding (as an example, we

discuss in section 5.1, the case of adamantan based crystal) and coordination complexation

(in section 5.2, we discuss DNA based crystals). Today, a community of 150 independent
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research groups is working in the filed of crystal engineering [133]. In a collaboration with

experimental groups at the university of Karlsruhe, we have investigated the possibilities

of crystal formation in two different systems.

We first analyze simple organic molecular building blocks, where the interaction between

molecules is hydrogen bonding. In the second section of this chapter we study bigger

complexes where the molecular recognition of DNA strands accounts for the stabilizing

interaction. The molecular crystals envisaged here have a larger lattice constant than the

length of covalent bonds in atomic crystals. They are therefore extremely porous and can

be used to filter and sort by size nanoscaled particles.

A first investigation into crystal formation is presented in section 5.1. We focus on

organic molecular building blocks that are small organic molecules and that interact with

each other via hydrogen bonds. The advantage of such a system is that the formation

process is reversible, i.e. defects that occur during the building process can be easily

corrected.

In section 5.2 we study DNA based crystals. The interaction that accounts for the

stability of such crystals is DNA duplex formation. A large thermodynamic impulse

or force is needed during the crystallization process to compensate the loss of entropy

during the binding of complementary DNA strands to each other. On the other hand,

the selectivity of DNA binding would principally allow for the formation of chiral or

anisotropic crystals.

5.1 Organic crystals

In this section, we study theoretically the feasibility of hydrogen bonded molecular crystals

based on organic molecules. The molecules here have been synthesized by Tobias Grab, in

the group of Prof. Bräse. Fig. 5.1 illlustrates the envisioned diamond structure consisting

of tetrahedral units.

When designing a hydrogen bond based structure two practical problems must be taken

into account. The probability of the formation of an hydrogen bond between a donor hy-

drogen and an acceptor varies with the involved groups and also depends on the specific

environment. Moreover, due the possible spatial combinations of hydrogen bonding, sev-

eral conformations, including some that yield an amorphous structure, are possible. We

have therefore performed MD study calculations for the possible crystal structure candi-

dates made of an adamantan core to form an organic crystal based on hydrogen bonding

interactions.
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Figure 5.1: Diamond structure: example of a crystalline structure resulting from

tetrahedral units.

5.1.1 Building blocks I

Fig. 5.2 illustrates the basic building blocks for an adamantan based crystal and its

bonding geometry. The core molecule (a) has a tetrahedral geometry and is made of

an adamantan core and of four ‘arms’ of aligned aromatic rings which end with a polar

carboxyl group. Adamantan is a compound made of carbon atoms in sp3 hybridization.

It is a cycloalkane, the simplest diamondoid and the most stable isomer of C10H16. The

linker molecules (b) aim to link the core molecules. They are linear and almost planar and

have two polar groups at both sides. The stability of such a crystal relies on hydrogen

bonding between the polar groups of the molecular building blocks. In solution, the

polar groups of the core are deprotonated and therefore negatively charged and the polar

groups of the linkers are protonated and positively charged. Two possible geometries of

the hydrogen bonding pattern are depicted in Fig. 5.2(c) and Fig. 5.2(d). (c) illustrates

the ‘ideal’ geometry required to build a perfect crystal while (d) illustrates a physically

possible competing geometry resulting in deviations from the expected crystal.

MD simulations

To study the stability and the feasibility of an adamantan core based crystal, we perform

several MD simulations of the crystal building blocks introduced above starting from

different initial conformations. Stability is a first condition for further studies and inves-

tigations or the spontaneous formation of a unit cell. First, we check the stability of the

crystal in the MD simulation by starting from a perfect crystal conformation and observe

the evolution of the hydrogen bonding pattern between complementary building blocks.

Then, we investigate if the formation of such a crystal is probable at all by starting from
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(a) Tetrahedral core molecule (b) Linker molecule

(c) Hydrogen bond, ideal configuration (d) Hydrogen bond, possible geometry

Figure 5.2: Building blocks in stick representation where carbon is green, oxygen is red,

nitrogen is blue and hydrogen is white. The tetrahedral adamantan core molecule (a)

couples to a neighbouring molecule via a linker molecule (b) and hydrogen bonds in a

linear way (c) or under a different geometry (d).

a randomly distributed building blocks conformation.

The simulations have been carried out for 10 ns with the AMBER simulation package,

using the General Amber Force Field (GAFF) [26] in the (NPT) ensemble. Explicit

water is simulated with the TIP3P model, periodic boundary conditions are applied,

temperature is fixed at 300 K and pressure at one atmosphere using Langevin dynamics.

The molecules investigated here do not belong to the standard set of already parameterized

molecules, like proteins or DNA. We therefore have to parameterize the molecules in the

GAFF force field with the Antechamber module in AMBER [134] with the protonation of

the side groups according to the experimental conditions: the polar groups in the linker

molecule are always protonated and the carboxyl groups in the core are deprotonated.
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(a) (b) (c)

(d) (e)

Figure 5.3: (a)-(e): Schematic representation of the initial conformations of core and

linker molecules used as starting configurations for our MD simulations. (f):Legend

During this parameterization, an atom type is assigned to every atom according to its

chemical environment. The model used to assign the charges was the AM1-BCC model

(AM1 [135] with bond charge correction), that generates atomic charge that resemble

the RESP charges [136, 137] but are actually Mulliken charges. In this case, we assign

the charges of the linker groups (COO− and N2H
+
4 ) by analogy to already parameterized

functional groups (i.e. carboxyl group and guanidinium group) in solution, not in vacuum.

Our simulation strategy is illustrated in Fig. 5.3. We perform a set of simulations start-

ing from different conformations:

(a) a single core molecule with the linker molecules at the ‘ideal’ position, to check for

the stability of such a molecular entity,

(b) a single core molecule and randomly distributed linker molecules, to investigate if the

correct conformation is spontaneously formed,

(c) two core molecules connected with a linker molecule, at the ‘ideal’ position, to check

the stability of a bigger molecular entity belonging to the planned crystal,

(d) two separated core molecules and a linker molecule close to one of the core molecules,
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(a) (b) (c)

(d) (e)

Figure 5.4: Snapshots of the simulated systems during the simulations. (a), (b), (c),

(d), and (e) correspond to the same labels as in the Fig. 5.3.

to study if the correct conformation forms, and

(e) two core molecules and some linker molecules randomly distributed, to investigate if

the correct conformation is spontaneously formed.

In Fig. 5.4, we illustrate intermediate states of the simulated systems. After 5 ns of

simulation time, we observe that:

The system (a) is not completely stable. The π-stacking interactions between aromatic

rings, i.e. the attractive interaction between perpendicular π orbitals to the aromatic

systems, are energetically as favorable as the hydrogen bonding interactions. They com-

pensate the molecular recognition between the carboxylate anions and the aminidium

cations and yield a very different geometry than the expected to build the crystal.

The simulation of the system (b) does not show the complete spontaneous formation of a

basic unit of the crystal, but one of the four randomly distributed linkers approaches the

core molecule. However, even if the driving force for the first crystal formation stage is

the electrostatic attraction between the cations and the anions, the linker stabilizes due
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to the hydrophobe π-stacking interactions.

During the simulation of the system (c), the dynamics of the linker molecule is again

driven by the hydrophobic interactions rather than by hydrogen bonding.

In the simulations of (d) and (e), aiming to investigate if the expected macromolecular

structure is formed, longer simulation times are needed.

According to our MD simulations, the above studied building blocks are not well suited

for crystal engineering. This is due to the competing π-stacking interactions between the

aromatic groups in the core molecule and in the linkers. However, the charges used for all

other atoms that are not the linking functional groups COO− and N2H
+
4 , are derived from

Mulliken charges, and these do not take into account the presence of the solvent. As a next

step, a better parameterization of the partial charges might be necessary, to represent with

more accuracy the charge distribution in presence of a solvent. In reality, the hydrophobic

interactions leading to defects of this crystal in our simulations are weaker that hydrogen

bonding. Following these simulations we suggested to consider a core molecule where the

binding sites (the carboxylate anions) are directly attached to the adamantan core. We

expect a more stable crystal structure, since no hydrophobic interactions can take place

now.

5.1.2 Building blocks II

In this section we focus on a simpler system where the tetrahedral building blocks are

only made of an adamantan center and the binding sites are directely attached to it (see

Fig. 5.5). The linker molecules are not modified. We investigate the stability of macro-

molecular building cells of the crystal. According to Fig. 5.3, our starting conformations

correspond to (a) and (c). Rather than trying to mimic the dynamics of the crystal

formation, our simulations concentrate on the stability study of these structures in an

aqueous environment at ambient conditions.

MD simulations

We follow the same simulation protocol as for the larger core molecule and we focus first

on the conformation (a). We perform four independent MD simulations starting from an

‘ideal’ configuration where every linker molecule is close to a different carboxyl group of

the core molecule. In Fig. 5.5 we illustrate the conformation of each independent run

after 10 ns of simulation time. We observe that, in two of the simulations, (a1) and (a2),
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(a1) (a2)

(a3) (a4)

Figure 5.5: Snapshots of the configurations after 10 ns of simulation starting from

conformation (a). Four independent simulations (a1)-(a4) have been carried out.

the optimal geometry is preserved. In the other two, (a3) and (a4), three linker molecules

are stabilized close to the core but one diffuses away.

If we consider the simulated trajectories of these systems, we observe that the confor-

mations illustrated in Fig. 5.5 are not frozen or completely fixed in time, since the system

undergoes constant changes and attains general intermediate states. However, these inter-

mediate conformations are not stable and do not dominate, such that the systems returns

to the stable configurations as in Fig. 5.5.

As a quantitative analysis of these simulation, in Fig. 5.6 we plot the evolution in time

of the distances between the binding sites: between the functional groups COO− in the

core molecules and N2H
+
4 in the linker molecules. The two increasing values correspond
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Figure 5.6: Distances vs. time between the carbon atom of the COO− group and

the carbon atom to which the N2H
+
4 are bound. Each simulation representation is

shown in the legend, there are four distance values for every simulation, one for each

binding site

to the simulations a3 and a4, where one linker molecule diffuses away from the core. An

interesting feature of this plot is that the values of the distance between the binding sites

are stabilized at 4 Å and at 8-10 Å. Comparing the snapshots of the simulation at different

instants, we observe that the linker molecules do not have a fixed orientation. They either

rotate and form an hydrogen bond in the right configuration with the other side of the

molecule since they are symmetric, or move from one binding site to the other. These

conformational changes lead to the stable positions that yield the optimal geometry for

building a molecular crystal for 14 of 16 free linkers.

We can therefore conclude for the reduced core molecule which is made only of adaman-

tane and binding sites, that the conformation (a) of Fig. 5.3 is stable (almost 90%).

Now we turn to the conformation (c) of Fig. 5.3. We performed four independent

MD simulations starting from an ‘ideal’ configuration where one linker molecule is placed

between two core molecules. In Fig. 5.7 we illustrate two snapshots of the simulations

corresponding to the initial conformation and the configuration after 10 ns of simulation

time.
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(a) initial conformation (b) after 10 ns of simulation

Figure 5.7: Snapshots of the initial conformation (a) and the configuration after 10

ns simulation (b) for the system shown in 5.3(c).

To check the stability of such a system, we study the behavior of the hydrogen bonds

accounting for the stability of the structure. In Fig. 5.8 we plot the evolution of the

distance between the binding sites vs. time during the simulation. We observe that during

the 10 ns of simulation, the complex core-linker-core remains stable in a conformation that

yield the proper crystalline structure.

0 2 4 6 8 10
Time (ns)

3

3.5

4

4.5

5

D
is

ta
nc

e 
(Å

)

d
1

d
2

Figure 5.8: Distances between binding sites, indicated in the left panel, vs. time.
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5.2 DNA crystals

In this section, we focus on molecular crystals composed of an organic core and DNA single

strands. DNA (Deoxyribonucleic Acid) is the molecular repository of genetic information

but beyond its biological function, this polymer has many properties (e.g. selfassembly,

availability) making it interesting for further technical applications. DNA is made of

four different nucleotide units, which bind selectively to each other: adenine (A) binds

specifically to thymine (T) and guanine (G) to cytosine (C).

The selfassembly properties of DNA between complementary strands constitute the

binding interactions in the crystals studied in the present section. The DNA strands

are covalently bonded to the core molecules and interact with each other. Several core

molecules, from methane or adamantan based molecules to fullerenes have been proposed

as candidates for building molecular crystals. These molecules are synthesized in the

organic chemistry department at the university of Karlsruhe by the collaborators of Prof.

Richert.

In the present section, we investigate if the formation of a DNA based crystal is possible

combining brownian dynamics and MD technique. According to brownian dynamics stud-

ies, the formation of a crystalline structure starting from identical tetrahedral building

blocks depends on the stiffness of these molecules and their interactions. In section 5.2.1

we summarize the method of brownian dynamics and present results on crystal formation

obtained by Konstantin Klenin that motivate our MD simulation. We investigate the

conformational properties of a molecular complex made of a core molecule to which four

identical DNA single strands are bonded by performing MD simulations in section 5.2.2.

In section 5.2.3 we discuss the results on core molecules that have been synthesized and

investigate their spatial compatibility with DNA duplex formation.

5.2.1 Brownian Dynamics results

Brownian dynamics describes the movement of solute interacting particles with an implicit

model for the solvent. For aqueous solution, the main effect on the solute is the viscosity,

i.e. a frictional force on a diffusing solute. The collisions of the particles with water

molecules add a random component to a solute’s motion. The technique of brownian

dynamics allows for realistic simulations of the diffusion of molecules in solution without

needing to include any explicit solvent molecules.

The computational implementation follows the equations 5.1 and 5.2. For a sphere of
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radius a in a solvent of viscosity η and at temperature T, having a translational diffusion

coefficient Dtr = kT
6πηa

and a rotational diffusion coefficient Drot = kT
8πηa

, the translational

displacement ∆~r of the particles in time ∆t is given by:

∆~r =
Dtr

kT
~F ∆t + ~R, (5.1)

and the rotational displacement ∆~ω by:

∆~ω =
Drot

kT
~T ∆t + ~φ. (5.2)

~R and ~φ are random translational and rotational displacements added to mimic the effects

of collisions with the solvent molecules. They fullfill the conditions 〈~R〉 = 0 and 〈~φ〉 = 0.
~F and ~T are the force and the torque acting on the particle.

Figure 5.9: Schematic 2-D representation of two tetrahedral building blocks. The

interaction potential U(x,α1,α2) between the building blocks is defined in eq. 5.3 as a

function of the distance x between the centers of the building blocks, and a function

of the relative angles α1 and α2 as indicated in the figure.

The building blocks of the crystal are considered as spheres for solving eqs. 5.1 and 5.2.

The radius a was chosen to be 3 nm according to the characteristic size of the molecules

under consideration. The brownian particles interact via the potential:

U(x, α1, α2) =

{
0 , if |x− A | > B, or α1 > α0, or α2 > α0

− U0

B α2
0
· |B − |x−A | | · |α0 − α1 | · |α0 − α2 |, else,

(5.3)

where A, B, α0 and U0 are constants. We used A = 4nm, B = 2nm, α0 = 30o and

U0= 10 kT. The above potential is only a phenomenological approximation to the real

interaction between the DNA single strands attached to the core. It is most attractive

for a distance x = A. It is zero for x greater and lesser than A ± B if at the same time

α1 and α2 are below a threshold value α0. U(x, α1, α2) is related to the force ~F and the
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torque ~T included in the translational and rotational displacements (eq. 5.1 and eq. 5.2)

as:

~F = −∂U(~r, ~ω)

∂~r
and ~T = −∂U(~r, ~ω)

∂~ω
. (5.4)

The differential equations 5.1 and 5.2 are solved for every time step ∆t and, as no

interatomic interactions are modeled, the time steps can be much longer than the steps

in MD simulations. The output of a brownian dynamics study is also a trajectory of the

solute particles over a longer time scale than in MD. In this study, an annealing process

with time step ∆t=1 ps starting from the gas phase in a closed volume is performed.

Building blocks with four strands and with six strands were simulated. In the case of

tetrahedral building blocks, two cases were considered: (i) all the particles interact with

each other and (ii) two types of particles selectively interact only with the ones that belong

to the own group type.

According to the results of the brownian dynamics simulations, tetrahedral building

blocks are able to form a crystal with hexagonal diamond or ice structure if two types

of particles that only bind among themselves are considered. If only one type of build-

ing blocks is used, which would be preferable from an experimental point of view, the

tetrahedral building blocks form a pentagonal structure, that cannot form an extended

crystalline structure. Only if these basic units or building blocks are flexible, the angle

difference between pentagonal and hexagonal structures can be compensated and crystals

can be built. To investigate the flexibility of the crystal building blocks properly it is

necessary to consider the molecular structure of the particles themselves. We therefore

simulate them at the atomic level using MD.

5.2.2 MD simulations

We perform a MD study of a tetrahedral building block to investigate the stiffness of

the crystal building blocks. The core molecule linking the four DNA strands consists

of a methane core in which the hydrogen atoms are substituted by phenyl rings and to

which the DNA strands are attached. Single DNA strands made of six nucleotides are

covalently bonded to the phenyl rings. In Fig. 5.10(b) we illustrate the basic building

block of these DNA based crystals. The obtained values for the distance from the center

of the core to the last nucleotide, approximatively 3 nm, and the length of the DNA

strands, approximatively 2 nm, are consistent with the input values in the brownian

dynamics simulations. We simulate this basic unit solvated in water and counter ions to
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Figure 5.10: (a) Time evolution of the angles indicated in (b). (b) Illustration of the

tetrahedral building block.

neutralize the whole system in the (NPT) ensemble. The core molecule is parameterized

with the General Amber force field [26] and the DNA with the AMBER99 force field.

The temperature is 300 K and the pressure corresponds to the experimental conditions,

1 atm.

In Fig. 5.10(a), we plot the time evolution of the angles α1, α2, and α3 as indicated in

the illustration of Fig. 5.10(b). We observe that the angles between DNA single strands

take values within 110 ± 30 degrees.

Our MD simulations show that the formation of a crystal of tetrahedral building blocks

made of a core molecule based on methane and one aromatic ring per strand and selfcom-

plementary DNA is possible. The variations of the angles between the DNA strands are

very large and would therefeore allow formation of mixed crystals with pentagonal unit

cells, even if only one type of DNA is used. However, if the core molecule is too small,

steric clashes will prevent the DNA double strands to form.

We next present two core molecules that are possible candidates to link the DNA single

strands. Experimentally, it is more convenient to have small core molecules, since less

synthesization steps are needed. Thus, an compromise between experimentally favorable

and theoretically feasibl molecule size has to be made. We evaluate the smallest core

molecules proposed by the experimentalists and check if they are large enough to allow

for structure formation. In Fig. 5.11 we illustrate the atomic structure of two suggested

core molecules. The core molecule illustrated in (a) is based on a methane molecule where
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(a) (b)

Figure 5.11: Proposed molecules to link four DNA strands and build thereby a tetra-

hedral building block.

the hydrogen atoms are substituted by a phenyl ring and a further carbon bonded throug

a triple bond. The core molecule (b) has a further phenyl ring.

We perform an MD simulation starting from a conformation where a double DNA helix

is bonded to the core molecule. We first minimize the system and raise the temperature

gradually to 300K, and during 1 ns, we analyze the stability of such a complex. Both

systems are stable and sterically possible. The molecule illustrated in Fig. 5.11(a) is

compatible with four preformed DNA strands but it is then very stiff, it might be then

used as core if two types of non-complementary DNA are used. The molecule illustrated

in Fig. 5.11(b) fullfils completely the conditions for molecular crystals to be build as it

allows for a little more spatial freedom.

5.3 Conclusion

In this chapter, we have introduced the concept of crystal engineering. We have first

analyzed the feasability of simple molecular crystals based on an adamantan core to be

built exploiting hydrogen bonding as the interaction responsible for the stability of the

crystal. Second, we have analyzed more complex molecular crystals based on DNA, where

the interaction for crystal stability is DNA duplex formation.

According to our MD simulations, in the case of organic molecular crystals with adaman-
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tan cores, hydrophobic interactions between aromatic groups constitute a competing force

to the hydrogen bonding and therefore, the intended simple organic crystals are not sta-

ble. To avoid hydrophobe interactions, the molecules were further simplified by avoiding

aromatic groups. The basic unit cell of a molecular crystal with the simpler molecule turns

out to be stable in our MD simulations and the growth of such a crystal is theoretically

possible. However, a more reliable parameterization might be necessary to reproduce with

more accuracy the effects of the solvent on the charge distribution.

In our simulations on molecular crystals based on DNA selfassembly, such systems are

theoretically possible. A brownian dynamics study predicts the formation of an amour-

phous solid without periodicity and thus no crystalline structure if the building blocks are

very stiff. However, the study envisages the correct formation of a crystalline structure if

a little spatial freedom is availiable. Since brownian dynamics simulations do not allow

for a study at the atomistic level, we perform MD simulations on a single building block

including the core molecule and the DNA. Our atomistic simulations complementing the

brownian dynamics simulations show that the single building blocks of the envisioned crys-

tals are flexible enough and would allow for the formation and growth of such molecular

crystals.



Chapter 6

Summary and Outlook

The unifying element of the investigations presented in this thesis is the prediction of

nanoscale structure formation and function using molecular dynamics simulations. As

pointed out in the introduction, molecular dynamics simulations have become an increas-

ingly important tool which is used in many diverse scientific fields, such as chemistry, bi-

ology, physics or material science to study phenomena at the mesoscale in the nanometer

regime. By means of molecular dynamics simulations in combination with complemen-

tary simulation methods we have investigated the problem of structure formation in three

systems of interest. The studied systems accounting for the different scientific fields of

material science, biology and macromolecular chemistry are carbon nanotubes, proteins

and molecular crystas respectively. In the following we summarize the main achievements

for these systems independently and address open questions, challenges and perspectives

for further interesting systems to be studied in an outlook.

As an example of material science or technical physics application, we have focused on

carbon nanotubes and their targeted systematic separation according to their density by

means of a centrifugation process. Our interest in carbon nanotubes separation processes

arises from the scarcity of techniques to provide mass production of nanotubes with tai-

lored properties. To date carbon nanotubes can be separated only by centrifugation or

by the dielectrophoresis technique, which separates nanotubes by electronic properties. A

detailed understanding of the centrifugation process for nanotubes is crucial to quantita-

tively describe such systems and to predict conditions in which specific nanotubes can be

separated. We have proposed a theoretical model for the density distribution of carbon

nanotubes according to their diameter that partially agrees with the ongoing experiments.

Our calculations qualitatively reproduce the presence of a maximum in the density pro-

file vs. the nanotube diameter, but still fail to give quantitative agreement with the

101
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experiments. Within our simulations we were able to confirm previous experimental and

theoretical studies that predicted the presence of water inside the nanotubes. Further-

more, we have found that there is a strong influence of the surfactant molecules that plays

an important role when sorting the nanotubes by density. We have analyzed the behavior

of the surfactant molecules around the carbon nanotubes and derived approximate values

for the calculation of the density of the complexes formed by nanotube-surfactant-water.

However, the description of the real experimental environment is still not complete, since

these complexes are not embedded simply in water but in a much denser solution that

might have an effect in the atomic structure of the whole complex. Determining with

more accuracy the real environment of the simulated systems, i.e. considering the spe-

cific solvent used in the experiments, is still an open challenge. It might constitute the

next step towards designing experiments to sort a precise range of carbon nanotubes and

enabling thereby the mass production of single types of carbon nanotubes.

As a second example, we have addressed the problem of protein folding, an important

outstanding question in molecular biology. We have proposed a mechanism for the folding

process of a small 2-helix peptide with disulfide bridges, which is of interest for better un-

derstanding of misfolding diseases and of protein function. The process of protein folding

for the so-called fast folders, which have no metastable intermediates in the folding path,

is not directly observable with experiments. The elucidation of the detailed behavior of

a protein during its folding process is of general interest from a scientific point of view.

However, to date very few protein folding processes could be simulated so far with atom-

istic resolution and kinetic methods. This is due to the amount of computer power that

is necessary to reproduce the dynamical process of protein folding. Consequently, only

proteins that fold very fast, i.e. without many metastable states in their free energy sur-

facs, are relevant candidates for computational studies. We have first studied the energy

surface of a small protein with stochastic methods. After obtaining indications suggesting

a very simple energy landscape, we have performed a dynamic study on this protein. Our

main findings are that the secondary structure is initially formed and precedes the tertiary

structure formation, which is stabilized by covalent disulfide bridges. The combined use

of stochastic methods and molecular dynamics simulations has shown to be a promising

tool to identify adequate proteins for studying the process of protein folding.

Motivated by ongoing experimental investigations in supramolecular chemistry, we

have studied molecular crystal formation as a third example of structure formation at

the nanoscale. Many interesting questions regarding nanoscale structure formation and

growth have emerged with the synthesization of more and more complex structures in

the recent years. Molecular crystals are increasingly studied due to their potential ap-
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plications as filters for nanoscale particles with predefined lattice constants, for example.

Since the synthesis of such complex crystalline structures is very difficult and elaborate,

theoretical feasibility studies guiding the experiments can help to effectively select the

most promising building blocks and protocols. In the case of simple molecular crystals

based on adamantan and hydrogen bonding as stabilizing interaction, we have found that

competing interactions between aromatic systems can prevent formation of the crystalline

structure. In contrast, a more simplified structure without aromatic rings make crystal

formation much more likely. The advantage of exploiting hydrogen bond formation is

the simplicity and reversibility of the bonding process which may help to reduce the fre-

quence of the occurrence of impurities or defects. A more complicated structure with a

larger number of degrees of freedom can be achieved by using DNA complementarity as

binding interaction. The use of DNA for crystal formation is of interest because DNA

has self-assembly properties unmatched by many other materials, is available and sta-

ble. Moreover, DNA allows for crystal formation with predefined and controlable lattice

constants without having the need to perform many synthesis steps. Again, we have com-

bined two simulation methods: a brownian dynamics study that predicts the possibility

of growing a crystal if the building blocks are not too rigid, and a molecular dynamics

study that provides the brownian dynamics simulations with effective parameters derived

on the basis of detailed atomic information on the building blocks. We have been able to

predict the minimal necessary molecular core molecules needed to enable crystal growth

and to guide the experiments towards the development of building blocks and protocols

which make the growth of these complex crystals possible.

The systems and structures studied in this thesis constitute only three examples out

of a large number of possible and interesting questions to be addressed with molecular

dynamics method. The results of our investigations suggest that these computational

methods will gain further importance in the forthcoming years and provide increasingly

quantitative complementary tools for experimental research.
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