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## Introduction

### 1.1 General Motivation

In statistics, inference on parameters of a given probability distribution is usually made by means of point estimation, based on observed data from the distribution under study.

In several fields of statistical practice though, it is of interest to estimate functions of parameters instead of the parameters themselves. Nonlinear functions, see Definition 16, are useful for describing the properties of a certain population or even for comparing the properties of two different populations.

The main motivation for this type of approach comes from Casella and Berger (1990, p. 330) who investigated the estimation of two specific nonlinear functions; the inverse of the mean, see Definition 11, and the ratio of two means, see Definition 9. For the estimation of such functions in the aforementioned work a first-order approximation of the arithmetical mean, see Definition 7, was used.

This work will focus on sufficiently smooth functions which are functions that have continuous derivatives up to some desired order, see Definition 1.

Neudecker and Trenkler (2002) show that in good approximation such a function can be written as a sum of a linear and a quadratic form, see Definition 5. Similarly, Taylor Series provide a means of approximating a function through polynomials, see Definition 3.

The fundamental aim of this work is to introduce a new method for handling the statistical inference of functions of distribution parameters $\boldsymbol{\theta}$ or of random variables. Due to its complex nature, this work will focus specifically on nonlinear, sufficiently smooth (NLSS) functions, see Definition 2. For a review of the underlying theoretical principles, ideas and methods of point estimation, reference is made to standard books by Lehmann (1983) and Zacks (1971), the former containing a more intuitive and applied approach towards this topic.

For the estimation of transformations or NLSS functions $f(\boldsymbol{\theta})$ of distribution parameters $\boldsymbol{\theta}$ under simple random schemes, the usual choices are: either to calculate the transformation of the estimator of $\boldsymbol{\theta}$, or to calculate the estimator of the transformed data. In the first approach the estimation is made before the transformation and in the second the estimation is made after the transformation, i.e. the function is applied on the estimator in the first case and on the data in the second. This has influence on the bias and the variance of the respective estimators, which will be shown in Section 2.2.

In comparative analysis, effects are commonly expressed as ratios. In particular, in bioassays the calculation of the relative potency requires the estimation of the ratio of two normal means, see Definition 9. The first work in this context, and the extension to multiple regression, was presented by Finney (1971). In Section 2.1 former research on this topic is presented.

In statistical practice, sometimes the data need to be transformed; such transformations are frequently used to stabilise the variance and/or to produce linearity or additivity. Reduction in non-normality might also require such transformations, especially a logarithmical transformation, see Section 6.2.2. The ratio of two lognormal means has been widely discussed in the bio-statistic literature, where different estimators have been deduced. Estimations
of this kind are commonly used in studies of equivalence of treatments, e.g. in the bioequivalence analysis.

In general, statistical inference is more intricate for a ratio of parameters than for linear combinations of them. The task of making inferences about the ratio of two normal means can be addressed within at least two different scenarios. First, if the corresponding variances are equal, a simple solution can be obtained using the Bayesian approach, see Bernardo (1977) and Bernardo and Ramón (1998). Second, if the assumption of equal variances cannot be sustained, the frequentist approach can offer approximate (asymptotic) answers.

Estimation of the inverse of the population mean, see Definition 11, is used in many situations, for instance in Econometrics and Biological Sciences, see Zellner (1978), who presented a Minimum Expected Loss (MELO) estimator. The MELO and Maximum Likelihood (ML) estimators, see Definition 24, have very different finite sample properties; but as the sample size becomes larger, their large sample distributions become identical.

### 1.2 Problem Statement

Most published methods concerning the estimation of nonlinear functions, though, are asymptotic in nature as well as based on the assumption of normal distribution and that the random variables involved are not correlated. Therefore, the general application of those methods of inference in small-sample data analysis, particularly for data from biological and medical experiments, would be nearly impossible. For instance, existing methods for comparing the means of two independent skewed lognormal distributions by means of ratios have been shown not to perform well in a range of small-sample settings such as a bio-availability study, see Crow (1977) and Shaban (1981).

The new inference method, to be presented in this work, is not based on any assumption of any type of distribution or of any data structure. In this work different simulations will be carried out in order to observe how the new method works under different distribution assumptions and sample sizes. This method can even be used for comparing the parameters
of two correlated distributions. To enable this comparison a new approach for generating correlated random variables will also be developed.

The inference methods presented in literature have several good properties, which will be discussed in Section 2. One inherent disadvantage of one of these methods is the nonexistence of higher order moments. This has significant implications in different data analysis situations. In particular, this problem appears when the inverse of the mean, see Definition 11, is the function of interest. Due to the invariance property, Zacks (1971), p. 223 , the inverse of the sample mean is the maximum likelihood estimator of the inverse of the population mean under normality. Such an estimator is biased and has no second or higher order moments, which is also the case with quite a few other distributions. The problem of non-existence of moments is explained in Appendix A.6.

The first and second moments of the new inference method will be approximated, on the basis of a linear plus quadratic function, as presented in Neudecker and Trenkler (2005a). Thus, the problem of non-existence of higher order moments does not appear in this new approach. For the calculation of these moments for correlated random variables, a new approach based on Kleffe and Rao (1988) will also be developed.

### 1.3 Structure

This work is organised as follows:

In Section 2, NLSS functions are defined, see Definition 2. The general procedure used for the estimation of such a function is also presented as well as previous investigations made into this subject.

As mentioned in Section 1.1, the main motivation for the estimation of NLSS functions comes from Casella and Berger (1990). Their general procedure will also be presented in Section 2, as well as the mathematical foundations of Taylor Series, necessary for the approximation of these functions.

The estimation of NLSS functions, such as $f(\boldsymbol{\theta})$, with $\boldsymbol{\theta}$ a vector of parameters of a given distribution, is presented in Section 3. Two inference methods, the transformation of the estimator of the parameter involved, and the estimator of the transformed data, as well as their basic properties are also illustrated in this section.

Approximated means and variances of the aforementioned estimators, as well as an approximation of the covariance between them, are presented in this section.

In Section 4 an unbiased estimator for approximated NLSS functions $f(\boldsymbol{\theta})$, derived by using the generalised Jackknife approach, will be presented.

In Section 5, it will be shown that the variance of the generalised Jackknife estimator can be minimised with small bias. In the same section it will be explained how this minimisation can be made and at the same time the most important properties of the resulting estimator will be presented. The resulting estimator will have minimal Mean Squared Error (MSE).

In Section 6 estimation of some specific NLSS functions of parameters of distributions will be investigated. As first NLSS function the estimation of the ratio of means is considered, for this function different estimators from literature will be compared, by means of their approximated MSEs and of simulations, with the generalised Jackknife estimator and with the minimal MSE deduced in this work. Other functions to be investigated are the inverse of the mean and the odds used for the calculation of the odds ratio.

Due to the nature of the new approach presented, several unsolved problems arise. In Section 7 such problems and challenges are presented.

## Estimation of NLSS Functions

## Contents
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In this section, the most significant results concerning the estimation of NLSS functions presented in literature will be described.

The relevant definitions and general procedure used to develop a new inference method of NLSS functions are also presented in this section.

### 2.1 Background and Literature Review

One of the first works on inference for ratios of normal means with application to bioassays was published by Fieller (1944). Based on the fiducial argument Fieller and Creasy (1954) proposed different solutions to the problem of building a confidence interval for the ratio of means. This solution was controversial and prompted several discussions because conventional methods had no principles for dealing with it. It is a prime example of an estimation problem for which only Bayesian methods provide the technical requirements to solve it. On the other hand, the main difficulty from the frequentist point of view is that, with probability one, the expected longitude of any confidence interval for the ratio of two normal means is infinite (Gleser and Hwang (1987)). In literature, this problem has been approached from a Bayesian point of view. One of the first works in which this can be seen is that presented by Bernardo (1977), who obtained the final distribution for the case where the sample sizes and the variances are equal.

Crow (1977) derived a Minimum Variance Unbiased Estimator (MVUE) for the ratio of means of two independent gamma distributed variables, with known shape as well as for two lognormal distributed variables, with equal and unequal shape parameters.

Zellner (1978) recommended analysing the problem of estimating the inverse of the mean and the ratio of means from a Bayesian point of view. For this approach it is assumed that the observations are normally and independently distributed, each with mean $\mu$ and variance $\sigma^{2}$, and both are unknown. He developed the Minimum Expected Loss (MELO) estimator of the inverse of the mean.

Srivastava and Bhatnagar (1981) have erroneously stated that the Maximum Likelihood estimator of the inverse of the mean has no finite moments. This statement holds only for the second and higher order moments, as in Voinov (1985) the first moment of the Maximum Likelihood estimator of the inverse of the mean is presented, see Appendix B.2.3. Based on the approach presented by Zellner (1978), Srivastava and Bhatnagar (1981) presented a class of estimators which are free from the limitation of non-existence of moments. They derived exact expressions for the first two moments in the case of normal populations and
they also proposed large sample approximations for non-normally distributed populations. Shaban (1981) obtained estimators for the ratio of means of two independent lognormal distributed variables which are generally of smaller mean squared error than both the Maximum Likelihood (ML) and the MVUE as given in Crow (1977).

Barndorff-Nielsen (1983) presented one of the first works where the problem in question is analysed using the distribution of the Maximum Likelihood estimator.

Buonaccorsi (1985) considered the problem of estimating the ratio of two linear combinations of the vector of parameters in the general linear model. He also discussed the non-existence of an unbiased estimator under normal errors. In his work the author, as well as Fieller (1932) and Srivastava and Bhatnagar (1981), declared that the first and higher order moment of the inverse of the arithmetical mean does not exist.

Voinov (1985) has derived unbiased estimators of powers of the inverse of the normal population mean, $\mu$. In the same work, it is shown that such an estimator is useful in the solution of several problems in experimental nuclear physics.

Casella and Berger (1990) advocated using a first-order approximation for the estimation the inverse of the mean and the ratio of means.

Tiwari and Elston (1999) approximated the variance of a function of random variables by using a second degree Taylor series expansion, and demonstrated the increased accuracy this second degree approximation gives over the usual Delta method by using some examples from genetics.

Rao (2002) highlighted two estimators for the ratio of means. He pointed out that under simple random sampling scheme, the usual choices for the estimation of the ratio of means are (i) a (single) ratio of sample means or (ii) the mean of ( $n$ ) ratios. He also reported that both estimators are biased for the ratio of means. For the estimation of this function he considered a class of Symmetrized Des Raj (SDR) strategies and looked for a choice of a model-optimum estimator when design-unbiasedness is not demanded, among those utilising "mean of ratios" and "ratio of means", as he denominated these estimators.

Troschke (2002) analysed forecasts for the future development of key variables in the field under consideration. Specifically, he studied the case where the decision-maker has the problem of having more than one forecast for the variables of interest, then instead of selecting one of the forecasts it is a successful strategy and common practice to combine the individual forecasts. His predominant approach was to concentrate on one target variable at a time and to perform a linear combination of the forecasts for that variable. In his work, this standard univariate linear combination approach was improved in two respects: Firstly, a linear plus quadratic set-up for the combination of univariate forecasts was introduced as a non-linear combination alternative (univariate linear plus quadratic combination). Similar to a higher order Taylor approximation it may result in more accurate combined prediction. Secondly, several target variables are considered at the same time, and forecasts for such vector valued variables were combined linearly (multivariate linear combination). Thus, additional information was exploited by taking the interactions between the components of target vector and forecasts into account. For each approach the mean square prediction error optimal combination parameters were derived. Finally, the new approaches were investigated numerically in terms of their potential, their empirical performance and their results in a simulation study.

Neudecker and Trenkler (2002) considered the problem of estimating a function of the multivariate mean. They assumed that in good approximation this function can be written as a sum of a linear and a quadratic form. For the estimators presented in their work they obtain mean and variance, when the populations are independent. The same problem was also considered by Frauendorf, Neudecker and Trenkler (2005). In their work, it is shown that two naive estimators turn out to be biased. Using a generalized jackknife procedure they constructed an unbiased estimator of this function as a reasonable alternative. Variances of the three estimators were calculated for the general and the normal case.

Neudecker and Trenkler (2005a) considered the problem of approximating the variance of nonlinear functions of random variables using a second degree Taylor series expansion. In contrast to Tiwari and Elston (1999), their approach also uses the covariances between the random variables to obtain a better approximation.

Qiao et al. (2006) addressed the problem of estimating the ratio of the means of independent normal variables in agricultural research. In the first part of their research, the authors examined the distributional properties of the ratio of independent normal variables, both theoretically and using simulation. In the second part of their research, they evaluated the relative merits of two common estimators of the ratio of the means of independent normal variables in agricultural research, an arithmetic average or ratio of means and a weighted average or mean of ratios, via simulation experiments using normal distributions. They gave a condition under which the mean of the ratio of two independent normal variables appears to exist and that can be used to evaluate the suitability of both estimators. In this work it is mentioned that the development of a satisfactory estimator of the ratio when the involved random variables are dependent remains an area for future research.

Friedrich et al. (2008) investigated the ratio of means method as an alternative to mean differences for analyzing continuous outcome variables in meta-analysis. Meta-analysis of continuous outcomes traditionally uses mean difference or standardized mean difference, i.e. mean difference in pooled standard deviation units. They pointed out that both the standardized mean difference and the ratio of means allow pooling of outcomes expressed in different units and comparisons of effect sizes across interventions, but the ratio of means interpretation does not require knowledge of the pooled standard deviation, a quantity generally unknown to clinicians.

### 2.2 Definitions and Methods

The fundamental aim of this work is to introduce a new approach for handling the statistical inference of NLSS functions by means of approximations. Before the general procedure of this approach is explained it is essential; a) to introduce necessary definitions as well as clarifying remarks, b) to clarify how NLSS functions are defined and c) to illustrate the approach to be used for the approximation of those functions. For concepts related to calculus and probability theory refer to Gradshteyn and Ryzhik (2000), Shorack (2000) as well as Mood, Graybill and Boes (1974).

The purpose of this section is to introduce the general definitions necessary for the development of a new inference method of NLSS functions. It is primarily a "definitions-and-their-understanding" section.

### 2.2.1 Types of Functions

In this section as well as in Appendix A.1.1 the most important concepts necessary to clarify how NLSS functions are defined, are presented.

For the definition of NLSS functions the concept of smooth functions has to be introduced. This kind of functions is presented in the following definition.

## Definition 1 (Smooth Functions)

Let $\mathfrak{B}, \mathfrak{C} \subseteq \mathbb{R}$, where $\mathfrak{B}$ and $\mathfrak{C}$ are unions of open intervals. Furthermore, let $K$ be a non-negative integer and $f^{(i)}$ the i-th derivative of the function $f$. A function $f: \mathfrak{B} \rightarrow \mathfrak{C}$ is said to be of class $C^{K}$ if the derivatives $f^{(1)}, f^{(2)}, \ldots, f^{(K)}$ exist and are continuous.
In the same way, the function $f$ is said to be of class $C^{\infty}$, or smooth, if it has derivatives of all orders.

After smooth functions have been defined, the kind of function to be analysed in this work is presented in the following definition.

## Definition 2 (Nonlinear, Sufficiently Smooth (NLSS) Functions)

For a given order $K$, a function $f$, say $f: \mathfrak{B} \rightarrow \mathfrak{C}$, is said to be a NLSS function of order $K$ when it is nonlinear and of at least class $C^{K}$.

For additional definitions refer to Appendix A.1.1.

### 2.2.2 Types of Approximations

As mentioned in Section 1.1 the main motivation for estimating functions by approximations comes from Casella and Berger (1990, p. 330). They investigated the estimation of the ratio of two means, see Definition 9, and the inverse of the mean, see Definition 11. In their approach a Taylor Series expansion of order one was used for the estimation of the aforementioned functions.

The mathematical foundations, necessary for the approximation of the functions under study, are presented in this section.

## Definition 3 (Taylor Series Expansion)

The Taylor Series expansion of a real or complex function $f(x)$ that is infinitely often differentiable in a neighborhood of a real or complex number $x_{0}$ is defined as:

$$
f(x)=\sum_{d=0}^{\infty} \frac{f^{(d)}\left(x_{0}\right)}{d!}\left(x-x_{0}\right)^{d},
$$

where (d) represents the order of the derivatives of $f$.
Suppose a function $f(x)$ of at least class $C^{K}$ is given, the Taylor Series expansion of order $K$ of $f(x)$ in a neighborhood of $x_{0}$ is defined as:

$$
f(x)=\sum_{d=0}^{K} \frac{f^{(d)}\left(x_{0}\right)}{d!}\left(x-x_{0}\right)^{d}+\text { Error }
$$

where each term higher than $K$ is contained in the error term, denoted by Error, and it is assumed to be neglectable.

For further details see Mera (1992).

## Remark 2.1 (Approach according to Casella and Berger (1990))

Suppose $\bar{x}$ is the arithmetical mean of a random sample, see Definition 7. If a function $f(\mu)$ has to be estimated, using a Taylor Series expansion of order $K=1$ Casella and Berger (1990) presented the following approximated estimator for $f(\mu)$ :

$$
f(\bar{x})=f(\mu)+f^{(1)}(\mu)(\bar{x}-\mu) .
$$

They also stated that the estimator $f(\bar{x})$ has the following approximated mean and variance:

$$
\mathrm{E}[f(\bar{x})] \approx f(\mu), \text { and } \operatorname{var}(f(\bar{x})) \approx\left[f^{(1)}(\mu)\right]^{2} \operatorname{var}(\bar{x}),
$$

where $f^{(1)}(\mu)$ represents the first order derivative of $f(\mu)$.

Stimulated by the approach presented in Casella and Berger (1990) and Taylor Series expansion, in this work, it is assumed that a function $f(x)$ can be sufficiently good approximated by a Taylor Series expansion of order $K=2$.

This approximation is given as follows:

$$
\begin{equation*}
f(x) \approx \underbrace{f\left(x_{0}\right)+f^{(1)}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{1}{2!} f^{(2)}\left(x_{0}\right)\left(x-x_{0}\right)^{2}}_{f^{\text {Taylor }}(x)}, \tag{2.2.1}
\end{equation*}
$$

where $f^{(1)}\left(x_{0}\right)$ and $f^{(2)}\left(x_{0}\right)$ represent the first and second order derivatives of $f\left(x_{0}\right)$, respectively. For this approach, the function $f\left(x_{0}\right)$ is necessarily of at least class $C^{2}$, see Definition 1. The index Taylor stands for representing the Taylor approximation.

Expression 2.2.1 can be expanded to the p-dimensional case, i.e. the function to be approximated is not applied on a real value $x$, but is applied on a vector $\boldsymbol{x}$. In such a case it is necessary to use multidimensional versions of the first and second order derivatives of $f\left(x_{0}\right)$.

In this work it is assumed that the gradient vector and the Hessian matrix, containing the first and second order partial derivatives with respect to the vector $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)^{\prime}$, can be used as multidimensional versions of the first and second order derivatives, $f^{(1)}$ and $f^{(2)}$. These concepts are presented in the following definition.

## Definition 4 (Gradient Vector and Hessian Matrix)

Let $f: \mathfrak{B}^{p} \rightarrow \mathfrak{C}$ be a function defined on the p-dimensional Euclidean space, where $\mathfrak{B}$ and $\mathfrak{C}$ are cartesian products of unions of open intervals. The gradient of a function $f(\boldsymbol{x})$ with respect to the vector $\boldsymbol{x}=\left(x_{1}, \ldots, x_{p}\right)^{\prime}$ is defined as a vector whose components are the partial derivatives of the function $f(\boldsymbol{x})$. It is defined as follows:

$$
f^{(1)}(\boldsymbol{x})=\left(\frac{\partial f(\boldsymbol{x})}{\partial x_{1}}, \ldots, \frac{\partial f(\boldsymbol{x})}{\partial x_{p}}\right)^{\prime} .
$$

If all second partial derivatives of $f(\boldsymbol{x})$ exist, then the square matrix of second-order partial derivatives of this function, the Hessian matrix, is defined as:

$$
f^{(2)}(\boldsymbol{x})=\left(\begin{array}{cccc}
\frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{1}^{2}} & \frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{1} \partial x_{2}} & \cdots & \frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{1} \partial x_{p}} \\
\frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{2}^{2}} & \cdots & \frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{2} \partial x_{p}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{p} \partial x_{1}} & \frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{p} \partial x_{2}} & \cdots & \frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{p}^{2}}
\end{array}\right) .
$$

The second partial derivatives of $f(\boldsymbol{x})$ with respect to two different variables are the offdiagonal entries in the Hessian. If they are all continuous, then the Hessian of $f(\boldsymbol{x})$ is symmetric.

For example, for a two-dimensional vector $\boldsymbol{x}$ symmetry is represented by:

$$
\frac{\partial}{\partial x_{1}}\left(\frac{\partial f(\boldsymbol{x})}{\partial x_{2}}\right)=\frac{\partial}{\partial x_{2}}\left(\frac{\partial f(\boldsymbol{x})}{\partial x_{1}}\right) \Rightarrow \frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{1} \partial x_{2}}=\frac{\partial^{2} f(\boldsymbol{x})}{\partial x_{2} \partial x_{1}} .
$$

For further details see Gradshteyn and Ryzhik (2000).
Following expression 2.2.1 and Definition 4 in this work, it is assumed that a function $f(\boldsymbol{x})$ can be sufficiently good approximated in a neighborhood of the vector $\boldsymbol{x}_{0}$ by the following Taylor Series expansion of order $K=2$ :

$$
\begin{equation*}
f^{\text {Taylor }}(\boldsymbol{x})=f\left(\boldsymbol{x}_{0}\right)+\left[f^{(1)}\left(\boldsymbol{x}_{0}\right)\right]^{\prime}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)+\frac{1}{2}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)^{\prime} f^{(2)}\left(\boldsymbol{x}_{0}\right)\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right), \tag{2.2.2}
\end{equation*}
$$

where $\left[f^{(1)}\left(\boldsymbol{x}_{0}\right)\right]^{\prime}$ represents the transpose of the gradient vector and $f^{(2)}\left(\boldsymbol{x}_{0}\right)$ the Hessian matrix of the function $f\left(\boldsymbol{x}_{0}\right)$.

Stimulated by Taylor Series expansions, Troschke (2002) investigated the linear plus quadratic functions approach aiming to find a combined forecast for a scalar random vari-
able from several individual forecasts for that variable. This approach is presented in the following definition.

## Definition 5 (Class of Linear plus Quadratic Functions)

Let $a_{0}$ be a constant, $\boldsymbol{a}$ a non-stochastic vector and $\boldsymbol{A}$ a non-stochastic symmetric matrix, then the class of linear plus quadratic functions is defined as:

$$
\Theta=\left\{a_{0}+\boldsymbol{a}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{A} \boldsymbol{x} \mid a_{0} \in \mathbb{R}, \boldsymbol{a} \in \mathbb{R}^{p}, \boldsymbol{A} \in \mathcal{M}_{p \times p}\right\},
$$

where $\boldsymbol{a}^{\prime} \boldsymbol{x}$ and $\boldsymbol{x}^{\prime} \boldsymbol{A x}$ represent the linear and quadratic forms of this class, respectively. $\mathcal{M}_{p \times p}$ stands for the set of all symmetric $p \times p$ matrices.

Like Troschke (2002), in this work, also stimulated by Taylor Series expansions it is assumed that the function $f(\boldsymbol{x})$ may be approximated by the following linear plus quadratic function in $x$ :

$$
\begin{equation*}
f^{\text {Poly }}(\boldsymbol{x})=a_{0}+\boldsymbol{a}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{A} \boldsymbol{x} \tag{2.2.3}
\end{equation*}
$$

where $a_{0}$ is a constant, $\boldsymbol{a}=f^{(1)}(\boldsymbol{x})$ represents the gradient vector and $\boldsymbol{A}=\frac{1}{2} f^{(2)}(\boldsymbol{x})$ the Hessian matrix of the function $f(\boldsymbol{x})$ divided by two, see Definition 4. The index Poly stands for representing the approximation of a function by a linear plus quadratic form, i.e. by a second order polynomial.

### 2.2.3 Estimation Approach

At this point the approximation of NLSS functions by means of Taylor Series expansions has been introduced. Now, the same approximation approach will be used for estimating NLSS functions of a given vector of interest based on sample information.

Before the general estimation approach is described, it is necessary to introduce the way how the sample information will be represented in this work. It will be represented in form of a matrix which will be called the sample matrix and is presented in the following definition.

## Definition 6 (Sample Matrix)

Suppose $p$ random variables $X_{1}, X_{2}, \ldots, X_{p}$ with $n$ observations taken on each of the variables are given. The corresponding $n \times p$ sample matrix is denoted by $\boldsymbol{X}$ and defined as:

$$
\boldsymbol{X}=\left(\begin{array}{cccc}
X_{11} & X_{12} & \cdots & X_{1 p} \\
X_{21} & X_{22} & \cdots & X_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
X_{n 1} & X_{n 2} & \cdots & X_{n p}
\end{array}\right),
$$

For $i=1, \cdots, n$ and for $j=1, \cdots, p, \boldsymbol{X}$ can also be represented as:

$$
\boldsymbol{X}=\left(\begin{array}{c}
\boldsymbol{x}_{1} \\
\boldsymbol{x}_{2} \\
\vdots \\
\boldsymbol{x}_{n}
\end{array}\right), \text { with } \boldsymbol{x}_{i}=\left(\begin{array}{c}
X_{i 1} \\
X_{i 2} \\
\vdots \\
X_{i p}
\end{array}\right)^{\prime} \text {, or as: } \boldsymbol{X}=\left(\begin{array}{c}
\boldsymbol{x}_{1} \\
\boldsymbol{x}_{2} \\
\vdots \\
\boldsymbol{x}_{p}
\end{array}\right)^{\prime} \text {, with } \boldsymbol{x}_{j}=\left(\begin{array}{c}
X_{1 j} \\
X_{2 j} \\
\vdots \\
X_{n j}
\end{array}\right) \text {, }
$$

for $i=1, \cdots, n$ and for $j=1, \cdots, p$.

Moreover, $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ represents a realisation of an independent, identically distributed (i.i.d.) random sample from a $p$-dimensional distribution, with mean $\boldsymbol{\mu}=E\left[\boldsymbol{x}_{i}\right]$ and covariance matrix $\boldsymbol{\Sigma}=E\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]$.

## Definition 7 (Arithmetic Mean)

The arithmetic mean of the $j$-th random variable in $\boldsymbol{X}$, denoted by $\bar{x}_{j}$, is defined as:

$$
\bar{x}_{j}=\frac{1}{n} \sum_{i=1}^{n} X_{i j}, j=1, \ldots, p .
$$

The resulting $p$-vector of means is $\overline{\boldsymbol{x}}=\left(\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{p}\right)^{\prime}$, which alternatively can be written as $\overline{\boldsymbol{x}}=\frac{1}{n} \boldsymbol{X}^{\prime} \mathbf{1}_{n}$, where $\mathbf{1}_{n}$ is the $n$-vector of ones.

Suppose a NLSS function $f(\boldsymbol{\theta})$ of a p-dimensional parameter vector $\boldsymbol{\theta}$ has to be estimated. Furthermore, suppose that an estimator of the vector $\boldsymbol{\theta}$ is given. For the estimation of NLSS function $f$ of a given vector, say $\boldsymbol{\theta}$, under simple random schemes, the usual choices are either to apply the function on the estimator of $\boldsymbol{\theta}$ or to calculate the estimator of the transformed data. These estimation approaches are presented in the following definition.

## Definition 8 (Estimation Approaches)

Let $\mathfrak{B}, \mathfrak{C} \subseteq \mathbb{R}$ and $\boldsymbol{X}$ be given as in Definition 6. Moreover, consider the following functions: $F: \mathfrak{B}^{n \times p} \rightarrow \mathfrak{C}^{n}, \hat{G}: \mathfrak{B}^{n \times p} \rightarrow \mathfrak{C}^{p}, f: \mathfrak{B}^{p} \rightarrow \mathfrak{C}, \hat{g}: \mathfrak{B}^{n} \rightarrow \mathfrak{C}$, with $\hat{G}$ and $\hat{g}$ representing estimators obtained from the sample information. Now, suppose a NLSS function $f$ has to be estimated.

The first estimation approach is defined as follows:

$$
T_{1}=f(\hat{G}(\boldsymbol{X}))=f\left(\begin{array}{c}
\hat{g}\left(\boldsymbol{x}_{1}\right) \\
\hat{g}\left(\boldsymbol{x}_{2}\right) \\
\vdots \\
\hat{g}\left(\boldsymbol{x}_{p}\right)
\end{array}\right)^{\prime}=f\left(\hat{g}\left(\boldsymbol{x}_{1}\right), \hat{g}\left(\boldsymbol{x}_{2}\right), \cdots, \hat{g}\left(\boldsymbol{x}_{p}\right)\right) \text {, where } \boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{p} \in \mathfrak{B}^{n} \text {. }
$$

The second estimation approach is defined as follows:

$$
T_{2}=\hat{g}(F(\boldsymbol{X}))=\hat{g}\left(\begin{array}{c}
f\left(\boldsymbol{x}_{1}\right) \\
f\left(\boldsymbol{x}_{2}\right) \\
\vdots \\
f\left(\boldsymbol{x}_{n}\right)
\end{array}\right)=\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right) \text {, where } \boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{n} \in \mathfrak{B}^{p} .
$$

In this approach $\mathfrak{B}$ and $\mathfrak{C}$ are defined as the base set.
In the first approach the estimation $\hat{G}$ is made before the function $f$ is applied and in the second the estimation $\hat{g}$ is made after the application of the function $f$, i.e. the function $f$ is applied on the estimator $\hat{G}(\boldsymbol{X})$ in the first case and on each row of the $n \times p$ sample matrix $\boldsymbol{X}$ in the second. This has influence on the bias and the variance of the respective estimators, which will be shown in Section 2.2.

Historically, $f(\hat{G}(\boldsymbol{X}))$ and $\hat{g}(F(\boldsymbol{X}))$ have been of interest even in the classical inference from infinite populations, see Rao (2002). Unfortunately, most of the authors have worked on the estimation of NLSS functions by considering $\boldsymbol{X}$ to be normally distributed. In this work both estimation approaches will be compared through a simulation study with different underlying distributions. These estimation approaches are the building blocks of the general estimation procedure to be developed in this work.

Tiwari and Elston (1999) approximated the variance of a function of random variables by using a second degree Taylor series expansion, and demonstrated the increased accuracy that this second degree approximation gives over the usual Delta method by using some examples from genetics. In the same respect, Neudecker and Trenkler (2005a) considered the problem of approximating the variance of a nonlinear function of random variables on the basis of a second degree Taylor series expansion. In contrast to the result achieved by Tiwari and Elston (1999), their approach in addition uses the covariances between the random variables to obtain a better approximation. This approach with its notation from Neudecker and Trenkler (2005a) is presented in the following remark.

## Remark 2.2 (Approach by Neudecker and Trenkler (2005a))

As in Tiwari and Elston (1999), Neudecker and Trenkler (2005a) consider a scalar function $f$ of the random vector $\mathbf{y}=\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \cdots, \mathrm{y}_{m}\right)^{\prime}$ with $\mathrm{E}[\mathbf{y}]=\boldsymbol{\mu}=\left(\mu_{1}, \mu_{2}, \cdots, \mu_{m}\right)^{\prime}$ and $\boldsymbol{\Sigma}=\mathrm{D}(\mathbf{y})=\mathrm{E}\left[(\mathbf{y}-\boldsymbol{\mu})(\mathbf{y}-\boldsymbol{\mu})^{\prime}\right]$ denoting the expectation vector and the dispersion matrix, respectively, of $\mathbf{y}$. They assume that the first and second partial derivatives of $f$ with respect to each $y_{i}(i=1, \cdots, m)$ exist in an open neighborhood of $\boldsymbol{\mu}$.

Let $\mathbf{y}=\boldsymbol{\mu}+\Delta \mathbf{y}$ and $f(\mathbf{y})=f(\boldsymbol{\mu})+\triangle f(\mathbf{y})$. Using Taylor's formula they get the following approximation:

$$
\begin{aligned}
f(\mathbf{y}) & \approx f(\boldsymbol{\mu})+\left.\frac{\partial f(\mathbf{y})}{\partial \mathbf{y}^{\prime}}\right|_{\mathbf{y}=\boldsymbol{\mu}} d \mathbf{y}+\left.\frac{1}{2}(d \mathbf{y})^{\prime} \frac{\partial f^{2}(\mathbf{y})}{\partial \mathbf{y} \partial \mathbf{y}^{\prime}}\right|_{\mathbf{y}=\boldsymbol{\mu}} d \mathbf{y} \\
& =f(\boldsymbol{\mu})+\boldsymbol{a}^{\prime} d \mathbf{y}+\frac{1}{2}(d \mathbf{y})^{\prime} \boldsymbol{A} d \mathbf{y} .
\end{aligned}
$$

Since $\mathrm{E}\left[(d \mathbf{y})(d \mathbf{y})^{\prime}\right]=\mathrm{D}(\mathbf{y})=\boldsymbol{\Sigma}$ and $\mathrm{E}[(d \mathbf{y})]=0$, they get:

$$
\begin{aligned}
& \mathrm{E}[f(\mathbf{y})] \approx f(\boldsymbol{\mu})+\frac{1}{2} \operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma}) \\
& \mathrm{D}(f(\mathbf{y})) \approx \mathrm{D}\left(\boldsymbol{a}^{\prime}(d \mathbf{y})+\frac{1}{2}(d \mathbf{y})^{\prime} \boldsymbol{A} d \mathbf{y}\right) \\
& =\mathrm{D}\left(\boldsymbol{a}^{\prime}(d \mathbf{y})\right)+\frac{1}{4} \mathrm{D}\left((d \mathbf{y})^{\prime} \boldsymbol{A} d \mathbf{y}\right)+\operatorname{cov}\left(\boldsymbol{a}^{\prime}(d \mathbf{y}),(d \mathbf{y})^{\prime} \boldsymbol{A} d \mathbf{y}\right), \\
& \text { where } \boldsymbol{a}=\left.\frac{\partial f(\mathbf{y})}{\partial \mathbf{y}^{\prime}}\right|_{\mathbf{y}=\boldsymbol{\mu}}, \boldsymbol{A}=\left.\frac{\partial f^{2}(\mathbf{y})}{\partial \mathbf{y} \partial \mathbf{y}^{\prime}}\right|_{\mathbf{y}=\boldsymbol{\mu}} \text { and } d \mathbf{y}=\triangle \mathbf{y}=\mathbf{y}-\boldsymbol{\mu} \text {. }
\end{aligned}
$$

In this work this approach will be used in order to obtain approximated variances of estimators of NLSS functions of distribution parameters.

In the following lemma an approximation of the estimators $f(\hat{G}(\boldsymbol{X}))$ and $\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=\right.$ $1, \cdots, n)$, on the basis of a second degree Taylor series expansion, is presented.

## Lemma 2.1

Let $\boldsymbol{\theta}$ represent an unknown parameter vector. Furthermore, $\boldsymbol{\theta}$ can be estimated by functions $\hat{G}$ and $\hat{g}$ in two different ways, as explained in Definition 8.

Now, suppose a NLSS function $f(\boldsymbol{\theta})$ has to be estimated.
An approximation of the estimators $f(\hat{G}(\boldsymbol{X}))$ and $\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)$, on the basis of a second degree Taylor series expansion, is given by:
$T_{1}^{\text {Taylor }}=f(\hat{G}(\boldsymbol{X}))^{\text {Taylor }}=f(\boldsymbol{\theta})+\left[f^{(1)}(\boldsymbol{\theta})\right]^{\prime}(\hat{G}(\boldsymbol{X})-\boldsymbol{\theta})+\frac{1}{2}(\hat{G}(\boldsymbol{X})-\boldsymbol{\theta})^{\prime} f^{(2)}(\boldsymbol{\theta})(\hat{G}(\boldsymbol{X})-\boldsymbol{\theta})$
$T_{2}^{\text {Taylor }}=\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)^{\text {Taylor }}=f(\boldsymbol{\theta})+\left[f^{(1)}(\boldsymbol{\theta})\right]^{\prime} \hat{g}\left(\left(\boldsymbol{x}_{i}-\boldsymbol{\theta}\right), i=1, \cdots, n\right)$
$+\frac{1}{2} \hat{g}\left(\left(\boldsymbol{x}_{i}-\boldsymbol{\theta}\right)^{\prime} f^{(2)}(\boldsymbol{\theta})\left(\boldsymbol{x}_{i}-\boldsymbol{\theta}\right), i=1, \cdots, n\right)$,
where $f^{(1)}(\boldsymbol{\theta})$ represents the gradient vector and $f^{(2)}(\boldsymbol{\theta})$ the Hessian matrix of the function $f(\boldsymbol{\theta})$, see Definition 4.

It can be seen that both estimation approaches differ just on the second order polynomial of the approximation.

In the same way, as in Troschke (2002), an approximation on the basis of a linear plus quadratic function, of the estimators $T_{1}$ and $T_{2}$ is presented in the following lemma.

## Lemma 2.2

An approximation of the estimators $f(\hat{G}(\boldsymbol{X}))$ and $\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)$, on the basis of a linear plus quadratic function, is given by:
$T_{1}^{\text {Poly }}=f(\hat{G}(\boldsymbol{X}))^{\text {Poly }}=a_{0}+\boldsymbol{a}^{\prime} \hat{G}(\boldsymbol{X})+[\hat{G}(\boldsymbol{X})]^{\prime} \boldsymbol{A} \hat{G}(\boldsymbol{X})$
$T_{2}^{\text {Poly }}=\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)^{\text {Poly }}=a_{0}+\boldsymbol{a}^{\prime} \hat{g}\left(\boldsymbol{x}_{i}, i=1, \cdots, n\right)+\hat{g}\left(\boldsymbol{x}_{i}^{\prime} \boldsymbol{A} \boldsymbol{x}_{i}, i=1, \cdots, n\right)$,
where $a_{0}$ is a constant, $\boldsymbol{a}=f^{(1)}(\boldsymbol{\theta})$ and $\boldsymbol{A}=\frac{1}{2} f^{(2)}(\boldsymbol{\theta})$.

Troschke (2002) pointed out that similar to a higher order Taylor approximation, an approximation on the basis of a linear plus quadratic function may result in more accurate combined prediction.

### 2.3 General Procedure

This work intends to answer the following questions:

1. Which approach should be preferred, $f(\hat{G}(\boldsymbol{X}))$ or $\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)$, as an estimator of a NLSS function of a $p$-dimensional parameter vector, $f(\boldsymbol{\theta})$ ?
2. Is an improvement of these estimators possible?

To answer these questions the following approach is developed in the next sections:
Suppose a NLSS (of at least class $C^{2}$ ) function $f(\boldsymbol{\theta})$ of parameter(s) $\boldsymbol{\theta}$ of a distribution has to be estimated, then:

1. the function $f(\boldsymbol{\theta})$, will be estimated by means of the estimators $T_{1}=f(\hat{G}(\boldsymbol{X}))$ and $T_{2}=\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)$,
2. the generalised Jackknife approach will be used in Section A.1.3 in order to generate an unbiased estimator for a second order Taylor approximation of the NLSS function $f(\boldsymbol{\theta})$,
3. if the unbiased estimator is obtained, a linear adjustment as presented in Troschke (2002), is applied in order to obtain a minimal Mean Squared Error (MSE) estimator. This estimator may be biased, but has smaller MSE than the unbiased one generated by the generalised Jackknife approach.
4. improved approximated expressions for the mean and variance of all the aforementioned estimators will be obtained by using the approach presented in Neudecker and Trenkler (2005a).

# Estimation of NLSS Functions of <br> Distribution Parameters 
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In the preceding section a new approach for the estimation of NLSS functions has been presented. In this section, special emphasis will be placed on the estimators $f(\hat{G}(\boldsymbol{X}))$ and $\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)$ for NLSS functions of parameters of multivariate and univariate distributions. For both the multivariate and univariate distributions, the normal distribution will also be considered, and for the multivariate distributions the properties of estimators for correlated random variables will be considered as a special case. Approximated means and variances of the aforementioned estimators, as well as an approximation of the covariance between them, are presented in this section.

### 3.1 Estimation of NLSS Functions of Parameters of Multivariate Distributions

In multivariate statistics, estimation of NLSS functions of parameters, such as the vector of means $\boldsymbol{\mu}$ of a particular distribution occurs commonly. Therefore, starting from here this work will focus on the estimation of NLSS functions of this parameter, $f(\boldsymbol{\mu})$.

For the estimation of $f(\boldsymbol{\mu})$, under simple random schemes, the usual choices are to calculate first the arithmetic mean and then apply the function afterwards, i.e. compute $f(\hat{G}(\boldsymbol{X}))=$ $f(\overline{\boldsymbol{x}})$; or to do it the other way round, $\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \ldots, n\right)=\frac{1}{n} \sum_{i=1}^{n} f\left(\boldsymbol{x}_{i}\right)$, where $\boldsymbol{x}_{i}$, $i=1, \ldots, n$ denotes the $i$-th row of the sample matrix $\boldsymbol{X}$, see Definition 8. Moreover, $\overline{\boldsymbol{x}}$ is given in Definition 7.

As in Lemma 2.1 the functions $f(\overline{\boldsymbol{x}})$ and $\frac{1}{n} \sum_{i=1}^{n} f\left(\boldsymbol{x}_{i}\right)$ can be approximated by:

$$
\begin{aligned}
& T_{1}^{\text {Taylor }}=f^{\text {Taylor }}(\overline{\boldsymbol{x}})=f(\boldsymbol{\mu})+\left[f^{(1)}(\boldsymbol{\mu})\right]^{\prime}(\overline{\boldsymbol{x}}-\boldsymbol{\mu})+\frac{1}{2}(\overline{\boldsymbol{x}}-\boldsymbol{\mu})^{\prime} f^{(2)}(\boldsymbol{\mu})(\overline{\boldsymbol{x}}-\boldsymbol{\mu}) \\
& T_{2}^{\text {Taylor }}=\frac{1}{n} \sum_{i=1}^{n} f^{\text {Taylor }}\left(\boldsymbol{x}_{i}\right)=f(\boldsymbol{\mu})+\left[f^{(1)}(\boldsymbol{\mu})\right]^{\prime} \frac{1}{n} \sum_{i=1}^{n}\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)+\frac{1}{2 n} \sum_{i=1}^{n}\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime} f^{(2)}(\boldsymbol{\mu})\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right),
\end{aligned}
$$

where $f^{(1)}(\boldsymbol{\mu})$ represents the gradient vector and $f^{(2)}(\boldsymbol{\mu})$ the Hessian matrix of the function $f(\boldsymbol{\mu})$, as presented in Definition 4.

For the particular case of the estimation of $f(\boldsymbol{\mu})$, an approximation by linear plus quadratic forms of the function itself as well as of the estimators $f(\overline{\boldsymbol{x}})$ and $\frac{1}{n} \sum_{i=1}^{n} f\left(\boldsymbol{x}_{i}\right)$ is presented in the following remark.

## Remark 3.1

Let $a_{0}$ be a constant, $\boldsymbol{a}$ a non-stochastic vector and $\boldsymbol{A}$ a non-stochastic symmetric matrix. Let $\boldsymbol{\mu}$ be the vector of means of a p-dimensional distribution, then a NLSS function of this parameter vector, $f(\boldsymbol{\mu})$, can be approximated by:

$$
f^{\text {Poly }}(\boldsymbol{\mu})=a_{0}+\boldsymbol{a}^{\prime} \boldsymbol{\mu}+\boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\mu}
$$

In the same way, the functions $f(\overline{\boldsymbol{x}})$ and $\frac{1}{n} \sum_{i=1}^{n} f\left(\boldsymbol{x}_{i}\right)$ can be approximated by the following linear plus quadratic functions in $\overline{\boldsymbol{x}}$ and $\boldsymbol{x}_{i}$, respectively:

$$
\begin{aligned}
T_{1}^{\text {Poly }}=f^{\text {Poly }}(\overline{\boldsymbol{x}}) & =a_{0}+\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{X}^{\prime} \mathbf{1}_{n}+\frac{1}{n^{2}} \mathbf{1}_{n}^{\prime} \boldsymbol{X} \boldsymbol{A} \boldsymbol{X}^{\prime} \mathbf{1}_{n} \\
& =a_{0}+\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{X}^{\prime} \mathbf{1}_{n}+\frac{1}{n^{2}} \operatorname{tr} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \boldsymbol{X} \boldsymbol{A} \boldsymbol{X}^{\prime} \\
& =a_{0}+\boldsymbol{a}^{\prime} \overline{\boldsymbol{x}}+\overline{\boldsymbol{x}}^{\prime} \boldsymbol{A} \overline{\boldsymbol{x}}
\end{aligned}
$$

and

$$
T_{2}^{\text {Poly }}=\frac{1}{n} \sum_{i=1}^{n} f^{\text {Poly }}\left(\boldsymbol{x}_{i}\right)=a_{0}+\boldsymbol{a}^{\prime} \overline{\boldsymbol{x}}+\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\prime} \boldsymbol{A} \boldsymbol{x}_{i}
$$

where $\boldsymbol{a}=f^{(1)}(\boldsymbol{\mu})$ and $\boldsymbol{A}=\frac{1}{2} f^{(2)}(\boldsymbol{\mu})$.

Frauendorf and Trenkler (1998) have shown that the equality $T_{1}^{\text {Poly }}=T_{2}^{\text {Poly }}$ holds if and only if: $\operatorname{tr} \boldsymbol{A} \boldsymbol{X}^{\prime} \boldsymbol{H} \boldsymbol{X}=0$, where $\boldsymbol{H}=\boldsymbol{I}_{n}-\frac{1}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$, where $\boldsymbol{I}_{n}$ represents the Identity Matrix and $\mathbf{1}_{n}$ the $n$-vector of ones.

In order to represent the approximations $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ based on all observations $\boldsymbol{x}_{1}, \cdots, \boldsymbol{x}_{n}$ and not on a particular $\boldsymbol{x}_{i}, i=1, \ldots, n$ a new notation will be introduced in the following remark.

## Remark 3.2

Let $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}$ be the Vec operator of the matrix $\boldsymbol{X}^{\prime}$, i.e. a column vector obtained by stacking the column vectors of $\boldsymbol{X}^{\prime}=\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right)$ below one another. The mean and covariance of $\operatorname{Vec} \boldsymbol{X}^{\prime}$ are $\mathrm{E}\left[\operatorname{Vec} \boldsymbol{X}^{\prime}\right]=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$ and $\operatorname{cov}\left(\operatorname{Vec} \boldsymbol{X}^{\prime}\right)=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$.

For $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}$, the approximations $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$, presented in Remark 3.1, can also be written as presented in Magnus and Neudecker (1988, Section 2.4) as follows:

$$
\begin{aligned}
& T_{1}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{1} \boldsymbol{y} \\
& T_{2}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{2} \boldsymbol{y}
\end{aligned}
$$

where $f_{0}$ is a constant, $\boldsymbol{f}=\frac{1}{n} \mathbf{1}_{n} \otimes \boldsymbol{a}$ is a non-stochastic vector, $\boldsymbol{F}_{1}=\frac{1}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A}$ and $\boldsymbol{F}_{2}=\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{A}$ are non-stochastic symmetric matrices. Furthermore, $\otimes$ represents the Kronecker product.

For properties of the Vec operator and the Kronecker product, see Appendix A.4.2 and A.4.1, respectively and for relations between them see Appendix A.4.2.

The aforementioned non-stochastic quantities can be represented as:
$f_{0}=a_{0}, \boldsymbol{f}=\frac{1}{n}\left(\boldsymbol{a}^{\prime} \cdots \boldsymbol{a}^{\prime}\right)^{\prime}$,
$\boldsymbol{F}_{1}=\frac{1}{n^{2}}\left(\begin{array}{ccccc}\boldsymbol{A} & \boldsymbol{A} & \ldots & \boldsymbol{A} & \boldsymbol{A} \\ \boldsymbol{A} & \boldsymbol{A} & \ldots & \boldsymbol{A} & \boldsymbol{A} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \boldsymbol{A} & \boldsymbol{A} & \ldots & \boldsymbol{A} & \boldsymbol{A} \\ \boldsymbol{A} & \boldsymbol{A} & \ldots & \boldsymbol{A} & \boldsymbol{A}\end{array}\right)$ and $\boldsymbol{F}_{2}=\frac{1}{n}\left(\begin{array}{ccccc}\boldsymbol{A} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \boldsymbol{A}\end{array}\right)$,
where $a_{0}$ is a constant, $\boldsymbol{a}=f^{(1)}(\boldsymbol{\mu})$ and $\boldsymbol{A}=\frac{1}{2} f^{(2)}(\boldsymbol{\mu})$.
However, when calculating $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)$ and $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)$ (the approximated variances of estimators $T_{1}$ and $T_{2}$, respectively), a relationship between the 3rd and 4th moment matrices of the $\boldsymbol{x}_{i}$ and $\operatorname{Vec} \boldsymbol{X}^{\prime}$ has to be established, see Definitions 26 and 27.

This relationship is presented in Lemma A.1.
The matrices $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$ as well as $\boldsymbol{\Phi}_{*}$ and $\boldsymbol{\Psi}_{*}$ are presented in more detail in Appendix A.5.2. These matrices are useful for the calculation of covariances as well as variances of linear plus quadratic functions.

In Remark A. 4 and Lemma A. 2 different identities introduced by Seber (1977) and Kleffe and Rao (1988, Section 2.1) are presented. They are useful for the computation of means and variances of linear plus quadratic functions as well as the covariance between two linear plus quadratic functions, Definition 5.

Notice that the expressions presented in Remark A. 4 refer to $\boldsymbol{x}_{i}=\boldsymbol{z}_{i}+\boldsymbol{\mu}$, i.e. to an arbitrary element of the i.i.d random sample $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$. In Lemma A. 2 the expressions corresponding to the whole sample are presented. For this the expression $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}$ as given in Remark 3.2 is useful.

Neudecker and Trenkler (2002) obtained the following expressions for the expected values and variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$, when $X_{1}$ and $X_{2}$ are uncorrelated:
(i) $\mathrm{E}\left[T_{1}^{P o l y}\right]=a_{0}+\boldsymbol{a}^{\prime} \boldsymbol{\mu}+\boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\mu}+\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}$
(ii) $\mathrm{E}\left[T_{2}^{\text {Poly }}\right]=a_{0}+\boldsymbol{a}^{\prime} \boldsymbol{\mu}+\boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\mu}+\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}$
(iii) $\operatorname{var}\left(T_{1}^{P o l y}\right)=\frac{1}{n^{2}}\left[4 \operatorname{tr}\left(\boldsymbol{\mu}^{\prime} \boldsymbol{A} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}+2 \operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}+\frac{1}{n} \operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{A}) \boldsymbol{\Psi}+2 \frac{n-1}{n} \beta-\frac{\alpha}{n}\right]+\gamma$
(iv) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{1}{n}\left[4 \operatorname{tr}\left(\boldsymbol{\mu}^{\prime} \boldsymbol{A} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}+2 \operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}+\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{A}) \boldsymbol{\Psi}-\alpha\right]+\gamma$,
with $\gamma=\frac{1}{n}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a})^{\prime} \boldsymbol{\Sigma}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a}), \quad \alpha=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2} \quad$ and $\quad \beta=\operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma})^{2}$.
From expressions (i) and (ii) it can be seen that both, $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are biased for $f^{\text {Poly }}(\boldsymbol{\mu})$, see Remark 3.1. Their bias terms are given by $\mathrm{b}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}$ and $\mathrm{b}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}$, see Definition 20. Notice that $T_{1}^{\text {Poly }}$ is asymptotically unbiased. Using the identities of Lemma A.2, equivalent expressions to those introduced in Neudecker and Trenkler (2002) for the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as the expression for the covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ have been deduced in this work and are presented in the following theorem.

## Theorem 3.1

Using the properties presented in Remark A. 4 and Lemma A.2, the expression for the covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as equivalent expressions for their variances to those introduced in Neudecker and Trenkler (2002) can be rewritten as follows:
(i) $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[4 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+2 \frac{n-1}{n} \beta-\frac{\alpha}{n}\right]+\gamma$
(ii) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{1}{n}\left[4 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})-\alpha\right]+\gamma$
(iii) $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[2(n+1) \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+(n+1) \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})-\alpha\right]+\gamma$.

Proof: See Appendix C.2.
Expressions of the MSE of the approximations $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are obtained by using Definition 22, i.e.:
$\operatorname{MSE}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\mathrm{E}\left[\left(T_{l}^{\text {Poly }}-f^{\text {Poly }}(\boldsymbol{\mu})\right)^{2}\right]=\operatorname{var}\left(T_{l}^{\text {Poly }}\right)+\left[\mathrm{b}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)\right]^{2}, l=1,2$.

### 3.1.1 Properties of Estimators for Correlated Random Variables

Existing methods for generating correlated random variables do not allow the setting of the correlation level between those variables. Therefore, it is necessary to develop a new approach for generating correlated random variables with user-defined correlation level ( $\rho$ ) and probability distribution. This approach will be presented in Section 6.1.1.

The expressions given in Remark A. 5 are based on an arbitrary element of the correlated sample $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$. Now, based on these expressions those corresponding to the whole sample have been deduced in this work and are presented Lemma A.3. These expressions will make it possible to compare the MSEs of the approximations $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ for correlated random variables.

Neudecker and Trenkler (2002) calculated the variances of the approximations, $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$, for uncorrelated variables, $X_{1}$ and $X_{2}$. For the calculation of $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)$ and $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)$, when the involved variables are correlated, a new approach based on Kleffe and Rao (1988, Section 2.1), see Lemma A.3, is used. The expressions for the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ for correlated random variables, $X_{1}$ and $X_{2}$ are presented as follows.

## Theorem 3.2

Based on Lemma A. 3 and the identities exposed in Remark A.5, the following expression for the covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as the expressions for their variances, for correlated variables, were obtained in this work:
(i) $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[4 \operatorname{tr} \boldsymbol{A} \Phi_{u}^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi_{u}(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi_{u}(\boldsymbol{A})+2 \frac{n-1}{n} \beta-\frac{\alpha}{n}\right]+\gamma$
(ii) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{1}{n}\left[4 \operatorname{tr} \boldsymbol{A} \Phi_{u}^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi_{u}(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi_{u}(\boldsymbol{A})-\alpha\right]+\gamma$
(iii) $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{P o l y}\right)=\frac{1}{n^{2}}\left[2(n+1) \operatorname{tr} \boldsymbol{A} \Phi_{u}^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+(n+1) \operatorname{tr} \boldsymbol{A} \Phi_{u}(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi_{u}(\boldsymbol{A})-\alpha\right]+\gamma$.

Proof: See Appendix C.4.

### 3.1.2 Estimation of NLSS Functions of Parameters of Multinormal Distributions

Now it is assumed that $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}$ is multinormally distributed with $\mathrm{E}[\boldsymbol{y}]=\boldsymbol{g}_{*}=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$ and $\operatorname{cov}(\boldsymbol{y})=\boldsymbol{V}_{*}=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$.

## Remark 3.3

For the normal case $\boldsymbol{z}_{i} \sim N(\mathbf{0}, \boldsymbol{\Sigma})$ are the odd moments equal zero, i.e. $\boldsymbol{\Phi}=\boldsymbol{\Phi}^{N}=\mathbf{0}$. Furthermore, in Magnus and Neudecker (1979, Theorem 4.3, (iv)) the following expression for the fourth moment is given:

$$
\boldsymbol{\Psi}=\boldsymbol{\Psi}^{N}=\left(\boldsymbol{I}_{p^{2}}+\boldsymbol{K}_{p p}\right)(\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma})+(\operatorname{Vec} \boldsymbol{\Sigma})(\operatorname{Vec} \boldsymbol{\Sigma})^{\prime} .
$$

The index $N$ stands for representing the normal distribution.

Matrices $\boldsymbol{\Phi}, \boldsymbol{\Psi}, \boldsymbol{I}_{p^{2}}=\boldsymbol{I}_{p} \otimes \boldsymbol{I}_{p}$ and $\boldsymbol{K}_{p p}$ have been introduced in Lemma A. 1 and are presented in more details in Appendix A.4.

Given $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime} \sim N\left(\mathbf{1}_{n} \otimes \boldsymbol{\mu}, \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)$ and the following identities:

$$
\begin{aligned}
& \boldsymbol{F}_{1} \boldsymbol{V}_{*} \boldsymbol{F}_{2} \boldsymbol{V}_{*}=\frac{1}{n^{3}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes(\boldsymbol{A} \boldsymbol{\Sigma})^{2} \\
& \operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*} \boldsymbol{F}_{2} \boldsymbol{V}_{*}=\frac{1}{n^{2}} \operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma})^{2} \\
& \boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{1}{n} \mathbf{1}_{n} \otimes \boldsymbol{A} \boldsymbol{\mu}, l=1,2 \\
& \left(2 \boldsymbol{F}_{1} \boldsymbol{g}_{*}+\boldsymbol{f}\right)^{\prime} \boldsymbol{V}_{*}\left(2 \boldsymbol{F}_{2} \boldsymbol{g}_{*}+\boldsymbol{f}\right)=\frac{1}{n}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a})^{\prime} \boldsymbol{\Sigma}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a})=\gamma,
\end{aligned}
$$

then the following expressions for the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ were obtained:
(i) $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{2}{n^{2}} \beta+\gamma$
(ii) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{2}{n} \beta+\gamma$
(iii) $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)=\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{2}{n^{2}} \beta+\gamma$.

With $\gamma=\frac{1}{n}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a})^{\prime} \boldsymbol{\Sigma}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a}), \quad \alpha=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2} \quad$ and $\quad \beta=\operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma})^{2}$.

### 3.2 Estimation of NLSS Functions of Parameters of Univariate Distributions

For the univariate case it is supposed that $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ represents a realisation of an i.i.d. random sample drawn from a probability distribution with mean $\mu$ and variance $\sigma^{2}$. In this section the interest is also concentrated on the estimation of the NLSS function $f(\mu)$, where $\mu$ represents the mean of a given univariate distribution.

The first step of the estimation approach developed in this work and presented in Section 2.3 consists of the approximation of the function to be estimated. As approximation approach the linear plus quadratic form will be used, see Remark 3.1. This approximation is given by:

$$
f^{P o l y}(\mu)=a_{0}+a \mu+A \mu^{2}
$$

where $a_{0}, a$ and $A$ are real constants. Furthermore, $a=f^{(1)}(\mu)$ and $A=\frac{1}{2} f^{(2)}(\mu)$, i.e. the first and second derivative of the function $f(\mu)$.

In the same way the estimators $f(\hat{G}(\boldsymbol{x}))$ and $\hat{g}\left(f\left(x_{i}\right), i=1, \cdots, n\right)$ can be approximated by the linear plus quadratic forms, as made in Lemma 2.2. The resulting approximations are denoted by $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ and presented as follows:

$$
\begin{aligned}
& T_{1}^{\text {Poly }}=f^{\text {Poly }}(\bar{x})=a_{0}+a \bar{x}+A \bar{x}^{2}, \text { with } \bar{x}=\frac{1}{n} \mathbf{1}_{n}^{\prime} \boldsymbol{x} \\
& T_{2}^{\text {Poly }}=\frac{1}{n} \sum_{i=1}^{n} f^{\text {Poly }}\left(x_{i}\right)=a_{0}+a \bar{x}+\frac{A}{n} \sum_{i=1}^{n} x_{i}^{2}
\end{aligned}
$$

Both $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are biased for $f^{\text {Poly }}(\mu)$, see Theorem 3.4.
The aforementioned approximations are presented in matrix notation as follows:

$$
\begin{gathered}
T_{1}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{1} \boldsymbol{x} \\
T_{2}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{2} \boldsymbol{x}
\end{gathered}
$$

with $\boldsymbol{x}$ is a realisation of an i.i.d. random sample, $f_{0}$ a real constant, $\boldsymbol{f}$ a $n \times 1$ vector and $\boldsymbol{F}_{l}, l=1,2$ a $n \times n$ matrix. They are given by: $\boldsymbol{f}=\frac{a}{n} \mathbf{1}_{n}, \boldsymbol{F}_{1}=\frac{A}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$ and $\boldsymbol{F}_{2}=\frac{A}{n} \boldsymbol{I}_{n}$.

Like in the multivariate case, when calculating $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)$ and $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)$ a relationship between the 3rd and 4th moment matrices of the $x_{i}$ and $\operatorname{Vec} \boldsymbol{x}^{\prime}$ has to be established. The third and fourth moment matrices for the univariate case $\boldsymbol{\Phi}_{*}=E\left[\boldsymbol{z} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\right]$ and $\boldsymbol{\Psi}_{*}=$ $E\left[\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\right]$ are given in the following theorem.

## Theorem 3.3

Assume that $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ represents a realisation of an i.i.d. random sample drawn from a probability distribution with mean $\mu$ and variance $\sigma^{2}$. Then $\boldsymbol{z}=\boldsymbol{x}-\mathrm{E}[\boldsymbol{x}]$, with $\mathrm{E}[\boldsymbol{z}]=\mathbf{0}$ and $\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{x})=\sigma^{2} \boldsymbol{I}_{n}$. For the univariate case $\boldsymbol{\Phi}_{*}$ and $\boldsymbol{\Psi}_{*}$ are given by:

- $\boldsymbol{\Phi}_{*}=\left(\boldsymbol{I}_{n} \otimes \boldsymbol{I}_{n}\right) \boldsymbol{G} \Phi$, where $\boldsymbol{G}=\left(\boldsymbol{E}_{11}, \ldots, \boldsymbol{E}_{n n}\right)^{\prime}$, with $\boldsymbol{E}_{i i}=\boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\prime}, \boldsymbol{e}_{i}$ is the $i$-th member of the canonical basis of $\mathbb{R}^{n}$, and it is known that the commutation matrix $\boldsymbol{K}_{1, n}=\boldsymbol{K}_{n}=\boldsymbol{I}_{n}$, see Appendix A.4.3.
- $\boldsymbol{\Psi}_{*}=\left(\boldsymbol{I}_{n^{2}}+\boldsymbol{K}_{n n}\right)\left(\sigma^{4} \boldsymbol{I}_{n^{2}}\right)+\sigma^{4}\left[\operatorname{Vec}\left(\boldsymbol{I}_{n}\right)\right]\left[\operatorname{Vec}\left(\boldsymbol{I}_{n}\right)\right]^{\prime}+\boldsymbol{I}_{n^{2}}\left[\boldsymbol{K}_{n n}\left(\Psi-3 \sigma^{4}\right)\right] \boldsymbol{I}_{n^{2}}$, with $\boldsymbol{K}_{n n}=\sum_{i=1}^{n}\left(\boldsymbol{E}_{i i} \otimes \boldsymbol{E}_{i i}\right)$ and $\boldsymbol{I}_{n^{2}}=\left(\boldsymbol{I}_{n} \otimes \boldsymbol{I}_{n}\right)$.

Proof: Follows from Neudecker and Trenkler (2002), Theorem 1, where the same properties for the multivariate case are presented.

According to the assumption on the rows of the vector $\boldsymbol{x}$, it has already been mentioned that the $z_{i}, i=1, \ldots, n$, occurring in the vector $\boldsymbol{z}=\left(z_{1}, \ldots z_{n}\right)^{\prime}$ are mutually uncorrelated, with $\mathrm{E}\left[z_{i}\right]=0$ and $\operatorname{var}\left(z_{i}\right)=\mathrm{E}\left[z_{i}^{2}\right]=\sigma^{2}, i=1, \ldots, n$.

For the univariate case the variance of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)$ can be obtained using the expressions presented in Neudecker and Trenkler (2002) or those presented in Kleffe and Rao (1988). The identities corresponding to the approach given by Neudecker and Trenkler (2002) are presented in Appendix C.5.

For the obtention of the variances of $T_{l}^{\text {Poly }}, l=1,2$ as well as $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)$ following the approach presented in Kleffe and Rao (1988) the identities summarised in Lemma A. 4 will be useful. The expressions for the means and the variances of $T_{l}^{\text {Poly }}$ for $l=1,2$ and the covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are presented in the following theorem.

Theorem 3.4 (Mean and Variance of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ for Univariate Distributions)
Let $\Phi=\mathrm{E}\left[z_{i}^{3}\right]=\mathrm{E}\left[x_{i}-\mu\right]^{3}$ and $\Psi=\mathrm{E}\left[z_{i}^{4}\right]=\mathrm{E}\left[x_{i}-\mu\right]^{4}$ represent the third and fourth central moments of $x_{i}$, respectively. The expressions for the means and the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ and for $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)$ for the univariate case are the following:
(i) $\mathrm{E}\left(T_{1}^{\text {Poly }}\right)=a_{0}+a \mu+A \mu^{2}+\frac{1}{n} A \sigma^{2}$
(ii) $\mathrm{E}\left(T_{2}^{\text {Poly }}\right)=a_{0}+a \mu+A \mu^{2}+A \sigma^{2}$
(iii) $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[4 A^{2} \mu \Phi+2 a A \Phi+\frac{1}{n} A^{2} \Psi+\frac{1}{n}(2 n-3) \alpha\right]+\gamma$
(iv) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{1}{n}\left[4 A^{2} \mu \Phi+2 a A \Phi+A^{2} \Psi-\alpha\right]+\gamma$
(v) $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[2(n+1) A^{2} \mu \Phi+(n+1) a A \Phi+A^{2} \Psi-\alpha\right]+\gamma$,
with common terms $\gamma=\frac{\sigma^{2}}{n}(2 A \mu+a)^{2}$ and $\alpha=\beta=\left(A \sigma^{2}\right)^{2}=A^{2} \sigma^{4}$.
Proof: See Appendix C.6.
Notice that $\left[\mathrm{b}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }(\mu)}\right]^{2}=\frac{\alpha}{n^{2}}\right.$ and $\left[\mathrm{b}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }(\mu)}\right]^{2}=\alpha\right.$, the bias of the approximations $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$, respectively.

## Theorem 3.5 (Estimation of NLSS Functions for Normal Distributions)

Assume that $\boldsymbol{x}$ is normally distributed with $E[\boldsymbol{x}]=\boldsymbol{g}_{*}=\mu \mathbf{1}_{n}$ and $\operatorname{cov}(\boldsymbol{x})=\boldsymbol{V}_{*}=\sigma^{2} \boldsymbol{I}_{n}$. $\boldsymbol{x} \sim N\left(\mu \mathbf{1}_{n}, \sigma^{2} \boldsymbol{I}_{n}\right)$, with $\Phi=\Phi^{N}=0$ and $\Psi=\Psi^{N}=3 \sigma^{2}$. The index $N$ stands for the normal distribution.

Using the expressions given in the multivariate case and using the following identities:

$$
\begin{aligned}
& \boldsymbol{F}_{1} \boldsymbol{V}_{*} \boldsymbol{F}_{2} \boldsymbol{V}_{*}=\frac{A^{2} \sigma^{4}}{n^{3}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \\
& \operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*} \boldsymbol{F}_{2} \boldsymbol{V}_{*}=\frac{\alpha}{n^{2}} \\
& \boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{A \mu}{n} \mathbf{1}_{n}, l=1,2 \\
& \left(2 \boldsymbol{F}_{l} \boldsymbol{g}_{*}+\boldsymbol{f}\right)^{\prime} \boldsymbol{V}_{*}\left(2 \boldsymbol{F}_{2} \boldsymbol{g}_{*}+\boldsymbol{f}\right)=\frac{\sigma^{2}}{n}(2 A \mu+a)^{2}=\gamma,
\end{aligned}
$$

the following expressions for the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are obtained:
(i) $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{2}{n^{2}} \beta+\gamma$
(ii) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{2}{n} \beta+\gamma$
(iii) $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)=\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{2}{n^{2}} \beta+\gamma$, with $\beta=A^{2} \sigma^{4}$.

# Unbiased Estimation of NLSS Functions of Distribution Parameters 
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As mentioned in Section 2.3 the new inference method developed in this work is based on the construction of an unbiased estimator for the approximation of $f(\boldsymbol{\theta})$ using the generalised Jackknife approach. This approach consists of a linear combination of the approximation of two existing estimators, in this case $T_{1}^{P o l y}$ and $T_{2}^{P o l y}$, see Appendix A.1.3.

In Section 3, the properties $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ have been presented. In this section, the mathematical foundations of the new estimation approach as well as its properties are presented.

### 4.1 Unbiased Estimation of NLSS Functions of Parameters of Multivariate Distributions

Let $\boldsymbol{X}$ denote the sample matrix, i.e. $\boldsymbol{X}^{\prime}=\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$, where $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ represents a realisation of an i.i.d. random sample drawn from a $p$-dimensional probability distribution with mean $\boldsymbol{\mu}=E\left[\boldsymbol{x}_{i}\right]$ and covariance matrix $\boldsymbol{\Sigma}=E\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]$.

In Section 3, approximations of estimators $T_{1}=f(\hat{G}(\boldsymbol{X}))$ and $T_{2}=\hat{g}(F(\boldsymbol{X}))$ were presented and their properties were investigated.

Using the Jackknife procedure described in Section A.1.3, an unbiased estimator for the function $f(\boldsymbol{\mu})$ can be obtained.

This estimator is constructed as follows:

$$
\begin{equation*}
T_{3}=\frac{T_{1}-R T_{2}}{1-R}=\frac{1}{n-1}\left(n T_{1}-T_{2}\right), \quad \text { for } \quad R=\frac{\mathrm{b}\left(T_{1}, f(\boldsymbol{\mu})\right)}{\mathrm{b}\left(T_{2}, f(\boldsymbol{\mu})\right)}=\frac{1}{n}, \tag{4.1.1}
\end{equation*}
$$

where $\mathrm{b}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2$ represent the bias terms of the estimators $T_{1}$ and $T_{2}$.
Unfortunately, exact expressions for $\mathrm{b}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2$ are not known.
In this case, the approximations, on the basis of a linear plus quadratic function, of the estimators $T_{1}$ and $T_{2}$ and their properties will be used in order to construct an unbiased estimator for the approximation $f^{\text {Poly }}(\boldsymbol{\mu})$.

In Section 2.2.3 it was shown that $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are biased for $f^{\text {Poly }}(\boldsymbol{\mu})$. Their expected values have been presented in Section 3.1.

Their bias with respect to $f^{\text {Poly }}(\boldsymbol{\mu})$ are given by:

$$
\begin{aligned}
& \mathrm{b}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}, \text { and } \\
& \mathrm{b}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}, \text { respectively. }
\end{aligned}
$$

Using the Jackknife procedure described in Section A.1.3, Neudecker and Trenkler (2002) introduced an unbiased estimator for the approximation $f^{\text {Poly }}(\boldsymbol{\mu})$, denoted by $T_{3}^{\text {Poly }}$.

This estimator is constructed as follows:

$$
\begin{equation*}
T_{3}^{\text {Poly }}=\frac{T_{1}^{\text {Poly }}-R T_{2}^{\text {Poly }}}{1-R}=\frac{1}{n-1}\left(n T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right) \tag{4.1.2}
\end{equation*}
$$

for $R=\frac{\mathrm{b}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)}{\mathrm{b}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)}=\frac{1}{n}$.
Based on Lemma 2.2, $T_{3}^{\text {Poly }}$ is given by:

$$
\begin{equation*}
T_{3}^{P o l y}=a_{0}+\boldsymbol{a}^{\prime} \overline{\boldsymbol{x}}+\frac{1}{n(n-1)} \sum_{i \neq k} \boldsymbol{x}_{i}^{\prime} \boldsymbol{A} \boldsymbol{x}_{k} \tag{4.1.3}
\end{equation*}
$$

## Remark 4.1

Notice that $R$ does not depend on unknown quantities and is a function of $1 / n^{m}$ with $m=1$, see Remark A.2. For $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ given as in Remark 3.2, $T_{3}^{\text {Poly }}$ is unbiased for $f^{\text {Poly }}(\boldsymbol{\mu})$.

This is shown as follows:

$$
\begin{aligned}
\mathrm{b}\left(T_{3}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)= & \frac{n}{n-1}\left[\mathrm{~b}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)-\mathrm{b}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)\right]+\mathrm{b}\left(T_{2}, f^{\text {Poly }}(\boldsymbol{\mu})\right) \\
& =\frac{1}{n-1}\left[n \mathrm{~b}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)-\mathrm{b}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)\right] \\
& =\frac{1}{n-1}[n t r \boldsymbol{A} \boldsymbol{\Sigma} / n-\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}]=0
\end{aligned}
$$

$T_{3}^{\text {Poly }}$ can also be written in matrix notation as in Magnus and Neudecker (1988, Section 2.4), i.e.

$$
T_{3}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{3} \boldsymbol{y}, \text { with } \boldsymbol{F}_{3}=-\frac{1}{n(n-1)} \boldsymbol{L} \otimes \boldsymbol{A} \text { and } \boldsymbol{L}=\boldsymbol{I}_{n}-\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} .
$$

Neudecker and Trenkler (2002) obtained the following expressions for the variance of $T_{3}^{\text {Poly }}$ when the variables involved, i.e. $X_{1}$ and $X_{2}$, are uncorrelated:

$$
\operatorname{var}\left(T_{3}^{\text {Poly }}\right)=\frac{2}{n(n-1)} \beta+\gamma, \text { with } \gamma=\frac{1}{n}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a})^{\prime} \boldsymbol{\Sigma}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a}) \text { and } \beta=\operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma})^{2}
$$

Since $T_{3}^{\text {Poly }}$ is unbiased for $f^{\text {Poly }}(\boldsymbol{\mu})$, i.e. $\mathrm{b}\left(T_{3}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=0$, it holds:

$$
\operatorname{MSE}\left(T_{3}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=E\left[\left(T_{3}^{\text {Poly }}-f^{\text {Poly }}(\boldsymbol{\mu})\right)^{2}\right]=\operatorname{var}\left(T_{3}^{\text {Poly }}\right) .
$$

Since $\operatorname{var}\left(T_{3}^{\text {Poly }}\right)$ does not depend on the third and fourth moments matrices $\boldsymbol{\Phi}=\mathrm{E}\left[\boldsymbol{z}_{i} \otimes\right.$ $\left.\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]$ and $\boldsymbol{\Psi}=\mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right], i=1, \cdots, n$, see Lemma A.1, this expression is the same for the multinormal case and for the case where the variables involved are correlated.

### 4.2 Unbiased Estimation of NLSS Functions of Parameters of Univariate Distributions

For the univariate case it is supposed that $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ represents a realisation of an i.i.d. random sample drawn from a probability distribution with mean $\mu$ and variance $\sigma^{2}$.

Based on the generalised Jackknife approach the new estimator is given by:

$$
T_{3}^{P o l y}=a_{0}+a \bar{x}-\sum_{i \neq j}^{n} x_{i} A x_{j} .
$$

This estimator can also be written in matricial notation as presented in Magnus and Neudecker (1988, Section 2.4), i.e.

$$
T_{3}^{P o l y}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{3} \boldsymbol{x}
$$

where $\boldsymbol{f}=\frac{a}{n} \mathbf{1}_{n}$ and $\boldsymbol{F}_{3}=-\frac{A}{n(n-1)} \boldsymbol{L}$, with $\boldsymbol{L}=\boldsymbol{I}_{n}-\mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$.
The expression for the variance of $T_{3}^{\text {Poly }}$ for the univariate case is the following:

$$
\operatorname{var}\left(T_{3}^{P o l y}\right)=\frac{2}{n(n-1)} \beta+\gamma, \text { where } \gamma=\frac{\sigma^{2}}{n}(2 A \mu+a)^{2}, \beta=\alpha=\left(A \sigma^{2}\right)^{2}=A^{2} \sigma^{4}
$$

Since $\operatorname{var}\left(T_{3}^{\text {Poly }}\right)$ does not depend on the third and fourth moments of $x_{i}$, i.e. $\Phi=E\left[z_{i}^{3}\right]=$ $E\left[x_{i}-\mu\right]^{3}$ and $\Psi=E\left[z_{i}^{4}\right]=E\left[x_{i}-\mu\right]^{4}$, this expression is the same for the normal case.
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Following the approach presented in Section 2.2, in this section it will be investigated if an improvement of the presented estimators $T_{1}, T_{2}$ and $T_{3}$ can be made. For this, the unrestricted linear adjustment presented by Troschke (2002) will be used. The mathematical foundations of the aforementioned approach are presented in this section.

The most important properties, e.g. the respective expressions for the variance and MSE of the resulting estimator will also be presented in this section.

The multivariate and univariate cases are presented separately and the multinormal and normal distributions are investigated as special cases.

### 5.1 Minimal MSE Estimation of NLSS Functions of Parameters of Multivariate Distributions

In Troschke (2002, Chapter 1.3) the linear plus quadratic approach for the combination of forecasts is introduced. It is shown how the combination of estimators within the corresponding classes should be chosen in order to minimise the Mean Squared Prediction Error (MSPE) of the combined forecasts. The optimal combination of parameters depends on the first to fourth order moments of the joint distribution of the target variable and its forecasts. In the same work it is also widely explained how a linear adjustment is applied to find an optimal Mean Squared Prediction Error (MSPE) of forecast $F$ for the target variable $y, \operatorname{MSPE}(F, y)$.

In this section the same approach will be used in order to find an optimal $\kappa$ or $\kappa_{\text {min }}$, so that $\operatorname{MSE}\left(T_{\kappa_{\text {min }}}, f(\boldsymbol{\mu})\right)=\min _{\kappa} \operatorname{MSE}\left(T_{\kappa}, f(\boldsymbol{\mu})\right)$.

As made for estimators $T_{1}, T_{2}$ and $T_{3}$, an approximation, on the basis of a linear plus quadratic function, of the estimator $T_{\kappa_{\text {min }}}$ will be used in order to obtain approximated expressions for the MSEs of this estimator, i.e. $\operatorname{MSE}\left(T_{\kappa_{m i n}}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$.

## Lemma 5.1

Assume that the estimator $T_{3}^{\text {Poly }}$ can be written as $T_{\kappa}^{\text {Poly }}=\kappa\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+T_{2}^{\text {Poly }}$, with $\kappa=\frac{n}{n-1}$, then the MSE of $T_{\kappa}^{\text {Poly }}$ can be minimised using the unrestricted linear adjustment without constant term investigated by Troschke (2002).
The estimator $T_{\kappa}^{\text {Poly }}$ has the following properties:

$$
\begin{aligned}
& \mathrm{E}\left[T_{\kappa}^{\text {Poly }}\right]=\kappa \mathrm{E}\left[T_{1}^{\text {Poly }}\right]+(1-\kappa) \mathrm{E}\left[T_{2}^{\text {Poly }}\right] \\
& \mathrm{b}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\kappa\left(\iota_{1}-\iota_{2}\right)+\iota_{2}, \text { where } \iota_{l}=\mathrm{b}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right), l=1,2 \\
& \operatorname{var}\left(T_{\kappa}^{\text {Poly }}\right)=\kappa^{2} \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\operatorname{var}\left(T_{2}^{\text {Poly }}\right)+2 \kappa \operatorname{cov}\left(\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right), T_{2}^{\text {Poly }}\right) \\
& \operatorname{MSE}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\operatorname{var}\left(T_{\kappa}^{\text {Poly }}\right)+\left[\mathrm{b}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)\right]^{2} .
\end{aligned}
$$

This estimator is unbiased for $\kappa=\frac{n}{n-1}$.

## Proof:

Since $T_{\kappa}^{\text {Poly }}=\frac{1}{n-1}\left(n T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)$ it follows immediately that $T_{\kappa}^{\text {Poly }}=\kappa\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+$ $T_{2}^{\text {Poly }}$, with $\kappa=\frac{n}{n-1}$.

Using these expressions and different identities of mean and variance, see for example Mood, Graybill and Boes (1974), it can be demonstrated that:

$$
\begin{aligned}
\mathrm{E}\left[T_{\kappa}^{\text {Poly }}\right] & =E\left[\kappa\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+T_{2}^{\text {Poly }}\right]=\kappa E\left[T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right]+E\left[T_{2}^{\text {Poly }}\right] \\
& =\kappa E\left[T_{1}^{\text {Poly }}\right]+(1-\kappa) E\left[T_{2}^{\text {Poly }}\right] .
\end{aligned}
$$

For $R=\frac{1}{n}$ the estimator is unbiased as was demonstrated in Section 4.1.

$$
\begin{aligned}
\operatorname{var}\left(T_{\kappa}^{\text {Poly }}\right) & =\operatorname{var}\left(\kappa\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+T_{2}^{\text {Poly }}\right) \\
& =\kappa^{2} \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\operatorname{var}\left(T_{2}^{\text {Poly }}\right)+2 \kappa \operatorname{cov}\left(\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right), T_{2}^{\text {Poly }}\right)
\end{aligned}
$$

Like in Troschke (2002) the following notation is used:

$$
\begin{aligned}
& \varrho_{i}=\iota_{2}-\iota_{1}, \text { where } \iota_{l}=\mathrm{b}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right), l=1,2 \text { the bias of estimator } T_{l}^{\text {Poly }}, \\
& \varrho_{0}=\iota_{2}, \text { then it follows } \varrho_{0} \varrho_{i}=\iota_{2}\left(\iota_{2}-\iota_{1}\right) \\
& \Sigma_{i i}=\operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right) \\
& \Sigma_{00}=\operatorname{var}\left(T_{2}^{\text {Poly }}\right) \text { and } \\
& -\Sigma_{i 0}=\operatorname{cov}\left(\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right), T_{2}^{\text {Poly }}\right)=\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)-\operatorname{var}\left(T_{2}^{\text {Poly }}\right) .
\end{aligned}
$$

Using the notation presented above the bias, the variance and the MSE of $T_{\kappa}$ can be rewritten as:

$$
\begin{align*}
& \mathrm{b}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\varrho_{0}-\kappa \varrho_{i},  \tag{5.1.1}\\
& \operatorname{var}\left(T_{\kappa}^{\text {Poly }}\right)=\kappa^{2} \Sigma_{i i}+\Sigma_{00}-2 \kappa \Sigma_{i 0},  \tag{5.1.2}\\
& \operatorname{MSE}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\Sigma_{00}+\varrho_{0}^{2}+\kappa^{2} \Sigma_{i i}-2 \kappa \Sigma_{i 0}+\kappa^{2} \varrho_{i}^{2}-2 \kappa \varrho_{0} \varrho_{i} . \tag{5.1.3}
\end{align*}
$$

According to Troschke (2002, Equation 1.17), the optimal choice for $\kappa$ obtained using Lemma 5.1 is given by:

$$
\begin{equation*}
\kappa_{\min }=\frac{\Sigma_{i 0}+\varrho_{0} \varrho_{i}}{\Sigma_{i i}+\varrho_{i}^{2}}=\frac{\operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\iota_{2}\left(\iota_{2}-\iota_{1}\right)}{\operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\left(\iota_{2}-\iota_{1}\right)^{2}} \tag{5.1.4}
\end{equation*}
$$

## Theorem 5.1

With the results presented in Theorem 3.2, it is possible to deduce $\kappa_{\text {min }}$ by means of Equation 5.1.4. This quantity is given by:

$$
\kappa_{\text {min }}=\frac{n\left[2 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+\operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha\right]}{(n-1) \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+2 \beta+(n-1)^{2} \alpha},
$$

with $\Phi^{*}(\boldsymbol{A}), \Phi(\boldsymbol{a})$ and $\Psi(\boldsymbol{A})$ as given in Remark A.4.

Proof: See Appendix C.7.

When correlated random variables are analysed $\kappa_{\min }$ is also given by this equation with different expressions for $\operatorname{var}\left(T_{l}^{\text {Poly }}\right), l=1,2$ and $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)$, see Theorem 3.2.

## Theorem 5.2

Let $\kappa_{\text {min }}$ be given as in Theorem 5.1, the MSE of $T_{\kappa_{\text {min }}}^{\text {Poly }}$ is given by:

$$
\begin{aligned}
\operatorname{MSE}\left(T_{\kappa_{m i n}}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right) & =\Sigma_{00}+\varrho_{0}^{2}+\kappa_{\min }^{2} \Sigma_{i i}-2 \kappa_{\min } \Sigma_{i 0}+\kappa_{\min }^{2} \varrho_{i}^{2}-2 \kappa_{\min } \varrho_{0} \varrho_{1} \\
& =\Sigma_{00}+\varrho_{0}^{2}+\kappa_{\min }^{2}\left(\Sigma_{i i}+\varrho_{i}^{2}\right)-2 \kappa_{\min }\left(\Sigma_{i 0}+\varrho_{0} \varrho_{1}\right) \\
& =\Sigma_{00}+\varrho_{0}^{2}-\frac{\left(\Sigma_{i 0}+\varrho_{0} \varrho_{i}\right)^{2}}{\left(\Sigma_{i i}+\varrho_{i}^{2}\right)}
\end{aligned}
$$

The latest result coincides with Troschke (2002, Equation 1.17).

Proof: The $\min _{\kappa} \operatorname{MSE}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$ was deduced by applying the following well-known three steps:

1. Explicit calculation of the $\operatorname{MSE}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$.

$$
\begin{aligned}
\operatorname{MSE}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right) & =\kappa^{2} \operatorname{var}\left(T_{1}^{\text {Poly }}\right)+(1-\kappa)^{2} \operatorname{var}\left(T_{2}^{\text {Poly }}\right) \\
& +2 \kappa(1-\kappa) \operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\kappa^{2} \iota_{1}^{2} \\
& +2 \kappa(1-\kappa) \iota_{1} \iota_{2}+(1-\kappa)^{2} \iota_{2}
\end{aligned}
$$

2. Differentiation. Common differential calculus

$$
\begin{aligned}
\frac{\left.\partial \operatorname{MSE}_{\left(T_{\kappa}^{\text {Poly }}, f\right.}{ }_{f}^{\text {Poly }}(\boldsymbol{\mu})\right)}{\partial \kappa} & =2 \kappa \operatorname{var}\left(T_{1}^{\text {Poly }}\right)-2(1-\kappa) \operatorname{var}\left(T_{2}^{\text {Poly }}\right) \\
& +2(1-2 \kappa) \operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+2 \kappa \iota_{1}^{2} \\
& +2(1-2 \kappa) \iota_{1} \iota_{2}-2(1-\kappa) \iota_{2}, \\
\frac{\partial^{2} \operatorname{MSE}_{\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)}^{\partial^{2} \kappa}}{} & =2 \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+2\left(\iota_{1}-\iota_{2}\right)^{2}>0 .
\end{aligned}
$$

3. Equating to zero. Setting $\frac{\partial \operatorname{MSE}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)}{\partial \kappa}$ to zero and solving the resulting linear equation for the unknown parameter $\kappa$, an optimal $\kappa$ which minimises $\operatorname{MSE}\left(T_{\kappa_{\text {min }}}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$ can be obtained.

From $\frac{\partial \operatorname{MSE}\left(T_{\kappa}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)}{\partial \kappa}=0$ it follows:

$$
\kappa_{\text {min }}=\frac{\operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\iota_{2}\left(\iota_{2}-\iota_{1}\right)}{\operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\left(\iota_{2}-\iota_{1}\right)^{2}}
$$

which coincides with the Expression 5.1.4.
From the substitution of $\kappa_{\min }$ through Expression 5.1.4 in Equation 5.1.3 it follows:

$$
\begin{aligned}
\operatorname{MSE}\left(T_{\kappa_{m i n}}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right) & =\Sigma_{00}+\varrho_{0}^{2}+\frac{\left(\Sigma_{i 0}+\varrho_{0} \varrho_{i}\right)^{2}}{\left(\Sigma_{i i}+e_{i}^{2}\right)^{2}}\left(\Sigma_{i i}+\varrho_{i}^{2}\right)-2 \frac{\Sigma_{i 0}+\varrho_{0} \varrho_{i}}{\Sigma_{i i}+\varrho_{i}^{2}}\left(\Sigma_{i 0}+\varrho_{0} \varrho_{i}\right) \\
& =\Sigma_{00}+\varrho_{0}^{2}+\frac{\left(\Sigma_{i 0}+\varrho_{0} \varrho_{i}\right)^{2}}{\left(\Sigma_{i i}+\varrho_{i}^{2}\right)}-2 \frac{\left(\Sigma_{i 0}+\varrho_{0} \varrho_{i}\right)^{2}}{\left(\Sigma_{i i}+\varrho_{i}^{2}\right)} \\
& =\Sigma_{00}+\varrho_{0}^{2}-\frac{\left(\Sigma_{i 0}+\varrho_{i}\right)^{2}}{\left(\Sigma_{i i}+\varrho_{i}^{2}\right)} .
\end{aligned}
$$

## Theorem 5.3 (Multinormal Distribution)

$$
\begin{aligned}
& \text { Assume that } \boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime} \text { is multinormally distributed with } \mathrm{E}[\boldsymbol{y}]=\boldsymbol{g}_{*}=\mathbf{1}_{n} \otimes \boldsymbol{\mu} \text { and } \\
& \operatorname{cov}(\boldsymbol{y})=\boldsymbol{V}_{*}=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \text {, then the resulting } \kappa_{\text {min }} \text { for the multinormal case is given by: } \\
& \quad \kappa_{\text {min }}=\frac{2 \beta+n \alpha}{2 \beta+(n-1) \alpha}, \\
& \text { with } \gamma=\frac{1}{n}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a})^{\prime} \boldsymbol{\Sigma}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a}), \quad \alpha=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2} \quad \text { and } \quad \beta=\operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma})^{2} .
\end{aligned}
$$

Proof: See Appendix C.8.

### 5.2 Minimal MSE Estimation of NLSS Functions of Parameters of Univariate Distributions

Like in the multivariate case, $T_{3}^{\text {Poly }}$ can be written as $T_{\kappa}^{\text {Poly }}=\kappa\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+T_{2}^{\text {Poly }}$, with $\kappa=\frac{n}{n-1}$. In this case, the interest is also focused on finding an optimal $\kappa$ or $\kappa_{\text {min }}$, so that $\operatorname{MSE}\left(T_{\kappa_{\text {min }}}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$ is minimised. $\operatorname{MSE}\left(T_{\kappa_{\text {min }}}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)$ is defined like in Theorem 5.2.

In Equation 5.1.4 the expression for $\kappa_{\text {min }}$, based on the approach introduced by Troschke (2002), is presented. Most of the expressions involved in this equation have already been deduced and presented in Theorem 3.4. In the following theorem the optimal expression for $\kappa$ for the univariate case will be presented.

Theorem 5.4
Let $\boldsymbol{z}=\boldsymbol{y}-\mathrm{E}[\boldsymbol{y}]$, with $\mathrm{E}[\boldsymbol{z}]=\mathbf{0}, \boldsymbol{V}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{y})=\sigma^{2} \boldsymbol{I}_{n}$ and $\boldsymbol{g}_{*}=E[\boldsymbol{y}]=\mu \mathbf{1}_{n}$. The resulting $\kappa_{\text {min }}$ for the univariate case is given as follows:

$$
\kappa_{\min }=\frac{n\left[2 A^{2} \mu \Phi+a A \Phi+A^{2} \Psi+(n-1) \alpha\right]}{(n-1) A^{2} \Psi+\left(2+(n-1)^{2}\right) \alpha}
$$

with $\gamma=\frac{\sigma^{2}}{n}(2 A \mu+a)^{2}$.
Proof: See Appendix C.9.

## Theorem 5.5 (Normal Distribution)

Assume that $\boldsymbol{x}$ is normally distributed with $\mathrm{E}[\boldsymbol{x}]=\mu \mathbf{1}_{n}$ and $\operatorname{cov}(\boldsymbol{x})=\sigma^{2} \boldsymbol{I}_{n}$. Furthermore, assume that $\boldsymbol{y} \sim N\left(\mu \mathbf{1}_{n}, \sigma^{2} \boldsymbol{I}_{n}\right)$, with $\Phi=\Phi^{N}=0$ and $\Psi=\Psi^{N}=3 \sigma^{2}$. The index $N$ stands for representing the normal distribution.

The resulting $\kappa_{\text {min }}$ for the normal case is given as follows:

$$
\kappa_{\text {min }}=\frac{n+2}{n+1} .
$$

Proof: See Appendix C.10.

## Application
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In this section, asymptotical results for the estimation of NLSS from various references are compared with both the new estimator developed using the generalised Jackknife approach and the estimator obtained using the approach introduced by Troschke (2002).

The estimation quality or performance of the aforementioned estimators will be compared by means of their approximated and simulated MSEs for different distribution assumptions, parameter settings, correlation coefficients and sample sizes.

As first NLSS function, the ratio of means will be considered in Section 6.2.1. This function is a commonly used measure of comparison which can be used as an alternative to mean differences for analyzing continuous outcome variables. In the same section, estimation approaches for the ratio of means of two lognormal and gamma distributed variables are presented as special cases. In this specific context, Crow (1977) derived a Minimum

Variance Unbiased Estimator (MVUE) for the ratio of means of two independent lognormal distributions with equal and unequal shape parameters. In the same context, Shaban (1981) obtained estimators for the ratio of means of two independent lognormally distributed variables which are generally of smaller mean squared error than both the Maximum Likelihood (ML) and the MVUE as given in Crow (1977). For the gamma distribution, Crow (1977) also derived a MVUE for the ratio of means. In the same section the aforementioned estimators will be compared with those analysed and deduced in this work.

As second NLSS function the inverse of the mean will be considered in Section 6.3. For this function the ML estimator (one of the most frequently used estimators for this kind of functions) has no second and higher order moments. Srivastava and Bhatnagar (1981) presented a class of estimators free from the limitation of non-existence of moments and from the assumption of normality. Both estimators as well as their properties are presented in the same section. Further, both estimators will be compared with the estimators analysed and developed in this work.

Estimation of the odds in favour of an event will be considered in Section 6.4 as an example of a NLSS function for which the estimation approach deduced in this work can be applied. In the same section comparisons between estimators presented in literature and those analysed and developed in this work will also be carried out.

The following section introduces preliminaries, i.e. clarifying aspects and settings, needed for the simulation study.

### 6.1 Preliminaries

The aim of this preliminary section is to introduce the main concepts necessary for the simulation study to be carried out in this work. It consists basically of a general method for the generation of two correlated random variables is also presented as well as their higher order moments.

### 6.1.1 Generation of two Correlated Random Variables

After an intensive literature review in this topic, it could be concluded that with existing methods for generating correlated random variables it is quite simple, at least theoretically, to generate correlated random variables under the assumption of a particular distribution. In this respect, Fitzgerald et al. (2006) presented a technique for generating random variables that match moments and autocorrelations from a particular empirical distribution. They also showed that their approach is more accurate than traditional techniques.

Additional to the problem of assumption of a particular distribution, the setting of the correlation level between the variables to be generated is not straightforward. In this respect, Kleijnen (1974) derived different procedures for sampling two variables which have a predetermined correlation coefficient and possibly have prespecified marginal distributions. In his approach, instead of specifying a particular value for the correlation coefficient, the linear correlation may be maximized.

Another work related to this topic was written by Förster (1997), who describes a method for the Monte Carlo simulation of two correlated random variables. The author analysed linear combinations of stochastically independent random variables that are uniformly distributed over the interval $[0,1]$. If a suitable matrix of coefficients is chosen, the subsequent transformation results in random variables with the desired distribution properties and covariance between the involved variables, with covariance between the involved variables $X_{1}$ and $X_{2}$ in the interval $[-0.3,0.4]$.

In this work, the intention is to compare the performance of the estimators developed in the preceding sections. For this comparison, variables from a desired distribution function with different prespecified correlation levels, $\rho \in[-1,1]$ will be generated.

The aforementioned approaches are not sufficient for the intended task. Therefore, it is necessary to develop a new approach for the generation of two correlated random variables with an arbitrary user-defined correlation level.

This approach was developed through personal communications with D. Trenkler and is presented as follows:

1. A bivariate i.i.d random sample $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ with

$$
\mathrm{E}\left[\boldsymbol{x}_{i}\right]=\mathbf{0} \text { and } \operatorname{cov}\left(\boldsymbol{x}_{i}\right)=\mathrm{E}\left[\boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\prime}\right]=\boldsymbol{I}_{2} \text {, for } i=1, \cdots, n \text { is generated. }
$$

The random vector $\boldsymbol{x}_{i}$ is given by: $\left(X_{i 1}, X_{i 2}\right)^{\prime}$.
Furthermore, $\mathcal{X}=\left(X_{1}, X_{2}\right)^{\prime}$ is a vector containing the two uncorrelated random variables.

It holds that for suitable settings of parameters the following transformation

$$
\begin{equation*}
\mathcal{Y}=\left(Y_{1}, Y_{2}\right)^{\prime}:=\boldsymbol{C} \boldsymbol{B} \boldsymbol{\mathcal { X }}+\boldsymbol{b} \tag{6.1.1}
\end{equation*}
$$

yields a vector of correlated random variables, $\mathcal{Y}$, with $\mathrm{E}\left[Y_{j}\right]=\mu_{j}, \operatorname{var}\left(Y_{j}\right)=\sigma_{j}^{2}$, $j=1,2$ and $\operatorname{corr}\left[Y_{1}, Y_{2}\right]=\rho$.

Legal settings of these parameters are: $\mu_{j} \in \mathbb{R}, \sigma_{j} \in \mathbb{R}^{+}$and $\rho \in[-1,1]$.

Furthermore, it is stated that:

$$
\boldsymbol{b}=\boldsymbol{\mu}=\binom{\mu_{1}}{\mu_{2}}, \quad \boldsymbol{B}=\left(\begin{array}{ll}
1 & q \\
q & 1
\end{array}\right) \quad \text { and } \quad \boldsymbol{C}=\left(\begin{array}{cc}
\tau_{1} & 0 \\
0 & \tau_{2}
\end{array}\right)
$$

where $q, \tau_{1}$ and $\tau_{2}$ are given below.
2. Similarly, the following transformation is applied:

$$
\begin{aligned}
& \boldsymbol{u}=\left(U_{1}, U_{2}\right)^{\prime}:=\boldsymbol{B} \mathcal{X}=\left(X_{1}+q X_{2}, q X_{1}+X_{2}\right)^{\prime}, \text { with } \\
& \operatorname{var}(\boldsymbol{u})=\boldsymbol{B} \boldsymbol{B}^{\prime}=\left(\begin{array}{cc}
1+q^{2} & 2 q \\
2 q & 1+q^{2}
\end{array}\right),
\end{aligned}
$$

and

$$
\operatorname{corr}\left[U_{1}, U_{2}\right]=\rho=\frac{2 q}{\left(1+q^{2}\right)}
$$

From these equations it follows:

$$
q=\left\{\begin{array}{l}
\frac{1-\sqrt{1-\rho^{2}}}{\rho} \quad \text { for } \quad \rho \neq 0 \\
0 \quad \text { otherwise }
\end{array}\right.
$$

3. Now the transformation $\boldsymbol{v}=\left(V_{1}, V_{2}\right)^{\prime}:=\boldsymbol{C u}$ is considered, with:

$$
\begin{aligned}
& \operatorname{var}\left(V_{1}\right)=\sigma_{1}^{2}=\operatorname{var}\left(\tau_{1} U_{1}\right)=\tau_{1}^{2} \operatorname{var}\left(q X_{1}+X_{2}\right)=\tau_{1}^{2}\left(1+q^{2}\right), \text { and } \\
& \operatorname{var}\left(V_{2}\right)=\sigma_{2}^{2}=\operatorname{var}\left(\tau_{2} U_{1}\right) \tau_{2}^{2} \operatorname{var}\left(X_{1}+q X_{2}\right)=\tau_{2}^{2}\left(1+q^{2}\right)
\end{aligned}
$$

These expressions yield:

$$
\tau_{1}=\sqrt{\frac{\sigma_{1}^{2}}{1+q^{2}}} \quad \text { and } \quad \tau_{2}=\sqrt{\frac{\sigma_{2}^{2}}{1+q^{2}}}
$$

4. Finally, from transformation (6.1.1) the following vector of correlated random variables $\mathcal{Y}$ can be obtained:

$$
\begin{equation*}
\mathcal{Y}=\left(Y_{1}, Y_{2}\right)^{\prime}=\boldsymbol{C B} \boldsymbol{\mathcal { X }}+\boldsymbol{\mu}=\binom{\tau_{1} X_{1}+\tau_{1} q X_{2}+\mu_{1}}{\tau_{2} q X_{1}+\tau_{2} X_{2}+\mu_{2}} \tag{6.1.2}
\end{equation*}
$$

## Moments of two Correlated Variables

In this section, the third and fourth central moments, necessary for the computation of the covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as their separated variances when the involved random variables are correlated, are presented.

Suppose $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ represents a realisation of an i.i.d. bivariate random sample with mean $\mathrm{E}\left[\boldsymbol{x}_{i}\right]=\mathbf{0}$ and covariance matrix $\mathrm{E}\left[\boldsymbol{x}_{i} \boldsymbol{x}_{i}^{\prime}\right]=\boldsymbol{I}_{2}$. From properties of the variance it follows that $\mathrm{E}\left[X_{j}^{2}\right]=\left(\mathrm{E}\left[X_{j}\right]\right)^{2}+\operatorname{var}\left[X_{j}\right]=1$, see e.g. Mood, Graybill and Boes (1974).

Let $\boldsymbol{Y} \in \mathbb{R}^{n \times 2}$ represent the matrix resulting from the transformation (6.1.2), with $n$ the sample size and 2 the number of correlated variables. It is to allude that $\boldsymbol{Y}$ has a similar structure as $\boldsymbol{X}$ presented in Remark 6.1, so that a correlated random sample is given as follows:

$$
\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{n}, \text { with } \boldsymbol{y}_{i}=\left(Y_{i 1}, Y_{i 2}\right)^{\prime} \text { and } \mathrm{E}\left[\boldsymbol{y}_{i}\right]=\boldsymbol{\mu} \text { and } \mathrm{E}\left[\left(\boldsymbol{y}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{y}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]=\boldsymbol{\Sigma}
$$

Similarly to Section 3.1 the random vectors $\boldsymbol{z}_{i}=\boldsymbol{y}_{i}-\boldsymbol{\mu}, i=1, \ldots, n$, with existing moments $\mathrm{E}\left[\boldsymbol{z}_{i}\right]=\mathbf{0}, \mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Sigma}, \mathrm{E}\left[\boldsymbol{z}_{i} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Phi}$ and $\mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Psi}$ are considered.

Now, let $\boldsymbol{y}=\operatorname{Vec}\left(\boldsymbol{Y}^{\prime}\right)$ and $\boldsymbol{z}=\boldsymbol{y}-\mathrm{E}[\boldsymbol{y}]$, with $\mathrm{E}[\boldsymbol{y}]=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$ and $\operatorname{cov}(\boldsymbol{y})=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$, from this it follows that $\mathrm{E}[\boldsymbol{z}]=\mathbf{0}$ and $\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{y})=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$.

Notice that $\boldsymbol{z}$ decomposes into independent subvectors $\boldsymbol{z}_{i}$ with dimension $p=2$, and that the elements of $\boldsymbol{z}_{i}$ (i.e. $\left.\boldsymbol{z}_{i}=\left(z_{i 1}, z_{i 2}\right)^{\prime}\right)$ are correlated.

To facilitate notation for the particular bivariate case the following vectors containing random variables are considered, i.e. $\mathcal{X}=\left(X_{1}, X_{2}\right)^{\prime}, \mathcal{Y}=\left(Y_{1}, Y_{2}\right)^{\prime}$ and $\mathcal{Z}=\left(Z_{1}, Z_{2}\right)^{\prime}$.

In Appendix A.5.2 the non-central as well as the central moments of two uncorrelated random variables, i.e. $\mathcal{X}=\left(X_{1}, X_{2}\right)^{\prime}$ have been presented.

In the statistical literature the third and fourth non-central moments of the most commonly used probability distributions have widely been reported, see for example Mood, Graybill and Boes (1974). The first four central moments of the correlated variables $\mathcal{Y}=\left(Y_{1}, Y_{2}\right)^{\prime}$ are presented in Remark A.6.

### 6.2 Estimation of the Ratio of Means (RM)

When a group of population means is given, one of the questions that normally arises is how sample information can be used to distinguish between these means. Many times the investigator starts analysing all the differences between each pair of means or expressing these means as linear combinations. Nevertheless, in some situations the knowledge about the group of means is obtained in a more natural way through the ratios between each pair of means. This concept is presented more formally in the following definition.

## Definition 9 (Ratio of Means)

Let $\boldsymbol{x}_{1}=\left(X_{11}, \cdots, X_{n 1}\right)^{\prime}$ and $\boldsymbol{x}_{2}=\left(X_{12}, \cdots, X_{n 2}\right)^{\prime}$ be two random samples drawn from some distribution with means $\mu_{1}$ and $\mu_{2}$, respectively. The Ratio of Means, read as the ratio of the mean $\mu_{2}$ to the mean $\mu_{1}$, is defined as:

$$
f(\boldsymbol{\mu})=\mu_{2} / \mu_{1},
$$

where $\boldsymbol{\mu}=\left(\mu_{1}, \mu_{2}\right)^{\prime}$ and $\mu_{1} \neq 0$.

In most applications the case $\mu_{1}>0$ and $\mu_{2}>0$ is of particular interest.
The ratio of means can be used as a measure of comparison, e.g. in a test of equivalence where the principal interest is to demonstrate whether two treatments differ more than a certain quantity (specified clinically). Hence, the equivalence is defined in terms of the ratio of means (Hauschke et al., 1999a,b).

Another example is the Consumer Price Index (CPI), which is a ratio of costs of purchasing a fixed set of items for two points in time. Sociologists are interested in measures like the ratio of the total monthly food budget to the total monthly income per family or the ratio of the total number of children to the total number of people residing in the household.

However, it has to be pointed out that statistical inference is more complicated for a ratio of parameters than for linear combinations of them. One of the difficulties in dealing with ratios arises in computing the variance of their estimators. In epidemiological studies, there are different factors which can be quantified using absolute measures, such as the risk
difference, or by applying relative measures such as the relative risk or odds ratio. Both the relative risk and the odds ratio require more caution from an inferential point of view than the simple risk difference.

Beyene and Moineddin (2005) termed the ratio of population means as "a measure designed to quantify and benchmark the degree of relative concentration of an activity in the analysis of area localisation, which has received considerable attention in the geographic and economics literature as well as in the context of population health to quantify and compare health outcomes across spatial domains". They also pointed out that one commonly observed limitation of the ratio of population means is its widespread use as only a point estimation without an accompanying confidence interval.

A new approach for the point estimation of the ratio of means, free from the limitation of non-existence of moments and from the assumption of normality, is presented as follows.

### 6.2.1 Estimation of the Ratio of Means of Arbitrary Distributions

Suppose a bivariate i.i.d random sample $\boldsymbol{x}_{1}=\left(X_{11}, X_{12}\right)^{\prime}, \boldsymbol{x}_{2}=\left(X_{21}, X_{22}\right)^{\prime}, \ldots, \boldsymbol{x}_{n}=$ $\left(X_{n 1}, X_{n 2}\right)^{\prime}$ from a 2-dimensional probability distribution, with means $\mathrm{E}\left[X_{1}\right]=\mu_{1}$ and $\mathrm{E}\left[X_{2}\right]=\mu_{2}$ and variances $\operatorname{var}\left(X_{1}\right)=\sigma_{1}^{2}$ and $\operatorname{var}\left(X_{2}\right)=\sigma_{2}^{2}$ is given. The multivariate mean and covariance matrix can be represented as follows:
$E\left[\boldsymbol{x}_{i}\right]=\boldsymbol{\mu}=\binom{\mathrm{E}\left[X_{1}\right]=\mu_{1}}{\mathrm{E}\left[X_{2}\right]=\mu_{2}}$, and
$E\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]=\boldsymbol{\Sigma}=\left(\begin{array}{cc}\operatorname{var}\left(X_{1}\right)=\sigma_{1}^{2} & \operatorname{cov}\left[X_{1}, X_{2}\right]=0 \\ \operatorname{cov}\left[X_{2}, X_{1}\right]=0 & \operatorname{var}\left(X_{2}\right)=\sigma_{2}^{2}\end{array}\right)$.

The structure of the corresponding bivariate sample matrix, based on the sample matrix introduced in Definition 6, is presented in the following remark.

## Remark 6.1 (Bivariate Sample Matrix)

Suppose $p=2$ random variables $X_{1}$ and $X_{2}$ with $n$ observations taken on each of the variables are given. The corresponding $n \times 2$ sample matrix, is given by:

$$
\boldsymbol{X}=\left(\begin{array}{cc}
X_{11} & X_{12} \\
X_{21} & X_{22} \\
\vdots & \vdots \\
X_{n 1} & X_{n 2}
\end{array}\right)
$$

$\boldsymbol{X}$ can also be represented as:

$$
\boldsymbol{X}=\left(\begin{array}{c}
\boldsymbol{x}_{1} \\
\boldsymbol{x}_{2} \\
\vdots \\
\boldsymbol{x}_{n}
\end{array}\right), \text { with } \boldsymbol{x}_{i}=\binom{X_{i 1}}{X_{i 2}}^{\prime} \text {, or as: } \boldsymbol{X}=\binom{\boldsymbol{x}_{1}}{\boldsymbol{x}_{2}}^{\prime} \text {, with } \boldsymbol{x}_{j}=\left(\begin{array}{c}
X_{1 j} \\
X_{2 j} \\
\vdots \\
X_{n j}
\end{array}\right)
$$

for $i=1, \cdots, n$ and for $j=1,2$.
$\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ represents a realisation of an i.i.d. random sample from a bivariate (2dimensional) distribution, with mean $\boldsymbol{\mu}=E\left[\boldsymbol{x}_{i}\right]$ and covariance matrix $\boldsymbol{\Sigma}=E\left[\left(\boldsymbol{x}_{i}-\right.\right.$ $\left.\boldsymbol{\mu})\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]$.

Now, suppose that the ratio of the mean $\mu_{2}$ to the mean $\mu_{1}$, see Definition 9, has to be estimated.

In Section 2.2.3 a general estimation approach that can be applied for the statistical inference of functions of parameter(s) of a particular distribution has been presented. The general procedure has been summarised in Section 2.3. There it has been stated that the only condition for the application of the general estimation approach is that of smoothness of the function to be estimated, i.e. the function has to be of at least class $C^{2}$, see Definition 1.

In what follows it will be investigated, whether the function $f(\boldsymbol{\mu})=\mu_{2} / \mu_{1}$ fulfills the smoothness condition, i.e. whether it is of at least class $C^{2}$.

## Remark 6.2 (Smoothness Condition)

Let $f(\boldsymbol{\mu})=\mu_{2} / \mu_{1}$. The first and second order derivatives of $f(\boldsymbol{\mu})$ are given by:

$$
\begin{aligned}
& f^{(1)}(\boldsymbol{\mu})=\binom{\frac{\partial f(\boldsymbol{\mu})}{\partial \mu_{1}}}{\frac{\partial f(\boldsymbol{\mu})}{\partial \mu_{2}}}=\binom{-\frac{\mu_{2}}{\mu_{1}^{2}}}{\frac{1}{\mu_{1}}} \text {, the gradient of the function } f(\boldsymbol{\mu}) \text {, and } \\
& f^{(2)}(\boldsymbol{\mu})=\left(\begin{array}{cc}
\frac{\partial}{\partial \mu_{1}}\left(\frac{\partial f(\boldsymbol{\mu})}{\partial \mu_{1}}\right) & \frac{\partial}{\partial \mu_{1}}\left(\frac{\partial f(\boldsymbol{\mu})}{\partial \mu_{2}}\right) \\
\frac{\partial}{\partial \mu_{2}}\left(\frac{\partial f(\boldsymbol{\mu})}{\partial \mu_{1}}\right) & \frac{\partial}{\partial \mu_{2}}\left(\frac{\partial f(\boldsymbol{\mu})}{\partial \mu_{2}}\right)
\end{array}\right)=\left(\begin{array}{cc}
\frac{2 \mu_{2}}{\mu_{1}^{3}} & -\frac{1}{\mu_{1}^{2}} \\
-\frac{1}{\mu_{1}^{2}} & 0
\end{array}\right) \text {, the Hessian matrix. }
\end{aligned}
$$

For further details see Definition 4.

It can be seen that the smoothness condition of function $f(\boldsymbol{\mu})$ is fulfilled.
For the estimation of NLSS functions, in this work, two estimation approaches have been investigated, i.e. $f(\hat{G}(\boldsymbol{X}))$ and $\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)$, see Definition 8.

For the estimation of $f(\boldsymbol{\mu})=\mu_{2} / \mu_{1}$ these estimation approaches investigated in this work are given by:

$$
\begin{aligned}
& T_{1}=f(\hat{G}(\boldsymbol{X}))=f(\overline{\boldsymbol{x}})=\bar{x}_{2} / \bar{x}_{1}, \text { and } \\
& T_{2}=\hat{g}\left(f\left(\boldsymbol{x}_{i}\right), i=1, \cdots, n\right)=\frac{1}{n} \sum_{i=1}^{n} f\left(\boldsymbol{x}_{i}\right)=\frac{1}{n} \sum_{i=1}^{n}\left(X_{i 2} / X_{i 1}\right) .
\end{aligned}
$$

As second step of the estimation approach developed in this work, the generalised Jackknife approach, see Section A.1.3, is used in order to generate an unbiased estimator for $f(\boldsymbol{\mu})$. This estimator is given by:

$$
T_{3}=\frac{T_{1}-R T_{2}}{1-R}=\frac{\left(\bar{x}_{2} / \bar{x}_{1}-R \frac{1}{n} \sum_{i=1}^{n}\left(X_{i 2} / X_{i 1}\right)\right)}{1-R}, \text { with } R=\frac{\mathrm{b}\left(T_{1}, f(\boldsymbol{\mu})\right)}{\mathrm{b}\left(T_{2}, f(\boldsymbol{\mu})\right)} .
$$

In order to obtain an optimal estimator a linear adjustment as introduced by Troschke (2002) is applied. This estimator may be biased, but has smaller MSE than its unbiased counterpart generated by the generalised Jackknife approach.

For the calculation of the estimators $T_{3}$ and $T_{\kappa_{\text {min }}}$ the first and higher order moments of the estimators $T_{1}$ and $T_{2}$ are needed. They will be approximated by using the approach presented in Neudecker and Trenkler (2005a) and improved in the previous sections of this work.

For the particular case of the estimation of $f(\boldsymbol{\mu})=\mu_{2} / \mu_{1}$, an approximation on the basis of a linear plus quadratic function, of the function itself as well as of the estimators $T_{1}=f(\overline{\boldsymbol{x}})$ and $T_{2}=\frac{1}{n} \sum_{i=1}^{n} f\left(\boldsymbol{x}_{i}\right)$, as made in Remark 3.1, is presented as follows:

$$
\begin{aligned}
& f^{\text {Poly }(\boldsymbol{\mu})=a_{0}+\boldsymbol{a}^{\prime} \boldsymbol{\mu}+\boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\mu}} \\
& \begin{aligned}
T_{1}^{\text {Poly }}=f^{\text {Poly }}(\overline{\boldsymbol{x}}) & =a_{0}+\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{X}^{\prime} \mathbf{1}_{n}+\frac{1}{n^{2}} \mathbf{1}_{n}^{\prime} \boldsymbol{X} \boldsymbol{A} \boldsymbol{X}^{\prime} \mathbf{1}_{n} \\
& =a_{0}+\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{X}^{\prime} \mathbf{1}_{n}+\frac{1}{n^{2}} \operatorname{tr} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \boldsymbol{X} \boldsymbol{A} \boldsymbol{X}^{\prime} \\
& =a_{0}+\boldsymbol{a}^{\prime} \overline{\boldsymbol{x}}+\overline{\boldsymbol{x}}^{\prime} \boldsymbol{A} \overline{\boldsymbol{x}}, \text { and }
\end{aligned} \\
& T_{2}^{\text {Poly }=\frac{1}{n} \sum_{i=1}^{n} f^{\text {Poly }}\left(\boldsymbol{x}_{i}\right)=a_{0}+\boldsymbol{a}^{\prime} \overline{\boldsymbol{x}}+\frac{1}{n} \sum_{i=1}^{n} \boldsymbol{x}_{i}^{\prime} \boldsymbol{A} \boldsymbol{x}_{i}}
\end{aligned}
$$

where $a_{0}$ is a constant, $\boldsymbol{a}^{\prime}=\left[f^{(1)}(\boldsymbol{\mu})\right]^{\prime}$ is the transpose of gradient vector and $\boldsymbol{A}=\frac{1}{2} f^{(2)}(\boldsymbol{\mu})$ the Hessian matrix of the function $f(\boldsymbol{\mu})$ divided by two, see Remark 6.2.

## Remark 6.3

Notice that replacing $\boldsymbol{a}=f^{(1)}(\boldsymbol{\mu})$ and $\boldsymbol{A}=\frac{1}{2} f^{(2)}(\boldsymbol{\mu})$ by their respective expressions, given in Remark 6.2, the approximation $f^{P o l y}(\boldsymbol{\mu})$ is equal to $a_{0}$. Suppose $a_{0}=f(\boldsymbol{\mu})$ then $f^{\text {Poly }}(\boldsymbol{\mu})=f(\boldsymbol{\mu})$.

In Section 3.1 it was pointed out that both approximated estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are biased for $f^{P o l y}(\boldsymbol{\mu})$. The bias terms are presented in the following remark.

## Remark 6.4 (Bias of Approximated Estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{P o l y}$ )

Since $\boldsymbol{A} \boldsymbol{\Sigma}$ is given by:

$$
\boldsymbol{A} \boldsymbol{\Sigma}=\frac{1}{2}\left(\begin{array}{cc}
\frac{2 \mu_{2}}{\mu_{1}^{3}} & -\frac{1}{\mu_{1}^{2}} \\
-\frac{1}{\mu_{1}^{2}} & 0
\end{array}\right)\left(\begin{array}{cc}
\sigma_{1}^{2} & 0 \\
0 & \sigma_{2}^{2}
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cc}
\frac{2 \mu_{2} \sigma_{1}^{2}}{\mu_{1}^{3}} & -\frac{\sigma_{2}^{2}}{\mu_{1}^{2}} \\
-\frac{\sigma_{1}^{2}}{\mu_{1}^{2}} & 0
\end{array}\right),
$$

and the trace of $\boldsymbol{A} \boldsymbol{\Sigma}$, say $\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}$, is given by: $\frac{\mu_{2} \sigma_{1}^{2}}{\mu_{1}^{3}}$, consequently the bias terms of the approximated estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are given by:

$$
\begin{aligned}
& b\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}=\frac{\mu_{2} \sigma_{1}^{2}}{n \mu_{1}^{3}}, \text { and } \\
& b\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)=\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}=\frac{\mu_{2} \sigma_{1}^{2}}{\mu_{1}^{3}}, \text { see Definition } 20 .
\end{aligned}
$$

The expressions of the approximations, on the basis of a linear plus quadratic function, of the estimators to be investigated in this work corresponding to the whole sample $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ will be summarized in the following remark

## Remark 6.5

For the estimation of $f^{\text {Poly }}(\boldsymbol{\mu})$ the following estimators are proposed:

$$
\begin{aligned}
& T_{1}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{1} \boldsymbol{y} \\
& T_{2}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{2} \boldsymbol{y} \\
& T_{3}^{\text {Poly }}=f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{3} \boldsymbol{y} \\
& T_{\kappa_{\min }}^{\text {Poly }}=\kappa_{\min }\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+T_{2}^{\text {Poly }},
\end{aligned}
$$

where $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}, f_{0}$ is a constant, $\boldsymbol{f}=\frac{1}{n} \mathbf{1}_{n} \otimes \boldsymbol{a}, \boldsymbol{F}_{1}=\frac{1}{n^{2}}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right) \otimes \boldsymbol{A}, \boldsymbol{F}_{2}=\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{A}$, $\boldsymbol{F}_{3}=-\frac{1}{n(n-1)} \boldsymbol{L} \otimes \boldsymbol{A}$ and $\boldsymbol{L}=\boldsymbol{I}_{n}-\mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$. Furthermore, $\boldsymbol{a}$ and $\boldsymbol{A}$ are given in Remark 6.2 and $\kappa_{\text {min }}$ is given as in Theorem 5.1.

The corresponding expressions for the covariance and variances of the aforementioned estimators have been presented in Section 3.1.1.

In this work, one of the principal objectives is to compare the MSE of the estimators $T_{1}$, $T_{2}, T_{3}$ and $T_{\kappa_{\text {min }}}$ of $f(\boldsymbol{\mu})$ under different distribution assumptions, parameter settings and
for different sample sizes. However, it is also intended to compare the performance of the aforementioned estimators for correlated random variables, where the correlation level between those variables is assumed to be known. The general approach for generating two correlated random variables as well as their central moments is presented in Section 6.1.1. The comparison of the MSEs will be done by means of their approximated expressions and by simulations in the following section.

## Comparison of Estimators of the Ratio of Means

As stated in Section 1.2, most published methods concerning the estimation of functions of distribution parameters are asymptotic in nature and based on the assumption of uncorrelated standard normal random variables.

Since these assumptions are very restrictive, i.e. no correlation, standard normal distribution, asymptotic, in this work the interest is also concentrated on comparing the performance of the different estimators under different conditions, so that the following questions can be answered:

1. How does the sample size influence the performance of the estimators?
2. How do the estimators perform under the assumption of any arbitrary probability distribution with different parameter settings?
3. Does the parameter setting influence the performance of the estimators? In the same respect this raises the question: How do the estimators behave, when the mean of the variable in the denominator is close to zero?
4. Does the level of correlation between the variables involved influence the performance of the estimators?

It can be summarised as follows: The performance of the estimators $T_{1}, T_{2}, T_{3}$ and $T_{\kappa_{\text {min }}}$ will be compared by means of variables following different probability distribution assumptions, parameter settings, such as $\mu$ and $\sigma^{2}$, sample sizes $n$ and correlation levels $\rho$ (including $\rho=0)$.

## Remark 6.6

In order to make a comparison of the performance of the estimators for two correlated random variables possible, a new approach for generating correlated random variables has been presented in Section 6.1.1.

For the application of this approach the generated random sample $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ has to fulfill the condition $\mathrm{E}\left[\boldsymbol{x}_{i}\right]=\mathbf{0}$ and $\mathrm{E}\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]=\boldsymbol{I}_{2}$. It is important to remember that: $q=\frac{1-\sqrt{1-\rho^{2}}}{\rho}$, for $\rho \neq 0$ and $q=0$, for $\rho=0$.

## Assumed Distributions for the Estimation of the Ratio of Means

For concepts and definitions related to random variables and distribution functions refer to Mood, Graybill and Boes (1974).

## Remark 6.7

The third and fourth non-central moments of the uncorrelated random variables $\mathrm{E}\left[X_{j}^{3}\right]$ and $\mathrm{E}\left[X_{j}^{4}\right], j=1,2$ following a given distribution have widely been reported in the statistical literature, e.g. Mood, Graybill and Boes (1974). Those of this distributions assumed in the simulation study are given in Appendix A.1.4.

In order to make more generalisable comparisons between the estimators being analysed, two variables following different distributions will be generated. These distributions and their first four moments are presented as follows.

## Distribution I: Standard Normal Distribution

Let $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \cdots, \boldsymbol{x}_{n}$ be a realisation of an i.i.d. bivariate random sample drawn from a standard normal distribution with parameters $\mathrm{E}\left[\boldsymbol{x}_{i}\right]=\mathbf{0}$ and $E\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]=\boldsymbol{I}_{2}$. Since variables $X_{j}, j=1,2$ have a standard normal distribution, the assumption $\mathrm{E}\left[\boldsymbol{x}_{i}\right]=\mathbf{0}$ and $E\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]=\boldsymbol{I}_{2}$ presented in Remark 6.6 is automatically fulfilled.

The first four central moments of the new variable generated using the approach presented in Section 6.1.1, i.e. $Y_{j}, j=1,2$, under standard normal distribution assumption of $X_{j}$, $j=1,2$, were obtained using the equations given in Remark A. 6 and are presented as follows:

Central Moments of $Y_{j}, j=1,2$

$$
\begin{aligned}
& \mathrm{E}\left[Y_{j}-\mu_{j}\right]=\mathrm{E}\left[Z_{j}\right]=0 \\
& \mathrm{E}\left[\left(Y_{j}-\mu_{j}\right)^{2}\right]=\mathrm{E}\left[Z_{j}^{2}\right]=\tau_{j}^{2}\left(1+q^{2}\right)=\sigma_{j}^{2} \\
& \Phi_{j}=\mathrm{E}\left[\left(Y_{j}-\mu_{j}\right)^{3}\right]=\mathrm{E}\left[Z_{j}^{3}\right]=0 \\
& \Psi_{j}=\mathrm{E}\left[\left(Y_{j}-\mu_{j}\right)^{4}\right]=\mathrm{E}\left[Z_{j}^{4}\right]=3 \tau_{j}^{4}\left[\left(1+q^{4}\right)+2 q^{2}\right]
\end{aligned}
$$

## Distribution II: Exponential Distribution

Let $X_{j}, j=1,2$ be exponentially distributed with $\mathrm{E}\left[X_{j}\right]=\frac{1}{\lambda_{j}}=1$ and $\operatorname{var}\left(X_{j}\right)=\frac{1}{\lambda_{j}^{2}}=1$. As following it will be examined whether the condition $E\left[\boldsymbol{x}_{i}\right]=\mathbf{0}$ and $E\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]=$ $\boldsymbol{I}_{2}$ presented in Remark 6.6 is fulfilled for this distribution, i.e.:

$$
E\left[\boldsymbol{x}_{i}\right]=\binom{\frac{1}{\lambda_{1}}}{\frac{1}{\lambda_{2}}}=\binom{1}{1} \neq \mathbf{0}, \text { and } \operatorname{cov}\left(\boldsymbol{x}_{i}\right)=\left(\begin{array}{cc}
\operatorname{var}\left(X_{1}\right) & \operatorname{cov}\left(X_{1} X_{2}\right) \\
\operatorname{cov}\left(X_{1} X_{2}\right) & \operatorname{var}\left(X_{2}\right)
\end{array}\right)=\left(\begin{array}{cc}
\frac{1}{\lambda_{1}^{2}} & 0 \\
0 & \frac{1}{\lambda_{2}^{2}}
\end{array}\right)=\boldsymbol{I}_{2} .
$$

The condition is not fulfilled, therefore, it will be necessary to apply a linear transformation on the variables $X_{j}, j=1,2$; so that new variables, say $X_{j *}=X_{j}-a$ with $a \in \mathbb{R}$, have a shifted exponential distribution with probability density function given as presented in the following definition.

Let $X$ be an exponential-distributed random variable with PDF given as above. Random variables with the form $X_{*}=X \pm a$ follow a particular distribution called shifted exponential distribution with shift parameter $a$.

The PDF of this particular distribution is presented in the following definition.

## Definition 10 (Shifted Exponential Distribution)

Let $X$ be an exponential-distributed random variable with parameter $\lambda>0$.
A continuous random variable $X_{*}=X+a$ has a shifted exponential distribution, with parameter $\lambda>0$ and shift parameter $a \in \mathbb{R}$, if its probability density function (PDF) is given by:

$$
f_{X_{*}}\left(x_{*}\right)=\left\{\begin{array}{cc}
\lambda \exp \left[-\lambda\left(x_{*}-a\right)\right] & \text { if } x_{*}>a \\
0 & \text { otherwise }
\end{array}\right.
$$

The plot below shows the density function of an exponential random variable with parameter $\lambda=1$ in black and of the shifted exponential random variable in red, with parameters $\lambda=1$ and $a=1$.


Figure 6.1: Exponential and shifted exponential distribution

The mean and variance of the variable $X_{*}$ are given by:

$$
\mathrm{E}\left[X_{*}\right]=\mathrm{E}[X-a]=\mathrm{E}[X]-a, \text { and } \operatorname{var}\left(X_{*}\right)=\operatorname{var}(X-a)=\operatorname{var}(X)
$$

In order to know whether the variables $X_{j *}, j=1,2$ with $\lambda=1$ and shift parameter $a=1$ fulfill the condition presented in Remark 6.6, the mean and variance of these variables will be presented as follows:

Mean and Variance of $X_{j *}, j=1,2$

$$
\begin{aligned}
& \mathrm{E}\left[X_{j *}\right]=\mathrm{E}\left[X_{j}-1\right]=\mathrm{E}\left[X_{j}\right]-1=0 \\
& \operatorname{var}\left(X_{j *}\right)=\operatorname{var}\left(X_{j}-1\right)=\operatorname{var}\left(X_{j}\right)=1
\end{aligned}
$$

As can be seen the shifted exponential distributed variables $X_{j *}, j=1,2$ with parameter $\lambda=1$ fulfill the condition presented in Remark 6.6.

The first four central moments of $Y_{j}, j=1,2$, under shifted exponential distribution assumptions of $X_{j *}, j=1,2 X_{j}, j=1,2$, with parameter $\lambda=1$ are presented as follows:

## Central Moments of $Y_{1}$ and $Y_{2}$

$$
\begin{aligned}
& \mathrm{E}\left[Z_{j}\right]=0 \\
& \mathrm{E}\left[Z_{j}^{2}\right]=\sigma_{j}^{2} \\
& \Phi_{j}=\mathrm{E}\left[Z_{j}^{3}\right]=\tau_{j}^{3}\left(1+q^{3}\right) \\
& \Psi_{j}=\mathrm{E}\left[Z_{j}^{4}\right]=\tau_{j}^{4}\left[\left(1+q^{4}\right)+6 q^{2}\right] .
\end{aligned}
$$

## Distribution III: Uniform Distribution

Let $X_{j}, j=1,2$ be uniformly distributed in the interval $[a=-\sqrt{3}, b=\sqrt{3}]$ with mean and variance given as follows:

Mean and Variance of $X_{j}, j=1,2$

$$
\begin{aligned}
& \mathrm{E}\left[X_{j}\right]=\frac{a_{j}+b_{j}}{2}=\frac{\sqrt{3}-\sqrt{3}}{2}=0 \\
& \operatorname{var}\left(X_{j}\right)=\frac{\left(b_{j}-a_{j}\right)^{2}}{12}=\frac{(\sqrt{3}+\sqrt{3})^{2}}{12}=1
\end{aligned}
$$

The variables $X_{j}, j=1,2$ also fulfill the condition presented in Remark 6.6.
The first four central moments of $Y_{j}, j=1,2$, under uniform distribution assumptions of $X_{j}, j=1,2 X_{j}, j=1,2$, with parameters $a=-\sqrt{3}$ and $b=\sqrt{3}$ are presented as follows:

## Central Moments of $Y_{1}$ and $Y_{2}$

$$
\begin{aligned}
& \mathrm{E}\left[Z_{j}\right]=0 \\
& \mathrm{E}\left[Z_{j}^{2}\right]=\sigma_{j}^{2} \\
& \Phi_{j}=\mathrm{E}\left[Z_{j}^{3}\right]=0 \\
& \Psi_{j}=\mathrm{E}\left[Z_{j}^{4}\right]=\tau_{j}^{4}\left[1.8\left(1+q^{4}\right)+6 q^{2}\right]
\end{aligned}
$$

## Assumed Parameter Settings (PS) for the Estimation of the Ratio of Means

In addition to the three distribution assumptions presented above, for the estimation of $f(\boldsymbol{\mu})$, the performance of the estimators $T_{1}, T_{2}, T_{3}$, and $T_{\kappa_{\text {min }}}$ will be compared for different parameter settings of the random variables $Y_{1}$ and $Y_{2}$.

These parameter settings are presented as follows:

- PS 1: Equal Means and Variances ( $\mu_{1}=\mu_{2}$ and $\sigma_{1}^{2}=\sigma_{2}^{2}$ )

$$
\mu_{1}=\mathrm{E}\left[Y_{1}\right]=10, \mu_{2}=\mathrm{E}\left[Y_{2}\right]=10, \sigma_{1}^{2}=\operatorname{var}\left(Y_{1}\right)=1, \sigma_{2}^{2}=\operatorname{var}\left(Y_{2}\right)=1
$$

- PS 2: Equal Means and Unequal Variances ( $\mu_{1}=\mu_{2}$ and $\sigma_{1}^{2} \neq \sigma_{2}^{2}$ )

$$
\mu_{1}=\mathrm{E}\left[Y_{1}\right]=10, \mu_{2}=\mathrm{E}\left[Y_{2}\right]=10, \sigma_{1}^{2}=\operatorname{var}\left(Y_{1}\right)=1, \sigma_{2}^{2}=\operatorname{var}\left(Y_{2}\right)=3
$$

- PS 3: Unequal Means and Equal Variances ( $\mu_{1} \neq \mu_{2}$ and $\sigma_{1}^{2}=\sigma_{2}^{2}$ )
$\mu_{1}=\mathrm{E}\left[Y_{1}\right]=10, \mu_{2}=\mathrm{E}\left[Y_{2}\right]=20, \sigma_{1}^{2}=\operatorname{var}\left(Y_{1}\right)=1, \sigma_{2}^{2}=\operatorname{var}\left(Y_{2}\right)=1$
- PS 4: Unequal Means and Variances $\left(\mu_{1} \neq \mu_{2}\right.$ and $\left.\sigma_{1}^{2} \neq \sigma_{2}^{2}\right)$
$\mu_{1}=\mathrm{E}\left[Y_{1}\right]=10, \mu_{2}=\mathrm{E}\left[Y_{2}\right]=20, \sigma_{1}^{2}=\operatorname{var}\left(Y_{1}\right)=1, \sigma_{2}^{2}=\operatorname{var}\left(Y_{2}\right)=3$
- PS 5: $\mu_{1} \approx 0$ and $\sigma_{1}^{2}=\sigma_{2}^{2}$
$\mu_{1}=\mathrm{E}\left[Y_{1}\right]=1 / 2, \mu_{2}=\mathrm{E}\left[Y_{2}\right]=10, \sigma_{1}^{2}=\operatorname{var}\left(Y_{1}\right)=1, \sigma_{2}^{2}=\operatorname{var}\left(Y_{2}\right)=1$
- PS 6: $\mu_{1} \approx 0$ and $\sigma_{1}^{2} \neq \sigma_{2}^{2}$

$$
\mu_{1}=\mathrm{E}\left[Y_{1}\right]=1 / 2, \mu_{2}=\mathrm{E}\left[Y_{2}\right]=10, \sigma_{1}^{2}=\operatorname{var}\left(Y_{1}\right)=1, \sigma_{2}^{2}=\operatorname{var}\left(Y_{2}\right)=3 .
$$

## Results from Approximated Expressions and Discussion

Numerical results of the approximated $\operatorname{MSE}\left(T_{l}, f(\boldsymbol{\mu})\right)$, i.e. $\operatorname{MSE}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right), l=$ $1,2,3, \kappa_{\text {min }}$ for different variable settings, i.e. standard normal, exponential, uniform distribution, $\rho=-0.9, \rho=-0.5, \rho=0, \rho=0.5$ and $\rho=0.9, n=10, n=100$ and $n=1200$ as well as the parameter settings presented above, are presented in Appendix D. Each table, i.e. Table D. 1 - D.3, contains the numerical results for a different probability distribution. In the following discussion each table will be analysed separately. However, it is important to illustrate how the tables are to be read.

The tables contain the MSEs of four approximated estimators whose names are given across the top, i.e. $T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}, T_{3}^{\text {Poly }}$ and $T_{\kappa_{m i n}}^{\text {Poly }}$. Each estimation is carried out with different sample sizes which are also given across the top of the table, i.e. $n=10, n=100$ and $n=1200$. This accommodation on the table makes it possible to compare the approximated MSEs or performance of each estimator across the different sample sizes by moving 4 positions from the left to the right of the table and between estimators by moving 1 position from the left to the right of the table.

The 6 different parameter settings (PS), as given above, were accommodated as block rows, where each block row consists of 5 rows representing 5 different correlation levels $\rho$, including $\rho=0$. In this way, the performance of each estimator for a given parameter setting and a given correlation level can be compared simultaneously. The top-down correlation levels in each PS block row represent the following correlations: high negative, medium negative, no correlation, medium positive and high positive.

An illustration by means of an arbitrary example is presented as follows:
Consider the value $1.22 \mathrm{e}-05$ in the row number 6 , i.e. first correlation row in the second block row, of Table D.1. This value shows the approximated MSE of estimator $T_{1}$, presented as $T_{1}^{\text {Poly }}$, calculated from a medium negative-correlated bivariate normal sample, with equal means and unequal variances, consisting of 10 elements.

Moving 4 positions to the right, it can be seen that the approximated MSE of the same estimator takes the value $1.9 \mathrm{e}-07$, when the bivariate sample as described above consists of 100 elements instead of 10 . Furthermore, moving another 4 positions to the right the approximated MSE of the same estimator takes the value $1.7 \mathrm{e}-09$ when the bivariate sample consists of 1200 elements. From this comparison of the sample sizes it can be seen that the $\operatorname{MSE}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$ decreases by at least two orders of magnitude as the sample size increases.

Now, keeping the same initial value $1.22 \mathrm{e}-05$ and moving one row lower but staying in the same block row, i.e. from correlation level $\rho=-0.5$ to $\rho=0$, it can be seen that the approximated MSE of the same estimator takes the value $1.12 \mathrm{e}-05$. On the other hand,
moving one block row lower and keeping the same correlation level, i.e. $\rho=-0.5$, the approximated MSE of the same estimator calculated from a medium negative-correlated bivariate normal sample, with unequal means and variances, consisting of 10 elements is shown

The main findings from the results presented in the Tables D.1, D. 2 and D. 3 can be compared by keeping one or two variable settings fixed and varying the rest.

From Table D.1. Normal distribution:

- Keeping the PS and $\rho$ fixed and varying $n$ it can be seen that the approximated MSE of all estimators decreases by at least two orders of magnitude as the sample size increases. This happens for all PS and $\rho$ values
- Keeping $n$ and PS fixed and varying $\rho$ it can be seen that the approximated MSE of all estimators, except of $T_{2}$, decreases as the top-down correlation levels increase. This always happens for large sample sizes. For small sample sizes it only happens for PS 1,4 and 6 , while for PS 2,3 and 5 it seems that the correlation does not play a big role.
- Keeping $n$ and $\rho$ fixed and varying PS it can be seen that the approximated MSE of all estimators for PS 5 and 6 are bigger, while no significant differences for the first four PS are observed.
- Keeping $n, \rho$ and PS fixed and varying $T_{l}^{\text {Poly }}$, for $l=1,2,3, \kappa_{\text {min }}$ it can be seen that the smallest approximated MSEs are obtained with the estimator $T_{\kappa_{m i n}}$, the second smallest with $T_{3}$, the third with $T_{1}$ and the highest with $T_{2}$. For higher sample sizes, the approximated MSE of estimators $T_{\kappa_{\text {min }}}$ and $T_{3}$ are almost identical.

From Table D.2. Exponential distribution:

- Keeping the PS and $\rho$ fixed and varying $n$ it can be seen that the approximated MSE of all estimators decreases by two orders of magnitude as the sample size increases. For PS 5 and 6 the decrease is by five orders of magnitude when the sample size increases from 10 to 100 .
- Keeping $n$ and PS fixed and varying $\rho$ it can be seen that the approximated MSEs of all estimators decreases as the top-down correlation levels increase. This always happens for large sample sizes. For small sample sizes it only happens for PS 1-4.
- Keeping $n$ and $\rho$ fixed and varying PS it can be seen that as exposed for the normal distribution, see Table D.1, the approximated MSE of all estimators for PS 5 and 6 are much bigger, while no difference is observed among the first four PS.
- Keeping $n, \rho$ and PS fixed and varying $T_{l}^{\text {Poly }}$, for $l=1,2,3, \kappa_{\text {min }}$ it can be seen that, as for the normal distribution, the smallest approximated MSEs are obtained with the estimator $T_{\kappa_{\text {min }}}$, the second smallest with $T_{3}$, the third with $T_{1}$ and the highest with $T_{2}$. For higher sample sizes, the approximated MSE of estimators $T_{\kappa_{\text {min }}}$ and $T_{3}$ are almost identical.


## From Table D.3. Uniform distribution:

- Keeping the PS and $\rho$ fixed and varying $n$ it can be seen that the approximated MSE of all estimators decreases by two orders of magnitude as the sample size increases. As obtained for the normal distribution, this happens for all PS and $\rho$ values.
- Keeping $n$ and PS fixed and varying $\rho$ it can be seen that the approximated MSE of all estimators decreases as the top-down correlation levels increase. Larger positive correlation level $\rho$ leads to a smaller approximated MSEs in many parameter settings. This happens for all sample sizes.
- Keeping $n$ and $\rho$ fixed and varying PS it can be seen that as exposed for the two preceding distributions, see Table D. 1 and D.2, the approximated MSE of all estimators for PS 5 and 6 are bigger, while no difference is observed among the first four PS.
- Keeping $n, \rho$ and PS fixed and varying $T_{l}^{\text {Poly }}$, for $l=1,2,3, \kappa_{\text {min }}$ it can be seen that, as for the normal and exponential distribution, the smallest approximated MSEs are obtained with the estimator $T_{\kappa_{\text {min }}}$, the second smallest with $T_{3}$, the third with $T_{1}$ and the highest with $T_{2}$. For higher sample sizes, the performances of estimators $T_{\kappa_{\text {min }}}$ and $T_{3}$ are almost identical.

Now, fixing all parameters and varying the probability distribution and $T_{l}^{\text {Poly }}$, for $l=$ $1,2,3, \kappa_{\text {min }}$ the following conclusions can be drawn:

- For all distributions where the means and the variances are equal, i.e. PS 1, the approximated MSEs are smaller than those for the remaining cases. The largest approximated MSEs are obtained when $\mathrm{E}\left[Y_{1}\right]$ is near 0 , i.e. PS 5 and 6 . This can be explained from the fact that small changes on the $\mathrm{E}\left[Y_{1}\right]$, when it is close to zero, represent big changes on the MSE of all estimators.
- For all distributions, $T_{2}$ has higher approximated MSEs than the rest of the estimators, especially when $\mathrm{E}\left[Y_{1}\right]$ is near 0 . Conversely, it can be seen that the approximated MSE of $T_{2}$ does not improve meaningfully as the sample size increases. For more details see Rao (1952) where the estimator $T_{2}$ was considered as inconsistent.
- For all distributions, $\operatorname{MSE}\left(T_{3}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$ is slightly smaller than $\operatorname{MSE}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$. This speaks in favour of the estimator $T_{3}$, which is a consistent estimator with small MSE, despite being a linear combination of a consistent and an inconsistent estimator, i.e. a linear combination of $T_{1}$ and $T_{2}$. However, the inconsistent part decreases with increasing sample size.
- For all distributions, the smallest approximated MSEs are obtained with the estimator $T_{\kappa_{\text {min }}}$. It demonstrates that the application of the linear adjustment presented in Lemma 5.1 has made a notable improvement in $\operatorname{MSE}\left(T_{3}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right)$.
- The underlying distribution does not seem to play a big role in the performance of the different estimators. The estimators are highly accurate irrespective of the underlying distribution. A difference between the performance of the estimators could only be observed for parameter settings 4 and 5, where the approximated MSEs of the estimators under assumption of exponential distribution were higher.

From the above findings, $T_{\kappa_{\text {min }}}$ can be seen to be the best among the presented estimators, for all distributions, despite being slightly biased. $T_{3}$ is also highly accurate for the estimation of the ratio of means. $T_{2}$ cannot be recommended, whereas $T_{1}$ for larger sample size can be recommended in most cases.

## Results from Simulations and Discussion

For the estimated or simulated MSEs of the estimators being compared in this section, 5000 repetitions, say Rep, will be carried out. For each repetition the squared error, i.e. the squared difference between each estimator and the function $f(\boldsymbol{\mu})$, is calculated and then the average of those repetitions is computed, see Definition 22 , i.e. $\widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right)=$ $\sum_{i=1}^{R e p} \frac{\left(T_{l i}-f(\boldsymbol{\mu})\right)^{2}}{R e p}$, for $l=1,2,3, \kappa_{\min }$.

Numerical results of $\widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{\text {min }}$ for the same variable settings as presented above are presented in tables in Appendix E. Each table, i.e. Table E. 1 - E.3, contains the numerical results for a different probability distribution. The tables can be read in the same way as those presented above.

Analysing each table separately similar results are obtained as above. However, some differences are outlined as follows:

From Table E. 1 - E. 3 (Normal, Exponential and Uniform distributions) it can be seen that:

- The simulated or estimated MSEs are much higher than the approximated MSEs for all different variable settings. Those differences are by at least three orders of magnitude.
- The estimated variance of the estimator $T_{2}$ tends to infinity, when $\mu_{1}$ approaches zero.
- Keeping $n$ and PS fixed and varying $\rho$ the estimated MSE of all estimators decreases as the top-down correlation levels increase. For small sample sizes this only happens for PS 1-4.

From the simulated results, $T_{\kappa_{\text {min }}}$ has also the smallest MSE among the presented estimators, for all distributions, despite being slightly biased. This represents a performance improvement on the estimation of NLSS functions, such as the ratio of means.

In the next section, the performance of the estimators analysed in this work will be compared, as made in this section by means of simulations, with existing solutions from literature where an specific distribution is assumed.

### 6.2.2 Comparisons with Existing Solutions

As mentioned in Section 2.1, Crow (1977) derived a Minimum Variance Unbiased Estimator (MVUE) for the ratio of means of two independent lognormal distributions with equal and unequal shape parameters. His unbiased estimator was used to evaluate the effect of seeding. He compared the ratio of means of seeded precipitation to the mean of natural precipitation. Initially the shape parameter $\sigma$ was assumed to be unchanged, but a MVUE for the more general situation in which the shapes differ is also given. In this respect, Shaban (1981) obtained estimators for the ratio of means of two independent lognormal distributed variables which are generally of smaller mean squared error than both the Maximum Likelihood (ML) and the MVUE as given in Crow (1977). For the gamma distribution, Crow (1977) also derived a MVUE for the ratio of means. These approaches are presented in Appendix B.

In this section, the estimation approach developed in this work, applicable for any arbitrary probability distribution, will be compared with specific estimators for lognormal and gamma probability distributions, by means of simulations.

## Estimation of the RM of two Uncorrelated Lognormal Variables

Suppose two independent random variables $X_{1}$ and $X_{2}$ distributed according to a lognormal distribution, with means $\mathrm{E}\left[X_{1}\right]=\exp \left[\mu_{1}+\sigma_{1}^{2} / 2\right]$ and $\mathrm{E}\left[X_{2}\right]=\exp \left[\mu_{2}+\sigma_{2}^{2} / 2\right]$ and variances $\operatorname{var}\left(X_{1}\right)=\left[\exp \left[\sigma_{1}^{2}\right]-1\right] \exp \left[2 \mu_{1}+\sigma_{1}^{2}\right]$ and $\operatorname{var}\left(X_{2}\right)=\left[\exp \left[\sigma_{2}^{2}\right]-1\right] \exp \left[2 \mu_{2}+\sigma_{2}^{2}\right]$, are given, so that $U_{1}=\log \left(X_{1}\right)$ and $U_{2}=\log \left(X_{2}\right)$ are normally distributed with parameters $\left(\mu_{1}, \sigma_{1}^{2}\right)$ and $\left(\mu_{2}, \sigma_{2}^{2}\right)$.

Estimators of the expected value and variance of the variables $U_{1}$ and $U_{2}$ are given by:

$$
\bar{U}_{1}=\frac{1}{n} \sum_{i=1}^{n} U_{1 i}, \bar{U}_{2}=\frac{1}{n} \sum_{j=1}^{n} U_{2 j}, S_{U_{1}}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(U_{1 i}-\bar{U}_{1}\right)^{2} \text { and } S_{U_{2}}^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(U_{1 i}-\bar{U}_{2}\right)^{2},
$$

where $U_{1 i}$ and $U_{2 j}$, for $i=1, \cdots, n$ and $j=1, \cdots, n$ are the elements of the normal distributed samples $\boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$, respectively, i.e. $\boldsymbol{u}_{1}=\left(U_{11}, U_{12}, \cdots, U_{1 n}\right)^{\prime}$ and $\boldsymbol{u}_{2}=\left(U_{21}, U_{22}, \cdots, U_{2 n}\right)^{\prime}$.

Different properties of the lognormal distribution are presented in Remark B.1.
Shaban (1981) derived an estimator of $\varrho=\exp \left[a\left(\mu_{2}-\mu_{1}\right)+b\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)\right]$, see Equation B.1.4, with smaller MSE than the ML and the MVUE deduced by Crow (1977), for the following three situations:

- 1st Situation: The shape parameters are equal $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$ and $\sigma^{2}$ known.
- 2nd Situation: The shape parameters are equal $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$ and $\sigma^{2}$ unknown.
- 3rd Situation: $\sigma_{1}^{2} \neq \sigma_{2}^{2}$ and both are unknown.

The performance of the estimators presented in Remark 6.5 will be compared with those estimators presented in Shaban (1981), the ML estimator and the MVUE deduced by Crow (1977) for the three aforementioned situations.

These estimators are presented for the three situations listed above in Appendix B.1.
In the following remark, it is shown how the function to be estimated looks like for fixed parameter values $a$ and $b$ and for the aforementioned situations.

## Remark 6.8

Assume that in $\varrho=\exp \left[a\left(\mu_{2}-\mu_{1}\right)+b\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)\right], a=1$ and $b=1 / 2$, then it follows:
(i) if $\sigma_{1}^{2}=\sigma_{2}^{2}$, 1st and 2nd Situation from above, then the function $\varrho=\exp \left[\left(\mathrm{E}\left[U_{2}\right]\right] / \exp \left[\left(\mathrm{E}\left[U_{1}\right]\right)\right]=\exp \left[\mu_{2}-\mu_{1}\right]\right.$,
(ii) if $\sigma_{1}^{2} \neq \sigma_{2}^{2}$, 3rd Situation from above, then the function $\varrho=\mathrm{E}\left[X_{2}\right] / \mathrm{E}\left[X_{1}\right]$.

Since the function $\varrho=\exp \left[\mu_{2}-\mu_{1}\right]$ is the same for the first and second situation from above, the comparisons by means of simulations with different parameter settings can be made for these two situations simultaneously.

The parameter settings to be used in the simulation study and the results from the comparisons are presented as follows.

## Assumed Parameter Settings (PS) for the 1st and 2nd Situations

In this section, the MSE of estimators $T_{1}, T_{2}, T_{3}, T_{\kappa_{\text {min }}}$ and of those presented in Appendix B. 1 for the concrete case of two independent lognormal distributed variables will be estimated by means of simulations and compared for different parameter settings, such as $\mu$ and $\sigma^{2}$ and sample sizes $n$.

Shaban (1981) pointed out that the exact expressions of the MSE of his estimators are too complicated to permit analytical comparison between them. Therefore, for this distribution, a simulation study with 5000 repetitions, as performed in the last section, will be carried out for different sample sizes, i.e. $n=10, n=50, n=100$ and $n=1200$. The function to be estimated is: $\varrho=\exp \left[\mu_{2}\right] / \exp \left[\mu_{1}\right]$, see Equation B.1.3.

The simulations will be carried out under the following parameter settings:

- PS 1: $\mu_{1}=\mu_{2}=1.1$ and $\sigma=1 / 100$
- PS 2: $\mu_{1} \neq \mu_{2}, \boldsymbol{\mu}=(0.1,3)^{\prime}$ and $\sigma=1 / 100$
- PS 3: $\mu_{1} \neq \mu_{2}, \boldsymbol{\mu}=(-1.40,1.1)^{\prime}$ and $\sigma=1 / 100$. With $\exp \left[\mu_{1}\right] \approx 0$
- PS 4: $\mu_{1}=\mu_{2}=1.1$ and $\sigma=1 / 10$
- PS 5: $\mu_{1} \neq \mu_{2}, \boldsymbol{\mu}=(0.1,3)^{\prime}$ and $\sigma=1 / 10$
- PS 6: $\mu_{1} \neq \mu_{2}, \boldsymbol{\mu}=(-1.40,1.1)^{\prime}$ and $\sigma=1 / 10$. With $\exp \left[\mu_{1}\right] \approx 0$.


## Simulation Results and Discussion for the 1st and 2nd Situations

In Table E. 4 the estimated MSE of the estimators $T_{1}, T_{2}, T_{3}$ and $T_{\kappa_{\text {min }}}$ are compared with those of the estimators from literature, i.e. $\hat{\varrho}_{M L}, \hat{\varrho}_{M V U E_{c}}, \varrho_{S h a b a n}$ and $\hat{\varrho}_{\text {Shaban } 1}$, see Remark 6.5. As can be seen in the aforementioned table, the estimated MSE of all the presented estimators decreases when $n$ increases. This decrease from $n=10$ to $n=1200$ is in most cases by two orders of magnitude, with the exception of $T_{2}$ and $\hat{\varrho}_{S h a b a n 1}$ whose decreases are smaller for parameter settings 5 and 6 .

When an evaluation is made on the basis of the parameter settings, it can be seen that all estimators have demonstrated to depend hardly on the parameter setting for $\mu$ and $\sigma^{2}$. They perform best when the means are equal and the standard deviation is small
$(\mathrm{PS}=1)$ and perform worst when the means are unequal, the standard deviation is large and additionally $\exp \left[\mu_{1}\right] \approx 0(\mathrm{PS}=6)$.

The estimators proposed by Shaban (1981), denoted as $\hat{\varrho}_{\text {Shaban }}$ and $\hat{\varrho}_{\text {Shaban } 1}$, declared as minimal MSE within the class B.1.5 and B.1. 6 respectively, estimate the function $\varrho=$ $\exp \left[\mu_{2}\right] / \exp \left[\mu_{1}\right]$, very accurately. However the estimator $T_{\kappa_{\text {min }}}$ was demonstrated to perform very well, even when it is compared with the aforementioned estimators.

It is difficult to state which estimator has the universally smallest MSE. In general all estimators, except $T_{2}$, can be recommended.

## Assumed Parameter Settings (PS) for the 3rd Situation

These simulations have been made under the same parameter settings as described above. For the parameter settings $1-3$ is $\sigma_{1}=1 / 100$ and $\sigma_{2}=1 / 10$ and for the parameter settings 4-6 is $\sigma_{1}=1 / 10$ and $\sigma_{2}=1$. The function to be estimated is: $\mathrm{E}\left[X_{2}\right] / \mathrm{E}\left[X_{1}\right]=$ $\exp \left[\left(\mu_{2}-\mu_{1}\right)+\frac{\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)}{2}\right]$, see Equation B.1.1.

## Simulation Results and Discussion for the 3rd Situation

In Table E. 5 it can be seen that the estimated MSEs of all the presented estimators decrease when $n$ increases. This decrease is from $n=10$ to $n=1200$ for all estimators, except for $T_{M L}$, by at least two orders of magnitude for all parameter settings.
$T_{M L}$ performs well, for different parameter settings, but for parameter settings 5 and 6 , i.e. larger standard deviation and $\mu_{1} \neq \mu_{2}$, this estimator performs poorly and, as mentioned above, the decrease of its estimated MSE, by increasing the sample size, is of lower order of magnitude than with the rest of the estimators.

All estimators, except $T_{M L}$ perform similarly, but for all parameter settings and sample sizes $T_{S h a b a n 1}$ is even better than the estimator developed in this work $T_{\kappa_{m i n}}$.

In general all estimators, except $T_{2}$ and $T_{M L}$ for parameter settings 5-6, can be recommended. But the estimator $T_{\text {Shaban } 1}$ has the universally smallest estimated MSE.

## Estimation of the RM of two Uncorrelated Gamma Variables

Suppose two independent random variables $X_{1}$ and $X_{2}$ distributed according to a gamma distribution with parameters $\alpha_{1}$ and $\beta_{1}$ and $\alpha_{2}$ and $\beta_{2}$ are given. For moments of the gamma distribution refer to Appendix A.1.4.

Now suppose that the ratio of means of the aforementioned random variables has to be estimated. This function is given as follows:

$$
f(\boldsymbol{\mu})=\frac{\mathrm{E}\left[X_{2}\right]}{\mathrm{E}\left[X_{1}\right]}=\frac{\alpha_{2} \beta_{2}}{\alpha_{1} \beta_{1}}
$$

The independent random sample means $\bar{x}_{1}=\frac{1}{n} \sum_{i=1}^{n} X_{1 i}$ and $\bar{x}_{2}=\frac{1}{n} \sum_{i=1}^{n} X_{2 i}$ are complete sufficient MVUEs of $\alpha_{1} \beta_{1}$ and $\alpha_{2} \beta_{2}$ respectively.

As mentioned in Section 2.1, Crow (1977) derived a Minimum Variance Unbiased Estimator (MVUE) from independent samples of the ratio of means of two gamma distributions of known shape.

This estimator is given by:

$$
T_{C R O W}=\frac{n \alpha_{1}-1}{n \alpha_{1}} \frac{\bar{x}_{2}}{\bar{x}_{1}}, \text { with } n \alpha_{1}>1 \text { and } \alpha_{1} \text { assumed to be known. }
$$

It can be seen that with $n$ sufficiently large $T_{C R O W} \approx \frac{\bar{x}_{2}}{\bar{x}_{1}}$.
As following, the MSE of estimators $T_{1}, T_{2}, T_{3}, T_{\kappa_{\text {min }}}$ and $T_{C R O W}$ will be estimated by means of simulations and compared for different parameter settings, such as $\mu$ and $\sigma^{2}$ and sample sizes $n$.

The simulations will be carried out under the following parameter settings:

## Assumed Parameter Settings

For this distribution a simulation study was performed for different sample sizes, i.e. $n=10$, $n=50, n=100$ and $n=1200$ and the following parameter settings:

- PS 1: Equal Means and Variances (Both High) $\left(\mu_{1}=\mu_{2}\right.$ and $\left.\sigma_{1}^{2}=\sigma_{2}^{2}\right)$
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For $\boldsymbol{\alpha}=(4,4)^{\prime}$ and $\boldsymbol{\beta}=(8,8)^{\prime}$ is $\mu_{1}=\mu_{2}=32$ and $\sigma_{1}^{2}=\sigma_{2}^{2}=256$

- PS 2: Equal Means and Variances (Both Medium) ( $\mu_{1}=\mu_{2}$ and $\sigma_{1}^{2}=\sigma_{2}^{2}$ )

For $\boldsymbol{\alpha}=(6,6)^{\prime}$ and $\boldsymbol{\beta}=(2,2)^{\prime}$ is $\mu_{1}=\mu_{2}=12$ and $\sigma_{1}^{2}=\sigma_{2}^{2}=24$

- PS 3: Equal Means and Variances (Both Small) ( $\mu_{1}=\mu_{2}$ and $\left.\sigma_{1}^{2}=\sigma_{2}^{2}\right)$

For $\boldsymbol{\alpha}=(1 / 2,1 / 2)^{\prime}$ and $\boldsymbol{\beta}=(1,1)^{\prime}$ is $\mu_{1}=\mu_{2}=0.5$ and $\sigma_{1}^{2}=\sigma_{2}^{2}=0.5$

- PS 4: Unequal Means and Variances (High $\left.\mu_{1}\right)\left(\mu_{1} \neq \mu_{2}\right.$ and $\left.\sigma_{1}^{2} \neq \sigma_{2}^{2}\right)$

For $\boldsymbol{\alpha}=(6,4)^{\prime}$ and $\boldsymbol{\beta}=(6,4)^{\prime}$ is $\mu_{1}=36, \mu_{2}=16$ and $\sigma_{1}^{2}=216$ and $\sigma_{2}^{2}=64$

- PS 5: Unequal Means and Variances (Medium $\left.\mu_{1}\right)\left(\mu_{1} \neq \mu_{2}\right.$ and $\left.\sigma_{1}^{2} \neq \sigma_{2}^{2}\right)$ For $\boldsymbol{\alpha}=(4,2)^{\prime}$ and $\boldsymbol{\beta}=(4,2)^{\prime}$ is $\mu_{1}=16, \mu_{2}=4$ and $\sigma_{1}^{2}=64$ and $\sigma_{2}^{2}=8$
- PS 6: Equal Means and Variances (Small $\left.\mu_{1}\right)\left(\mu_{1} \neq \mu_{2}\right.$ and $\left.\sigma_{1}^{2} \neq \sigma_{2}^{2}\right)$ For $\boldsymbol{\alpha}=(1 / 2,1)^{\prime}$ and $\boldsymbol{\beta}=(1 / 2,1)^{\prime}$ is $\mu_{1}=0.25, \mu_{2}=1$ and $\sigma_{1}^{2}=0.125$ and $\sigma_{2}^{2}=1$.


## Simulation Results and Discussion

In Table E.6, the estimated MSE of a Minimum Variance Unbiased Estimator (MVUE), denoted by $T_{C R O W}$, for the ratio of means of two gamma distributed random variables with known shape, is compared with the MSEs of the estimators $T_{1}, T_{2}, T_{3}$ and $T_{\kappa_{\text {min }}}$, as given in Remark 6.5.

It can be seen that, with the exception of $T_{2}$, the estimated MSEs of all the presented estimators decrease by at least two orders of magnitude as the sample size increases from $n=10$ to $n=1200$.

The estimated variance of the estimator $T_{2}$ tends to infinity, when $\mu_{1}$ approaches zero, PS 4 and PS 5. $T_{3}$ is strongly influenced by estimator $T_{2}$ for $\mu_{1}$ close to zero (remember that $T_{3}$ is a linear combination of estimators $T_{1}$ and $T_{2}$ ). The estimator $T_{C R O W}$ performs better than $T_{\kappa_{\text {min }}}$ for parameter settings 3 and 6 , especially for small sample sizes.

In this case, it can be seen that for parameter settings $1,2,4$ and $5 T_{\kappa_{\text {min }}}$ has the smallest estimated MSE of all the estimators, especially for larger sample sizes.

### 6.3 Estimation of the Inverse of the Population Mean

The estimation of the inverse of the population mean and its functions, often arises in different sciences, such as in Physics and Biology. For instance, Allen (1957) described the use of the inverse of the mean, also known as the reciprocal mean, as a measure of covalent bond energy. This function is presented more formally in the following definition.

## Definition 11 (Inverse of the Mean)

Let $\boldsymbol{x}$ be a random sample drawn from some distribution with mean $\mu$ and variance $\sigma^{2}$. The inverse of the mean is defined as:

$$
f(\mu)=1 / \mu,
$$

where $\mu \neq 0$.

Suppose $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ represents a realisation of an i.i.d. random sample drawn from a probability distribution with mean $\mu$ and standard deviation $\sigma$.

Now, suppose that the inverse of the mean $\mu$, see Definition 11, has to be estimated.
The general estimation approach presented in Section 2.2 .3 will be applied for the statistical inference of the inverse of the mean. The general procedure has been summarised in Section 2.3. There it has been stated that the only condition for the application of the general estimation approach is the smoothness of the function to be estimated, i.e. the function has to be of at least class $C^{2}$, see Definition 1 .

As follows it will be investigated, whether the function $f(\mu)=1 / \mu$ is of at least class $C^{2}$.

## Remark 6.9 (Smoothness Condition)

## Let $f(\mu)=1 / \mu$. The first and second order derivatives of $f(\mu)$ are given by:

$$
\begin{aligned}
& f^{(1)}(\mu)=-1 / \mu^{2}, \text { and } \\
& f^{(2)}(\mu)=2 / \mu^{3} .
\end{aligned}
$$

It can be seen that the smoothness condition of function $f(\mu)$ is fulfilled.

For the estimation of $f(\mu)=1 / \mu$ the estimation approaches investigated in this work are given by:

$$
T_{1}=f(\hat{G}(\boldsymbol{x}))=1 / \bar{x} \quad \text { and } \quad T_{2}=\hat{g}\left(f\left(x_{i}\right), i=1, \cdots, n\right)=\frac{1}{n} \sum_{i=1}^{n} 1 / x_{i}
$$

As second step of the estimation approach developed in this work, the generalised Jackknife approach, see Section A.1.3, is used in order to generate an unbiased approximated estimator for $f(\mu)$.

This estimator is given by:

$$
T_{3}=\frac{T_{1}-R T_{2}}{1-R}=\frac{\left(1 / \bar{x}-R \frac{1}{n} \sum_{i=1}^{n} 1 / x_{i}\right)}{1-R}, \text { with } R=\frac{\mathrm{b}\left(T_{1}, f(\mu)\right)}{\mathrm{b}\left(T_{2}, f(\mu)\right)}
$$

If an unbiased estimator is obtained, see Remark A.2, a linear adjustment as introduced by Troschke (2002), is applied in order to obtain a minimal Mean Squared Error (MSE) estimator $T_{\kappa_{\text {min }}}$. This estimator may be biased, but has smaller MSE than its unbiased counterpart generated by the generalised Jackknife approach.

For the calculation of the estimators $T_{3}$ and $T_{\kappa_{\text {min }}}$ the first and higher order moments of the estimators $T_{1}$ and $T_{2}$ are needed. They will be approximated by using the approach according to Neudecker and Trenkler (2005a) and enhanced in this work.

For the particular case of the estimation of $f(\mu)=1 / \mu$, an approximation on the basis of a linear plus quadratic function, of the function itself as well as of the estimators $T_{1}=f(\bar{x})$ and $T_{2}=\frac{1}{n} \sum_{i=1}^{n} f\left(x_{i}\right)$, as made in Remark 3.1, is presented as follows:

$$
\begin{aligned}
& f^{\text {Poly }}(\mu)=a_{0}+a \mu+A \mu^{2}, \\
& T_{1}^{\text {Poly }}=f^{\text {Poly }}(\bar{x})=a_{0}+a \bar{x}+A \bar{x}^{2}, \text { with } \bar{x}=\frac{1}{n} \mathbf{1}_{n}^{\prime} \boldsymbol{x} \\
& T_{2}^{\text {Poly }}=\frac{1}{n} \sum_{i=1}^{n} f^{\text {Poly }}\left(x_{i}\right)=a_{0}+a \bar{x}+\frac{A}{n} \sum_{i=1}^{n} x_{i}^{2}
\end{aligned}
$$

where $a_{0}, a$ and $A$ are real constants. Furthermore, $a=f^{(1)}(\mu)$ and $A=\frac{1}{2} f^{(2)}(\mu)$.

## Remark 6.10

Notice that replacing $a=f^{(1)}(\mu)$ and $A=\frac{1}{2} f^{(2)}(\mu)$ by their respective expressions, given in Remark 6.14, the approximation $f^{\text {Poly }}(\mu)$ is equal to $a_{0}$. Suppose $a_{0}=f(\mu)$ then $f^{\text {Poly }}(\mu)=f(\mu)$.

In Section 3.1 it was pointed out that both, $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are biased estimators for $f^{\text {Poly }}(\mu)$. The bias terms are presented in the following remark.

Remark 6.11 (Bias of Approximated Estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ )
The bias of estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are given by:

$$
\begin{aligned}
& \mathrm{b}\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)=A \sigma^{2} / n, \text { and } \\
& \mathrm{b}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)=A \sigma^{2}, \text { see Definition } 20 .
\end{aligned}
$$

Furthermore, let $\alpha=A^{2} \sigma^{4}$, then $\left[b\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)\right]^{2}=\frac{\alpha}{n^{2}}$ and $\left[b\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)\right]^{2}=$ $\alpha$ are the square of the bias of estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$, respectively.

In the following remark the aforementioned estimators are presented in matricial notation.

## Remark 6.12

For the estimation of $f^{\text {Poly }}(\mu)$ the following estimators are proposed:

$$
\begin{aligned}
T_{1}^{\text {Poly }} & =f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{1} \boldsymbol{x}, \\
T_{2}^{\text {Poly }} & =f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{2} \boldsymbol{x}, \\
T_{3}^{\text {Poly }} & =f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{3} \boldsymbol{x}, \\
T_{\kappa_{\min }}^{\text {Poly }} & =\kappa_{\min }\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+T_{2}^{\text {Poly }},
\end{aligned}
$$

with $\boldsymbol{x}$ representing a realisation of an i.i.d. random sample and $f_{0}$ a real constant, $\boldsymbol{f}$ a $n \times 1$ vector and $\boldsymbol{F}_{l}, l=1,2,3$ a $n \times n$ matrix.

The aforementioned vector and matrices can be obtained by:

$$
\boldsymbol{f}=\frac{a}{n} \mathbf{1}_{n}, \boldsymbol{F}_{1}=\frac{A}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}, \boldsymbol{F}_{2}=\frac{A}{n} \boldsymbol{I}_{n} \text { and } \boldsymbol{F}_{3}=-\frac{A}{n(n-1)} \boldsymbol{I}_{n}-\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} .
$$

### 6.3.1 Comparisons with Existing Solutions

For the estimation of the ratio of means or of the inverse mean Zellner (1978) has introduced an estimator that has shown to have (at least) finite first and second moments, and hence finite risk with respect to generalized quadratic loss. Additionally this estimator, known as the Minimum-Expected-Loss (MELO) estimator, is consistent, asymptotically efficient and asymptotically normal.

Zaman (1981) also investigated the estimation of the inverse of the mean of a normal distributed variable from a Bayesian point of view. Given a sufficiently large sample, Zaman (1981), Theorem 1, provides adequate justification for the ML estimator, if the loss function is bounded. He also studied some conditions under which the ML estimator may be more suitable than the MELO estimator, deduced by Zellner (1978), and vice versa, as well as situations in which neither is appropriate.

For definitions in the Bayesian approach, see Bernardo and Ramón (1998).
In this respect, Akahira and Takeuchi (1981) asserted that if a bounded loss function is appropriate, then lack of moments need not be regarded as a serious problem if the sample size is large enough.

Since, in this work, comparisons for finite sample sizes will be made, no more emphasis will be placed on the aforementioned estimators.

Based on the MELO estimator, Srivastava and Bhatnagar (1981) derived a class of estimators, which is free from the limitation of non-existence of moments. They derived exact expressions for the first two moments in the case of normal population and approximations for the non-normal case. These expressions are presented in Appendix B.2.1.

Voinov (1985) also derived unbiased estimators of powers of the inverse of population means, for the following cases:
a) unknown normally-distributed population mean $\mu$ and known variance $\sigma^{2}$.
b) normal population mean $1 / \mu^{k}, k=1,2, \ldots$, assuming $\mu$ and $\sigma$ to be unknown. Additionally, $\mu>0$ is assumed.

This approach is presented in Appendix B.2.2. In the same section it is also pointed out that the estimator deduced for the first case has infinite variance; and that for the second case an unbiased estimator of $1 / \mu^{k}$ for $\mu<0$ and $\sigma^{2}$ unknown does not exist, see Voinov (1985, p. 360) for discussions.

Since the estimator deduced by Voinov (1985) has infinite variance, it will not be possible to make a comparison with the estimators resulting from the estimation approach developed in this work, i.e. $T_{1}, T_{2}, T_{3}$ and $T_{\kappa_{\text {min }}}$.

The aforementioned estimators will be compared with those presented in Srivastava and Bhatnagar (1981), denoted by $T_{\text {Sriv }}$ and presented in Appendix B.2.1, for different sample sizes, different underlying distributions and parameter settings in the following section.

## Comparison of Estimators of the Inverse of the Mean

Most published methods concerning the estimation of the inverse of the mean are asymptotic in nature and based on the normal distribution. Since these assumptions are very restrictive, in this work the interest is also concentrated on comparing the performance of the estimators $T_{1}, T_{2}, T_{3}, T_{\kappa_{\text {min }}}$ and $T_{\text {Sriv }}$ under different conditions, such as different sample sizes $n$, probability distribution assumptions and parameter settings. For the last condition it is especially interesting to observe how the estimators behave when the mean lies close to zero.

The simulation study to be carried out can be summarised as follows: The performance of the estimators $T_{1}, T_{2}, T_{3}, T_{\kappa_{\text {min }}}$ and $T_{\text {Sriv }}$ will be compared under different probability distribution assumptions, parameter settings, such as $\mu$ and $\sigma^{2}$ and sample sizes $n$.

The approach developed by Srivastava and Bhatnagar (1981) is shown in Appendix B.2.1.

## Assumed Distributions for the Estimation of the Inverse of the Mean

In order to make more generalisable comparisons between the estimators being analysed, different distributions will be simulated. These distributions are presented as follows.

## Distribution I: Normal Distribution

Let $X$ be normally distributed with mean $\mu$ and variance $\sigma^{2}$.
For this distribution Srivastava and Bhatnagar (1981) pointed out that the estimator $T_{\text {Sriv }}$, see Equation B.2.9, is asymptotically unbiased if $\mathcal{K}=1$, while it has the smallest MSE to the order of their approximation, i.e. $\left(O\left(n^{-2}\right)\right)$, if $\mathcal{K}=4$. In this simulation study, $\mathcal{K}=4$ will be used for the comparison of $T_{\text {Sriv }}$ with the rest of the estimators.

## Distribution II: Exponential Distribution

Let $X$ be exponentially distributed with mean $\mu=\frac{1}{\lambda}$ and variance $\sigma^{2}=\frac{1}{\lambda^{2}}$.
As mentioned above, Srivastava and Bhatnagar (1981) stated that the estimator $T_{\text {Sriv }}$, see Equation B.2.10, has smaller MSE than $1 / \bar{x}$ for all negatively skewed populations and positively skewed populations with $\delta<4$, provided $\mathcal{K}$ satisfies the inequality $0<\mathcal{K}<$ $2(4-\delta)$.

From literature it is known that the exponential distribution is a positively skewed distribution and that its Pearson's measure of skewness $S k$ is equal to 2 , then it follows: $\delta=\left(\frac{2}{\mathfrak{v}}\right)^{1 / 2}$, with $\mathfrak{v}=\frac{\sigma^{2}}{\mu^{2}}$.

Srivastava and Bhatnagar (1981) pointed out that for non-normal populations $T_{\text {Sriv }}$ has a smaller MSE than $1 / \bar{x}$ if $\mathcal{K}=(4-\delta)$. For the comparison to be carried out in this work $\mathcal{K}=(4-\delta)$ will be used.

## Distribution III: Uniform Distribution

Let $X$ be uniformly distributed in the interval $[a, b]$ with mean $\mu=\frac{a+b}{2}$ and variance $\sigma^{2}=\frac{(b-a)^{2}}{12}$.

For this distribution the Pearson's measure of skewness $S k$ is equal to 0 , then it follows that $\delta=0$. As pointed out above if $\delta=0$, then the expressions for the RB and RMSE are the same as those obtained for normal populations.

## Assumed Parameter Settings for the Estimation of the Inverse Mean

Besides the three distribution assumptions presented above, for the estimation of $f(\mu)$, the performance of the estimators $T_{1}, T_{2}, T_{3}, T_{\kappa_{\text {min }}}$ and $T_{\text {Sriv }}$ will be compared for different parameter settings of the random variable $X$.

The parameter settings for these distributions consist of a sequence of mean and variance values going from around zero to three.

Since $T_{\text {Sriv }}$ has been deduced for large-sample approximations for non-normal distributions, in this simulation larger sample sizes than those used in the other simulations in this work will be used, so that it can be compared with the rest of the aforementioned estimators.

The performance of the aforementioned estimators will be compared for the sample sizes: $n=250,500,750$ and 1200 .

It is important to point out that the MSE of each estimator will be calculated using their approximated expressions $\operatorname{MSE}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)$, for $l=1,2,3, \kappa_{\text {min }}$, Sriv and estimated by simulations $\widehat{\operatorname{MSE}}\left(T_{l}, f(\mu)\right)=\sum_{i=1}^{\text {Rep }} \frac{\left(T_{l i}-f(\mu)\right)^{2}}{\text { Rep }}$, for $l=1,2,3, \kappa_{\text {min }}$, Sriv, with 5000 repetitions.

### 6.3.2 Results and Discussions from Approximated Expressions and from Simulations

Results of the approximated and simulated MSEs of different estimators of the inverse of the mean are presented in Figure F. 1 - Figure F. 14 of Appendix F.

In each figure two estimators are compared by means of: (a) the ratio of their approximated MSEs, i.e. $\frac{M S E\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)}{\operatorname{MSE}\left(T_{i}^{\text {Poly }}, f^{P o l y}(\mu)\right)}$ for $l \neq j$, and (b) the ratio of their estimated MSEs, i.e. $\frac{\widehat{\operatorname{MSE}}\left(T_{1, f}, f(\mu)\right)}{\widehat{\operatorname{MSE}}\left(T_{j}, f(\mu)\right)}$ for $l \neq j$.

Two estimators are considered to perform similarly when the ratio of their MSEs is close to one.

For biparametrical distributions, e.g. the normal distribution, the figures are to be read as follows: On the $y$-axis the values of the ratios of the approximated or estimated MSEs between two estimators are presented and on the x -axis the values of a parameter, i.e. $\mu$, of the distribution. The second parameter of this distribution, i.e. $\sigma$ is represented in the figures with different colours.

For uniparametrical distributions (see next remark) the approximated or estimated MSEs of all estimators will be collocated together in the same figure. On the $y$-axis the values of the approximated or estimated MSEs are presented and on the x -axis the values of a parameter of the distribution. The different estimators are represented in the figures with different colours.

## Remark 6.13

The mean and variance of the exponential distribution only depend on the parameter $\lambda$, while those of the uniform distribution depend on the parameters $a$ and $b$.

Now, considering $b=a+$ constant the mean and the variance just depend on one parameter, i.e. $\mu=\frac{a+b}{2}=\frac{2 a+\text { constant }}{2}$ and variance $\sigma^{2}=\frac{(b-a)^{2}}{12}=\frac{(\text { constant })^{2}}{12}$. In this simulation study constant $=2$ was used.

## Distribution I. Normal distribution

In Figures F. 1 and F. 2 the performances of the estimators $T_{1}$ and $T_{\kappa_{\text {min }}}$ are compared by means of the ratio of their approximated and estimated MSEs.

It can be seen that the performances of the estimators $T_{1}$ and $T_{\kappa_{\text {min }}}$ are similar, especially for larger sample sizes. The ratios get closer to one as $\mu$ increases, especially for $\mu>1$. For $\mu<1$ the ratios vary depending on the standard deviation $\sigma$. The higher $\sigma$, the better the estimator $T_{\kappa_{\text {min }}}$ performs.

In Figures F. 3 and F. 4 the performances of the estimators $T_{1}$ and $T_{\text {Sriv }}$ are also compared by means of the ratio of their approximated and estimated MSEs. It can be seen that for larger sample sizes the performance of the estimators $T_{1}$ and $T_{\text {Sriv }}$ are similar, especially for $\mu>1$. For $\mu<1$ and smaller sample sizes, the ratios vary depending on the variance $\sigma$. The higher $\sigma$, the better the estimator $T_{\text {Sriv }}$ performs and the more the ratios differ from one.

In Figures F. 5 and F.6, it can be seen that the approximated and estimated MSEs of estimators $T_{1}$ and $T_{2}$ are different from one, i.e. the performances of these estimators differ considerably, especially for larger sample sizes. The ratios get closer to zero as $\mu$ increases, especially for $\mu>1$, indicating that the estimator $T_{1}$ performs better than $T_{2}$.

In Figures F. 7 and F.8, it can be seen that for small sample sizes and $\mu<1$, the ratios between the approximated and estimated MSEs of $T_{\kappa_{\text {min }}}$ and $T_{\text {Sriv }}$ vary depending on the standard deviation of the distribution, i.e. the higher the variability $\sigma$, the better the estimator $T_{\text {Sriv }}$ performs. While for small $\sigma$ and for $\mu>1$ both estimators perform similarly and the ratios are close to one.

In general for the normal distribution, it can be seen that the ratios of the approximated and estimated MSEs of the presented estimators get closer to one, i.e. two estimators perform similarly, for increasing sample size, except $T_{2}$ which has not finite variance.

A pattern that could be observed for all comparisons under assumption of normal distribution is that the ratios differ for $\mu>1$ and $\mu<1$, being higher for $\mu<1$. This can be explained by the fact that $f(\mu)=1 / \mu \approx \infty$, for $\mu \approx 0$.

## Distribution II. Exponential distribution

In Figures F. 9 and F.10, it can be seen that for the exponential distribution, with different values of the parameter $\lambda$, the approximated and estimated MSEs of all estimators, except of $T_{2}$ which is presented in Figure F.13, are almost identical, with decreasing MSE for increasing $\lambda$ even for small sample sizes.

From this figures it can also be seen that $T_{\kappa_{\text {min }}}$ performs slightly better than the remaining estimators when $\lambda$ is close to zero. However, $T_{\text {Sriv }}$ performs better than the rest of the estimators for quite a few $\lambda$ values between $(0,1]$. Unfortunately, in this figure the small fluctuations along $\lambda$ can hardly be appreciated.

## Distribution III. Uniform distribution

In Figures F. 11 and F.12, it can be seen that for the uniform distribution, with different values of the mean $\mu$, the results are very similar to those obtained for the exponential distribution, with the difference that the approximated and estimated MSE values are slightly smaller. The performance of estimator $T_{2}$ is presented in Figure F. 14

As a general conclusion it can be pointed out that for all distributions, $T_{\kappa_{\text {min }}}$ can be seen as a good alternative among the presented estimators.

It can also be seen that the approximated and estimated MSEs of this estimator are very close to that of $T_{\text {Sriv }}$. However, for the normal distribution when $\mu<1, T_{\text {Sriv }}$ has a smaller approximated and estimated MSE than that of the remaining estimators. On the other hand, for the exponential and uniform distributions, when $\lambda$ and $\mu$ respectively are close to zero, the estimator $T_{\kappa_{\text {min }}}$ has a better performance.

The approximated MSE of estimator $T_{2}$ for the exponential and uniform distribution are presented in Appendix F. 13 and F.14, respectively. From those figures it can be seen that the estimator $T_{2}$ cannot be recommended.

By comparing the approximated and estimated ratios of the MSEs of two estimators it can be observed that the approximated values, except the ratio between the MSEs of $T_{1}$ and $T_{\kappa_{\text {min }}}$ are smaller than those estimated for all distributions.

### 6.4 Estimation of the Odds in Favour of an Event

In probability theory and statistics, the odds in favour of an event, is the ratio of the probability of the occurrence of the event of interest to the probability that it does not occur. This statistical measure is commonly used in epidemiological studies to describe the likely harm an exposure might cause and is often estimated by the ratio of the number of times that the event of interest occurs to the number of times that it does not. This is presented more formally in the following definition.

## Definition 12 (Odds in Favour of an Event.)

Assume that $X$ is a Bernoulli distributed random variable with mean $p$. Then the odds in favour of an event is defined as:

$$
f(p)=\frac{p}{1-p}, \text { with } p \neq 0 \text { and } p \neq 1 .
$$

If the odds of an event is greater than one, the event is more likely to happen than not, while the odds of an event that is certain to happen is infinite and the odds of an impossible event is zero.

The odds in favour of an event is very useful for the calculation of the odds ratio.

The odds ratio is defined as the ratio of the odds in favour of an event in one group to the odds of it occurring in another group. These groups might be men and women, an experimental group and a control group, or any other dichotomous classification. This concept is presented more formally in the following definition.

## Definition 13 (Odds Ratio (OR))

Assume $P[A]$ and $P[B]$ are the probabilities of an event in two different groups $A$ and $B$, respectively. Then the odds ratio is given as:

$$
O R(A: B)=\frac{P[A](1-P[B])}{P[B](1-P[A])} .
$$

The odds ratio is a measure useful for investigating whether the probability of a certain event is the same for two groups.

Let $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ represent a realisation of an i.i.d. random sample of size $n$ drawn from a Bernoulli probability distribution with mean $p$ and variance $p(1-p)$. Now, suppose $m$ successes are obtained from the random sample $n$.

The following function can be considered as an estimator for the parameter $p$ :

$$
\hat{p}=\frac{1}{n} \sum_{i=1}^{n} x_{i}=\frac{m}{n}
$$

Now, suppose that the odds in favour of an event, see Definition 12, has to be estimated.
The general estimation approach presented in Section 2.2.3 will be applied for the statistical inference of the odds in favour of an event. The general procedure has been summarised in Section 2.3. There it has been stated that the only condition for the application of the general estimation approach is that of smoothness of the function to be estimated, i.e. the function has to be of at least class $C^{2}$, see Definition 1 .

As follows it will be investigated, whether the function $f(p)=\frac{p}{1-p}$ is of at least class $C^{2}$.

## Remark 6.14 (Smoothness Condition)

Let $f(p)=\frac{p}{1-p}$. The first and second order derivatives of $f(p)$ are given by:

$$
f^{(1)}(p)=\frac{1}{(1-p)^{2}}, \text { and }
$$

$$
f^{(2)}(p)=\frac{2}{(1-p)^{3}}
$$

It can be seen that the smoothness condition of function $f(p)$ is fulfilled.

For the estimation of the function $f(p)$ the estimation approaches investigated in this work are given by:

$$
\begin{aligned}
& T_{1}=f(\hat{G}(\boldsymbol{x}))=\frac{\hat{p}}{1-\hat{p}}=\frac{\frac{1}{n} \sum_{i=1}^{n} x_{i}}{1-\frac{1}{n} \sum_{i=1}^{n} x_{i}}, \text { and } \\
& T_{2}=\hat{g}\left(f\left(x_{i}\right), i=1, \cdots, n\right)=\frac{1}{n} \sum_{i=1}^{n} \frac{x_{i}}{1-x_{i}} .
\end{aligned}
$$

Casella und Berger (1990, p. 292) have shown the invariance properties of the ML estimator. Thus, knowing that $\hat{p}$ is the ML estimator of $p$, it follows that $f(\hat{p})=f(\hat{G}(\boldsymbol{x}))=\frac{\hat{p}}{1-\hat{p}}$ is the ML estimator of $f(p)$, see Definition 12 .

## Remark 6.15

Notice that as $x_{i}, i=1, \cdots n$ are Bernoulli distributed, $T_{2}$ cannot be considered as an estimator since its denominator can take the value zero. It makes not possible the calculation of the estimators developed in this work.

The explanation of this problem and a possible solution are presented as follows.

In Definition 8 it is assumed that the function $f$ is defined in $f: \mathfrak{B}^{p} \rightarrow \mathfrak{C}$, with $p$ representing, in the multidimensional case, the number of variables and $\mathfrak{B}, \mathfrak{C} \subseteq \mathbb{R}$ the base set of the domain and counterdomain, respectively. For the univariate case, these function is defined in $f: \mathfrak{B} \rightarrow \mathfrak{C}$. Notice that the function $f(p)=\frac{p}{1-p}$ has as domain the set $(0,1)$ and as counterdomain the set $(0,+\infty)$, i.e. $f:(0,1) \rightarrow(0,+\infty)$. The same function is found in the estimator approaches presented above, i.e. $T_{1}=f(\hat{p})=\frac{\hat{p}}{1-\hat{p}}$ and $T_{2}=\hat{g}\left(f\left(x_{i}\right), i=1, \cdots, n\right)$. There it can be seen that the function $f(\hat{p})$ has the same base set in its domain and counterdomain as the function $f(p)$. On the other hand, the function $f\left(x_{i}\right), i=1, \cdots, n$ has as domain the set $\{0,1\}$ and as counterdomain the set $[0,+\infty]$, i.e. $f:\{0,1\} \rightarrow[0,+\infty]$. As can be seen, in the estimator $T_{2}$ the function $f\left(x_{i}\right), i=1, \cdots, n$ has not the same base sets in their domain and counterdomain as the functions $f(p)$ and $f(\bar{p})$ do, additionally they are not open intervals. Therefore, the estimation approach developed in this work cannot be applied for the estimation of the NLSS function $f(p)=\frac{p}{1-p}$.

## Remark 6.16

In order to make it possible the calculation of the estimators developed in this work, the following approach is proposed:

1. Generate $k$ independent Bernoulli distributed random samples with parameter $p$, i.e. $\left(x_{11}, x_{12}, \cdots, x_{1 n}\right),\left(x_{21}, x_{22}, \cdots, x_{2 n}\right), \cdots,\left(x_{k 1}, x_{k 2}, \cdots, x_{k n}\right)$.
2. Calculate the arithmetical mean in each random sample, i.e. $\bar{x}_{1}, \bar{x}_{2}, \cdots, \bar{x}_{k}$, with $\bar{x}_{j} \neq 1, \forall j$.
3. Calculate the estimators $T_{1}$ and $T_{2}$ for the function $f(p)$ from the sample sizes generated as above.

For the estimation of the function $f(p)$ the estimators $T_{1}$ and $T_{2}$ are given by:

$$
\begin{aligned}
& T_{1}=f(\hat{G}(\bar{x}))=\frac{\overline{\bar{p}}}{1-\overline{\bar{p}}}=\frac{\frac{1}{k} \sum_{j=1}^{k} \bar{x}_{j}}{1-\frac{1}{k} \sum_{j=1}^{k} \bar{x}_{j}}, \text { with } \overline{\bar{p}}=\frac{1}{k} \sum_{j=1}^{k} \bar{x}_{j}, \text { and } \\
& T_{2}=\hat{g}\left(f\left(\bar{x}_{j}\right), j=1, \cdots, k\right)=\frac{1}{k} \sum_{j=1}^{k} \frac{\bar{x}_{j}}{1-\bar{x}_{j}}, \text { with } \bar{x}_{j} \neq 1, \forall j
\end{aligned}
$$

Now, the function $f\left(\bar{x}_{j}\right), j=1, \cdots, k$ has the same base set in their domain and counterdomain as the functions $f(p)$ and $f(\overline{\bar{p}})$ do, i.e. $f:(0,1) \rightarrow(0,+\infty)$.

As second step of the estimation approach developed in this work, the generalised Jackknife approach, see Section A.1.3, is used in order to generate an unbiased approximated estimator for $f(p)$.

This estimator is given by:

$$
T_{3}=\frac{T_{1}-R T_{2}}{1-R}=\frac{\left(\frac{\frac{1}{k} \sum_{j=1}^{k} \bar{x}_{j}}{1-\frac{1}{k} \sum_{j=1}^{k} \bar{x}_{j}}-R \frac{1}{k} \sum_{j=1}^{k} \frac{\bar{x}_{j}}{1-\bar{x}_{j}}\right)}{1-R}, \text { with } R=\frac{\mathrm{b}\left(T_{1}, f(\mu)\right)}{\mathrm{b}\left(T_{2}, f(\mu)\right)}
$$

If an unbiased estimator is obtained, see Remark A.2, a linear adjustment as introduced by Troschke (2002), is applied in order to obtain a minimal Mean Squared Error (MSE) estimator $T_{\kappa_{\text {min }}}$. This estimator may be biased, but has smaller MSE than its unbiased counterpart generated by the generalised Jackknife approach.

For the calculation of the estimators $T_{3}$ and $T_{\kappa_{\text {min }}}$ the first and higher order moments of the estimators $T_{1}$ and $T_{2}$ are needed. They will be approximated by using the approach presented in Neudecker and Trenkler (2005a) and enhanced in the previous sections of this work.

For the particular case of the estimation of $f(p)=\frac{p}{1-p}$, an approximation on the basis of a linear plus quadratic function, of the function itself as well as of the estimators $T_{1}=f(\overline{\bar{p}})$ and $T_{2}=\frac{1}{k} \sum_{j=1}^{k} f\left(\bar{x}_{j}\right)$, as made in Remark 3.1, is presented as follows:

$$
\begin{aligned}
& f^{\text {Poly }}(p)=a_{0}+a p+A p^{2}, \\
& T_{1}^{\text {Poly }}=f^{\text {Poly }}(\overline{\bar{p}})=a_{0}+a \overline{\bar{p}}+A \overline{\bar{p}}, \text { and } \\
& T_{2}^{\text {Poly }}=\frac{1}{k} \sum_{j=1}^{k} f^{\text {Poly }}\left(\bar{x}_{j}\right)=a_{0}+a \overline{\bar{p}}+\frac{A}{k} \sum_{j=1}^{k} \bar{x}_{j}^{2},
\end{aligned}
$$

where $a_{0}, a$ and $A$ are real constants. Furthermore, $a=f^{(1)}(p)$ and $A=\frac{1}{2} f^{(2)}(p)$.

## Remark 6.17

Notice that replacing $a=f^{(1)}(p)$ and $A=\frac{1}{2} f^{(2)}(p)$ by their respective expressions, given in Remark 6.2, the approximation $f^{\text {Poly }}(p)$ is equal to $a_{0}+\frac{p}{(1-p)^{3}}$.

In Section 3.1 it was pointed out that both, $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are biased estimators for $f^{\text {Poly }}(p)$. The bias terms are presented in the following remark.

Remark 6.18 (Bias of Approximated Estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ )
Assume that $X$ is a Bernoulli distributed variable with mean $\mu=p$ and variance $86 \sigma^{2}=p(1-p)$. The bias of estimators $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ are given by:

$$
\begin{aligned}
& b\left(T_{1}^{\text {Poly }}, f^{\text {Poly }}(p)\right)=A \sigma^{2} / n=\frac{p}{n(1-p)^{2}}, \text { and } \\
& b\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(p)\right)=A \sigma^{2}=\frac{p}{(1-p)^{2}}, \text { see Definition } 20 .
\end{aligned}
$$

In the following remark the aforementioned estimators are presented in matricial notation.

## Remark 6.19

For the estimation of $f^{\text {Poly }}(p)$ the following estimators are proposed:

$$
\begin{aligned}
T_{1}^{\text {Poly }} & =f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{1} \boldsymbol{x} \\
T_{2}^{\text {Poly }} & =f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{2} \boldsymbol{x} \\
T_{3}^{\text {Poly }} & =f_{0}+\boldsymbol{f}^{\prime} \boldsymbol{x}+\boldsymbol{x}^{\prime} \boldsymbol{F}_{3} \boldsymbol{x} \\
T_{\kappa_{\min }}^{\text {Poly }} & =\kappa_{\min }\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+T_{2}^{\text {Poly }},
\end{aligned}
$$

with $\boldsymbol{x}$ representing a realisation of an i.i.d. random sample and $f_{0}$ a real constant, $\boldsymbol{f}$ a $n \times 1$ vector and $\boldsymbol{F}_{l}, l=1,2,3$ a $n \times n$ matrix.

The aforementioned vector an matrices can be obtained by:

$$
\boldsymbol{f}=\frac{a}{n} \mathbf{1}_{n}, \boldsymbol{F}_{1}=\frac{A}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}, \boldsymbol{F}_{2}=\frac{A}{n} \boldsymbol{I}_{n} \text { and } \boldsymbol{F}_{3}=-\frac{A}{n(n-1)} \boldsymbol{I}_{n}-\mathbf{1}_{n} \mathbf{1}_{n}^{\prime}
$$

The approximated and estimated MSE of the estimators presented in Remark 6.19 will be compared under assumption of the following parameter setting.

## Assumed Parameter Settings (PS)

For a comparison of the estimators presented in Remark 6.19 the approach outlined in Remark 6.16 will be used.

In this case $k=4$ independent Bernoulli distributed random samples with mean $p$ and variance $p(1-p)$ are generated, i.e. $\left(x_{11}, x_{12}, \cdots, x_{1 n}\right),\left(x_{21}, x_{22}, \cdots, x_{2 n}\right),\left(x_{31}, x_{32}, \cdots, x_{3 n}\right)$ and $\left(x_{41}, x_{42}, \cdots, x_{4 n}\right)$, with $n=250,500,750$ and 1200 . As second step the arithmetical mean of each random sample, i.e. $\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}, \bar{x}_{4}$ is obtained. Then the estimators $T_{1}, T_{2}, T_{3}$
and $\kappa_{\text {min }}$ for the estimation of the function $f(p)$ are calculated. Finally, the approximated and estimated MSEs of the aforementioned estimators are calculated.

Assume that $X$ is a Bernoulli distributed variable with mean $p$ and variance $p(1-p)$.

Parameter Setting (PS) 1. $p=0.02,1-p=0.98$.
$\mathrm{E}[X]=p=0.02$
$\operatorname{var}(X)=p(1-p)=0.0196$
$\Phi=\mathrm{E}\left[Z^{3}\right]=\mathrm{E}[X-\mu]^{3}=p(1-p)(1-2 p)=0.018816$
$\Psi=\mathrm{E}\left[Z^{4}\right]=\mathrm{E}[X-\mu]^{4}=p(1-p)\left(3 p^{2}-3 p+1\right)=0.018448$

Parameter Setting (PS) 2. $p=0.1,1-p=0.9$.
$\mathrm{E}[X]=p=0.15$
$\operatorname{var}(X)=p(1-p)=0.09$
$\Phi=\mathrm{E}\left[Z^{3}\right]=0.072$
$\Psi=\mathrm{E}\left[Z^{4}\right]=0.0657$

Parameter Setting (PS) 3. $p=0.5,1-p=0.5$.
$\mathrm{E}[X]=p=0.5$
$\operatorname{var}(X)=p(1-p)=0.25$
$\Phi=\mathrm{E}\left[Z^{3}\right]=0$
$\Psi=\mathrm{E}\left[Z^{4}\right]=0.0625$

Parameter Setting (PS) 4. $p=0.9,1-p=0.1$.
$\mathrm{E}[X]=p=0.9$
$\operatorname{var}(X)=p(1-p)=0.09$
$\Phi=\mathrm{E}\left[Z^{3}\right]=-0.072$
$\Psi=\mathrm{E}\left[Z^{4}\right]=0.0657$

### 6.4.1 Results and Discussions from Approximated Expressions and from Simulations

Numerical results of the approximated MSEs or $\operatorname{MSE}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right), l=1,2,3, \kappa_{\text {min }}$ and of the estimated MSE or $\widehat{\operatorname{MSE}}\left(T_{l}, f(\mu)\right), l=1,2,3, \kappa_{\text {min }}$ for different sample sizes $n$ and parameter settings, presented above, are shown in Appendix G by means of a table. This table contains the approximated and estimated MSE of the aforementioned estimators on the left and right side, respectively. Each estimator is presented in a column. The 4 different parameter settings (PS), as given above, were accommodated as block rows, where each block row consists of 4 rows representing 4 different sample sizes. In this way, the MSE of each estimator for a given parameter setting and a given sample size can be compared simultaneously. This accommodation on the table makes it possible to compare, for example, the approximated and estimated MSEs of each estimator across the different sample sizes by moving 1 position down in each block row.

An illustration by means of an arbitrary example is presented as follows:

Consider the value $3.345 \mathrm{e}-04$ in row number 6 of the right side table in Table G.1, i.e. second row in the second block row and in the first column. This value shows the approximated MSE of estimator $T_{1}$ calculated from 4 Bernoulli distributed samples, with $p=0.1$ and $1-p=0.9$, each one of them consisting of 500 elements.

Moving 1 top-down position, but staying in the same block row, it can be seen that the approximated MSE of the same estimator takes the value $2.568 \mathrm{e}-04$ when the samples, as described above, consist of 750 elements instead of 500 and that moving one row lower, the approximated MSE of the same estimator takes the value $1.491 \mathrm{e}-04$ when the samples consist of 1200 elements. From this comparison among the sample sizes, it can be seen that the approximated MSE of estimator decreases as the sample size increases.

Now, keeping the same initial value 3.345e-04 and moving 4 top-down positions, i.e. moving to the second row of the second block row, it can be seen that the approximated MSE of the same estimator takes the value $7.755 \mathrm{e}-02$ when the Bernoulli distributed samples, also consisting of 500 elements, have the parameters $p=0.5$ and $1-p=0.5$. This indicates a
notable increase in the approximated MSE of estimator $T_{1}$, when the parameter $p$ changes from 0.1 to 0.5 .

The main findings from the results presented in the Table G. 1 can be compared by keeping one or two parameters of the simulation fixed and varying the rest.

- Keeping the PS fixed and varying $n$ it can be seen that for all PS the approximated and estimated MSE of all estimators decreases, in much cases by one order of magnitude, as the sample size increases.
- Keeping $n$ fixed and varying PS it can be seen that the estimated MSEs of all estimators for PS 3 and 4 are bigger, while no meaningful differences among the first two PS are observed, whereas the smallest MSEs are obtained with PS 1 and the largest with PS 4, where $p$ is closer to 1 , it has already been mentioned that for $p \approx 1$ then $\frac{p}{1-p} \approx \infty$.
- Keeping $n$ and PS fixed and varying $T_{l}$, for $l=1,2,3, \kappa_{\text {min }}$ it can be seen that the approximated and estimated MSE of the estimator $T_{\kappa_{\text {min }}}$ is smaller than those of the remaining estimators for all parameter settings and sample sizes, whereas for PS 3 estimators $T_{3}$ and $T_{\kappa_{\text {min }}}$ perform similarly.

From the exposed above, it can be seen that for the estimation of $f(p)=\frac{p}{1-p}$, the smaller the probability $p$, the smaller the MSEs of all estimators. That means:
$\widehat{\operatorname{MSE}}\left(T_{l}\right)_{P S 1}<\widehat{\operatorname{MSE}}\left(T_{l}\right)_{P S 2}<\widehat{\operatorname{MSE}}\left(T_{l}\right)_{P S 3}<\widehat{\operatorname{MSE}}\left(T_{l}\right)_{P S 3}, l=1,2,3, \kappa_{\text {min }}$, and $\operatorname{MSE}\left(T_{l}^{P o l y}\right)_{P S 1}<\operatorname{MSE}\left(T_{l}^{P o l y}\right)_{P S 2}<\operatorname{MSE}\left(T_{l}^{P o l y}\right)_{P S 3}<\operatorname{MSE}\left(T_{l}^{P o l y}\right)_{P S 4}, l=1,2,3, \kappa_{\text {min }}$. A peculiarity presented in the estimation of this particular function is that the approximated MSEs are higher than the estimated MSEs. This can be explained by the use of the estimation approach presented in Remark 6.16.
$\square$

## Summary, Conclusions and Plans for Further Research
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In this work a new approach to the statistical inference of nonlinear, sufficiently smooth (NLSS) functions has been introduced. The approach proposed here is based on Taylor expansions to approximate sufficiently smooth functions and on the development of a minimal Mean Square Error (MSE) estimator of this approximation. This procedure has been explored very carefully, from mathematical and application-oriented points of view.

The work-flow of this study as well as its most significant contributions are summarised as follows.

### 7.1 Summary and Conclusions

Chapter 2 of this study was devoted to an in-depth review of literature on the estimation of NLSS functions. Apart from framing the research's focus, providing readers with an
overview of, and background to the most significant definitions, results and progresses in this area, the literature review chapter served to direct the research towards an in-depth exploration of comparatively unexplored issues without solutions that have been controversial and that have prompted several discussions. This brings us directly to the question of the research contribution of this study. The research has made different contributions to the field of point estimation of NLSS functions, some of which shall now be briefly highlighted.

The first contribution concerns the recognition of the restrictions that existing estimation methods present. The literature revealed that most published methods concerning the estimation of NLSS functions are asymptotic in nature and based on the assumption of normal distribution, and that the random variables involved are not correlated. Experience confirms that this is not always the case, i.e. the conditions under which those methods have been generated are very restrictive, so that the generated results are based upon the particular case and are therefore only representative for that case. Additional arguments are therefore required in order to generalise the results, see for example Qiao et al. (2006), who pointed out that the development of a satisfactory estimator of the ratio, when the involved random variables are dependent, remains an area for future research.

It could also be argued that many of the studies discussed in Chapter 2 are incomplete or meager. Many research projects have uncovered a variety of conclusions regarding the performance of their estimation methods and researchers have benefited from the properties of the normal distribution. For example, for the estimation of the ratio of means when the variables are obtained from two independent distributions, the estimation of such a function presents different problems, for instance the aforementioned methods do not perform well in a range of small-sampling settings such as a small-sample bio-availability study.

The second contribution draws directly from the first. From an exhaustive literature research it could be stated that several studies show conflicting results, which indicates the need for further research. In this respect, as an example, Srivastava and Bhatnagar (1981) have erroneously stated that the Maximum Likelihood estimator of the inverse of the mean has no finite moments. Conversely, Voinov (1985) has demonstrated that this statement holds only for the second and higher order moments.

A third piece of research contribution lies in the acquisition of knowledge about two useful estimation approaches, as presented in Definition 8. These estimation approaches are the building blocks for the construction of a new inference method of NLSS functions developed in this study. For the particular case of the estimation of the ratio of means, Rao (2002) called them "mean of ratios" and "ratio of means". The general procedure of the new inference method was also presented in Chapter 2. This inference method is basically motivated by Casella and Berger (1990), Neudecker and Trenkler (2002) and Troschke (2002). Each step of this general procedure is illustrated through the work-flow of this dissertation as follows:

The first step consist of approximating the NLSS function and estimating it by using the aforementioned estimation approaches, based on the approach presented by Casella and Berger (1990). This was worked out in Chapters 2 and 3, where different basic properties, such as the means and variances, of the aforementioned estimation approaches were described and approximated expressions were deduced, following the approach presented by Neudecker and Trenkler (2005a). For both multivariate and univariate data, the normal distribution was considered as a special case. Based on the request presented in Qiao et al. (2006) for the multivariate distributions, the properties of estimators for correlated random variables were also considered as a special case and, in the same chapter, a new approach based on Kleffe and Rao (1988, Section 2.1) was developed.

For the second step of the general procedure of the new inference method, the generalised Jackknife approach was used in Chapter 4 in order to generate an unbiased estimator for the approximation of NLSS functions.

After the unbiased estimator was obtained, a linear adjustment as presented in Troschke (2002) was applied as the third step of the general procedure of the new inference method, in order to obtain a minimal Mean Squared Error (MSE) estimator. This was presented in Chapter 5.

Besides the theoretical results presented in Chapters 2-5 which give a general framework, in Chapter 6, application-specific estimations have been developed using the results from those
chapters. Asymptotical results for the estimation of NLSS from various literature studies were compared with both the new estimator, developed using the generalised Jackknife approach and the estimator obtained using the approach introduced by Troschke (2002).

As the first NLSS function, the ratio of means was considered in this chapter. Additionally, the estimation approaches for the ratio of means of two lognormal and gamma distributed variables were also presented as special cases.

Estimations of the inverse of the mean and of the odds in favour of an event were also considered in Chapter 6 as examples of a NLSS function for which the estimation approach deduced in this work can be applied. In the same chapter, comparisons between estimators presented in literature and those analysed and developed in this work were also carried out.

The new inference method is not based on any assumption of any type of distribution or of any data structure. In this work, different simulations were carried out in order to observe how the new method works under different distribution assumptions and sample sizes. This method can even be used for estimating the parameters of two correlated distributions.

For the comparisons between different estimators, carried out by means of simulations, in Chapter 6 , it was necessary to introduce some clarifying aspects and settings which are fundamental for those simulations. Thus, a method for generating two correlated random variables was deduced, so that the comparisons between the estimators can be carried out under the assumption of different (user-defined) correlation levels and distributions.

The performance of the aforementioned estimators was compared by means of their approximated and simulated MSEs under different distribution assumptions, parameter settings, correlation coefficients and sample sizes. As a performance measure, the MSE was used.

The results of the comparisons suggest that the estimators developed here were very convincing in nearly all the situations presented. They compared favorably to existing standard methods. In general, some of the results obtained from the simulation study can be summarised as follows:

- The estimator $T_{2}$ is the worst estimator. This conclusion agrees with the properties exposed in Rao (1952), where the role of the estimators $T_{1}$ and $T_{2}$ based on pairs of observations from normal populations, was discussed. $T_{2}$ was shown to be inconsistent while $T_{1}$ was considered consistent.
- $T_{3}$ can be recommended for large sample sizes. This estimator has notably been improved for most distributions and parameter settings through the use of Lemma 5.1, that is $\operatorname{MSE}\left(T_{\kappa_{\text {min }}}\right)<\operatorname{MSE}\left(T_{3}\right)$.
- A final observation is that the results of this study provide support for the new estimator, since it is demonstrated to have a minimal Mean Squared Error even when it was compared with Minimal Variance Unbiased Estimators.

The new approach developed here has improved the existing theoretical and practical results for the estimation of NLSS functions of distribution parameters given by its minimal MSE.

### 7.2 Further Plans for Research

By virtue of this being a new approach of estimating NLSS functions, a series of interesting and challenging problems is brought up - both from a purely mathematical viewpoint, as well as from the perspective of applications. Although those problems raised could be addressed by taking solely one viewpoint or the other, according to one's experience, the best solutions can be obtained by means of a combination of mathematical theory and supporting simulation-based, application-oriented evaluation.

To some extent this has been achieved in this work, wherein a balance between the asymptotic theory and real-life, small-sample approximations has been maintained.

Throughout this work, wherever appropriate, there have been suggestions for modification, improvement and new proposals for further research. There are also many more possible suggestions and unanswered questions, which are addressed as follows:

- Other NLSS functions of distribution parameters (e.g. the ratio of two variances) should be explored in order to establish whether the estimator deduced in this work
is generally the best choice. Nikulin and Voinov (1993 and 1996) have presented different tables with unbiased estimators for different functions of different parameters for the most commonly used distributions. It would be interesting to compare the estimator deduced here with the unbiased estimator for some functions presented in these works, for which the variance is not infinite. There is also a variety of statistical problems, which can be viewed as questions of inference on NLSS functions of the parameters in the general linear regression model. Inference for the general formulation of this problem has only been developed using the Bayesian approach, and credibility intervals for individual functions as well as for linear combinations of the functions of the parameters have been obtained by using numerical integration.
- The estimators developed in this work should be compared with examples taken from the bibliography, where the normal distribution is less common than other shifted distributions (e.g. the two parameter or shifted exponential distribution, shifted Gamma, shifted Weibull, Lognormal, etc.), Meeker and Hahn (1980) considered the case where the involved random variables follow an exponential time-to-failure distribution.
- To go further than the point estimation for $f(\boldsymbol{\mu})$ and investigate how approximated confidence intervals for such a function could be determined, the point estimation obtained in this work should be used. From a frequentist point of view, the pointwise estimation of NLSS functions can be made using the approach presented in this study. It is well known, however, that several methodological difficulties arise if the objective is to calculate interval estimates for this parameter, see Fieller and Creasy (1954). An interesting approach would be to use the point estimation obtained in this work to calculate approximated confidence intervals for NLSS functions of distribution parameters for both normal and non-normal distribution, where the sample size is not necessarily large.
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## Part I

## Appendixes

## Appendix $\Lambda$

## Additional Definitions, Remarks and Lemmas

## A. 1 General Definitions

## A.1.1 Functions

This section commences with a review of the definition of a function. This can be considered as a complement of Section 2.2.1.

## Definition 14 (Function)

$A$ function, say $f$, with domain $\mathfrak{B}$ and counterdomain $\mathfrak{C}$, where $\mathfrak{B}$ and $\mathfrak{C}$ are unions of open intervals, i.e. $f: \mathfrak{B} \rightarrow \mathfrak{C}$, is a collection of ordered pairs, say ( $\mathfrak{b}, \mathfrak{c}$ ), satisfying (i) $\mathfrak{b} \in \mathfrak{B}$ and $\mathfrak{c} \in \mathfrak{C}$; (ii) each $\mathfrak{b} \in \mathfrak{B}$ occurs as the first element of some ordered pair in the collection (each $\mathfrak{c} \in \mathfrak{C}$ is not necessarily the second element of some ordered pair); and (iii) no two (distinct) ordered pairs in the collection have the same first element.

The set of all values of $f$ is called the range of $f$, i.e. $f=\{\mathfrak{c} \in \mathfrak{C}: \mathfrak{c}=f(\mathfrak{b})$ for some $\mathfrak{b} \in \mathfrak{B}\}$ and is always a subset of the counterdomain $\mathfrak{C}$ but is not necessarily equal to it.

## Definition 15 (Linear Functions)

Consider a function $f$, say $f: \mathfrak{B} \rightarrow \mathfrak{C}$. Linear functions are functions that have the form:

$$
f(x)=m x+n ; \quad m, n \in \mathbb{R} .
$$

In a graph $m$ is the slope of the line $y=m x+n$ and $n$ is the $y$-intercept. A linear function has a constant slope and is said to be increasing (or rising) when $m>0$ and is decreasing
(or falling) when $m<0$. The graph of a linear function is a straight line. In the special case where $m=0$ the function $f(x)=n$ is a constant function.

Functions whose graphs are not straight lines are called nonlinear functions. The graph of a nonlinear function can be a curved line, whose slope changes for at least one $x$. More formally, this kind of functions is introduced in the following definition.

## Definition 16 (Nonlinear Functions)

Nonlinear functions are all functions other than linear ones.

Notice that although the slope of a linear function $m$ is the same no matter where on the line it is measured, the slope of a nonlinear function can be different at each point on the line. Thus, there is no constant slope for a nonlinear function.

In several fields of statistics, linear functions are used to explain the relationship between variables. Nevertheless, there are also different fields of statistics, such as econometrics, where a linear function cannot explain the relationship between variables. In such cases a nonlinear function tends to be more appropriate.

At this point it is important to introduce a measure of how a function $f(x)$ changes as its input $x$ changes. This measure is known as derivative of $f(x)$ with respect to $x$.

## Definition 17 (Derivatives of a Function)

The simple derivative of a function $f$ with respect to the variable $x$ is denoted by either $f^{(1)}(x)$ or $\frac{d^{(1)} f(x)}{d x}$ and defined as:

$$
f^{(1)}(x)=\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h} .
$$

If the limit exists, then $f$ is differentiable at $x$. The i -the derivative is denoted by either $f^{(i)}(x)$ or $\frac{d^{(i)} f(x)}{d x^{i}}$.
When a function $f\left(x_{1}, x_{2}, \cdots, x_{p}\right)$ depends on more than one variable, a partial derivative $\frac{\partial f\left(x_{1}, x_{2}, \cdots, x_{p}\right)}{\partial x_{1}}, \cdots, \frac{\partial f\left(x_{1}, x_{2}, \cdots, x_{p}\right)}{\partial x_{p}}, \frac{\partial^{(2)} f\left(x_{1}, x_{2}, \cdots, x_{p}\right)}{\partial x_{1} x_{2}}, \cdots, \frac{\partial^{(2)} f\left(x_{1}, x_{2}, \cdots, x_{p}\right)}{\partial x_{1} x_{p}}, \cdots$ can be used to specify the derivative with respect to one or more variables, with:

$$
\frac{\partial f\left(x_{1}, x_{2}, \cdots, x_{p}\right)}{\partial x_{m}}=\lim _{h \rightarrow 0} \frac{f\left(x_{1}, \ldots, x_{m}+h, \ldots, x_{p}\right)-f\left(x_{1}, \ldots, x_{m}, \ldots, x_{p}\right)}{h}
$$

If $x$ and $f(x)$ are real numbers, and if the graph of $f(x)$ is plotted against $x$ the derivative measures the slope of this graph at point $x$.

When $f(x)$ is a linear function of $x$, see Definition 15, an exact or constant value for the slope of the straight line is obtained.

If the function $f(x)$ is nonlinear, then the change in $f(x)$ divided by the change in $x$ varies and the derivative determines an exact value for this rate of change at any given value of $x$. Therefore, this kind of functions is going to be analysed in more detail in this work.

A general concept, which provides a convenient method of stating background assumptions for future definitions, theorems, etc, is presented in the following definition.

## Definition 18 (Factorial Function)

Let $n$ be a positive integer. The factorial function of $n$ is the product of all positive integers less than or equal to $n$. This function is denoted by $n$ ! and defined by:

$$
n!=\prod_{k=1}^{n} k \quad \forall n \in \mathbb{N}
$$

or recursively defined by:

$$
n!=\left\{\begin{array}{ll}
1 & \text { if } n=0, \\
n(n-1)! & \text { if } n>0
\end{array} \quad \forall n \in \mathbb{N}\right.
$$

The double factorial of a positive integer $n$ is a generalization of the usual factorial $n$ !. This is denoted by $n!!$ and defined recursively by:

$$
n!!= \begin{cases}1 & \text { if } n=0 \text { or } n=1, \\ n(n-2)!! & \text { if } n \geq 2\end{cases}
$$

The gamma function is an extension of factorial to non-integer values of argument, e.g. $w$. For a complex number $w$ with positive real part the gamma function is defined by:

$$
\Gamma(w)=\int_{0}^{\infty} t^{w-1} e^{-t} d t
$$

If $n$ is a positive integer, then this function is defined by: $\Gamma(n)=(n-1)$ !.

Assume a $n \times p$ data matrix, as given above, is given. The arithmetical mean, a reasonable estimator of the population mean $\boldsymbol{\mu}$, is presented in the following definition.

## A.1.2 Basic Properties of Estimators

Let $x_{1}, x_{2}, \cdots, x_{n}$ be a realisation of an i.i.d. random sample drawn from a given probability distribution $f_{X}$ with an unknown real parameter $\theta$ taking values in a parameter space, say $\mathfrak{D} \subset \mathbb{R}$.

A real-valued statistic (a function of the observable sample data) $T^{*}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ that is used to estimate an unknown population parameter $\theta$ is called, appropriately enough, an estimator of $\theta$. Since an estimator is a random variable, it has a distribution and commonly a mean, a variance, and so on. These properties are introduced in the following definitions. For all these definitions the following assumption is made:

Let $x_{1}, x_{2}, \cdots, x_{n}$ be a realisation of an i.i.d. random sample drawn from a probability distribution with parameter $\theta$. Furthermore, let $T^{*}$ be an estimator for $\theta$.

## Definition 19 ((Random) Error)

The (random) error is defined as the difference between the estimator and the true value of the parameter, i.e.
$\operatorname{RE}\left(T^{*}\right)=T^{*}-\theta$.

The expected value of the (random) error is known as the bias.

## Definition 20 (Bias of Estimators)

The bias of $T^{*}$ is defined as: $\mathrm{b}\left(T^{*}, \theta\right)=\mathrm{E}\left[T^{*}\right]-\theta$, i.e.
the expected value of the estimator $T^{*}$ minus the true value of the parameter $\theta$.
This may be rewritten as: $\mathrm{b}\left(T^{*}, \theta\right)=\mathrm{E}\left[T^{*}-\theta\right]$, i.e.
the expected value of the difference between the estimator and the true value of the parameter, since the expected value of $\theta$ is precisely $\theta$.
$T^{*}$ is an unbiased estimator of $\theta$ if the bias is zero.

A measure of statistical dispersion of an estimator is obtained by averaging the squared distance of its possible values from the expected value (mean).

## Definition 21 (Variance of Estimators)

The variance of $T^{*}$ is defined as:

$$
\operatorname{var}\left(T^{*}\right)=\operatorname{var}\left(T^{*}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)=\mathrm{E}\left[\left(T^{*}-\mathrm{E}\left[T^{*}\right]\right)^{2}\right] .
$$

The quality or performance of estimators is usually measured by computing the Mean Squared Error, i.e. in terms of its variation and unbiasedness.

## Definition 22 (Mean Squared Error (MSE))

The Mean Squared Error of $T^{*}$ is defined as the expected value of the squared difference between the estimator and the true value of the parameter, i.e.
$\operatorname{MSE}\left(T^{*}, \theta\right)=\mathrm{E}\left[\left(T^{*}-\theta\right)^{2}\right]$.

The following property of the MSE holds true:

$$
\operatorname{MSE}\left(T^{*}, \theta\right)=\operatorname{var}\left(T^{*}\right)+\left[\mathrm{b}\left(T^{*}, \theta\right)\right]^{2} .
$$

In particular, if the estimator is unbiased, then the MSE of $T^{*}$ is simply the variance of $T^{*}$. In general, it is desired to have unbiased estimators with small MSE (small variance). Additionally, if two unbiased estimators of $\theta$ are obtained, denoted $T_{1}^{*}$ and $T_{2}^{*}$, naturally the one with the smaller variance should be preferred.

A very useful asymptotic property of estimators is that of consistency. This property is introduced in the following definition.

## Definition 23 (Consistency of Estimators)

Let $x_{1}, x_{2}, \cdots, x_{n}$ be a realisation of an i.i.d. random sample drawn from a probability distribution with parameter $\theta$ and $T^{*}$ an estimator for $\theta . T^{*}$ is consistent as an estimator of $\theta$ if:
$\lim _{n \rightarrow \infty} P\left[\left|T^{*}\left(x_{1}, x_{2}, \cdots, x_{n}\right)-\theta\right| \leq \epsilon\right)=1 \forall \epsilon>0$.

It indicates that the estimator $T^{*}$ will perform better and better as the sample size, say $n$, increases.

## Remark A. 1 (Consistency of Unbiased Estimators)

```
An unbiased estimator T* is consistent if }\mp@subsup{\operatorname{lim}}{n->\infty}{}\operatorname{var}(\mp@subsup{T}{}{*}(\mp@subsup{x}{1}{},\mp@subsup{x}{2}{},\cdots,\mp@subsup{x}{n}{}))=0
```

The following definitions are concerned with two well-known estimation methods in statistics.

## Definition 24 (Maximum Likelihood (ML) Estimator)

Let $x_{1}, x_{2}, \cdots, x_{n}$ be a realisation of an i.i.d. random sample drawn from a probability distribution with parameter $\theta$.

As a function of $\theta$ with $x_{1}, x_{2}, \cdots, x_{n}$ fixed, the likelihood function is given by:

$$
\mathcal{L}(\theta)=\prod_{i=1}^{n} f_{X}\left(x_{i}\right)
$$

The method of maximum likelihood estimates $\theta$ by finding the value of $\theta$ that maximizes $\mathcal{L}(\theta)$. Thus, the maximum likelihood (ML) estimator of $\theta$ is given by:

$$
\widehat{\theta}=\underset{\theta}{\arg \max } \mathcal{L}(\theta)
$$

The maximum likelihood estimator is consistent. However, this estimator may not be unique, or indeed may not even exist. In general maximum likelihood estimators have desirable mathematical and optimality properties, for further details refer to Lehmann (1983).

In the following definition an unbiased estimator that has lower variance than any other unbiased estimator for all possible values of the parameter is introduced.

## Definition 25 (Minimum-Variance Unbiased Estimator (MVUE))

Let $x_{1}, x_{2}, \cdots, x_{n}$ be a realisation of an i.i.d. random sample drawn from a probability distribution with parameter $\theta$. Moreover, let $T^{*}\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ be an estimation of $\theta$, where $\theta \in \mathfrak{D}$ and $\mathfrak{D}$ is the parameter space. An unbiased estimator of $\theta$ is UMVU if $\forall$ $\theta \in \mathfrak{D}$ the following identity holds true:
$\operatorname{var}\left(T^{*}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right) \leq \operatorname{var}\left(\tilde{T}^{*}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right)$,
for any other unbiased estimator $\tilde{T}^{*}$.

In Section A.1.3 an estimator approach which enables bias reduction has been explained in detail.

## A.1.3 Generalised Jackknife Estimator

The generalized Jackknife estimator, or simply the Jackknife is an estimator, introduced by Quenouille (1956) for the purpose of bias reduction.

This estimation approach is presented as follows, for concepts and definitions refer to Section A.1.2.

Let $x_{1}, x_{2}, \cdots, x_{n}$ be a realisation of an i.i.d. random sample drawn from a probability distribution with parameter $\theta$. Moreover, suppose that two functions, $T_{1}^{*}$ and $T_{2}^{*}$, are defined over the $n$ observations and are considered as two different estimators of the parameter $\theta$. Further suppose that each of these estimators is biased such that:

$$
\begin{equation*}
\mathrm{E}\left[T_{i}^{*}\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right]-\theta=\mathrm{b}\left(T_{i}^{*}, \theta\right) \neq 0, i=1,2 . \tag{A.1.1}
\end{equation*}
$$

As mentioned in Schucany et al. (1971) the combination of the two estimators $T_{1}^{*}$ and $T_{2}^{*}$ may produce a third random variable which will often be an unbiased estimator for $\theta$, conditions for unbiasedness will be presented in Remark A.2.

Let $\quad R=\frac{\mathrm{b}\left(T_{1}^{*}, \theta\right)}{\mathrm{b}\left(T_{2}^{*}, \theta\right)}$,
with $\mathrm{b}\left(T_{1}^{*}, \theta\right)$ and $\mathrm{b}\left(T_{2}^{*}, \theta\right)$ the respective bias terms of $T_{1}^{*}$ and $T_{2}^{*}$ with respect to $\theta$.
The generalised Jackknife is given by:

$$
\begin{equation*}
T_{3}^{*}=G\left(T_{1}^{*}, T_{2}^{*}\right)=\frac{T_{1}^{*}-R T_{2}^{*}}{1-R} . \tag{A.1.2}
\end{equation*}
$$

The properties of the new generated estimator will be summarised in the following remark.

## Remark A. 2

If $R$ depends on $1 / n^{m}$ (for $m \geq 1$ ) and $\lim _{n \rightarrow \infty} R$ exists and is different from 1 , then Schucany et al. (1971), Theorem 2.1, present two important properties of $G\left(T_{1}^{*}, T_{2}^{*}\right)$ :

1. when $T_{1}^{*}$ and $T_{2}^{*}$ are consistent for $\theta$, then $T_{3}^{*}$ is also consistent.
2. the quantity $T_{3}^{*}$ is an unbiased estimator for $\theta$.

The variance of the new estimator depends jointly upon the value of $R$ and the covariance between the two estimators $T_{1}^{*}$ and $T_{2}^{*}$, as well as their variances. This is shown by:

$$
\begin{equation*}
\operatorname{var}\left(T_{3}^{*}\right)=\frac{1}{(1-R)^{2}}\left[\operatorname{var}\left(T_{1}^{*}\right)+R^{2} \operatorname{var}\left(T_{2}^{*}\right)-2 R \operatorname{cov}\left(T_{1}^{*}, T_{2}^{*}\right)\right] \tag{A.1.3}
\end{equation*}
$$

As pointed out in Schucany et al. (1971), "within the class of estimators for which $R$ is fixed and positive we would desire that $T_{1}^{*}$ and $T_{2}^{*}$ have a high positive correlation. On the other hand it would appear that in the set of all $G\left(T_{1}^{*}, T_{2}^{*}\right)$ one should prefer to have $R<0$ and $T_{1}^{*}$ and $T_{2}^{*}$ negatively correlated. Unfortunately a general method for accomplishing the latter is yet to be established".

## A.1.4 Moments of Different Probability Distribution Functions

As pointed out in Mood, Graybill and Boes (1974), an additional way of characterising the position and shape of a probability distribution is by means of its moments. Moments are expectations of particular functions in the variable $X$. Since higher order moments will be used in this work, the $r$-th central moments as well as the $r$-th non-central moments are presented in the following definitions.

## Definition 26 (Non-central Moments)

Let $X$ be a random variable. The r-th non-central moment of $X$, denoted by $\mu_{r}^{\prime}$, is defined by:
(i) $\mathrm{E}\left[X^{r}\right]=\mu_{r}^{\prime}=\sum_{j=1}^{N} x_{j}^{r} f_{X}\left(x_{j}\right), j=1, \cdots, N$, if $X$ is discrete.
(ii) $\mathrm{E}\left[X^{r}\right]=\mu_{r}^{\prime}=\int_{-\infty}^{\infty} x^{r} f_{X}(x) d x$, if $X$ is continuous.

Notice that $\mu_{1}^{\prime}=\mathrm{E}[X]$, i.e. the mean of $X$.

## Definition 27 (Central Moments)

Let $X$ be a random variable. The r -th moment of $X$ about $\mathfrak{a}$ is defined by $\mathrm{E}\left[(X-\mathfrak{a})^{r}\right]$. The rth moment of $X$ about $\mathfrak{a}=\mu$ is called the rth central moment of $X$, it is defined as follows:
(i) $E\left[(X-\mu)^{r}\right]=\mu_{r}=\sum_{j=1}^{N}\left(x_{j}-\mu\right)^{r} f_{X}\left(x_{j}\right), j=1, \cdots, N$, if $X$ is discrete.
(ii) $E\left[(X-\mu)^{r}\right]=\mu_{r}=\int_{-\infty}^{\infty}(x-\mu)^{r} f_{X}(x) d x$, if $X$ is continuous.

Notice that the first four central moments have immediate interpretations:

- The first central moment is zero, i.e. $\mu_{1}=\mathrm{E}[(X-\mu)]=0$.
- The second central moment equals the variance of $X$, i.e. $\mu_{2}=\mathrm{E}\left[(X-\mu)^{2}\right]=\operatorname{var}(X)$.
- The third and fourth moments about the mean are used to define the standardized moments which are used to define skewness and kurtosis, respectively.

The last two concepts are introduced in the following definitions.

## Definition 28 (Skewness)

Let $\mu_{3}$ be the third central moment of a random variable $X$ and $\sigma$ its standard deviation. The skewness or third standardized moment is a measure of the asymmetry of the probability distribution of a random variable which is defined as:

$$
S k=\frac{\mu_{3}}{\sigma^{3}} .
$$

In probability theory and statistics, a measure of the "peakedness" of the probability distribution of a random variable is known as kurtosis.

This measure is defined more formally as follows.

## Definition 29 (Kurtosis)

Let $\mu_{4}$ be the fourth central moment of a random variable $X$ and $\sigma$ its standard deviation.

Kurtosis is defined as the fourth central moment divided by the standard deviation the power of 4 of the probability distribution minus 3, i.e.:

$$
K u=\frac{\mu_{4}}{\sigma^{4}}-3 .
$$

Higher kurtosis means more of the variance is due to infrequent extreme deviations.

## Remark A. 3 (Relation Between Non-central and Central Moments)

Non-central moments can be converted to central moments. The general equation for converting the $r$-th order moment about the origin to the moment about the mean is given as:

$$
\mu_{r}=\sum_{j=0}^{r}\binom{r}{j}(-1)^{r-j} \mu_{j}^{\prime} \mu^{r-j},
$$

where $\mu$ is the mean of the distribution and $\mu_{j}^{\prime}$ the $j$-th moment about the origin.

For the particular cases $r=2,3,4$, which are of most interest because of the aforementioned relations to variance, skewness and kurtosis, respectively, the expression $\mu_{r}$ becomes:

$$
\begin{aligned}
& \mu_{2}=\mu_{2}^{\prime}-\mu^{2}, \\
& \mu_{3}=\mu_{3}^{\prime}-3 \mu \mu_{2}^{\prime}+2 \mu^{3}, \\
& \mu_{4}=\mu_{4}^{\prime}-4 \mu \mu_{3}^{\prime}+6 \mu^{2} \mu_{2}^{\prime}-3 \mu^{4} .
\end{aligned}
$$

In Section 4.1 it was pointed out that for the calculation of $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)$ and $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)$ the third and fourth non-central and central moments are needed. In this section, the corresponding moments of different established continuous probability distributions, such as the normal distribution, uniform distribution, exponential distribution, lognormal distribution and gamma distribution, as well as an established discrete probability distribution, such as the Bernoulli distribution, will be presented in more detail. For definitions of random variables and of probability distribution functions refer Mood, Graybill and Boes (1974). Expressions for the first four non-central as well as central moments of a normally distributed variable $X$ are listed in the following table:

| Distribution | Non-Central Moments | Central Moments |
| :---: | :---: | :---: |
| Normal | $\begin{aligned} & \mu_{r}^{\prime}=\frac{1}{\sigma \sqrt{(2 \pi)}} \int_{-\infty}^{\infty} x^{r} \exp \left[-\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right] d x \\ & \mu_{1}^{\prime}=\mu \\ & \mu_{2}^{\prime}=\mu^{2}+\sigma^{2} \\ & \mu_{3}^{\prime}=\mu\left(\mu^{2}+3 \sigma^{2}\right) \\ & \mu_{4}^{\prime}=\mu^{4}+6 \mu^{2} \sigma^{2}+3 \sigma^{4} \end{aligned}$ | $\begin{aligned} & \mu_{1}=0 \\ & \mu_{2}=\sigma^{2} \\ & \mu_{3}=0 \\ & \mu_{4}=3 \sigma^{4} \end{aligned}$ |
| Exponential | $\begin{aligned} & \mu_{r}^{\prime}=\lambda^{-r} r! \\ & \mu_{1}^{\prime}=1 / \lambda \\ & \mu_{2}^{\prime}=2 / \lambda^{2} \\ & \mu_{3}^{\prime}=6 / \lambda^{3} \\ & \mu_{4}^{\prime}=24 / \lambda^{4} \end{aligned}$ | $\begin{aligned} & \mu_{1}=0 \\ & \mu_{2}=1 / \lambda^{2} \\ & \mu_{3}=2 / \lambda^{3} \\ & \mu_{4}=9 / \lambda^{4} \end{aligned}$ |
| Uniform | $\begin{aligned} & \mu_{r}^{\prime}=b^{r+1}-a^{r+1} \\ & \mu_{1}^{\prime}=(1 / 2)(b-a+b) \\ & \mu_{2}^{\prime}=(1 / 3)\left(a^{2}+a b+b^{2}\right) \\ & \mu_{3}^{\prime}=(1 / 4)(a+b)\left(a^{2}+b^{2}\right) \\ & \mu_{4}^{\prime}=(1 / 5)\left(a^{4}+a^{3} b+a^{2} b^{2}+a b^{3}+b^{4}\right) \end{aligned}$ | $\begin{aligned} & \mu_{1}=0 \\ & \mu_{2}=(1 / 12)(b-a)^{2} \\ & \mu_{3}=0 \\ & \mu_{4}=(1 / 80)(b-a)^{4} \end{aligned}$ |
| Lognormal | $\begin{aligned} & \mu_{r}^{\prime}=\exp \left[r \mu+\frac{r^{2} \sigma^{2}}{2}\right] \\ & \mu_{1}^{\prime}=\exp \left[\mu+\frac{\sigma^{2}}{2}\right] \\ & \mu_{2}^{\prime}=\exp \left[2\left(\mu+\sigma^{2}\right)\right] \\ & \mu_{3}^{\prime}=\exp \left[3 \mu+9 \frac{\sigma^{2}}{2}\right] \\ & \mu_{4}^{\prime}=\exp \left[4 \mu+8 \sigma^{2}\right] \end{aligned}$ | $\begin{aligned} \mu_{1}= & 0 \\ \mu_{2}= & \exp \left[2 \mu+\sigma^{2}\right]\left(\exp \left[\sigma^{2}\right]-1\right) \\ \mu_{3}= & \exp \left[3 \mu+3 \frac{\sigma^{2}}{2}\right] \\ & \left(\exp \left[\sigma^{2}\right]-1\right)^{2}\left(\exp \left[\sigma^{2}\right]+2\right) \\ \mu_{4}= & \exp \left[4 \mu+2 \sigma^{2}\right]\left(\exp \left[\sigma^{2}\right]-1\right)^{2} \\ & +\left(\exp \left[4 \sigma^{2}\right] 2 \exp \left[3 \sigma^{2}\right]\right. \\ & \left.+3 \exp \left[2 \sigma^{2}\right]-3\right) \end{aligned}$ |
| Gamma | $\begin{aligned} & \mu_{r}^{\prime}=\frac{\beta^{r} \Gamma(\alpha+r)}{\Gamma(\alpha)} \\ & \mu_{1}^{\prime}=\beta \alpha \\ & \mu_{2}^{\prime}=\beta^{2}(\alpha+1) \alpha \\ & \mu_{3}^{\prime}=\beta^{3}(\alpha+2)(\alpha+1) \alpha \\ & \mu_{4}^{\prime}=\beta^{4}(\alpha+3)(\alpha+2)(\alpha+1) \alpha \end{aligned}$ | $\begin{aligned} & \mu_{1}=0 \\ & \mu_{2}=\alpha \\ & \mu_{3}=2 \alpha \\ & \mu_{4}=3 \alpha^{2}+6 \alpha \end{aligned}$ |
| Bernoulli | $\begin{aligned} \mu_{r}^{\prime} & =p \\ \mu_{1}^{\prime} & =p \\ \mu_{2}^{\prime} & =p \end{aligned}$ | $\begin{aligned} & \mu_{1}=0 \\ & \mu_{2}=p(1-p) \\ & \mu_{3}=p(1-p)(1-2 p) \\ & \mu_{4}=p(1-p)\left(3 p^{2}-3 p+1\right) \end{aligned}$ |

Table A.1: Non-Central and Central Moments of Different Distributions

## A. 2 Additional Remarks

## Remark A. 4 (Mean and Variance of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ )

Suppose $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ represents a realisation of an i.i.d. random sample drawn from a $p$-dimensional probability distribution with mean $\boldsymbol{\mu}=E\left[\boldsymbol{x}_{i}\right]=\boldsymbol{g}$ and covariance matrix $\boldsymbol{\Sigma}=\mathrm{E}\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]$. Then, consider $\boldsymbol{z}_{i}=\boldsymbol{x}_{i}-\boldsymbol{\mu}, i=1, \ldots, n$, with moments given as in Appendix A.5.2 and in Remark A.1. The elements of $\boldsymbol{z}_{i}$ are $z_{i j}$, for $j=1, \cdots, p$, with $\mathrm{E}\left[z_{i j}\right]=0, \mathrm{E}\left[z_{i j}^{2}\right]=\sigma_{j}^{2}, \mathrm{E}\left[z_{i j}^{3}\right]=\eta_{j} \sigma_{j}^{3}$ and $\mathrm{E}\left[z_{i j}^{4}\right]=v_{j} \sigma_{j}^{4}$.

Furthermore, consider the nonstochastic vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ and the nonstochastic symmetric matrices $\boldsymbol{A}$ and $\boldsymbol{B}$. The following identities hold true:
(i) $\Psi(\boldsymbol{A})=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}) \boldsymbol{\Sigma}+2 \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}$
(ii) $\Phi^{*}(\boldsymbol{A})=\boldsymbol{\Sigma}^{3 / 2} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\eta}$
(iii) $\Phi(\boldsymbol{a})=\operatorname{Diag}\left(\boldsymbol{a} \boldsymbol{\eta}^{\prime}\right) \boldsymbol{\Sigma}^{3 / 2}$
(iv) $\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})=\alpha+2 \beta+\boldsymbol{A} \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}$
(v) $\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{B})=\operatorname{tr} \boldsymbol{B} \Psi(\boldsymbol{A})=\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{B}) \Psi$
(vi) $\boldsymbol{a}^{\prime} \Phi^{*}(\boldsymbol{A})=\operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})=\operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}$
(vii) $\mathrm{E}\left[\boldsymbol{a}^{\prime} \boldsymbol{x}_{i}+\boldsymbol{x}_{i}^{\prime} \boldsymbol{A} \boldsymbol{x}_{i}\right]=\boldsymbol{a}^{\prime} \boldsymbol{g}+\boldsymbol{g}^{\prime} \boldsymbol{A} \boldsymbol{g}+\operatorname{tr} \boldsymbol{A} \boldsymbol{V}$
(viii) $\operatorname{var}\left(\boldsymbol{a}^{\prime} \boldsymbol{x}_{i}+\boldsymbol{x}_{i}^{\prime} \boldsymbol{A} \boldsymbol{x}_{i}\right)=4 \boldsymbol{g}^{\prime} \boldsymbol{A} \boldsymbol{V} \boldsymbol{A} \boldsymbol{g}+4 \operatorname{tr}\left(\boldsymbol{g}^{\prime} \boldsymbol{A} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}+\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{A}) \boldsymbol{\Psi}$ $+4 \boldsymbol{a}^{\prime} \boldsymbol{V} \boldsymbol{A} \boldsymbol{g}+2 \operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}+\boldsymbol{a}^{\prime} \boldsymbol{V} \boldsymbol{a}-(\operatorname{tr} \boldsymbol{A} \boldsymbol{V})^{2}$.
(ix) $\operatorname{cov}\left(\boldsymbol{a}^{\prime} \boldsymbol{x}_{i}+\boldsymbol{x}_{i}^{\prime} \boldsymbol{A} \boldsymbol{x}_{i}, \boldsymbol{b}^{\prime} \boldsymbol{x}_{i}+\boldsymbol{x}_{i}^{\prime} \boldsymbol{B} \boldsymbol{x}_{i}\right)=\boldsymbol{b}^{\prime}\left[2 \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{g}+\boldsymbol{\Sigma} \boldsymbol{a}+\Phi^{*}(\boldsymbol{A})\right]$
$+t r \boldsymbol{B}\left[4 \boldsymbol{g} \boldsymbol{g}^{\prime} \boldsymbol{A} \boldsymbol{\Sigma}+2 \Phi(\boldsymbol{A g})+2 \Phi^{*}(\boldsymbol{A}) \boldsymbol{g}^{\prime}\right.$
$\left.+\Psi(\boldsymbol{A})+2 \boldsymbol{g} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma}+\Phi(\boldsymbol{a})-(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}) \boldsymbol{\Sigma}\right]$,
where $\boldsymbol{\eta}=\left(\eta_{1}, \cdots, \eta_{p}\right)^{\prime}, \operatorname{Diag}(\boldsymbol{A})$ is a diagonal matrix obtained from $\boldsymbol{A}$ by replacing the off-diagonal elements of $\boldsymbol{A}$ by zero, $\boldsymbol{\Delta}$ is a diagonal matrix with $v_{1}-3, \cdots, v_{p}-3$ as the diagonal elements and tr the trace of a square matrix. Notice that $\Psi$ and $\Phi$ are linear functions instead of matrices, $\Psi$ from $\mathbb{R}^{p} \rightarrow \mathcal{M}_{p \times p}$ and $\Phi$ from $\mathcal{M}_{p \times p} \rightarrow \mathcal{M}_{p \times p}$, where $\mathcal{M}_{p \times p}$ stands for the set of all symmetric $p \times p$ matrices, $\Phi^{*}$ is the conjugated or transposed operator with respect to the usual inner product of matrices.

## Remark A. 5 (New Approach Based on Kleffe and Rao (1988, Section 2.1))

Kleffe and Rao (1988, Theorem 2.1.2) have shown equivalent expressions to the equations (i) - (iii), from Remark A.4, for correlated variables $X_{1}$ and $X_{2}$, i.e. $p=2$. These expressions are given as follows:
(i) $\Psi_{\boldsymbol{z}}(\boldsymbol{A})=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}) \boldsymbol{\Sigma}+2 \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\operatorname{Diag}\left(\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{n}\right)$,
with $\boldsymbol{D}_{i}=\Psi_{i}\left(\boldsymbol{A}_{i i}\right)-2 \boldsymbol{\Sigma} \boldsymbol{A}_{i i} \boldsymbol{\Sigma}-\left(\operatorname{tr} \boldsymbol{A}_{i i} \boldsymbol{\Sigma}\right) \boldsymbol{\Sigma}, i=1, \cdots, n$. Since $\boldsymbol{A}_{i i}=\boldsymbol{A}$, then $\boldsymbol{D}_{i}=\Psi_{u}(\boldsymbol{A})-2 \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}-(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}) \boldsymbol{\Sigma}$ and $\Psi_{u}(\boldsymbol{A})=\sum_{i=1}^{p} \sum_{j=1}^{p} A_{i j} \boldsymbol{\Psi}_{i j}$.
(ii) $\Phi_{\boldsymbol{z}}^{*}(\boldsymbol{A})=\left(\Phi_{1}^{*}\left(\boldsymbol{A}_{11}\right)^{\prime}, \ldots, \Phi_{n}^{*}\left(\boldsymbol{A}_{n n}\right)^{\prime}\right)^{\prime}$, with $\Phi_{i}^{*}\left(\boldsymbol{A}_{i i}\right)=\Phi_{u}^{*}(\boldsymbol{A})=\left(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Phi}_{1}, \ldots, \operatorname{tr} \boldsymbol{A} \boldsymbol{\Phi}_{p}\right)$.
(iii) $\Phi_{\boldsymbol{z}}(\boldsymbol{a})=\operatorname{Diag}\left(\Phi_{1}\left(\boldsymbol{a}_{1}\right), \ldots, \Phi_{n}\left(\boldsymbol{a}_{n}\right)\right)$, with $\Phi_{i}\left(\boldsymbol{a}_{i}\right)=\Phi_{u}(\boldsymbol{a})=\sum_{i=1}^{p} a_{i} \boldsymbol{\Phi}_{i}$.

## Remark A. 6 (Central Moments of two Correlated Variables)

Let $\mathcal{Y}=\left(Y_{1}, Y_{2}\right)^{\prime}$ and $\mathcal{Z}=\left(Z_{1}, Z_{2}\right)^{\prime}$ be given as in Section 6.1.1. The first four central moments of the correlated random variables $Y_{j}$, i.e. non-central moments of $Z_{j}$ are:

First central moments of $Y_{j}$, for $j=1,2$ :

$$
\mathrm{E}\left[Z_{j}\right]=\mathrm{E}\left[Y_{j}-\mu_{1}\right]=\mathrm{E}\left[Y_{j}\right]-\mu_{j}=0 .
$$

Second central moments of $Y_{j}$, for $j=1,2$ :

$$
\mathrm{E}\left[Z_{j}^{2}\right]=\mathrm{E}\left[Y_{j}-\mu_{j}\right]^{2}=\operatorname{var}\left(Y_{j}\right)=\mathrm{E}\left[\tau_{j} X_{1}+\tau_{j} q X_{2}\right]^{2}=\tau_{j}^{2} \mathrm{E}\left[X_{1}^{2}\right]+\tau_{j}^{2} q^{2} \mathrm{E}\left[X_{2}^{2}\right] .
$$

Since $\mathrm{E}\left[X_{1}^{2}\right]=\mathrm{E}\left[X_{2}^{2}\right]=1$ it follows: $\mathrm{E}\left[Z_{j}^{2}\right]=\tau_{j}^{2}\left(1+q^{2}\right)=\frac{\sigma_{j}^{2}}{\left(1+q^{2}\right)}\left(1+q^{2}\right)=\sigma_{j}^{2}$.
Third central moments of $Y_{j}$, for $j=1,2$ :

$$
\Phi_{j}=\mathrm{E}\left[Z_{j}^{3}\right]=\mathrm{E}\left[Y_{j}-\mu_{j}\right]^{3}=\mathrm{E}\left[\tau_{j} X_{1}+\tau_{j} q X_{2}\right]^{3}=\tau_{j}^{3} \mathrm{E}\left[X_{1}^{3}\right]+\tau_{j}^{3} q^{3} \mathrm{E}\left[X_{2}^{3}\right] .
$$

Since $\mathrm{E}\left[X_{1}^{3}\right]=\mathrm{E}\left[X_{2}^{3}\right]=\mathrm{E}\left[X_{j}^{3}\right]$ it follows: $\Phi_{j}=\mathrm{E}\left[X_{j}^{3}\right] \tau_{j}^{3}\left(1+q^{3}\right)$.
Fourth central moments of $Y_{j}$, for $j=1,2$ :

$$
\Psi_{j}=\mathrm{E}\left[Z_{j}^{4}\right]=\mathrm{E}\left[Y_{j}-\mu_{j}\right]^{4}=\mathrm{E}\left[\tau_{j} X_{1}+\tau_{j} q X_{2}\right]^{4}=\tau_{j}^{4} \mathrm{E}\left[X_{1}^{4}\right]+6 \mathrm{E}\left[\tau_{j}^{2} X_{1}^{2} \tau_{j}^{2} q^{2} X_{2}^{2}\right]+\tau_{j}^{4} q^{4} \mathrm{E}\left[X_{2}^{4}\right] .
$$

Since $\mathrm{E}\left[X_{1}^{4}\right]=\mathrm{E}\left[X_{2}^{4}\right]=\mathrm{E}\left[X_{j}^{4}\right]$ and $\mathrm{E}\left[X_{1}^{2}\right]=\mathrm{E}\left[X_{2}^{2}\right]=1$ it follows:

$$
\Psi_{j}=\mathrm{E}\left[Z_{j}^{4}\right]=\tau_{j}^{4}\left[\mathrm{E}\left[X_{j}^{4}\right]\left(1+q^{4}\right)+6 q^{2}\right], \text { with } \tau_{j}=\sqrt{\frac{\sigma_{j}^{2}}{1+q^{2}}}, j=1,2 \text { and } q=\frac{1-\sqrt{1-\rho^{2}}}{\rho}
$$

$$
\text { for } \rho \neq 0 \text { and } q=0 \text {, for } \rho=0 \text {. }
$$

It can be seen that for $q=0$ these expressions are equivalent to those given for uncorrelated random variables, see Appendix A.5.2.

## A. 3 Additional Lemmas

## Lemma A. 1 (Moment Vectors and Matrices)

Suppose $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ represents a realisation of an i.i.d. random sample drawn from a $p$-dimensional probability distribution with mean $\boldsymbol{\mu}=E\left[\boldsymbol{x}_{i}\right]$ and covariance matrix $\boldsymbol{\Sigma}=\mathrm{E}\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]$. Furthermore, consider the random vectors $\boldsymbol{z}_{i}=\boldsymbol{x}_{i}-\boldsymbol{\mu}$, $i=1, \ldots, n$, with existing moments $\mathrm{E}\left[\boldsymbol{z}_{i}\right]=\mathbf{0}, \mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Sigma}, \mathrm{E}\left[\boldsymbol{z}_{i} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Phi}$ and $\mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Psi}$, with $\boldsymbol{z}_{i}, i=1 \cdots, n$ independent vectors.

Now, let $\boldsymbol{y}=\operatorname{Vec}\left(\boldsymbol{X}^{\prime}\right)$ be given as in Remark 3.2 and $\boldsymbol{z}=\boldsymbol{y}-\mathrm{E}[\boldsymbol{y}]$, with $E(\boldsymbol{y})=\boldsymbol{g}_{*}=$ $\mathbf{1}_{n} \otimes \boldsymbol{\mu}$. Then the first moment vector and the second, third and fourth moment matrices of $\boldsymbol{z}$ are given by:
(i) $\mathrm{E}[\boldsymbol{z}]=\mathbf{1}_{n} \otimes \mathbf{0}$, with $\mathbf{0} \in \mathbb{R}^{p}$
(ii) $\quad \boldsymbol{V}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{y})=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$
(iii) $\boldsymbol{\Phi}_{*}=\mathrm{E}\left[\boldsymbol{z} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{p n} \otimes \boldsymbol{I}_{p}\right)(\boldsymbol{G} \otimes \boldsymbol{\Phi})$,
where $\boldsymbol{G}=\left(\boldsymbol{E}_{11}, \ldots, \boldsymbol{E}_{n n}\right)^{\prime}, \boldsymbol{E}_{i i}=\boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\prime}$, with $\boldsymbol{e}_{i}$ being the $i$-th member of the canonical basis in $\mathbb{R}^{n}$, and $\boldsymbol{K}_{p n}=\boldsymbol{K}_{p, n}$ is the commutation matrix of type $p n \times p n$.
(iv) $\boldsymbol{\Psi}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\left(\boldsymbol{I}_{n^{2} p^{2}}+\boldsymbol{K}_{n p, n p}\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)$
$+\left[\operatorname{Vec}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)\right]\left[\operatorname{Vec}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)\right]^{\prime}+\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{p n} \otimes \boldsymbol{I}_{p}\right)$.
$\left\{\widetilde{\boldsymbol{K}}_{n n} \otimes\left[\boldsymbol{\Psi}-(\operatorname{Vec} \boldsymbol{\Sigma})(\operatorname{Vec} \boldsymbol{\Sigma})^{\prime}-\left(\boldsymbol{I}_{p^{2}}+\boldsymbol{K}_{p p}\right)(\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma})\right]\right\}$.
$\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{n p} \otimes \boldsymbol{I}_{p}\right)$,
where $\boldsymbol{K}_{n p, n p}$ is the commutation matrix of type $n^{2} p^{2} \times n^{2} p^{2}$ and $\widetilde{\boldsymbol{K}}_{n n}=\sum_{i=1}^{n}\left(\boldsymbol{E}_{i i} \otimes \boldsymbol{E}_{i i}\right)$.

For proof see Neudecker and Trenkler (2002) and for properties of the commutation matrix see Appendix A.4.3.

Lemma A. 2 (Mean and Variance of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ for whole Multivariate Sample) Consider $\boldsymbol{z}=\boldsymbol{y}-\mathrm{E}[\boldsymbol{y}]$, with $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}$ and $E(\boldsymbol{y})=\boldsymbol{g}_{*}=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$. Then $\mathrm{E}[\boldsymbol{z}]=\mathbf{1}_{n} \otimes \mathbf{0}$ and $\boldsymbol{V}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{y})=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$.

The following identities can be deduced for the approximations $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ by using Remark A.4:
(i.1) $\Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n}\left[\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}\right]$
(i.2) $\Psi\left(\boldsymbol{F}_{2}\right)=\left[\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}\right]$
(ii.1) $\Phi^{*}\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}} \mathbf{1}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\eta}$
(ii.2) $\Phi^{*}\left(\boldsymbol{F}_{2}\right)=\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\eta}$
(iii) $\Phi(\boldsymbol{f})=\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\boldsymbol{a} \boldsymbol{\eta}^{\prime}\right) \boldsymbol{\Sigma}^{3 / 2}$
(iv.1) $\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}=\frac{1}{n^{3}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1)(2 \beta+\alpha)]$
(iv.2) $\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{2}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Psi}_{*}=\frac{1}{n}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha]$
(v) $\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}=\frac{1}{n^{2}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha]$
(vi.1) $\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1}\right) \Phi(\boldsymbol{f})=\operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{1}\right) \mathbf{\Phi}_{*}=\frac{1}{n^{2}} \operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \mathbf{\Phi}=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})$
(vi.2) $\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{2}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2}\right) \Phi(\boldsymbol{f})=\operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}_{*}=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})$
(vii) $\mathrm{E}\left[\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{l} \boldsymbol{y}\right]=\boldsymbol{f}^{\prime} \boldsymbol{g}_{*}+\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{g}_{*}+\operatorname{tr} \boldsymbol{F}_{l} \boldsymbol{V}_{*}, l=1,2$
(viii) $\operatorname{var}\left(\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{l} \boldsymbol{y}\right)=4 \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{V}_{*} \boldsymbol{F}_{\boldsymbol{l}} \boldsymbol{g}_{*}+4 \operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \otimes \boldsymbol{F}_{l}\right) \boldsymbol{\Phi}_{*}$ $+\operatorname{tr}\left(\boldsymbol{F}_{l} \otimes \boldsymbol{F}_{l}\right) \boldsymbol{\Psi}_{*}+4 \boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}$ $+2 \operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{l}\right) \boldsymbol{\Phi}_{*}+\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{f}-\left(\operatorname{tr} \boldsymbol{F}_{l} \boldsymbol{V}_{*}\right)^{2}$
(ix) $\operatorname{cov}\left(\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{1} \boldsymbol{y}, \boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{2} \boldsymbol{y}\right)=\boldsymbol{f}^{\prime}\left[2 \boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{g}_{*}+\boldsymbol{V}_{*} \boldsymbol{f}+\Phi^{*}\left(\boldsymbol{F}_{1}\right)\right]$ $+\operatorname{tr} \boldsymbol{F}_{2}\left[4 \boldsymbol{g}_{*} \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \boldsymbol{V}_{*}+2 \Phi\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)\right.$ $+2 \Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}+\Psi\left(\boldsymbol{F}_{1}\right)$ $\left.+2 \boldsymbol{g}_{*} \boldsymbol{f}^{\prime} \boldsymbol{V}_{*}+\Phi(\boldsymbol{f})-\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}\right]$.

Proof: See Appendix C.1.

Lemma A. 3 (Approach by Kleffe and Rao (1988) for whole Multivariate Sample)
Let $\Psi_{z}$ and $\Phi_{z}$ be linear functions and $\Phi_{z}^{*}$ the conjugated or transposed operator with respect to the usual inner product of matrices given as in Remark A.5. For correlated random variables $X_{1}$ and $X_{2}$ the following identities, useful for the calculation of the variances and covariances, were obtained:
(i.1) $\Psi_{\boldsymbol{z}}\left(\boldsymbol{F}_{1}\right)=\frac{1}{n}\left[(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\boldsymbol{D}_{i}\right)\right]$
(i.2) $\Psi_{\boldsymbol{z}}\left(\boldsymbol{F}_{2}\right)=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n} \boldsymbol{I}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\boldsymbol{D}_{i}\right)$
(ii.1) $\Phi_{z}^{*}\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}} \mathbf{1}_{n} \otimes \Phi_{u}^{*}(\boldsymbol{A})$
(ii.2) $\Phi_{\boldsymbol{z}}^{*}\left(\boldsymbol{F}_{2}\right)=\frac{1}{n} \mathbf{1}_{n} \otimes \Phi_{u}^{*}(\boldsymbol{A})$
(iii) $\Phi_{\boldsymbol{z}}(\boldsymbol{f})=\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\Phi_{u}(\boldsymbol{a})\right)$.

Proof: See Appendix C.3.
Lemma A. 4 (Mean and Variance of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ for whole Univariate Sample)
Assume that $\boldsymbol{z}=\boldsymbol{x}-\mathrm{E}[\boldsymbol{x}]$, with $\mathrm{E}[\boldsymbol{z}]=\mathbf{0}, \boldsymbol{g}_{*}=\mathrm{E}[\boldsymbol{x}]=\mu \mathbf{1}_{n}$ and $\boldsymbol{V}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=$ $\operatorname{cov}(\boldsymbol{x})=\sigma^{2} \boldsymbol{I}_{n}$. Furthermore, assume the elements of $\boldsymbol{z}$ are $z_{i}$, with $E\left[z_{i}\right]=0, E\left[z_{i}^{2}\right]=$ $\sigma^{2}, E\left[z_{i}^{3}\right]=\eta \sigma^{3}$ and $E\left[z_{i}^{4}\right]=v \sigma^{4}$. Using the expressions given in Remark A. 4 and different matrix operations the following properties hold true:

$$
\begin{aligned}
& \text { (i.1) } \Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n}\left[A \sigma^{4} \boldsymbol{I}_{n}+\frac{1}{n} 2 A \sigma^{4} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}+\frac{A \Delta \sigma^{4}}{n} \boldsymbol{I}_{n}\right] \\
& \text { (i.2) } \Psi\left(\boldsymbol{F}_{2}\right)=\left[A \sigma^{4} \mathbf{I}_{n}+\frac{1}{n} 2 A \sigma^{4} \boldsymbol{I}_{n}++\frac{A \Delta \sigma^{4}}{n} \boldsymbol{I}_{n}\right] \\
& \text { (ii.1) } \Phi^{*}\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}} A \eta \sigma^{3} \mathbf{1}_{n} \\
& \text { (ii.2) } \Phi^{*}\left(\boldsymbol{F}_{2}\right)=\frac{1}{n} A \eta \sigma^{3} \boldsymbol{I}_{n} \\
& \text { (iii) } \Phi(\boldsymbol{f})=\frac{1}{n} a \eta \sigma^{3} \boldsymbol{I}_{n} \\
& \text { (iv.1) } \operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{3}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1)(3 \alpha)] \\
& \text { (iv.2) } \operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{2}\right)=\frac{1}{n}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha] \\
& \text { (v) } \operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha] \\
& \text { (vi.1) } \boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1}\right) \Phi(\boldsymbol{f})=\frac{1}{n^{2}} a \eta \sigma^{3} A \\
& \text { (vi.2) } \boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{2}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2}\right) \Phi(\boldsymbol{f})=\frac{1}{n} a \eta \sigma^{3} A,
\end{aligned}
$$

where $\boldsymbol{f}=\frac{a}{n} \mathbf{1}_{n}, \boldsymbol{F}_{1}=\frac{A}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}, \boldsymbol{F}_{2}=\frac{A}{n} \boldsymbol{I}_{n}$ and $\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})=3 \alpha+\boldsymbol{A} \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}$.
Proof: See Appendix C. 5

## A. 4 Matrix Operations

## A.4.1 The Vec Operator

The Vec operator of an $m \times n$ matrix $\boldsymbol{A}$, denoted by $\operatorname{Vec}(\boldsymbol{A})$, is the $m n \times 1$ column vector obtained by stacking the column vectors of $\boldsymbol{A}=\left[\boldsymbol{a}_{1} \boldsymbol{a}_{2} \cdots \boldsymbol{a}_{n}\right]$ below one another. For example, for the $2 \times 2$ matrix $\boldsymbol{A}=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$, the Vec operator is $\operatorname{Vec}(\boldsymbol{A})=\left[\begin{array}{l}a_{11} \\ a_{12} \\ a_{21} \\ a_{22}\end{array}\right]$.

For more details reference is made to Schmidt and Trenkler (2006).

## A.4.2 The Kronecker Product

The Kronecker product, denoted by $\otimes$, is an operation on two matrices of arbitrary dimension. The result of this product is a block matrix.

If $\boldsymbol{A}$ is an $m \times n$ matrix and $\boldsymbol{B}$ is a $p \times q$ matrix, then the Kronecker product $\boldsymbol{A} \otimes \boldsymbol{B}$ is the $m p \times n q$ block matrix. It is represented as follows:

$$
\boldsymbol{A} \otimes \boldsymbol{B}=\left[\begin{array}{ccc}
a_{11} \boldsymbol{B} & \cdots & a_{1 n} \boldsymbol{B} \\
\vdots & \ddots & \vdots \\
a_{m 1} \boldsymbol{B} & \cdots & a_{m n} \boldsymbol{B}
\end{array}\right]
$$

The product can be represented in further details, as follows:

$$
\boldsymbol{A} \otimes \boldsymbol{B}=\left[\begin{array}{cccccccccc}
a_{11} b_{11} & a_{11} b_{12} & \cdots & a_{11} b_{1 q} & \cdots & \cdots & a_{1 n} b_{11} & a_{1 n} b_{12} & \cdots & a_{1 n} b_{1 q} \\
a_{11} b_{21} & a_{11} b_{22} & \cdots & a_{11} b_{2 q} & \cdots & \cdots & a_{1 n} b_{21} & a_{1 n} b_{22} & \cdots & a_{1 n} b_{2 q} \\
\vdots & \vdots & \ddots & \vdots & & & \vdots & \vdots & \ddots & \vdots \\
a_{11} b_{p 1} & a_{11} b_{p 2} & \cdots & a_{11} b_{p q} & \cdots & \cdots & a_{1 n} b_{p 1} & a_{1 n} b_{p 2} & \cdots & a_{1 n} b_{p q} \\
\vdots & \vdots & & \vdots & \ddots & & \vdots & \vdots & & \vdots \\
\vdots & \vdots & & \vdots & & \ddots & \vdots & \vdots & & \vdots \\
a_{m 1} b_{11} & a_{m 1} b_{12} & \cdots & a_{m 1} b_{1 q} & \cdots & \cdots & a_{m n} b_{11} & a_{m n} b_{12} & \cdots & a_{m n} b_{1 q} \\
a_{m 1} b_{21} & a_{m 1} b_{22} & \cdots & a_{m 1} b_{2 q} & \cdots & \cdots & a_{m n} b_{21} & a_{m n} b_{22} & \cdots & a_{m n} b_{2 q} \\
\vdots & \vdots & \ddots & \vdots & & & \vdots & \vdots & \ddots & \vdots \\
a_{m 1} b_{p 1} & a_{m 1} b_{p 2} & \cdots & a_{m 1} b_{p q} & \cdots & \cdots & a_{m n} b_{p 1} & a_{m n} b_{p 2} & \cdots & a_{m n} b_{p q}
\end{array}\right]
$$

Furthermore, the following useful identities of the Kronecker are presented:
$(\boldsymbol{A} \otimes \boldsymbol{B}) \otimes \boldsymbol{C}=\boldsymbol{A} \otimes(\boldsymbol{B} \otimes \boldsymbol{C})$,
$\boldsymbol{A} \otimes(\boldsymbol{B}+\boldsymbol{C})=\boldsymbol{A} \otimes \boldsymbol{B}+\boldsymbol{A} \otimes \boldsymbol{C}$, where $\boldsymbol{C}$ is a matrix.
$(k \boldsymbol{A}) \otimes \boldsymbol{B}=\boldsymbol{A} \otimes(k \boldsymbol{B})=k(\boldsymbol{A} \otimes \boldsymbol{B})$, where $k$ is a scalar.
$\boldsymbol{A} \boldsymbol{C} \otimes \boldsymbol{B} \boldsymbol{D}=(\boldsymbol{A} \otimes \boldsymbol{B})(\boldsymbol{C} \otimes \boldsymbol{D})$, denoted as the mixed-product property.

The Kronecker product, $\boldsymbol{A} \otimes \boldsymbol{B}$, is invertible if and only if the matrices involved, $\boldsymbol{A}$ and $\boldsymbol{B}$, are invertible. The inverse is given by:

$$
(\boldsymbol{A} \otimes \boldsymbol{B})^{-1}=\boldsymbol{A}^{-1} \otimes \boldsymbol{B}^{-1}
$$

In the same way the following properties are given:

$$
\begin{aligned}
& \operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{B})=\operatorname{tr} \boldsymbol{A} \operatorname{tr} \boldsymbol{B} \\
& (\boldsymbol{A} \otimes \boldsymbol{B})^{T}=\boldsymbol{A}^{T} \otimes \boldsymbol{B}^{T}
\end{aligned}
$$

For further details; refer to Schmidt and Trenkler (2006) and Neudecker and Trenkler (2005a).

## Relations Between Vec Operator and Kronecker Product

The following properties of the Kronecker product are used in this work in order to get a convenient representation for several matrix equations.

$$
\begin{aligned}
& \left(\boldsymbol{B}^{\top} \otimes \boldsymbol{A}\right) \operatorname{Vec}(\boldsymbol{C})=\operatorname{Vec}(\boldsymbol{A C B}) \\
& \operatorname{Vec}(\boldsymbol{A B C})=(\boldsymbol{I} \otimes \boldsymbol{A B}) \operatorname{Vec}(\boldsymbol{C})=\left(\boldsymbol{C}^{T} \boldsymbol{B}^{T} \otimes \boldsymbol{I}\right) \operatorname{Vec}(\boldsymbol{A}) \\
& \operatorname{Vec}(\boldsymbol{A B})=(\boldsymbol{I} \otimes \boldsymbol{A}) \operatorname{Vec}(\boldsymbol{B})=\left(\boldsymbol{B}^{T} \otimes \boldsymbol{I}\right) \operatorname{Vec}(\boldsymbol{A}),
\end{aligned}
$$

where $\boldsymbol{I}$ is the $n \times n$ identity matrix.

## A.4.3 The Commutation Matrix

As mentioned in Magnus and Neudecker (1979) the main properties of the commutation matrix are:

- it transforms the Vec operator form of a matrix into the Vec operator form of its transpose;
$\boldsymbol{K}_{m, n}$ is the $m n \times m n$ matrix which, for any $m \times n$ matrix $\boldsymbol{A}$, transforms $\operatorname{Vec}(\boldsymbol{A})$ into $\operatorname{Vec}\left(\boldsymbol{A}^{T}\right)$, i.e.
$\boldsymbol{K}_{m, n} \operatorname{Vec}(\boldsymbol{A})=\operatorname{Vec}\left(\boldsymbol{A}^{T}\right)$.
- for every $m \times n$ matrix $\boldsymbol{A}$ and every $p \times q$ matrix $\boldsymbol{B}$, it commutes the Kronecker product;

$$
\boldsymbol{K}_{p, m}(\boldsymbol{A} \otimes \boldsymbol{B}) \boldsymbol{K}_{n, q}=\boldsymbol{B} \otimes \boldsymbol{A}
$$

For further details; refer to Magnus and Neudecker (1979).

## A. 5 Asymptotic Distribution of Quadratic Statistics

## A.5.1 Fourth Order Moments of Quadratic Statistics

Consider the independent random vectors $\boldsymbol{z}_{i}=\boldsymbol{y}_{i}-\boldsymbol{\mu}, i=1, \ldots, n$, with $\mathrm{E}\left[\boldsymbol{z}_{i}\right]=\mathbf{0}$ and $\mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\operatorname{cov}\left(\boldsymbol{y}_{i}\right)=\boldsymbol{\Sigma}$.

Assume that the following third and fourth moment matrices exist:

$$
\begin{aligned}
& \boldsymbol{\Phi}=\mathrm{E}\left[\boldsymbol{z}_{i} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right] \\
& \boldsymbol{\Psi}=\mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right] .
\end{aligned}
$$

In Kleffe and Rao (1988) the following identity is presented and holds for any general $\boldsymbol{\Phi}$, $\boldsymbol{\Psi}$ and $\boldsymbol{\Sigma}$ :

Let $\boldsymbol{A}$ and $\boldsymbol{B}$ be symmetric matrices of order $n$ and $\boldsymbol{a}$ be an $n$-vector.

Then it follows:
(a) $\mathrm{E}\left[\boldsymbol{z}_{i}^{\prime} \boldsymbol{A} \boldsymbol{z}_{i}\right]=\operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma})$,
(b) $\mathrm{E}\left[\boldsymbol{a} \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \boldsymbol{A} \boldsymbol{z}\right]=\operatorname{tr}(\boldsymbol{a} \otimes \boldsymbol{A}) \boldsymbol{\Phi}$,
(c) $\mathrm{E}\left[\boldsymbol{z}_{i}^{\prime} \boldsymbol{A} \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \boldsymbol{B} \boldsymbol{z}\right]=\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{B}) \boldsymbol{\Psi}$.

## A.5.2 Third and Fourth Order Moment Matrices of $\operatorname{Vec} X^{\prime}$

Suppose $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$, with $\boldsymbol{x}_{i}=\left(X_{i 1}, X_{i 2}\right)^{\prime}$ represents a realisation of an i.i.d. bivariate random sample drawn from a bidimensional probability distribution with mean $\mathrm{E}\left[\boldsymbol{x}_{i}\right]=\boldsymbol{\mu}$ and covariance matrix $E\left[\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]=\boldsymbol{\Sigma}$, see Remark 6.1 for more details about the structure of the bivariate random sample $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$.

Similarly to Section 3.1 the random vectors $\boldsymbol{z}_{i}=\boldsymbol{x}_{i}-\boldsymbol{\mu}, i=1, \ldots, n$, with existing moments $E\left[\boldsymbol{z}_{i}\right]=\mathbf{0}, E\left[\boldsymbol{z}_{i} z_{i}^{\prime}\right]=\boldsymbol{\Sigma}, E\left[\boldsymbol{z}_{i} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Phi}$ and $E\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\boldsymbol{\Psi}$ are considered.

Now, let $\boldsymbol{y}=\operatorname{Vec}\left(\boldsymbol{X}^{\prime}\right)$ and $\boldsymbol{z}=\boldsymbol{y}-E[\boldsymbol{y}]$, with $\mathrm{E}[\boldsymbol{y}]=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$ and $\operatorname{cov}(\boldsymbol{y})=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$, from this it follows $\mathrm{E}[\boldsymbol{z}]=\mathbf{0}$ and $E\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{y})=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$.

Notice that $\boldsymbol{z}$ decomposes into independent subvectors $\boldsymbol{z}_{i}$ with dimension $p=2$, and that the elements of $\boldsymbol{z}_{i}$ (i.e. $\boldsymbol{z}_{i}=z_{i 1}, z_{i 2}$ ) are correlated.

To facilitate notation for the particular bivariate case the following vectors containing random variables are considered, i.e. $\mathcal{X}=\left(X_{1}, X_{2}\right)^{\prime}$ and $\mathcal{Z}=\left(Z_{1}, Z_{2}\right)^{\prime}$.

The vectors $\boldsymbol{z}_{i}, i=1, \cdots, n$ are given as follows:

$$
\boldsymbol{z}_{1}=\left(\begin{array}{c}
z_{11} \\
\vdots \\
z_{1 p}
\end{array}\right), \cdots, \boldsymbol{z}_{n}=\left(\begin{array}{c}
z_{n 1} \\
\vdots \\
z_{n p}
\end{array}\right) .
$$

As mentioned above the elements of $\boldsymbol{z}_{i}$ are independent, i.e. $z_{i 1}, \cdots, z_{i p}$. Similarly, the vector $\boldsymbol{z}$ contains the following elements:

$$
\boldsymbol{z}=\left(\begin{array}{c}
X_{11}-\mu_{1} \\
\vdots \\
X_{1 p}-\mu_{p} \\
\vdots \\
\vdots \\
X_{n 1}-\mu_{1} \\
\vdots \\
X_{n p}-\mu_{p}
\end{array}\right)=\left(\begin{array}{c}
z_{11} \\
\vdots \\
z_{1 p} \\
\vdots \\
\vdots \\
z_{n 1} \\
\vdots \\
z_{n p}
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{z}_{1} \\
\vdots \\
\vdots \\
\boldsymbol{z}_{n}
\end{array}\right)_{(n p \times 1)}
$$

The third and fourth moment matrices $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$, necessary for the computation of the covariance between $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as the separated variances of those estimators are given as follows:

$$
\begin{aligned}
\boldsymbol{\Phi}=\binom{\boldsymbol{\Phi}_{1}}{\boldsymbol{\Phi}_{2}} & =\mathrm{E}\left[\boldsymbol{z}_{i} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\mathrm{E}\left[\mathcal{Z} \otimes \boldsymbol{\mathcal { Z }} \mathcal{Z}^{\prime}\right] \\
& =\mathrm{E}\left[\binom{Z_{1}}{Z_{2}} \otimes\binom{Z_{1}}{Z_{2}}\left(\begin{array}{ll}
Z_{1} & Z_{2}
\end{array}\right)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\boldsymbol{\Psi}=\left(\begin{array}{ll}
\boldsymbol{\Psi}_{11} & \boldsymbol{\Psi}_{12} \\
\boldsymbol{\Psi}_{21} & \boldsymbol{\Psi}_{22}
\end{array}\right) & =\mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime}\right]=\mathrm{E}\left[\mathcal{Z} \mathcal{Z}^{\prime} \otimes \boldsymbol{\mathcal { Z }} \mathcal{Z}^{\prime}\right] \\
& =\mathrm{E}\left[\left(\begin{array}{cc}
Z_{1}^{2} & Z_{1} Z_{2} \\
Z_{2} Z_{1} & Z_{2}^{2}
\end{array}\right) \otimes\left(\begin{array}{cc}
Z_{1}^{2} & Z_{1} Z_{2} \\
Z_{2} Z_{1} & Z_{2}^{2}
\end{array}\right)\right]
\end{aligned}
$$

where $\Phi_{j}$ and $\Psi_{j}, j=1,2$ are the third and fourth central moments of the variables $Y_{j}$, $j=1,2$.

In this work $\Phi_{j}$ and $\Psi_{j}, j=1,2$ has been calculated for selected distributions, based on the relations between non-central and central moments presented in Remark A. 3 and the expressions presented in Remark A.6.

In the statistical literature the third and fourth non-central moments of the most commonly used probability distributions have widely been reported, see for example Mood, Graybill and Boes (1974).

In the following remark two useful properties of covariance and correlation are presented. These properties are useful for the numerical calculation of the remaining elements of the matrices showed above.

## Remark A. 7

Let $\mathcal{Z}=\left(Z_{1}, Z_{2}\right)^{\prime}$ represent a vector containing two random variables with mean $\mathrm{E}\left[Z_{j}\right]=$ 0 and variance $\operatorname{var}\left[Z_{j}\right]=\sigma_{j}^{2}, j=1,2$.
From properties of the covariance and correlation, see Mood, Graybill and Boes (1974), it follows:

$$
\mathrm{E}\left[Z_{1} Z_{2}\right]=\mathrm{E}\left[Z_{1}\right] \mathrm{E}\left[Z_{2}\right]+\operatorname{cov}\left[Z_{1}, Z_{2}\right] .
$$

Since the covariance can be obtained from the predefined (known) correlation, i.e. $\operatorname{cov}\left(Z_{1}, Z_{2}\right)=\operatorname{corr}\left(Z_{1}, Z_{2}\right) \sigma_{1} \sigma_{2}$ and $\mathrm{E}\left[Z_{j}\right]=0$, then it follows:

$$
\mathrm{E}\left[Z_{1} Z_{2}\right]=\operatorname{corr}\left(Z_{1}, Z_{2}\right) \sigma_{Z_{1}} \sigma_{Z_{2}} .
$$

Since the standard deviations of $Z_{j}, j=1,2$ are equal to one, then it follows:

$$
\mathrm{E}\left[Z_{1} Z_{2}\right]=\operatorname{corr}\left(Z_{1}, Z_{2}\right)
$$

It can be seen that for uncorrelated random variables, i.e. $\operatorname{corr}\left(Z_{1}, Z_{2}\right)=0$, then it follows:

$$
E\left[Z_{1} Z_{2}\right]=E\left[Z_{1}\right] E\left[Z_{2}\right]=0
$$

Now, the third and fourth central moment matrices of the vector $\boldsymbol{z}$, with $\boldsymbol{z}=$ $\left(\boldsymbol{z}_{1}^{\prime}, \boldsymbol{z}_{2}^{\prime}, \ldots, \boldsymbol{z}_{n}^{\prime}\right)^{\prime}$ are presented:

$$
\boldsymbol{\Phi}_{*}=\mathrm{E}\left[\boldsymbol{z} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\right]
$$

and

$$
\boldsymbol{\Psi}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\right] .
$$

In Neudecker and Trenkler (2002) (Theorem 1) the following identities are presented:
(i) $\boldsymbol{\Phi}_{*}=\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{p n} \otimes \boldsymbol{I}_{p}\right)(\boldsymbol{G} \otimes \boldsymbol{\Phi})$,
where $\boldsymbol{G}=\left(\boldsymbol{E}_{11}, \ldots, \boldsymbol{E}_{n n}\right)^{\prime}$ with $\boldsymbol{E}_{i i}=\boldsymbol{e}_{i} \boldsymbol{e}_{i}^{\prime}, \boldsymbol{e}_{i}$ being the $i$-th member of the canonical basis of $\mathbb{R}^{n}$, and commutation matrix $\boldsymbol{K}_{p, n}=\boldsymbol{K}_{p n}=\sum_{i=1}^{p} \sum_{j=1}^{n}\left(\boldsymbol{H}_{i j} \otimes \boldsymbol{H}_{i j}^{\prime}\right)$, where $\boldsymbol{H}_{i j}$ is the $p \times n$ matrix with 1 being its $(i, j)$-th position and zero elsewhere.

Additionally, the following identities have been used:
(a) $\boldsymbol{z}_{i} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}=\left(\begin{array}{c}\boldsymbol{z}_{1} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime} \\ \vdots \\ \boldsymbol{z}_{n} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\end{array}\right)=\left(\begin{array}{c}\underbrace{\left(\begin{array}{c}z_{11} \\ \vdots \\ z_{1 p}\end{array}\right)}_{p \times 1} \otimes \underbrace{\boldsymbol{z} \boldsymbol{z}^{\prime}}_{n p \times n p} \\ \vdots \\ \underbrace{\left(\begin{array}{c}z_{n 1} \\ \vdots \\ z_{n p}\end{array}\right)}_{p \times 1} \otimes \underbrace{\boldsymbol{z} \boldsymbol{z}^{\prime}}_{n p \times n p}\end{array}\right)_{\left(n^{2} p^{2} \times n p\right)}$.
(b) $\boldsymbol{z}_{i} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}=\boldsymbol{K}_{p, n p}\left(\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{i}\right), \quad i=1, \ldots, n$. (cf. Magnus and Neudecker, 1979, Theorem 3.1 (viii)),
(c) $\boldsymbol{z} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}=\left(\begin{array}{c}\boldsymbol{z}_{1} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime} \\ \vdots \\ \boldsymbol{z}_{n} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\end{array}\right)=\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{p, n p}\right)\left(\begin{array}{c}\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{1} \\ \vdots \\ \boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{n}\end{array}\right)$,
and
(d) $\mathrm{E}\left[\boldsymbol{z} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{p, n p}\right) \mathrm{E}\left(\begin{array}{c}\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{1} \\ \vdots \\ \boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{n}\end{array}\right)$.
(ii) $\boldsymbol{\Psi}_{*}=\left(\boldsymbol{I}_{n^{2} p^{2}}+\boldsymbol{K}_{n p, n p}\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \otimes \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)$

$$
+\left[\operatorname{Vec}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)\right]\left[\operatorname{Vec}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)\right]^{\prime}
$$

$$
\begin{aligned}
& +\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{p n} \otimes \boldsymbol{I}_{p}\right)\left\{\tilde { \boldsymbol { K } } _ { n n } \otimes \left[\boldsymbol{\Psi}-\left(\boldsymbol{I}_{p^{2}}+\boldsymbol{K}_{p p}\right)(\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma})\right.\right. \\
& \left.\left.-(\mathrm{Vec} \boldsymbol{\Sigma})(\mathrm{Vec} \boldsymbol{\Sigma})^{\prime}\right]\right\}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{n p} \otimes \boldsymbol{I}_{p}\right), \text { where } \tilde{\boldsymbol{K}}_{n n}=\sum_{i=1}^{n}\left(\boldsymbol{E}_{i i} \otimes \boldsymbol{E}_{i i}\right) .
\end{aligned}
$$

Additionally, the following identities have been used:
(a) $\boldsymbol{z}_{i} \boldsymbol{z}_{j}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}=\boldsymbol{K}_{p, n p}\left(\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{i} \boldsymbol{z}_{j}^{\prime}\right) \boldsymbol{K}_{n p, p}$,
(b) $\mathrm{E}\left[\boldsymbol{z}_{i} \boldsymbol{z}_{i}^{\prime} \otimes \boldsymbol{z}_{j} \boldsymbol{z}_{j}^{\prime}\right]=\boldsymbol{\Sigma} \otimes \boldsymbol{\Sigma}$,
(c) $\boldsymbol{z z ^ { \prime }} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}=\left(\begin{array}{ccc}z_{1} z_{1}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime} & \ldots & z_{1} \boldsymbol{z}_{n}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime} \\ \vdots & \ldots & \vdots \\ z_{n} z_{1}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime} & \ldots & z_{n} \boldsymbol{z}_{n}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}\end{array}\right)$,
and
(d) $\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z} \boldsymbol{z}^{\prime}=\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{p, n p}\right)\left(\begin{array}{ccc}\boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{1} \boldsymbol{z}_{1}^{\prime} & \ldots & \boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{1} \boldsymbol{z}_{n}^{\prime} \\ \vdots & & \vdots \\ \boldsymbol{z \boldsymbol { z } ^ { \prime } \otimes \boldsymbol { z } _ { n } \boldsymbol { z } _ { 1 } ^ { \prime }} & \ldots & \boldsymbol{z} \boldsymbol{z}^{\prime} \otimes \boldsymbol{z}_{n} \boldsymbol{z}_{n}^{\prime}\end{array}\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{K}_{n p, p}\right)$.

## A. 6 Negative Moments of Random Variables

Calculation of the negative moments of a random variable is a problem that can arise in different situations. Casella and Piegorsch (1985) presented different practical applications (quoted from Mendenhall and Lehman (1960)), where the evaluation of negative moments of random variables is of interest.

They mentioned that the theory behind the existence of negative moments of random variables, such as $\mathrm{E}\left[X^{-1}\right]$ or $\mathrm{E}\left[\bar{x}^{-1}\right]$, is difficult and not nearly as complete as that involving positive moments. They gave a number of sufficient conditions for the existence of negative moments of a random variable $X$. In the same field, Casella and Khuri (2002) demonstrated that those conditions can be gathered into one necessary and sufficient condition, which is presented in the following remark.

## Remark A. 8 (Casella and Khuri (2002), Theorem 4)

Let $f_{X}(x)$ be a continuous density function defined on $[0, \infty)$. According to Casella and Khuri (2002), Theorem $4 E[1 / X]$ exists if and only if for any $\epsilon>0$, there exists a $z_{0}$ such that:

$$
\int_{a}^{b} \frac{f_{X}(x)}{x} d x<\epsilon \text {, where } a \text { and } b \text { are any two numbers such that } 0<a<b<z_{0} \text {. }
$$

Casella and Piegorsch (1985) pointed out that with the exception of the Cauchy distribution, the existence of at least two positive moments is usually a foregone conclusion. This is not the case, if one is attempting to evaluate negative moments, where non-existence of moments is a much more likely occurrence.

## Remark A. 9 (Cauchy Distributions)

The Cauchy distribution is an example of a distribution which has no mean, variance or higher moments defined.

For example Lehmann and Shaffer (1988), Theorem 2.1 establishes: a) positive and negative Cauchy tails for the inverted distribution of variables with normal, $t$, logistic and doubleexponential, or uniform distributions on ( $a, b$ ) with $a<0<b$; and b) positive Cauchy tails for many positive random variables, including those with uniform distributions on ( $0, a$ ) and with exponential distribution, including the $\chi^{2}$ with 2 degrees of freedom (d.f.).

Some concepts and theorems, useful for understanding the problem of non-existence of negative moments of higher order of random variables, are presented in the following definitions. But in general it is difficult to derive special properties of inverted distributions.

## Definition 30 (Cauchy Principal Value)

The Cauchy Principal Value (CPV) of a finite integral of a function $f$ about a point $c$, with $a \leq c \leq b$ is given by:

$$
\int_{a}^{b} f(x) d x=\lim _{\epsilon \rightarrow 0^{+}}\left[\int_{a}^{c-\epsilon} f(x) d x+\int_{c+\epsilon}^{b} f(x) d x\right] .
$$

The Cauchy principal value is also known as the principal value integral. For more details refer Whittaker and Watson (1990).

## Definition 31 (Gauss Hypergeometric Function)

A generalized hypergeometric function ${ }_{p} F_{q}\left(a_{1}, \ldots, a_{p} ; b_{1}, \ldots, b_{q} ; x\right)$ is a function which can be defined in the form of a hypergeometric series, i.e., a series for which the ratio of successive terms can be written.
The classical standard hypergeometric series ${ }_{2} F_{1}$ is given by:

$$
{ }_{2} F_{1}(a, b ; c ; z)=1+\frac{(a b)}{(1!c)} z+\frac{(a(a+1) b(b+1))}{(2!c(c+1))} z^{2}+\ldots
$$

## Definition 32 (Error Function)

The "error function" is a normalized form of the Gaussian function. It is an entire function defined by:

$$
\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp \left[-t^{2}\right] d t
$$

The complementary error function, denoted erfc, is defined in terms of the error function:

$$
\operatorname{erfc}(z)=1-\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} \exp \left[-t^{2}\right] d t
$$

This function can also be defined in terms of an Hypergeometric Function as follows:

$$
\operatorname{erfc}(z)=\frac{2 z}{\sqrt{\pi}}{ }^{1} F_{1}\left(\frac{1}{2} ; \frac{3}{2} ;-z^{2}\right) .
$$

This functions will be sued in Section B.2.2.

## Problem Specific Solutions for the Estimation of NLSS Functions

## B. 1 Estimation of the Ratio of Means of two Uncorrelated Lognormal Variables

In the following remark different properties of the lognormal distribution are presented.

## Remark B. 1

Let $X$ be a lognormally distributed random variable and $U=\log (X)$ a normally distributed variable with mean $\mu$ and variance $\sigma^{2}$. Equivalent relationships to obtain $\mu$ and $\sigma^{2}$, given the expected value and variance of the lognormally distributed variable $X$ are the following:

$$
\begin{aligned}
& \mu=\log (\mathrm{E}[X])-\frac{1}{2} \log \left[1+\operatorname{var}(X) /(\mathrm{E}[X])^{2}\right], \text { and } \\
& \sigma^{2}=\log \left[1+\operatorname{var}(X) /(\mathrm{E}[X])^{2}\right] .
\end{aligned}
$$

In Laurent (1963), it is pointed out that the estimation of the ratio of the expected values of two lognormal variables is usually of interest, i.e.

$$
\begin{equation*}
\mathrm{E}\left[X_{2}\right] / \mathrm{E}\left[X_{1}\right]=\exp \left[\left(\mu_{2}-\mu_{1}\right)+\frac{\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)}{2}\right], \tag{B.1.1}
\end{equation*}
$$

as well as the expected value of their ratio, i.e.

$$
\begin{equation*}
\mathrm{E}\left[X_{2} / X_{1}\right]=\exp \left[\left(\mu_{2}-\mu_{1}\right)+\frac{\left(\sigma_{2}^{2}+\sigma_{1}^{2}\right)}{2}\right], \tag{B.1.2}
\end{equation*}
$$

or the following ratio:

$$
\begin{equation*}
\exp \left[\left(\mathrm{E}\left[U_{2}\right]\right] / \exp \left[\left(\mathrm{E}\left[U_{1}\right]\right)\right]=\exp \left[\mu_{2}-\mu_{1}\right]\right. \tag{B.1.3}
\end{equation*}
$$

As pointed out in Laurent (1963), from the viewpoint of descriptive statistics only the third expression is of interest to one who wants to compare the tendencies of two distributions, because the two other expressions may be affected by the influence of the dispersion (or variability) of the variables, represented by $\sigma_{1}$ and $\sigma_{2}$. If $\sigma_{1}=\sigma_{2}$, then $\mathrm{E}\left[X_{2}\right] / \mathrm{E}\left[X_{1}\right]=$ $\exp \left[\left(\mathrm{E}\left[U_{2}\right]\right] / \exp \left[\left(\mathrm{E}\left[U_{1}\right]\right)\right]\right.$.

In Shaban (1981) the estimation of the following general function was considered:

$$
\begin{equation*}
\varrho=\exp \left[a\left(\mu_{2}-\mu_{1}\right)+b\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)\right] . \tag{B.1.4}
\end{equation*}
$$

In particular, Equation B.1.4 contains ratios of two lognormally distributed random variables, see Remark B.1. It just depends on how the parameters $a$ and $b$ are chosen.

## The ratio of the logarithm variances:

$$
\varrho=\exp \left[\operatorname{var}\left(\log \left(X_{2}\right)\right)\right] / \exp \left[\operatorname{var}\left(\log \left(X_{1}\right)\right)\right]=\exp \left[\sigma_{2}^{2}-\sigma_{1}^{2}\right], \text { i.e. } a=0, b=1
$$

## The ratio of the logarithm means:

$$
\varrho=\exp \left[\mu_{2}+\frac{\sigma_{2}^{2}}{2}\right] / \exp \left[\mu_{1}+\frac{\sigma_{1}^{2}}{2}\right], \text { i.e. } a=1, b=1 / 2
$$

As mentioned above, Shaban (1981) derived an estimator of $\varrho$, see Equation B.1.4, with smaller MSE than the ML and the MVUE deduced by Crow (1977), for the following three situations:

1. The shape parameters are equal $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$ and $\sigma^{2}$ known.
2. The shape parameters are equal $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$ and $\sigma^{2}$ unknown.
3. $\sigma_{1}^{2} \neq \sigma_{2}^{2}$ and both are unknown.

## Remark B. 2

Assume that in Equation B.1.4 $a=1$ and $b=1 / 2$, then it follows:
(i) if $\sigma_{1}^{2}=\sigma_{2}^{2}$, Equation B.1.4 coincides with Equation B.1.3,
(ii) if $\sigma_{1}^{2} \neq \sigma_{2}^{2}$, Equation B.1.4 coincides with Equation B.1.1.

## B.1.1 1st Situation: Estimation of the Ratio of Means when the Shape Parameters are Equal and Known

Based on Remark B.2, (i), for this first situation the function to be estimated is given by:

$$
\varrho=\exp \left[\mu_{2}-\mu_{1}\right], \text { as presented in Equation B.1.3. }
$$

The ML estimator as well as the MVUE, presented by Crow (1977), and the minimal MSE estimators, presented by Shaban (1981), belong to the following class of estimators:

$$
\begin{equation*}
\hat{\varrho}_{c}=\exp \left[a\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] f\left(\sigma^{2}\right) . \tag{B.1.5}
\end{equation*}
$$

Here $\bar{U}_{1}$ and $\bar{U}_{2}$ represent the arithmetical mean of the logarithms of the $n X_{1}$-variables and $n X_{2}$-variables in the sample respectively.

Furthermore, $c$ represents the class of estimators and $f\left(\sigma^{2}\right)$ stands for clarifying that the class of estimators depends on a function of the known parameter $\sigma^{2}$.

## Remark B. 3

For $a=1$, it follows that: $\varrho_{c}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] f\left(\sigma^{2}\right)$.

The resulting ML estimator and MVUE for $\varrho$, as presented in Equation B.1.4, with $a=1$ are the following:

$$
\begin{aligned}
& \hat{\varrho}_{M L}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] \\
& \hat{\varrho}_{M V U E_{c}}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)-\frac{\sigma^{2}}{n}\right] .
\end{aligned}
$$

Shaban (1981) pointed out that the MSE of this MVUE is readily seen to be minimum when $f\left(\sigma^{2}\right)=\exp \left[-3 \sigma^{2} / n\right]$.

The minimal MSE estimator within the class B.1.5 deduced by Shaban (1981) is given by:

$$
\hat{\varrho}_{S h a b a n}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)-\frac{3 \sigma^{2}}{n}\right]
$$

## B.1.2 2nd Situation: Estimation of the Ratio of Means when the Shape Parameters are Equal and Unknown

The function to be estimated is the same as for the first situation, i.e.

$$
\varrho=\exp \left[\mu_{2}-\mu_{1}\right], \text { as presented in Equation B.1.3. }
$$

The class of estimators considered for $\varrho$, see Equation B.1.4, when $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$ and unknown is:

$$
\begin{equation*}
\hat{\varrho}_{s}=\exp \left[a\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] f\left(S_{p}\right), \tag{B.1.6}
\end{equation*}
$$

where $s$ represents the class of estimators, $S_{p}=\sum_{i=1}^{n}\left(U_{2 i}-\bar{U}_{2}\right)^{2}+\sum_{j=1}^{n}\left(U_{1 j}-\bar{U}_{1}\right)^{2}$, and $f\left(S_{p}\right)$ stands for clarifying that this new class of estimators depends on a function of the sample variance $S_{p}$.

Both the Maximum Likelihood (ML) estimator and a Minimum Variance Unbiased Estimator (MVUE) of $\varrho$ are members of the class $\hat{\varrho}_{s}$, presented in Equation B.1.6.

The ML estimator is:

$$
\hat{\varrho}_{M L}=\exp \left[\bar{U}_{2}-\bar{U}_{1}\right] .
$$

The MVUE is:

$$
\begin{aligned}
& \hat{\varrho}_{M V U E_{s}}=\exp \left[\bar{U}_{2}-\bar{U}_{1}\right] g_{2(n-1)}\left(-\frac{(2 n-1)}{4 n(n-1)^{2}} S_{p}\right), \\
& \text { with } g_{\ell}(t)=\sum_{r=0}^{\infty} \frac{\ell^{r}(\ell+2 r)}{\ell(\ell+2) \ldots(\ell+2 r)}\left(\frac{\ell}{\ell+1}\right)^{r} \frac{t^{r}}{r!}
\end{aligned}
$$

this function was introduced by Finney (1941).
Shaban (1981) pointed out that unlike the situation when $\sigma^{2}$ is known it is not possible to find a minimum MSE estimator within the class (B.1.6). However, in the same work the following two methods for obtaining estimators were investigated and their MSEs were studied:

$$
\begin{aligned}
& \hat{\varrho}_{\text {Shaban } 1}=\exp \left[a\left(\bar{U}_{2}-\bar{U}_{1}\right)+k S_{p} /(2 n)\right], \text { with } k=-3 / n \\
& \hat{\varrho}_{\text {Shaban } 2}=\exp \left[a\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] g_{2(n-1)}\left(-\frac{3}{2(n-1)^{2}}\right) S_{p},
\end{aligned}
$$

where $g_{\ell}($.$) is defined as above.$
Shaban (1981) mentioned that especially for the case $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$, the expressions are too complicated to permit analytical comparison between the MSE of the estimators presented in his work.

However, a numerical comparison was carried out in the aforementioned work, with $\sigma^{2} \leq 3$, there it was shown that except in very few cases $\varrho_{S h a b a n}$ has the smallest MSE in the class $\left(\hat{\varrho}_{s}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] f\left(S_{p}\right)\right)$ and $\hat{\varrho}_{S h a b a n 2}$ is shown to be the second best.

Shaban (1981) also pointed out that a limitation of estimators $\hat{\varrho}_{M V U E_{s}}$ and $\hat{\varrho}_{\text {Shaban2 }}$ is that the function $g_{\ell}($.$) can produce negative values, because their arguments are negative. Due$ to the exponential term contained in the function $\varrho=\exp \left[\mu_{2}-\mu_{1}\right]$, it can be seen that this
function cannot take negative values, therefore estimators $\hat{\varrho}_{M V U E_{s}}$ and $\hat{\varrho}_{\text {Shaban2 }}$ cannot be considered as reasonable estimators of the function $\varrho$. Therefore, these estimators will not be taken into account in the simulation study.

## B.1.3 3rd Situation: Estimation of the Ratio of Means when the Shape Parameters are Unequal and both Unknown

Based on the second identity presented in Remark B.2, for this third situation the function to be estimated is given by:

$$
\varrho=\mathrm{E}\left[X_{2}\right] / \mathrm{E}\left[X_{1}\right]=\exp \left[\left(\mu_{2}-\mu_{1}\right)+\frac{\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)}{2}\right], \text { as presented in Equation B.1.1. }
$$

When $\sigma_{1}^{2} \neq \sigma_{2}^{2}$ and both are unknown, Shaban (1981) considered the following class of estimators:

$$
\begin{equation*}
\hat{\varrho}_{s s}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] f\left(S_{1}, S_{2}\right), \tag{B.1.7}
\end{equation*}
$$

where $s s$ represents the class of estimators and $S_{2}=\sum_{i=1}^{n}\left(U_{2 i}-\bar{U}_{2}\right)^{2}$ and $S_{1}=\sum_{j=1}^{n}\left(U_{1 j}-\bar{U}_{1}\right)^{2}$. The ML estimator is:

$$
\hat{\varrho}_{M L}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)+\left(S_{2}-S_{1}\right) / 2 n\right]
$$

The MVUE is:

$$
\hat{\varrho}_{M V U E_{s s}}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)\right] g_{n-1}\left(\frac{-\left(2 n b+a^{2}\right)}{2(n-1)^{2}} S_{2}\right) g_{n-1}\left(\frac{\left(2 n b-a^{2}\right)}{2(n-1)^{2}} S_{1}\right) .
$$

Like the case when $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma^{2}$ and $\sigma^{2}$ unknown, it is not possible to find a minimal MSE estimator.

For this case Shaban (1981) also suggested the following two methods and studied their MSEs:

$$
\hat{\varrho}_{\text {Shaban } 1}=\exp \left[\left(\bar{U}_{2}-\bar{U}_{1}\right)+S_{w}\right]
$$

$$
\begin{gathered}
\hat{\varrho}_{\text {Shaban } 2}=\exp \left[\bar{U}_{2}-\bar{U}_{1}\right] g_{n-1}\left(-\frac{(n+3)}{2(n-1)^{2}} S_{2}\right) g_{n-1}\left(\frac{(n-3)}{2(n-1)^{2}} S_{1}\right), \\
\text { with } S_{w}=C_{2} S_{2}-C_{1} S_{1}, C_{2}=\frac{n^{2}+3(n+1)}{2 n^{2}} \text { and } C_{1}=\frac{n^{2}-3(n+1)}{2 n^{2}}
\end{gathered}
$$

In a numerical comparison in Shaban (1981) with $\sigma_{1}^{2} \neq \sigma_{2}^{2}$ it was shown that, for all the parameter settings considered, $\varrho_{\text {Shaban } 1}$ was the estimator with the smallest MSE within the class $\hat{\varrho}_{s s}=\exp \left[\bar{U}_{2}-\bar{U}_{1}\right] f\left(S_{1}, S_{2}\right)$.

Additionally, $\hat{\varrho}_{S h a b a n 2}$ and $\hat{\varrho}_{M V U E_{s s}}$ have the limitation that the function $g_{\ell}($.$) can produce$ negative values, because their arguments are also negative. Due to the exponential term contained in the function $\varrho=\exp \left[a\left(\mu_{2}-\mu_{1}\right)+b\left(\sigma_{2}^{2}-\sigma_{1}^{2}\right)\right]$, it can be seen that this function cannot take negative values either, then estimators $\hat{\varrho}_{M V U E_{s s}}$ and $\hat{\varrho}_{\text {Shaban2 }}$ cannot be considered as reasonable estimators of the function $\varrho$. Therefore, these estimators will not be taken into account in the simulation study and comparisons for this case will only be carried out with $\hat{\varrho}_{M L}$ and $\hat{\varrho}_{\text {Shaban } 1}$.

## B. 2 Estimation of the Inverse of the Mean

## B.2.1 Estimator Derived by Srivastava and Bhatnagar (1981)

As mentioned in Section 6.3.1, based on the MELO estimator, Srivastava and Bhatnagar (1981) derived a class of estimators, which is free from the limitation of non-existence of moments. They derived exact expressions for the first two moments in the case of normal population. The resulting expressions are merely functions of the sample size $n$ and the ratio $\mathfrak{v}=\sigma^{2} / \mu^{2}$, but quite intricate so that no clear inference is drawn. To address this, they proposed large sample approximations.

Based on a random sample of size $n$ and supposing that $\bar{x}$ and $s^{2}=\sqrt{\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}}$ are unbiased estimators of the mean $\mu$ and variance $\sigma^{2}$ respectively, for the inverse of the mean $f(\mu)=1 / \mu$ they considered the following estimator characterised by a scalar $\mathcal{K}$ :

$$
\begin{equation*}
T_{\text {Sriv }}=\frac{\bar{x}}{\bar{x}^{2}+\mathcal{K}\left(s^{2} / n\right)} \text {, for } \mathcal{K}>0 \tag{B.2.8}
\end{equation*}
$$

This estimator has moments as long as $\mathcal{K}$ is positive and for $\mathcal{K}=1$ is asymptotically unbiased (cf. Srivastava and Bhatnagar (1981)).

The exact expression for normal populations presented by Srivastava and Bhatnagar (1981) is:

$$
\begin{equation*}
T_{\text {Sriv }}=\frac{\sqrt{n}}{\sigma} \cdot \frac{z}{z^{2}+w}\left[1-\left(1-\frac{\mathcal{K}}{n-1}\right) \cdot \frac{w}{z^{2}+w}\right]^{-1} \tag{B.2.9}
\end{equation*}
$$

with $z=\frac{\sqrt{n} \bar{x}}{\sigma}, \mathfrak{v}=\frac{\sigma^{2}}{\mu^{2}}$ and $w=\frac{(n-1) s^{2}}{\sigma^{2}}$.
$z$ follows a normal distribution with mean $(n / \mathfrak{v})^{1 / 2}$ and variance 1 , while $w$ follows a $\chi^{2}$ distribution with ( $n-1$ ) degrees of freedom. Further, they are stochastically independent.

The Relative Bias (RB) and Relative Mean Squared Error (RMSE) to order $O\left(n^{-2}\right)$ of $T_{\text {Sriv }}$ are given as follows:

$$
\begin{aligned}
\operatorname{RB}\left(T_{\text {Sriv }}, f(\mu)\right)_{N}=\frac{\operatorname{Bias}\left(T_{\text {Sriv }}, f(\mu)\right)_{N}}{f(\mu)} & =\mu \mathrm{E}\left[T_{\text {Sriv }}-(1 / \mu)\right] \\
& =(1-\mathcal{K}) \mathfrak{v} / n+\left(\mathcal{K}^{2}-6 \mathcal{K}+3\right) \mathfrak{v}^{2} / n^{2} . \\
\operatorname{RMSE}\left(T_{\text {Sriv }}, f(\mu)\right)_{N}=\frac{\operatorname{MSE}\left(T_{\text {Sriv }}, f(\mu)\right)_{N}}{f(\mu)^{2}} & =\mu^{2} \mathrm{E}\left[T_{\text {Sriv }}-(1 / \mu)\right]^{2} \\
& =\mathfrak{v} / n+\left(\mathcal{K}^{2}-8 \mathcal{K}+9\right) \mathfrak{v}^{2} / n^{2} .
\end{aligned}
$$

$N$ stands for "normal population".
From the equations above it can be seen that the estimator $T_{\text {Sriv }}$ is asymptotically unbiased if $\mathcal{K}=1$, while it has the smallest MSE, to the order of $O\left(n^{-2}\right)$, if $\mathcal{K}=4$.

Srivastava and Bhatnagar (1981), also considered the case of large-sample approximations for non-normal populations with finite moments of first, second and third order.

The obtained estimator is given as:

$$
\begin{equation*}
T_{\text {Sriv }}=\frac{(1+U)}{\mu}\left[(1+U)^{2}+\mathcal{K}(\mathfrak{v}+V) / n\right]^{-1}, \tag{B.2.10}
\end{equation*}
$$

with $\mathfrak{v}=\frac{\sigma^{2}}{\mu^{2}}, U=\frac{(\bar{x}-\mu)}{\mu}$ and $V=\frac{\left(s^{2}-\sigma^{2}\right)}{\mu^{2}}$.
The Relative Bias (RB) and Relative Mean Squared Error (RMSE) of order $O\left(n^{-2}\right)$ are given as follows:

$$
\begin{aligned}
& \operatorname{RB}\left(T_{\text {Sriv }}, f(\mu)\right)=(1-\mathcal{K}) \mathfrak{v} / n+\left(\mathcal{K}^{2}-6 \mathcal{K}+3+(3 \mathcal{K}-1) \delta\right) \mathfrak{v}^{2} / n^{2}, \\
& \operatorname{RMSE}\left(T_{\text {Sriv }}, f(\mu)\right)=\mathfrak{v} / n+\left(\mathcal{K}^{2}-8 \mathcal{K}+9+2(\mathcal{K}-1) \delta\right) \mathfrak{v}^{2} / n^{2},
\end{aligned}
$$

where $\delta=\left(\frac{S k}{\mathfrak{v}}\right)^{1 / 2}$ and $S k$ is the Pearson's measure of skewness of the population, given as:

$$
S k=\frac{3(\mu-\tilde{x})}{\sigma} \text {, with } \tilde{x} \text { representing the sample median. }
$$

If $\delta=0$, i.e., population is symmetrical, then the expressions for the RB and RMSE are the same as those obtained for normal population.

Srivastava and Bhatnagar (1981) pointed out that the estimator $T_{\text {Sriv }}$ has a smaller MSE than $1 / \bar{x}$ if $0<\mathcal{K}<2(4-\delta)$, for $\delta<4$. This implies that $T_{\text {Sriv }}$ has smaller MSE than $1 / \bar{x}$ for all negatively skewed populations and positively skewed populations with $\delta<4$, provided $\mathcal{K}$ satisfies $0<\mathcal{K}<2(4-\delta)$.

In the same paper it is stated that the smallest MSE is achieved if $\mathcal{K}=2(4-\delta)$.
Srivastava and Bhatnagar (1981) also presented a family of estimators for $f(\mu)=1 / \mu$ on the pattern of $T_{\text {Sriv }}$ when $\sigma^{2}$ is known.

This estimator is given as:

$$
T_{\text {Sriv* }}=\frac{\bar{x}}{\bar{x}^{2}+g\left(\sigma^{2} / n\right)},
$$

## B Problem Specific Solutions for the Estimation of NLSS Functions

where $g$ is the scalar specifying the estimation and $g>0$.
In the mentioned work, the expressions for the relative bias and variance of the mentioned estimators are presented.

## B.2.2 Unbiased Estimator Deduced by Voinov (1985)

Voinov (1985) also derived unbiased estimators of powers of the inverse of population means, for the following cases:
a) unknown normally-distributed population mean $\mu$ and known variance $\sigma^{2}$.
b) normal population mean $1 / \mu^{k}, k=1,2, \ldots$, assuming $\mu$ and $\sigma$ to be unknown. Additionally, $\mu>0$ is assumed.

The aforementioned estimator for the first case is given by:

$$
\begin{equation*}
\hat{g}_{k}(\bar{x})=\left.\frac{(-1)^{k-1} \sqrt{n}}{(k-1)!\sqrt{2}}\left(\frac{n}{\sigma^{2}}\right)^{\frac{k}{2}} \frac{d^{(k-1)}}{d z^{k-1}}\left[\exp \left[\frac{z^{2}}{2}\right] \operatorname{erfc}\left(\frac{z}{\sqrt{2}}\right)\right]\right|_{z=\frac{\sqrt{n} \bar{x}}{\sigma}} \tag{B.2.11}
\end{equation*}
$$

with erfc given as in Definition 32.
If, for example, $k=1,2$, then:

$$
T=\frac{1}{\hat{\mu}}=\hat{g}_{1}(\bar{x})=\frac{\sqrt{n \pi}}{\sqrt{2} \sigma} \exp \left[\frac{n \bar{x}^{2}}{2 \sigma^{2}}\right] \operatorname{erfc}\left(\frac{\sqrt{n} \bar{x}}{\sqrt{2} \sigma}\right)
$$

and

$$
T=\frac{1}{\hat{\mu}^{2}}=\hat{g}_{2}(\bar{x})=\frac{n}{\sigma^{2}}-\frac{\bar{x} \sqrt{\pi} n^{3 / 2}}{\sqrt{2} \sigma^{3}} \exp \left[\frac{n \bar{x}^{2}}{2 \sigma^{2}}\right] \operatorname{erfc}\left(\frac{\sqrt{n} \bar{x}}{\sqrt{2} \sigma}\right)
$$

respectively.
The asymptotic expansions of these equations, if $\frac{\sqrt{n} \mu}{\sqrt{2} \sigma}>1$, are expressed in the aforementioned work as:

$$
\hat{g}_{1}(\bar{x}) \simeq \frac{1}{\bar{x}}\left[1+\sum_{m=1}^{\infty} \frac{(-1)^{m}(2 m-1)!!\sigma^{2 m}}{n^{m} \bar{x}^{2 m}}\right]
$$

and

$$
\hat{g}_{2}(\bar{x}) \simeq \frac{1}{\bar{x}^{2}}\left[\sum_{m=0}^{\infty} \frac{(-1)^{m}(2 m+1)!!\sigma^{2 m}}{n^{m} \bar{x}^{2 m}}\right]
$$

respectively. With $(2 m-1)$ !! representing the double factorial of $2 m-1$, see Definition 18 . The unbiased estimator of $1 / \mu^{k}$ can also be rewritten as:

$$
\begin{equation*}
\hat{g}_{k}(\bar{x})=-\left.\frac{\sqrt{\pi}\left(n / \sigma^{2}\right)^{k / 2}}{\sqrt{2}(k-1)!} \cdot \frac{d^{k-1}}{d z^{k-1}}\left[\exp \left[\frac{z^{2}}{2}\right] \operatorname{erfc}\left(\frac{z}{\sqrt{2}}\right)\right]\right|_{z=-\frac{\sqrt{n} \bar{x}}{\sigma}} \tag{B.2.12}
\end{equation*}
$$

In Voinov (1985) it is mentioned that in general the estimator $\hat{g}_{k}(\bar{x})$ (as presented in Equation B.2.11 and B.2.12) has infinite variance. This divergence is due to the infinity in Expressions B.2.11 and B.2.12, at $\bar{x}=-\infty$ and $\bar{x}=+\infty$, respectively. The variance of B.2.11 and/or B.2.12 will be finite in applications when the probability density function of $X$ is truncated at large $|\bar{x}|$.

In Voinov (1985) an unbiased estimator of powers of the inverse of the normal population mean $\frac{1}{\mu^{k}}, k=1,2, \ldots$, assuming $\mu$ and $\sigma$ to be unknown, with $\mu>0$ is also presented. It is given by:

$$
\hat{g}_{k}(\bar{x}, S)=\frac{1}{\bar{x}^{k}}{ }_{2} F_{1}\left(\frac{k+1}{2}, \frac{k}{2} ; \frac{n-1}{2} ;-\frac{S(n-1)}{n \bar{x}^{2}}\right), n>k+1, \ldots
$$

It can be seen that this equation represents the sum of the ML estimator $\frac{1}{\bar{x}^{k}}$, and a correction for its bias.
${ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)$ is the Gauss hypergeometric function of the second kind, see Definition 31. Furthermore, $S=\frac{1}{n-1} \sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}$.

Unfortunately, an unbiased estimator of $\frac{1}{\mu^{k}}$ if $\mu<0, \sigma^{2}$ being unknown, is not obtainable, see Voinov (1985, p. 360) for discussion.

## B.2.3 First Moment of ML Estimator According to Voinov (1985)

As mentioned in Section 2.1, Voinov (1985) presented the first moment of the Maximum Likelihood estimator of the inverse population mean, $1 / \mu$. This is given by:

$$
\begin{equation*}
\mathrm{E}_{\mu}\left(\frac{1}{\bar{x}}\right)=\frac{\sqrt{n}}{\sqrt{2 \pi \sigma}} \int_{-\infty}^{\infty} \frac{1}{x} \exp \left[-\frac{n(x-\mu)^{2}}{2 \sigma^{2}}\right] d x=\int_{-\infty}^{\infty} \frac{d x}{\varphi(x)} \tag{B.2.13}
\end{equation*}
$$

Since the first derivative of $\varphi(x)$ exists in the vicinity of $x=0$ and the second derivative $\varphi^{\prime \prime}(x)$ also exists $\left(\varphi^{\prime}(x)\right.$ being nonzero) it is stated in Voinov (1985) that there exists the Cauchy Principal Value (see Appendix A.6, Definition 30) of the integral in Equation B.2.13. In the same work, the bias of the Maximum Likelihood estimator of the inverse population mean is presented. It is given by:

$$
\mathrm{b}\left(\frac{1}{\bar{x}}, \frac{1}{\mu}\right)=\mathrm{E}_{\mu}\left(\frac{1}{\bar{x}}\right)-\frac{1}{\mu}=\frac{n}{\sigma^{2}} \int_{0}^{\mu} \exp \left[\frac{n\left(t^{2}-\mu^{2}\right)}{2 \sigma^{2}}\right] d t-\frac{1}{\mu} .
$$

## Additional Proofs

## C. 1 Lemma A. 2

Suppose $\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}$ represents a realisation of an i.i.d. random sample from a $p-$ dimensional distribution with mean $\boldsymbol{\mu}=\mathrm{E}\left[\boldsymbol{x}_{i}\right]=\boldsymbol{g}$ and covariance matrix $\boldsymbol{\Sigma}=\mathrm{E}\left[\left(\boldsymbol{x}_{i}-\right.\right.$ $\left.\boldsymbol{\mu})\left(\boldsymbol{x}_{i}-\boldsymbol{\mu}\right)^{\prime}\right]$. Then, consider $\boldsymbol{z}_{i}=\boldsymbol{x}_{i}-\boldsymbol{\mu}, i=1, \ldots, n$, with moments given as in Lemma A.1. The elements of $\boldsymbol{z}_{i}$ are $z_{i j}$, for $j=1, \cdots, p$, with $\mathrm{E}\left[z_{i j}\right]=0, \mathrm{E}\left[z_{i j}^{2}\right]=\sigma_{j}^{2}, \mathrm{E}\left[z_{i j}^{3}\right]=\eta_{j} \sigma_{j}^{3}$ and $\mathrm{E}\left[z_{i j}^{4}\right]=v_{j} \sigma_{j}^{4}$, where $\boldsymbol{\eta}=\left(\eta_{1}, \cdots, \eta_{n}\right)^{\prime}, \operatorname{Diag}(\boldsymbol{A})$ is a diagonal matrix obtained from $\boldsymbol{A}$ by replacing the off-diagonal elements of $\boldsymbol{A}$ by zero and $\boldsymbol{\Delta}$ is a diagonal matrix with $v_{1}-3, \cdots, v_{p}-3$ as the diagonal elements.

Additionally, are $\Psi$ and $\Phi$ linear functions instead of matrices, $\Psi$ from $\mathbb{R}^{p} \rightarrow \mathcal{M}_{p \times p}$ and $\Phi$ from $\mathcal{M}_{p \times p} \rightarrow \mathcal{M}_{p \times p}$, where $\mathcal{M}_{p \times p}$ stands for the set of all symmetric $p \times p$ matrices, $\Phi^{*}$ is the conjugated or transposed operator with respect to the usual inner product of matrices.

Furthermore, consider $\boldsymbol{z}=\boldsymbol{y}-\mathrm{E}[\boldsymbol{y}]$, with $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}$ and $\mathrm{E}(\boldsymbol{y})=\boldsymbol{g}_{*}=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$. Then $\mathrm{E}[\boldsymbol{z}]=\mathbf{1}_{n} \otimes \mathbf{0}$ and $\boldsymbol{V}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{y})=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$.

The following notation will also be introduced:

$$
\begin{aligned}
& \boldsymbol{\Delta}_{*}=\boldsymbol{I}_{n} \otimes \boldsymbol{\Delta} \\
& \boldsymbol{\eta}_{*}=\mathbf{1}_{n} \otimes \boldsymbol{\eta} .
\end{aligned}
$$

Using Remark A. 4 and different matrix operations given in Appendix A.4, as well as the following identities:

- $\operatorname{tr} \boldsymbol{F}_{1}=\frac{1}{n^{2}} \operatorname{tr}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A}\right)=\frac{1}{n} \operatorname{tr} \boldsymbol{A}$
- $\operatorname{tr} \boldsymbol{F}_{2}=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{A}\right)=\operatorname{tr} \boldsymbol{A}$
the properties presented in Lemma A. 2 are proven as follows:

$$
\begin{aligned}
&\text { (i.1) } \left.\begin{array}{rl}
\Psi\left(\boldsymbol{F}_{1}\right)= & \operatorname{tr}\left(\boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}+2 \boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{V}_{*} \\
+ & \boldsymbol{V}_{*} \operatorname{Diag}\left(\boldsymbol{F}_{1}\right) \boldsymbol{\Delta}^{*} \boldsymbol{V}_{*} \\
= & \frac{1}{n^{2}}\left[\operatorname{tr}\left(\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A}\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+2 \boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{V}_{*}+\boldsymbol{V}_{*} \operatorname{Diag}\left(\boldsymbol{F}_{1}\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Delta}\right) \boldsymbol{V}_{*}\right] \\
= & \frac{1}{n}\left[\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}\right] . \\
\text { (ii.1) } \begin{array}{rl}
\Phi^{*}\left(\boldsymbol{F}_{1}\right)= & \left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)^{3 / 2} \operatorname{Diag}\left(\boldsymbol{F}_{1}\right) \boldsymbol{\eta}^{*} \\
= & \left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2}\right) \frac{1}{n^{2}} \boldsymbol{I}_{n} \otimes \operatorname{Diag}(\boldsymbol{A})\left(\mathbf{1}_{n} \otimes \boldsymbol{\eta}\right) \\
= & {\left[\frac{1}{n^{2}} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2} \operatorname{Diag}(\boldsymbol{A})\right]\left(\mathbf{1}_{n} \otimes \boldsymbol{\eta}\right)} \\
= & \frac{1}{n^{2}} \mathbf{1}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\eta}, \\
& \text { with } \operatorname{Diag}\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}} \operatorname{Diag}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A}\right) .
\end{array}
\end{array} . \begin{array}{rl}
\end{array}\right) \\
& \\
&
\end{aligned}
$$

Similarly, the expressions for $\boldsymbol{F}_{2}$ can be demonstrated.

$$
\text { (iii) } \begin{aligned}
\Phi(\boldsymbol{f}) & =\operatorname{Diag}\left(\boldsymbol{f} \boldsymbol{\eta}_{*}^{\prime}\right) \boldsymbol{V}_{*}^{3 / 2} \\
& =\frac{1}{n} \operatorname{Diag}\left(\mathbf{1}_{n} \otimes \boldsymbol{a}\right)\left(\mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\eta}^{\prime}\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2}\right) \\
& =\frac{1}{n}\left[\operatorname{Diag} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \operatorname{Diag}\left(\boldsymbol{a} \boldsymbol{\eta}^{\prime}\right)\right]\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2}\right), \text { since } \operatorname{Diag}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right)=\boldsymbol{I}_{n} \\
& =\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\boldsymbol{a} \boldsymbol{\eta}^{\prime}\right) \boldsymbol{\Sigma}^{3 / 2} .
\end{aligned}
$$

It is important to point out that the expressions presented in Kleffe and Rao (1988) and Neudecker and Trenkler (2002) are equivalent. As an example it can be mentioned:
(a) $\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}=\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right)$.

From Neudecker and Trenkler (2002) it is known:

$$
\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}=\frac{1}{n^{3}}(\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{A}) \boldsymbol{\Psi}+(n-1)(\alpha+2 \beta)) .
$$

Using the properties introduced by Kleffe and Rao (1988, Section 2.1) for the same examples, the equivalent expression looks like:

$$
\text { (iv.1) } \begin{aligned}
\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right) & =\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*} \\
& =\operatorname{tr} \boldsymbol{F}_{1}\left[\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n^{2}} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}\right] \\
& =\frac{1}{n^{2}} \alpha+\frac{2}{n^{2}} \beta+\frac{1}{n^{3}} \boldsymbol{A} \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma} \\
& =\frac{1}{n^{2}}(\alpha+2 \beta)+\frac{1}{n^{3}} \boldsymbol{A} \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma} \\
& =\frac{(n-1)}{n^{3}}(\alpha+2 \beta)+\frac{1}{n^{3}} \underbrace{(\alpha+2 \beta+\boldsymbol{A} \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma})}_{\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})} \\
& =\frac{1}{n^{3}}(\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1)(\alpha+2 \beta)) .
\end{aligned}
$$

(b) $\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Psi}_{*}=\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{2}\right)$.

From Neudecker and Trenkler (2002) it is known:

$$
\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Psi}_{*}=\frac{1}{n}(\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{A}) \boldsymbol{\Psi}+(n-1) \alpha)
$$

Using the properties introduced by Kleffe and Rao (1988, Section 2.1) for the same examples, the equivalent expression looks like:

$$
\text { (iv.2) } \begin{aligned}
\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{2}\right) & =\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Psi}_{*} \\
& =\frac{1}{n} \operatorname{tr}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{A}\right)\left[\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n} \boldsymbol{I}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}\right] \\
& =\frac{1}{n} \underbrace{(\alpha+2 \beta+\boldsymbol{A} \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma})}_{\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})}+\frac{(n-1)}{n} \alpha \\
& =\frac{1}{n}(\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha) .
\end{aligned}
$$

(v) $\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}=\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{2}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Psi}_{*}$
$=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{A}\right)\left[\frac{1}{2} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n^{2}} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n^{2}} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}\right]$
$=\frac{1}{n^{2}} \underbrace{(\alpha+2 \beta+\boldsymbol{A D i a g}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma})}_{\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})}+\frac{(n-1)}{n} \alpha$
$=\frac{1}{n^{2}}(\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha)$.
$\left(\right.$ vi.1) $\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1}\right) \Phi(\boldsymbol{f})=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})=\frac{1}{n^{2}} \boldsymbol{a}^{\prime} \Phi^{*}(\boldsymbol{A})=\frac{1}{n^{2}} \operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}$.
(vi.2) $\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{2}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2}\right) \Phi(\boldsymbol{f})=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{a}^{\prime} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}$.

Identities (vii) - (ix) are obtained by substituting $\boldsymbol{z}_{i}$ by $\boldsymbol{y}, \boldsymbol{a}=\boldsymbol{b}$ by $\boldsymbol{f}, \boldsymbol{A}$ by $\boldsymbol{F}_{1}, \boldsymbol{B}$ by $\boldsymbol{F}_{2}$, $\boldsymbol{\Sigma}$ by $\boldsymbol{V}_{*}=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$ and $\boldsymbol{g}$ by $\boldsymbol{g}_{*}=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$ in the equations (vii) - (ix) given in Remark A.4.

## C. 2 Theorem 3.1

Additionally to the identities proved in the last section the following identities will be useful for obtaining the expressions of the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)$ introduced in Theorem 3.1.

- $\boldsymbol{V}_{*} \boldsymbol{F}_{1}=\frac{1}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A}$
- $\boldsymbol{V}_{*} \boldsymbol{F}_{2}=\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma} \boldsymbol{A}$
- $\boldsymbol{F}_{1} \boldsymbol{V}_{*}=\frac{1}{n^{2}} \mathbb{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A} \boldsymbol{\Sigma}$
- $\boldsymbol{F}_{2} \boldsymbol{V}_{*}=\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{A} \boldsymbol{\Sigma}$
- $\boldsymbol{F}_{1} \boldsymbol{V}_{*} \boldsymbol{F}_{1}=\frac{1}{n^{3}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A}$
- $\boldsymbol{F}_{2} \boldsymbol{V}_{*} \boldsymbol{F}_{2}=\frac{1}{n^{2}} \boldsymbol{I}_{n} \otimes \boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A}$
- $\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}$
- $\operatorname{tr} \boldsymbol{F}_{2} \boldsymbol{V}_{*}=\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}$
- $\boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{g}_{*}=\frac{1}{n} \mathbf{1}_{n} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}$
- $\boldsymbol{g}_{*} \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1}=\frac{1}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\prime} \boldsymbol{A}$
- $\boldsymbol{g}_{*} \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \boldsymbol{V}_{*}=\frac{1}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\mu} \boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\Sigma}$
- $\operatorname{tr} \boldsymbol{F}_{1}\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}=\frac{\alpha}{n^{2}}$
- $\operatorname{tr} \boldsymbol{F}_{2}\left(\operatorname{tr} \boldsymbol{F}_{2} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}=\alpha$
- $\operatorname{tr} \boldsymbol{F}_{2}\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}=\frac{\alpha}{n}$

The following identities hold for $l=1,2$ :

- $\boldsymbol{V}_{*} \boldsymbol{f}=\frac{1}{n} \mathbf{1}_{n} \otimes \boldsymbol{\Sigma} \boldsymbol{a}$
- $\boldsymbol{g}_{*} \boldsymbol{f}_{*}^{\prime} \boldsymbol{V}_{*}=\frac{1}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\mu} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma}$
- $\boldsymbol{f}^{\prime} \boldsymbol{g}_{*}=\boldsymbol{a}^{\prime} \boldsymbol{\mu}$
- $\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{f}=\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{a}$
- $\boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{1}{n^{2}}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A}\right)\left(\mathbf{1}_{n} \otimes \boldsymbol{\mu}\right)=\frac{1}{n}\left(\mathbf{1}_{n} \otimes \boldsymbol{A} \boldsymbol{\mu}\right)$
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{g}_{*}=\boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\mu}, l=1,2$
- $\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}$
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{1}{n} \boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}$
- $\left.\Phi\left(\boldsymbol{F}_{l} \boldsymbol{g}_{*}\right)=\frac{1}{n} \Phi\left(\mathbf{1}_{n} \otimes \boldsymbol{A} \boldsymbol{\mu}\right)\right)$,

$$
\begin{aligned}
& =\frac{1}{n} \operatorname{Diag}\left[\left(\mathbf{1}_{n} \otimes \boldsymbol{A} \boldsymbol{\mu}\right) \boldsymbol{\eta}_{*}^{\prime}\right] \boldsymbol{V}_{*}^{3 / 2}=\frac{1}{n}\left[\operatorname{Diag}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A} \boldsymbol{\mu} \boldsymbol{\eta}^{\prime}\right)\right]\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2}\right) \\
& =\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\boldsymbol{A} \boldsymbol{\mu} \boldsymbol{\eta}^{\prime}\right) \boldsymbol{\Sigma}^{3 / 2}
\end{aligned}
$$

In Lemma A. 2 the following expressions for $l=1,2$ are given:

$$
\begin{aligned}
\operatorname{var}\left(T_{l}^{\text {Poly }}\right)= & \operatorname{var}\left(\boldsymbol{f}^{\prime} \boldsymbol{y}+\boldsymbol{y}^{\prime} \boldsymbol{F}_{l} \boldsymbol{y}\right) \\
= & 4 \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}+4 \operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \otimes \boldsymbol{F}_{l}\right) \boldsymbol{\Phi}_{*} \\
& +\operatorname{tr}\left(\boldsymbol{F}_{l} \otimes \boldsymbol{F}_{l}\right) \boldsymbol{\Psi}_{*}+4 \boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}+2 \operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{l}\right) \boldsymbol{\Phi}_{*} \\
& +\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{f}-\left(\operatorname{tr} \boldsymbol{F}_{l} \boldsymbol{V}_{*}\right)^{2} . \\
\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)= & \boldsymbol{f}^{\prime}\left[2 \boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{g}_{*}+\boldsymbol{V}_{*} \boldsymbol{f}+\Phi^{*}\left(\boldsymbol{F}_{1}\right)\right] \\
& +\operatorname{tr\boldsymbol {F}_{2}[4\boldsymbol {g}_{*}\boldsymbol {g}_{*}^{\prime }\boldsymbol {F}_{1}\boldsymbol {V}_{*}+2\Phi (\boldsymbol {F}_{1}\boldsymbol {g}_{*})} \begin{aligned}
& +2 \Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}+\Psi\left(\boldsymbol{F}_{1}\right) \\
& \left.+2 \boldsymbol{g}_{*} \boldsymbol{f}^{\prime} \boldsymbol{V}_{*}+\Phi(\boldsymbol{f})-\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}\right] .
\end{aligned} \\
& \\
&
\end{aligned}
$$

The preceding calculations show that the variances of the $T_{l}^{\text {Poly }}$, for $l=1,2$, have the following common terms:

$$
\begin{aligned}
& 4 \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}+4 \boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}+\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{f} \\
& =4 \frac{1}{n} \boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}+4 \frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}+\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{a} .
\end{aligned}
$$

This summarises in a constant common term, which is denoted by $\gamma$, i.e.

$$
\gamma=\frac{1}{n}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a})^{\prime} \boldsymbol{\Sigma}(2 \boldsymbol{A} \boldsymbol{\mu}+\boldsymbol{a}) \geq 0 .
$$

It can also be seen that in the expression of the covariance the following constant terms are contained:

$$
\begin{aligned}
& 2 \boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{g}_{*}+\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{f}+4 \operatorname{tr} \boldsymbol{F}_{2} \boldsymbol{g}_{*} \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \boldsymbol{V}_{*}+2 \operatorname{tr} \boldsymbol{F}_{2} \boldsymbol{g}_{*} \boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \\
& =2 \frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}+\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{a}+4 \frac{1}{n} \boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}+2 \frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu} \\
& =4 \frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}+\frac{1}{n} \boldsymbol{a}^{\prime} \boldsymbol{\Sigma} \boldsymbol{a}+4 \frac{1}{n} \boldsymbol{\mu}^{\prime} \boldsymbol{A} \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\mu}
\end{aligned}
$$

which is also equal to $\gamma$.

Then it follows:

$$
\begin{aligned}
\operatorname{var}\left(T_{1}^{\text {Poly }}\right)= & 4 \operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Phi}_{*}+\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*} \\
& +2 \operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{1}\right) \mathbf{\Phi}_{*}-\frac{1}{n^{2}}(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2}+\gamma \\
\operatorname{var}\left(T_{2}^{\text {Poly }}\right)= & 4 \operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}_{*}+\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Psi}_{*} \\
& +2 \operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}_{*}-(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2}+\gamma \\
\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)= & \boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{1}\right)+\operatorname{tr} \boldsymbol{F}_{\mathbf{2}}\left[2 \Phi\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)\right. \\
& \left.+2 \Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}+\Psi\left(\boldsymbol{F}_{1}\right)+\Phi(\boldsymbol{f})\right]-\frac{1}{n}(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2}+\gamma .
\end{aligned}
$$

The following identities hold true:

- $\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}=\frac{1}{n^{4}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A} \otimes \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A}$
- $\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}=\frac{1}{n^{2}} \boldsymbol{I}_{n} \otimes \boldsymbol{A} \otimes \boldsymbol{I}_{n} \otimes \boldsymbol{A}$
- $\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}=\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{3}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1)(2 \beta+\alpha)]$
- $\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Psi}_{*}=\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{2}\right)=\frac{1}{n}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha]$
- $\operatorname{tr}\left(\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}=\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{2}\right)=\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha]$
- $\operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Phi}_{*}=\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1}\right) \Phi(\boldsymbol{f})=\frac{1}{n^{2}} \boldsymbol{a}^{\prime} \Phi^{*}(\boldsymbol{A})=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})$
- $\operatorname{tr}\left(\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}_{*}=\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{2}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2}\right) \Phi(\boldsymbol{f})=\frac{1}{n} \boldsymbol{a}^{\prime} \Phi^{*}(\boldsymbol{A})=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})$
- $\Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}=\frac{1}{n^{2}} \mathbf{1}_{n} \mathbb{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma}^{3 / 2} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\eta} \boldsymbol{\mu}^{\prime}$
- $\Phi^{*}\left(\boldsymbol{F}_{2}\right) \boldsymbol{g}_{*}^{\prime}=\frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}^{3 / 2} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\eta} \boldsymbol{\mu}^{\prime}$
- $\operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \mathbf{\Phi}_{*}=\operatorname{tr} \boldsymbol{F}_{1} \Psi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}$
- $\operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}_{*}=\operatorname{tr} \boldsymbol{F}_{2} \Psi^{*}\left(\boldsymbol{F}_{2}\right) \boldsymbol{g}_{*}^{\prime}=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}$
$\bullet \operatorname{tr} \boldsymbol{F}_{1} \Phi\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)=\operatorname{tr} \boldsymbol{F}_{2} \Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}=\frac{1}{n^{2}} \operatorname{tr}\left(\boldsymbol{\mu}^{\prime} \boldsymbol{A} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}$
$\bullet \operatorname{tr} \boldsymbol{F}_{2} \Phi\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)=\operatorname{tr} \boldsymbol{F}_{2} \Phi\left(\boldsymbol{F}_{2} \boldsymbol{g}_{*}\right)=\operatorname{tr} \boldsymbol{F}_{2} \Psi^{*}\left(\boldsymbol{F}_{2}\right) \boldsymbol{g}_{*}^{\prime}=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}=\frac{1}{n} \operatorname{tr}\left(\boldsymbol{\mu}^{\prime} \boldsymbol{A} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}$.

Form the identities presented above and assuming $\alpha=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2}$, then the equations for the variance presented above can be rewritten as:

$$
\begin{aligned}
\operatorname{var}\left(T_{1}^{\text {Poly }}\right)= & 4 \operatorname{tr} \boldsymbol{F}_{1} \Psi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}+\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right) \\
& +2 \boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{1}\right)-\frac{1}{n^{2}} \alpha+\gamma \\
\operatorname{var}\left(T_{2}^{\text {Poly }}\right)= & 4 \operatorname{tr} \boldsymbol{F}_{2} \Psi^{*}\left(\boldsymbol{F}_{2}\right) \boldsymbol{g}_{*}^{\prime}+\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{2}\right) \\
& +2 \boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{2}\right)-\alpha+\gamma
\end{aligned}
$$

Now, substituting the identities exposed in Lemma A. 2 and those presented above in the corresponding equations of the variances and covariance it follows:

$$
\begin{aligned}
& \operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{\frac{4}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+\frac{1}{n^{3}} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})}{} \\
&+\underbrace{\frac{n-1}{n^{3}}(2 \beta-\alpha)+\frac{2}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})-\frac{\alpha}{n^{2}}}_{2 \frac{(n-1)}{n^{3}} \beta-\frac{\alpha}{n^{3}}}+\gamma \\
& \operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{4}{n} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+\frac{2}{n} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+\underbrace{\frac{(n-1) \alpha}{n}-\alpha}_{-\frac{\alpha}{n}}+\gamma \\
& \operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\frac{2}{n} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+\frac{2}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime} \\
&+\frac{1}{n^{2}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha]+\frac{1}{n} \operatorname{tr} \Phi(\boldsymbol{a})-\frac{1}{n^{2}} \alpha+\gamma .
\end{aligned}
$$

After applying some properties of addition it follows:
(i) $\operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[4 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+2 \frac{n-1}{n} \beta-\frac{\alpha}{n}\right]+\gamma$
(ii) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{1}{n}\left[4 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})-\alpha\right]+\gamma$
(iii) $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[2(n+1) \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+(n+1) \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})-\alpha\right]+\gamma$.

## C. 3 Lemma A. 3

In Kleffe and Rao (1988, Section 2.1) the following properties are introduced:
(i) $\operatorname{tr}(\boldsymbol{A} \otimes \boldsymbol{B}) \Psi=\operatorname{tr} \boldsymbol{B} \Psi(\boldsymbol{A})=\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{B})$
(ii) $\operatorname{tr}\left(\boldsymbol{b}^{\prime} \otimes \boldsymbol{B}\right) \boldsymbol{\Phi}=\operatorname{tr} \boldsymbol{B} \Phi(\boldsymbol{b})=\boldsymbol{b}^{\prime} \Phi^{*}(\boldsymbol{B})$
(iii) $\Psi_{\boldsymbol{z}}(\boldsymbol{A})=(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}) \boldsymbol{\Sigma}+2 \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\operatorname{Diag}\left(\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{n}\right)$,
with $\boldsymbol{D}_{i}=\Psi_{i}\left(\boldsymbol{A}_{i i}\right)-2 \boldsymbol{\Sigma}_{i} \boldsymbol{A}_{i i} \boldsymbol{\Sigma}_{i}-\left(\operatorname{tr} \boldsymbol{A}_{i i} \boldsymbol{\Sigma}_{i}\right) \boldsymbol{\Sigma}_{i}$.

Since the variance for each $i=1, \cdots, n$ is the same, $\boldsymbol{\Sigma}_{i}=\boldsymbol{V}_{*}=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$ and at the same time $\boldsymbol{A}_{i i}=\boldsymbol{A}$, then $\boldsymbol{D}_{i}=\Psi_{u}(\boldsymbol{A})-2 \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}-(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}) \boldsymbol{\Sigma}$ and $\Psi_{u}(\boldsymbol{A})=\sum_{i=1}^{p} \sum_{j=1}^{p} A_{i j} \boldsymbol{\Psi}_{i j}$.
(iv) $\Phi_{\boldsymbol{z}}^{*}(\boldsymbol{A})=\left(\Phi_{1}^{*}\left(\boldsymbol{A}_{11}\right)^{\prime}, \ldots, \Phi_{n}^{*}\left(\boldsymbol{A}_{n n}\right)^{\prime}\right)^{\prime}$, with $\Phi_{i}^{*}\left(\boldsymbol{A}_{i i}\right)=\Phi_{u}^{*}(\boldsymbol{A})=\left(\operatorname{tr} \boldsymbol{A} \mathbf{\Phi}_{1}, \ldots, \operatorname{tr} \boldsymbol{A} \mathbf{\Phi}_{p}\right)$.
(v) $\Phi_{\boldsymbol{z}}(\boldsymbol{a})=\operatorname{Diag}\left(\Phi_{1}\left(\boldsymbol{a}_{1}\right), \ldots, \Phi_{n}\left(\boldsymbol{a}_{n}\right)\right)$, with $\Phi_{i}\left(\boldsymbol{a}_{i}\right)=\Phi_{u}(\boldsymbol{a})=\sum_{i=1}^{p} \boldsymbol{a}_{i} \boldsymbol{\Phi}_{i}$, with $\boldsymbol{a}_{i}=\boldsymbol{a}$.

Using Remark A. 5 and the aforementioned properties introduced by Kleffe and Rao (1988, Section 2.1), the statements made in Lemma A. 3 are proven as follows:

$$
\begin{aligned}
(\mathrm{i} .1) \Psi_{\boldsymbol{z}}\left(\boldsymbol{F}_{1}\right) & =\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}+2 \boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{V}_{*}+\operatorname{Diag}\left(\boldsymbol{D}_{1}, \cdots, \boldsymbol{D}_{n}\right) \\
& =\Psi_{\boldsymbol{z}}\left(\boldsymbol{F}_{1}\right)=\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}+2 \boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{V}_{*}+\operatorname{Diag}\left(\boldsymbol{D}_{1}, \cdots, \boldsymbol{D}_{n}\right) \\
& =\frac{1}{n^{2}} \operatorname{tr}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A} \boldsymbol{\Sigma}\right)\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\operatorname{Diag}\left(\boldsymbol{D}_{1}, \cdots, \boldsymbol{D}_{n}\right) \\
& =\frac{1}{n} \operatorname{tr}(\boldsymbol{A} \boldsymbol{\Sigma})\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\operatorname{Diag}\left(\boldsymbol{D}_{1}, \cdots, \boldsymbol{D}_{n}\right) \\
& =\frac{1}{n}\left[(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})\left(\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}\right)+\frac{2}{n} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\Sigma} \boldsymbol{A} \boldsymbol{\Sigma}+\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\boldsymbol{D}_{i}\right)\right]
\end{aligned}
$$

(ii.1) $\Phi_{\boldsymbol{z}}^{*}\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}} \mathbf{1}_{n} \otimes \Phi_{u}^{*}(\boldsymbol{A})$

Similarly, the expressions for $\boldsymbol{F}_{2}$ can be demonstrated.
(iii) $\Phi_{\boldsymbol{z}}(\boldsymbol{f})=\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\Phi_{u}(\boldsymbol{a})\right)$

## C. 4 Theorem 3.2

Additionally to the identities proved in the last section the following identities will be useful for obtaining the expressions of the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)$ introduced in Theorem 3.2,

$$
\Phi_{\boldsymbol{z}}\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)=\frac{1}{n} \Phi_{\boldsymbol{z}}\left(\left(\mathbf{1}_{n} \otimes \boldsymbol{A} \boldsymbol{\mu}\right)\right)=\frac{1}{n} \boldsymbol{I}_{n} \otimes \operatorname{Diag}\left(\Phi_{u}\left(\boldsymbol{A} \boldsymbol{\mu}^{\prime}\right)\right)=\Phi_{\boldsymbol{z}}\left(\boldsymbol{F}_{2} \boldsymbol{g}_{*}\right),
$$

with $\boldsymbol{F}_{1} \boldsymbol{g}_{*}=\frac{1}{n^{2}}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A}\right)\left(\mathbf{1}_{n} \otimes \boldsymbol{\mu}\right)=\frac{1}{n}\left(\mathbf{1}_{n} \otimes \boldsymbol{A} \boldsymbol{\mu}\right)=\frac{1}{n} \Phi_{\boldsymbol{z}}\left(\mathbf{1}_{n} \otimes \boldsymbol{A} \boldsymbol{\mu}\right)$.

$$
\begin{aligned}
& \begin{aligned}
& \Phi_{\boldsymbol{z}}^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}= \frac{1}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \Phi_{u}^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime} \\
& \begin{aligned}
\Phi_{\boldsymbol{z}}^{*}\left(\boldsymbol{F}_{2}\right) \boldsymbol{g}_{*}^{\prime}= & \frac{1}{n} \boldsymbol{I}_{n} \otimes \Phi_{u}^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}
\end{aligned} \\
& \begin{aligned}
\operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi} & =\operatorname{tr} \boldsymbol{F}_{2} \Phi_{u}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1}\right)=\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \Phi_{u}^{*}\left(\boldsymbol{F}_{1}\right) \\
& =\operatorname{tr}\left[\frac{1}{n^{2}}\left(\mathbf{1}_{n}^{\prime} \otimes \boldsymbol{\mu}^{\prime}\right) \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A} \otimes \frac{1}{n} \boldsymbol{I}_{n} \otimes \boldsymbol{A}\right] \boldsymbol{\Phi} \\
& =\frac{1}{n^{2}} \operatorname{tr}\left(\boldsymbol{\mu}^{\prime} \boldsymbol{A} \otimes \boldsymbol{A}\right) \boldsymbol{\Phi}=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi_{u}(\boldsymbol{A} \boldsymbol{\mu}) \\
& =\frac{1}{n^{2}}(\boldsymbol{\mu} \boldsymbol{A})^{\prime} \Phi_{u}^{*}(\boldsymbol{A}), \text { reminding that } \boldsymbol{A} \text { is symmetric, i.e. } \boldsymbol{A}=\boldsymbol{A}^{\prime} .
\end{aligned} \\
& \operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}=\frac{1}{n^{2}} \operatorname{tr} \boldsymbol{A} \Phi\left(\boldsymbol{A} \boldsymbol{\mu}^{\prime}\right)
\end{aligned} \\
& \begin{aligned}
\operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}= & \operatorname{tr} \boldsymbol{F}_{2} \Phi_{u}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2}\right)=\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \Phi_{u}^{*}\left(\boldsymbol{F}_{2}\right)=\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Phi_{u}(\boldsymbol{A} \boldsymbol{\mu})
\end{aligned} \\
& 2 \operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}+\operatorname{tr}\left(\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}\right) \boldsymbol{\Phi}=\frac{2(n+1)}{n} \operatorname{tr} \boldsymbol{A} \Phi_{u}(\boldsymbol{A} \boldsymbol{\mu}) .
\end{aligned}
$$

Theorem 3.2 follows directly from the expressions of variance and covariance given in Lemma A.2, the identities given in Lemma A. 3 and the additional identities given above.

## C. 5 Lemma A. 4

Suppose $x_{1}, x_{2}, \ldots, x_{n}$ represents a realisation of an i.i.d. random sample from a univariate distribution and $x_{i}$ an arbitrary element of $\boldsymbol{x}$ with $\mathrm{E}\left[x_{i}\right]=\mu$ and variance $\operatorname{var}\left(x_{i}\right)=\sigma^{2}$. Furthermore, is $\mathrm{E}[\boldsymbol{x}]=\mu \mathbf{1}_{n}$ and $\operatorname{cov}(\boldsymbol{x})=\sigma^{2} \boldsymbol{I}_{n}$.

Assume that $\boldsymbol{z}=\boldsymbol{x}-\mathrm{E}[\boldsymbol{x}]$, with $\mathrm{E}[\boldsymbol{z}]=\mathbf{0}, \boldsymbol{g}_{*}=\mathrm{E}[\boldsymbol{x}]=\mu \mathbf{1}_{n}$ and $\boldsymbol{V}_{*}=\mathrm{E}\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{x})=$ $\sigma^{2} \boldsymbol{I}_{n}$. Furthermore, assume the elements of $\boldsymbol{z}$ are $z_{i}$, with $\mathrm{E}\left[z_{i}\right]=0, \mathrm{E}\left[z_{i}^{2}\right]=\sigma^{2}, \mathrm{E}\left[z_{i}^{3}\right]=\eta \sigma^{3}$ and $\mathrm{E}\left[z_{i}^{4}\right]=v \sigma^{4}$.

Additionally, are $\Psi$ and $\Phi$ linear functions instead of matrices, $\Psi$ from $\mathbb{R}^{p} \rightarrow \mathcal{M}_{p \times p}$ and $\Phi$ from $\mathcal{M}_{p \times p} \rightarrow \mathcal{M}_{p \times p}$, where $\mathcal{M}_{p \times p}$ stands for the set of all symmetric $p \times p$ matrices, $\Phi^{*}$ is the conjugated or transposed operator with respect to the usual inner product of matrices.

The following notation will also be introduced:

$$
\begin{aligned}
& \boldsymbol{\Delta}_{*}=\boldsymbol{I}_{n} v \\
& \boldsymbol{\eta}_{*}=\mathbf{1}_{n} \eta
\end{aligned}
$$

The identities presented in Lemma A. 4 were deduced by applying the properties presented in Remark A. 4 as well as the following additional properties:

- $\operatorname{tr} \boldsymbol{F}_{1}=\frac{1}{n^{2}} \operatorname{tr} A 1_{n} \mathbf{1}_{n}^{\prime}=\frac{1}{n} A$
- $\operatorname{tr} \boldsymbol{F}_{2} \boldsymbol{V}_{*}=\operatorname{tr} \frac{A \sigma^{2}}{n} \boldsymbol{I}_{n}=A$

The identities presented in Lemma A. 4 can be proven as follows:

$$
\text { (i.1) } \begin{aligned}
\Psi\left(\boldsymbol{F}_{1}\right) & =\frac{1}{n} A \sigma^{4} \boldsymbol{I}_{n}+\frac{2}{n^{2}} A \sigma^{4} \mathbf{1}_{n} \mathbf{1}_{n^{2}}^{\prime}+\underbrace{\frac{1}{n^{2}} A \sigma^{4} \boldsymbol{I}_{n} \operatorname{Diag} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}}_{\frac{A \sigma^{4}}{n^{2}}} \boldsymbol{\Delta} \boldsymbol{I}_{n} \\
& =\frac{1}{n}\left[A \sigma^{4} \boldsymbol{I}_{n}+\frac{2}{n} A \sigma^{4} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}+\frac{1}{n} A \Delta \sigma^{4} \boldsymbol{I}_{n}\right]
\end{aligned}
$$

$$
(\mathrm{ii.1}) \Phi^{*}\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}} \underbrace{A \eta \sigma^{3} \boldsymbol{I}_{n} \operatorname{Diag}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right) \mathbf{1}_{n}}_{\frac{1}{n^{2}} A \eta \sigma^{3} \mathbf{1}_{n}}
$$

Similarly, the expressions for $\boldsymbol{F}_{2}$ can be demonstrated.

$$
\text { (iii) } \begin{aligned}
\Phi(\boldsymbol{f}) & =\operatorname{Diag}\left(\boldsymbol{f} \boldsymbol{\eta}_{*}\right) \boldsymbol{V}_{*}^{3 / 2}=\frac{1}{n} \operatorname{Diag}\left(\operatorname{a\eta } \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right) \sigma^{3} \boldsymbol{I}_{n} \\
& =\frac{1}{n} a \eta \sigma^{3} \boldsymbol{I}_{n}, \text { with } \operatorname{Diag}\left(\mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right)=\boldsymbol{I}_{n} \text { and } \boldsymbol{I}_{n} \boldsymbol{I}_{n}=\boldsymbol{I}_{n} \\
& =(\operatorname{iv.1}) \operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}\right) \boldsymbol{\Psi}_{*}, \text { knowing that } \operatorname{tr} \boldsymbol{F}_{1}=\frac{1}{n} A \\
& =\frac{1}{n^{3}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1)(3 \alpha)], \text { since } \alpha=\beta
\end{aligned}
$$

(iv.1) $\operatorname{tr} \boldsymbol{F}_{1} \Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{3}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1)(3 \alpha)]$
(iv.2) $\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{2}\right)=\frac{1}{n}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha]$
(v) $\operatorname{tr} \boldsymbol{F}_{2} \Psi\left(\boldsymbol{F}_{1}\right)=\frac{1}{n^{2}}[\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha]$, where $\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})=3 \alpha+\boldsymbol{A} \boldsymbol{\Sigma} \operatorname{Diag}(\boldsymbol{A}) \boldsymbol{\Delta} \boldsymbol{\Sigma}$
(vi.1) $\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{1}\right)=\operatorname{tr}\left(\boldsymbol{F}_{1}\right) \Phi(\boldsymbol{f})=\frac{1}{n^{2}} a \eta \sigma^{3} A$
(vi.2) $\boldsymbol{f}^{\prime} \Phi^{*}\left(\boldsymbol{F}_{2}\right)=\operatorname{tr}\left(\boldsymbol{F}_{2}\right) \Phi(\boldsymbol{f})=\frac{1}{n} a \eta \sigma^{3} A$

## C. 6 Theorem 3.4

Additionally to the identities proved in the last section the following identities will be useful for obtaining the expressions of the variances of $T_{1}^{\text {Poly }}$ and $T_{2}^{\text {Poly }}$ as well as $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)$ introduced in Theorem 3.4.

- $\boldsymbol{V}_{*} \boldsymbol{F}_{1}=\frac{A \sigma^{2}}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{V}_{*} \boldsymbol{F}_{2}=\frac{A \sigma^{2}}{n} \boldsymbol{I}_{n}$
- $\boldsymbol{F}_{1} \boldsymbol{V}_{*}=\frac{1}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{A} \boldsymbol{\Sigma}$
- $\boldsymbol{F}_{2} \boldsymbol{V}_{*}=\frac{A \sigma^{2}}{n} \boldsymbol{I}_{n}$
- $\boldsymbol{F}_{3} \boldsymbol{V}_{*}=-\frac{A \sigma^{2}}{n(n-1)} \boldsymbol{L}$
- $\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}=\frac{1}{n^{2}} \operatorname{tr} A \sigma^{2} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}=\frac{1}{n} A \sigma^{2}$
- $\operatorname{tr} \boldsymbol{F}_{2} \boldsymbol{V}_{*}=-\operatorname{tr} \frac{A \sigma^{2}}{n(n-1)} \boldsymbol{L}=\operatorname{tr} \frac{A \sigma^{2}}{n} \boldsymbol{I}_{n}=A \sigma^{2}$
- $\operatorname{tr} \boldsymbol{F}_{3} \boldsymbol{V}_{*}=0$
- $\boldsymbol{V}_{*} \boldsymbol{F}_{1} \boldsymbol{g}_{*}=\frac{A \mu \sigma^{2}}{n} \mathbf{1}_{n}$
- $\boldsymbol{F}_{1} \boldsymbol{V}_{*} \boldsymbol{F}_{1}=\frac{A^{2} \sigma^{2}}{n^{3}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{F}_{2} \boldsymbol{V}_{*} \boldsymbol{F}_{2}=\frac{A^{2} \sigma^{2}}{n^{2}} \boldsymbol{I}_{n}$
- $\boldsymbol{F}_{3} \boldsymbol{V}_{*} \boldsymbol{F}_{3}=\frac{A^{2} \sigma^{2}}{n^{2}(n-1)^{2}}\left[\boldsymbol{I}_{n}+(n-2) \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}\right]$
- $\operatorname{tr} \boldsymbol{F}_{1}\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}=\frac{\alpha}{n^{2}}$
- $\operatorname{tr} \boldsymbol{F}_{2}\left(\operatorname{tr} \boldsymbol{F}_{1} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}=\frac{\alpha}{n}$
- $\operatorname{tr} \boldsymbol{F}_{2}\left(\operatorname{tr} \boldsymbol{F}_{2} \boldsymbol{V}_{*}\right) \boldsymbol{V}_{*}=\alpha$

The following identities hold true for $l=1,2,3$ :

- $\boldsymbol{V}_{*} \boldsymbol{f}=\frac{a \sigma^{2}}{n} \mathbf{1}_{n}$
- $\boldsymbol{g}_{*} \boldsymbol{f}^{\prime} \boldsymbol{V}_{*}=\frac{1}{n} a \mu \sigma^{2} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{f}^{\prime} \boldsymbol{g}_{*}=\frac{a}{n} \mathbf{1}_{n}^{\prime} \mathbf{1}_{n} \mu=a \mu$
- $\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{f}=\frac{a}{n} \mathbf{1}_{n} \frac{a \sigma^{2}}{n} \mathbf{1}_{n}=\frac{a^{2} \sigma^{2}}{n}$.
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{g}_{*}=A \mu^{2}, l=1,2$
- $\boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{A \mu}{n} \mathbf{1}_{n}$
- $\boldsymbol{g}_{*} \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l}=\frac{1}{n} A \mu^{2} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{g}_{*} \boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{V}_{*}=\frac{1}{n} A \mu^{2} \sigma^{2} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{f}^{\prime} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{a A \mu \sigma^{2}}{n}$
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{l} \boldsymbol{V}_{*} \boldsymbol{F}_{l} \boldsymbol{g}_{*}=\frac{(A \mu \sigma)^{2}}{n}$.

Furthermore it can be obtained:

- $\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}=\frac{A^{2}}{n^{4}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{F}_{1} \otimes \boldsymbol{F}_{2}=\frac{A^{2}}{n^{3}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{I}_{n}$
- $\boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}=\frac{A^{2}}{n^{2}} \boldsymbol{I}_{n} \otimes \boldsymbol{I}_{n}$
- $\boldsymbol{F}_{3} \otimes \boldsymbol{F}_{3}=\frac{A^{2}}{n^{2}(n-1)^{2}} \boldsymbol{L} \otimes \boldsymbol{L}$.
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{1} \otimes \boldsymbol{F}_{1}=\frac{A^{2} \mu}{n^{3}} \mathbf{1}_{n}^{\prime} \otimes \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \otimes \boldsymbol{F}_{1}=\frac{A^{2} \mu}{n^{2}} \mathbf{1}_{n}^{\prime} \otimes \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{2} \otimes \boldsymbol{F}_{2}=\frac{A^{2} \mu}{n^{2}} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{I}_{n}$
- $\boldsymbol{g}_{*}^{\prime} \boldsymbol{F}_{3} \otimes \boldsymbol{F}_{3}=-\frac{A^{2} \mu}{n^{2}(n-1)^{2}} \mathbb{1}_{n}^{\prime} \otimes \boldsymbol{L}$
- $\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{1}=\frac{a A}{n^{3}} \mathbf{1}_{n}^{\prime} \otimes \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{2}=\frac{a A}{n^{2}} \mathbf{1}_{n}^{\prime} \otimes \boldsymbol{I}_{n}$
- $\boldsymbol{f}^{\prime} \otimes \boldsymbol{F}_{3}=-\frac{a A}{n^{2}(n-1)} \mathbf{1}_{n} \otimes \boldsymbol{L}$
- $\Phi\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)=\frac{1}{n} \Phi\left(A \mu \mathbf{1}_{n}\right)=\frac{\sigma^{2}}{n} \underbrace{\operatorname{Diag}\left(A \mu \mathbf{1}_{n} \eta \mathbf{1}_{n}^{\prime}\right) \boldsymbol{I}_{n}}_{A \eta \sigma^{3} \boldsymbol{I}_{n}}=\frac{1}{n} A \mu \eta \sigma^{3} \boldsymbol{I}_{n}$
- $\Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}=\frac{A \mu \eta \sigma^{3}}{n^{2}} \mathbf{1}_{n} \mathbf{1}_{n}^{\prime}$
- $\operatorname{tr} \boldsymbol{F}_{1} \Phi\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)=\operatorname{tr} \boldsymbol{F}_{2} \Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}=\operatorname{tr} \boldsymbol{F}_{1} \Phi^{*}\left(\boldsymbol{F}_{1}\right) \boldsymbol{g}_{*}^{\prime}=\frac{A^{2} \mu \eta \sigma^{3}}{n^{2}}$
- $\operatorname{tr} \boldsymbol{F}_{2} \Phi\left(\boldsymbol{F}_{1} \boldsymbol{g}_{*}\right)=\operatorname{tr} \boldsymbol{F}_{2} \Phi\left(\boldsymbol{F}_{2} \boldsymbol{g}_{*}\right)=\frac{A^{2} \mu \eta \sigma^{3}}{n}$

For the univariate case, $\mathrm{E}[\boldsymbol{x}]=\mu \mathbf{1}_{n}$ and $\operatorname{cov}(\boldsymbol{x})=\sigma^{2} \boldsymbol{I}_{n}$. Theorem 3.4 follows directly from the expressions of variance and covariance given in Lemma A.2, where the expressions for the multivariate case are presented. Additionally, it is based on Theorem 3.3, the identities presented in Lemma A. 4 and those presented above.

## C. 7 Theorem 5.1

Let $\kappa_{\text {min }}$ be given as introduced in Section 5.1, i.e. as:

$$
\kappa_{\text {min }}=\frac{\operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\iota_{2}\left(\iota_{2}-\iota_{1}\right)}{\operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\left(\iota_{2}-\iota_{1}\right)^{2}}
$$

In Remark 3.1 the properties presented in Lemma A. 4 (introduced by Kleffe and Rao (1988)) were used for obtaining the following expressions for the variances and covariances of the estimators:

$$
\text { (i) } \operatorname{var}\left(T_{1}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[4 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\frac{1}{n} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+\frac{2(n-1)}{n} \beta-\frac{\alpha}{n}\right]+\gamma
$$

(ii) $\operatorname{var}\left(T_{2}^{\text {Poly }}\right)=\frac{1}{n}\left[4 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+2 \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})-\alpha\right]+\gamma$
(iii) $\operatorname{var}\left(T_{3}^{\text {Poly }}\right)=\frac{2}{n(n-1)} \beta+\gamma$
(iv) $\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)=\frac{1}{n^{2}}\left[2(n+1) \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+(n+1) \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})-\alpha\right]+\gamma$.

The following notation will also be introduced:

$$
\begin{aligned}
& \left(\iota_{2}-\iota_{1}\right)=\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}-\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}=\frac{n-1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma} \\
& \iota_{2}\left(\iota_{2}-\iota_{1}\right)=\frac{n-1}{n}(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2}=\frac{n-1}{n} \alpha \\
& \left(\iota_{2}-\iota_{1}\right)^{2}=\left(\frac{n-1}{n}\right)^{2} \alpha .
\end{aligned}
$$

Using the notation given above and expressions given in Remark A. 4 and Lemma 3.1 it follows:

$$
\begin{aligned}
& \operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right) \\
& \quad=\frac{1}{n^{2}}\left[2(n-1) \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+(n-1) \operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+(n-1) \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(1-n) \alpha\right] \\
& \\
& \begin{aligned}
& \operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\iota_{2}\left(\iota_{2}-\iota_{1}\right) \\
&=\frac{(n-1)}{n^{2}}\left[2 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+\operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})\right]+\underbrace{\frac{(1-n)}{n^{2}} \alpha+\frac{n-1}{n} \alpha}_{\left(\frac{n-1}{n}\right)^{2}} \\
&=\frac{(n-1)}{n^{2}}\left[2 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+\operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha\right]
\end{aligned} \\
& \begin{aligned}
\operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{P o l y}\right)=\operatorname{var}\left(T_{1}^{P o l y}\right)+\operatorname{var}\left(T_{2}^{P o l y}\right)-2 \operatorname{cov}\left(T_{1}^{P o l y}, T_{2}^{P o l y}\right)
\end{aligned} \\
& \quad=\frac{1}{n^{2}}[\underbrace{\frac{-\left(n^{2}-2 n+1\right)}{n} \alpha}_{\frac{\left(n^{2}+1\right)}{n} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})-2 \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+\frac{(n-1)}{n} 2 \beta-\underbrace{n}_{\left.\frac{\left(n^{2}+1\right)}{n} \alpha+2 \alpha\right]} \alpha} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A}) \\
& \quad=\frac{1}{n^{2}}\left[\frac{(n-1)^{2}}{n} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+\frac{(n-1)}{n} 2 \beta-\frac{(n-1)^{2}}{n} \alpha\right] \\
& \quad=\frac{(n-1)}{n^{3}}[(n-1) \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+2 \beta-(n-1) \alpha]
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\left(\iota_{2}-\iota_{1}\right)^{2} \\
& \quad=\frac{1}{n^{3}}\left[\frac{(n-1)^{2}}{n} \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+\frac{(n-1)}{n} 2 \beta\right] \underbrace{-\frac{(n-1)^{2}}{n^{3}} \alpha+\left(\frac{n-1}{n}\right)^{2}}_{\frac{(n-1)^{2}(n-1)}{n^{3}} \alpha} \\
& \quad=\frac{(n-1)}{n^{3}}\left[(n-1) \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+2 \beta+(n-1)^{2} \alpha\right] \\
& \\
& \Longrightarrow \kappa_{\text {min }}=\frac{n\left(2 \operatorname{tr} \boldsymbol{A} \Phi^{*}(\boldsymbol{A}) \boldsymbol{\mu}^{\prime}+\operatorname{tr} \boldsymbol{A} \Phi(\boldsymbol{a})+\operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+(n-1) \alpha\right)}{(n-1) \operatorname{tr} \boldsymbol{A} \Psi(\boldsymbol{A})+2 \beta+(n-1)^{2} \alpha}
\end{aligned}
$$

## C. 8 Theorem 5.3

Assume that $\boldsymbol{y}=\operatorname{Vec} \boldsymbol{X}^{\prime}$ is multinormally distributed with $\mathrm{E}[\boldsymbol{y}]=\boldsymbol{g}_{*}=\mathbf{1}_{n} \otimes \boldsymbol{\mu}$ and $\operatorname{cov}(\boldsymbol{y})=\boldsymbol{V}_{*}=\boldsymbol{I}_{n} \otimes \boldsymbol{\Sigma}$.

Moreover, let $\kappa_{\min }$ be given as introduced in Section 5.1, i.e. as:

$$
\kappa_{\text {min }}=\frac{\operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\iota_{2}\left(\iota_{2}-\iota_{1}\right)}{\operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\left(\iota_{2}-\iota_{1}\right)^{2}}
$$

The following notation will also be introduced:

$$
\begin{aligned}
& \left(\iota_{2}-\iota_{1}\right)=\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}-\frac{1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma}=\frac{n-1}{n} \operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma} \\
& \iota_{2}\left(\iota_{2}-\iota_{1}\right)=\frac{n-1}{n}(\operatorname{tr} \boldsymbol{A} \boldsymbol{\Sigma})^{2}=\frac{n-1}{n} \alpha \\
& \left(\iota_{2}-\iota_{1}\right)^{2}=\left(\frac{n-1}{n}\right)^{2} \alpha .
\end{aligned}
$$

Using the notation given above and expressions given in Remark A. 4 and Lemma 3.1 it follows:

$$
\operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)
$$

$$
=\frac{(n-1)}{n^{2}} 2 \beta
$$

$$
\begin{aligned}
& \operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\iota_{2}\left(\iota_{2}-\iota_{1}\right) \\
& \quad=\frac{(n-1)}{n^{2}} 2 \beta+\frac{n-1}{n} \alpha \\
& \quad=\frac{(n-1)}{n^{2}}[2 \beta+n \alpha] \\
& \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)=\operatorname{var}\left(T_{1}^{\text {Poly }}\right)+\operatorname{var}\left(T_{2}^{\text {Poly }}\right)-2 \operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right) \\
& \quad=\frac{1}{n^{2}} 2 \beta+\gamma+\frac{1}{n} 2 \beta+\gamma-\frac{1}{n} 4 \beta-2 \gamma \\
& \quad=\frac{(n-1)}{n^{2}} 2 \beta
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\left(\iota_{2}-\iota_{1}\right)^{2} \\
& \quad=\frac{(n-1)}{n^{2}} 2 \beta+\left(\frac{n-1}{n}\right)^{2} \alpha \\
& \quad=\frac{(n-1)}{n^{2}}[2 \beta+(n-1) \alpha] \\
& \quad \Longrightarrow \kappa_{\min }=\frac{\frac{(n-1)}{n^{2}}[2 \beta+n \alpha]}{\frac{(n-1)}{n^{2}}[2 \beta+(n-1) \alpha]}=\frac{2 \beta+n \alpha}{2 \beta+(n-1) \alpha} .
\end{aligned}
$$

## C. 9 Theorem 5.4

Let $\boldsymbol{z}=\boldsymbol{y}-E[\boldsymbol{y}]$, with $E[\boldsymbol{z}]=\mathbf{0}, \boldsymbol{V}_{*}=E\left[\boldsymbol{z} \boldsymbol{z}^{\prime}\right]=\operatorname{cov}(\boldsymbol{y})=\sigma^{2} \boldsymbol{I}_{n}$ and $\boldsymbol{g}_{*}=\mathrm{E}[\boldsymbol{y}]=\mu \mathbf{1}_{n}$. Moreover, let $\gamma=\frac{\sigma^{2}}{n}(2 A \mu+a)^{2}$ and $\alpha=\beta=A^{2} \sigma^{4}$.

The following notation will also be introduced:

$$
\begin{aligned}
& \left(\iota_{2}-\iota_{1}\right)=\operatorname{tr} A \sigma-\frac{1}{n} \operatorname{tr} A \sigma=\frac{n-1}{n} A \sigma^{2} \\
& \iota_{2}\left(\iota_{2}-\iota_{1}\right)=\frac{n-1}{n}\left(A \sigma^{2}\right)^{2}=\frac{n-1}{n} \alpha
\end{aligned}
$$

$$
\left(\iota_{2}-\iota_{1}\right)^{2}=\left(\frac{n-1}{n}\right)^{2} \alpha
$$

Using the notation given above and the expressions given in Theorem 3.4 it follows:

$$
\begin{aligned}
& \operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right) \\
& =\left[\frac{4}{n}-\frac{2(n+1)}{n^{2}}\right] A^{2} \mu \Phi+\left[\frac{2}{n}-\frac{(n+1)}{n^{2}}\right] a A \Phi+\left[\frac{1}{n}-\frac{1}{n^{2}}\right] A^{2} \Phi+\left[\frac{1}{n^{2}}-\frac{1}{n}\right] \alpha \\
& =\left[\frac{2(n-1)}{n^{2}}\right] A^{2} \mu \Phi+\left[\frac{(n-1)}{n^{2}}\right] a A \Phi+\left[\frac{(n-1)}{n^{2}}\right] A^{2} \Phi+\left[\frac{(1-n)}{n^{2}}\right] \alpha \\
& \operatorname{var}\left(T_{2}^{\text {Poly }}\right)-\operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right)+\iota_{2}\left(\iota_{2}-\iota_{1}\right) \\
& =\left[\frac{2(n-1)}{n^{2}}\right] A^{2} \mu \Phi+\left[\frac{(n-1)}{n^{2}}\right] a A \Phi+\left[\frac{(n-1)}{n^{2}}\right] A^{2} \Phi+\left[\frac{(n-1)(n-1)}{n^{2}}\right] \alpha \\
& \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)=\operatorname{var}\left(T_{1}^{\text {Poly }}\right)+\operatorname{var}\left(T_{2}^{\text {Poly }}\right)-2 \operatorname{cov}\left(T_{1}^{\text {Poly }}, T_{2}^{\text {Poly }}\right) \\
& =\underbrace{\left[\frac{(4(n+1)-4(n+1))}{n^{2}}\right]}_{0} A^{2} \mu \Phi+\underbrace{\left[\frac{2(n+1)-2(n+1)}{n^{2}}\right]}_{0} a A \Phi \\
& +\left[\frac{1}{n^{3}}+\frac{1}{n}-\frac{2}{n^{2}}\right] A^{2} \Phi+\left[\frac{(2 n-3)}{n^{3}}-\frac{1}{n}+\frac{2}{n}\right] \alpha \\
& =\left[\frac{(n-1)(n-1)}{n^{3}}\right] A^{2} \Phi+\left[-\frac{(n-3)(n-1)}{n^{3}}\right] \alpha \\
& \operatorname{var}\left(T_{1}^{\text {Poly }}-T_{2}^{\text {Poly }}\right)+\left(\iota_{2}-\iota_{1}\right)^{2} \\
& \begin{aligned}
=\left[\frac{(n-1)^{2}}{n^{3}}\right] A^{2} \Phi+\underbrace{\left[-\frac{(n-3)(n-1)}{n^{3}}+\frac{(n-1)^{2}}{n^{2}}\right]}_{\begin{array}{c}
\frac{(n-1)}{n^{3}}[n(n-1)-(n-3)] \\
\frac{(n-1)}{n^{3}}\left[n^{2}-2 n+3\right] \\
\frac{(n-1)}{n^{3}}\left[2+(n-1)^{2}\right]
\end{array}}
\end{aligned} \\
& \Longrightarrow \kappa_{\text {min }}=\frac{n\left[2 A^{2} \mu \Phi+a A \Phi+A^{2} \Psi+(n-1) \alpha\right]}{(n-1) A^{2} \Psi+\left(2+(n-1)^{2}\right) \alpha} .
\end{aligned}
$$

## C. 10 Theorem 5.5

Assume that $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime}$ represents a realisation of an i.i.d. random sample from a random variable with $\mathrm{E}\left[x_{i}\right]=\mu$ and variance $\operatorname{var}\left(x_{i}\right)=\sigma^{2}$. Furthermore, is $\mathrm{E}[\boldsymbol{x}]=\mu \mathbb{1}_{n}$ and $\operatorname{cov}(\boldsymbol{x})=\sigma^{2} \boldsymbol{I}_{n}$.

Furthermore, assume that $\boldsymbol{x}$ is normally distributed with $\mathrm{E}[\boldsymbol{x}]=\boldsymbol{g}_{*}=\mu \mathbf{1}_{n}$ and $\operatorname{cov}(\boldsymbol{x})=$ $\boldsymbol{V}_{*}=\sigma^{2} \boldsymbol{I}_{n} . \boldsymbol{x} \sim N\left(\mu \mathbf{1}_{n}, \sigma^{2} \boldsymbol{I}_{n}\right)$, with $\Phi=\Phi^{N}=0$ and $\Psi=\Psi^{N}=3 \sigma^{2}$.

It has already been mentioned that for the univariate case $\alpha=\beta=A^{2} \sigma^{4}$, from this equality the expression for $\kappa_{\min }$ for the normal case follows automatically, i.e.

$$
\Longrightarrow \kappa_{\text {min }}=\frac{2 \alpha+n \alpha}{2 \alpha+(n-1) \alpha}=\frac{\alpha(2+n)}{\alpha(1+n)}=\frac{(2+n)}{(1+n)} .
$$
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Approximated Results for the Estimation of the Ratio of
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| 80－ว9tLLE9 |  | 80＋ә9＇ゅ | 80－əg＇6 | 10－ə060＇ャ | 10－ə060＇ャ | 80＋ə ${ }^{\text {¢ }}$ \％ | ［0－ət＇9 | L0＋2LI＇s | L0＋2LZ ${ }^{\text {c }}$ |  | LO＋20I 2 | $\mathrm{g}^{0}$ |  |
| ¢0－ว $66762 \cdot 9$ | 80－286762．9 | $80+26$＇币 | z0－ə0＇I | 10－ə9ฑて＇\＆ |  | 80＋2．${ }^{\text {c }}$ | ［0－98．${ }^{\text {¢ }}$ | 10＋əサて＇9 | $10+2 \varepsilon^{\circ} \mathrm{G}$ | $80+888{ }^{\prime}$ | 10＋20\％ 2 | 00 | g |
| ¢0－ว¢¢9¢¢ 2 | 80－วぁ¢9¢¢ 2 | 80＋əぁ＇¢ | z0－ət＇I | ［0－ə¢88＇ | 10－2¢88＇z | $80+$ g＇I | ［0－98．${ }^{\text {¢ }}$ | 10＋266 ${ }^{\text {¢ }}$ | L0＋280 ${ }^{\text {c }}$ | ¢0＋ə币L＇ | L0＋298 9 | $\mathrm{g}^{0}$ |  |
| ع0－20¢L96 | 80－－z¢ $2966^{\circ} \mathrm{L}$ | $80+2 L \cdot 9$ | て0－əて＇I | 10－əg92＇z | 10－əg9 ${ }^{\text {c }}$ \％ | $80+$ 矿 I | 10－91号 |  | $\underline{10+2 L 9 \%}$ | $80+290 \cdot \varepsilon$ | 10＋ 299.2 | 6.0 |  |
| 0I－actool ${ }^{\text {a }}$ | 01－29t002． | 90－つぁ＇ゅ | 01－ə0＇z | 80－əg90＇z | 80－ə990＇z | $90-$－ə＇ワ | $80^{-a g} z$ | 90－əgz 9 | 90－2 $\downarrow$ ¢ 9 | ャ0－289＇I | 90－ə76．9 | 6.0 |  |
| 0I－วI6\＆¢L＇巿 | 01－2668\＆${ }^{\text {¢ }}$＇ | 90－29＇z | 0I－ə6．${ }^{\text {\％}}$ | 80－29IL＇S | $80-$－ə¢ ${ }^{-9}$ | co－əg． | $80^{-2 \mathrm{Z}} \mathrm{C}$ | ¢0－ə¢L ${ }^{\text {¢ }}$ | ${ }^{90-⿰ ¢ \%} \mathrm{Z}^{\circ} \mathrm{I}$ | ¢0－ə68＇I |  | $\mathrm{g}^{0} 0$ |  |
| 60－ว66\＆\＆L＇L | 60－ə668¢［＇I | Ғ0－ə6． | 60－əみ＇I | 20－926I＇T | 20－9861＇L | 「0－2 ${ }^{\text {¢ }}$ | 20－ə． L | ¢0－ət9＇I | ${ }^{90-202}{ }^{\text {＇}}$ I |  | $\mathrm{cos}^{-2} \mathrm{LB}^{\prime \prime} \mathrm{I}$ | 00 | † |
| 60－ə LzZII＇\％ | 60－a8zzII＇z | 80－əて＇I | 60－ə6．z | 20－ə¢0¢＇ | 20－ə叩0\％＇z | モ0－ə6．8 | 20－ə7＇ 8 | ¢0－299．L | ¢0－ə09 ${ }^{\text {－}}$ | ャ0－296．9 | ${ }^{9} 0-$－ $66^{\text { }}$ I | 9.0 |  |
| 60－әәоядГ＇\＆ | 60－agoszI＇ 8 | 80－əて＇Z | 60－ə9＇ゅ | L0－כt 29 \％ | L0－əøLC＇ | 80－2L． | L0－a¢． C | ¢0－27I＇I | c0－әt！ | ¥0－ə゙6．9 | ¢0－97g＇I | 6.0 |  |
| 01－วฤてz02＇L | 01－agzzoL＇ | †0－əT＇I | 01－ag＇z | 80－ə789 ${ }^{\text {＇I }}$ | $80^{-2 ¢ 89}{ }^{\text { }}$ | 90－28＇L | 80－əちて | 90－ə⿰๖¢ ${ }^{\text {a }}$ |  | 「0－26L＇z | 90－988＇L | 60 |  |
|  | 0 －－29¥て6ヶ¢ | モ0－əて＇Z | 01－ə6．${ }^{\text {¢ }}$ | 80－ə0ヵ¢＇$¢$ | $80-ə 0 \ddagger \varepsilon^{\prime} \mathrm{E}$ | ゅ0－əャ＇ | 80－ゴ官 | 90－292： | $90-$ \％6． 2 | ¢0－ə02¢ | 90－əI0＇I | 90 |  |
| 01－əで¢9009 | 01－ə¢t¢90 9 | †0－ə6．¢ | 0โ－ว」＜8 | 80－ә9โ0．9 | 80－28t0＇9 | ャ0－92＇\％ | 80－99＇8 | 90－2 208 | 90－əŋで8 | ャ0－ə 26 ¢ | $\mathrm{c}^{0-990}{ }^{\text {－}}$ | 00 | $\varepsilon$ |
| 0I－əZ8SL0＇6 | 01－a88910 6 | ஏ0－əโ．9 | 60－ə8＇${ }^{\text {c }}$ | 80－ə92才 6 | 80－ə8Lよ 6 | ஏ0－əg＇ワ | 20－əə＇I | $90-29 \Gamma 9$ | $90-$ 887 9 | ¢0－əで® | 90－®6z＇8 | 9．0－ |  |
| 60－398T91＇L | 60－əL6L91． | ャ0－ә¢：8 | $60-\partial L^{\prime}$ I | 20－ә80¢＇1 | 20－9808＇ 1 | ＋0－99．9 | L0－96． | $90-$ g 6 ¢ | $90-$ ¢ $0^{\circ}$ |  | 90－ゴが¢ | $6 \cdot 0$ |  |
| 0I－วStI 92. ＇ | 0ヶ－29ゅt92． | Ғ0－ə9＇z | 0L－29．9 | $80-$ Ig ${ }^{\text {c }}$ 9 | $80-2 \mathrm{gcg} 9$ | ๒0－əて＇z | $80^{-29} 2$ | ¢0－269＇ |  | 「0－əザく | 90－991＇z | 6.0 |  |
| $01-269 \pm 89^{\text {¢ }}$ | 0 －－ 697 ¢89＇币 | 90－ə¢＇z | 0ヶ－ว8＊＇ | 80－コLİの9 | $80-$ 2LでG | 90－26．${ }^{\text {c }}$ | 80－99＇9 | ¢0－291． | co－ecz＇ | モ0－ə7g．L | 90－2LI＇I | 90 |  |
| 0I－a¢gese | 01－a8g¢87\％ | 90－ə6．6 | 0I－ə6． 2 | 80－2890＊8 | 80－ə $210{ }^{\circ} 8$ | c0－26．9 | 80－99＊8 | ¢0－ə60＇L |  | ¢0－ə¢6． 1 |  | 00 | z |
| 60－a88967．I | 60－388967＇I | ¢0－ə！${ }^{\text {¢ }} 9$ | 60－ə $2 \cdot \mathrm{I}$ | 20－2 LTF＇I | 20－ə8ちた．I | 「0－ə2．t | $20-26$ I | $90-$ 266 6 | ¢0－ə¢0＇ | 70－2 28.8 |  | $\mathrm{g}^{\circ} 0$ |  |
| 60－ə09LL6． | 60－əT9LL6 | 80－วぁ＇I | 60－ə6＇z | 20－ə¢8\％＇z | L0－ə¢87＇\％ | ع0－ət＇I | 20－ə8＇8 | 90－agz\％L | $90-20 \downarrow$ L | －0－262：\％ | 90－98L 6 | 6.0 |  |
| LI－29¢L9\％＇ | IL－a89t98＇I | 90－ə ${ }^{\text {＇}}$ I | ［I－ə†＇I | 60－ə0て下＇ | 60－əヤで「I | 20－ə2゙も | $60^{-ə ヵ}{ }^{\text {a }}$ | 20－コIt＇t | 20－28 ${ }^{\prime}$＇$\dagger$ | 90－2 29.9 | 20－əザ＇ワ | 6.0 |  |
| LI－ə7z69\％＇8 | IL－ag86¢z＇8 | ¢0－əg＇ 7 | ［L－ə6．6 | 60－ə币LZ＇8 | 60－ə6Lて＇8 | 90－əか＇I | 60－99＇6 | $90-$－86 ${ }^{\text {T}}$ | $90-200{ }^{-}$ | 90－200＇g | 90－əZI＇Z | 90 |  |
|  | 01－2LOLIO． | 90－a8．6 | 0L－əц＇乙 | 80－ə6¢0 ${ }^{\text {¢ }}$ | $80-$－090 ${ }^{\text {\％}}$ | 90－29＇9 | $80^{-2>}{ }^{\prime} \mathrm{z}$ | $90-$－78 ${ }^{\text {² }}$ | $90-$ ¢88 ${ }^{\text {\％}}$ | โ0－280＇ | 90－ə¢t ${ }^{\text {¢ }}$ | 00 | I |
| 01－ə¢1899＇\％ | 01－26I899．8 | †0－əて＇Z | 0L－ə ${ }^{\text {¢ }}$ ¢ |  | $80-$－7\％8＇¢ | ¢0－コ2． 1 | $80^{-⿰ 弓}$ ¢ 9 | 90－2ģ z | 90－ə09＇z |  | 90－ə¢¢ ¢ ¢ | $\mathrm{g}^{\circ} 0-$ |  |
|  | $01-286 L^{\circ} 90^{\circ}$ | $\pm 0-29 \%$ | 0I－ag L | 80－ə7¢¢ | 80－2¢\％$L^{\circ} \mathrm{C}$ | $\pm 0-88.7$ | 80－ac． 8 | 90－92L＇ | $90-208{ }^{\text {¢ }}$ L | ¢0－əて¢ 6 | $90-$ リち＇ 2 | $6.0-$ |  |
|  | $\kappa_{10}{ }_{c}^{\text {e }}$ L | $10_{0}{ }^{2} L$ | $\mathrm{rlod}^{\text {d }}$ L | ${ }_{\wedge_{1} 0_{d}}$ | $\operatorname{rlog}^{8} L$ | ${ }^{2}$ | $\kappa 170^{0_{d} L}$ | $\kappa_{i 0}$ | ${ }^{\text {E }}$ | ${ }^{\text {c }}$ | $6_{10}{ }_{d} L$ |  | Sd |


| PS | $\rho$ | $T_{1}^{\text {Poly }}$ | $T_{2}^{\text {Poly }}$ | $T_{3}^{\text {Poly }}$ | $T_{\kappa_{\text {min }}}^{\text {Poly }}$ | $T_{1}^{\text {Poly }}$ | $T_{2}^{\text {Poly }}$ | $T_{3}^{\text {Poly }}$ | $T_{\kappa_{\text {min }}}^{\text {Poly }}$ | $T_{1}^{\text {Poly }}$ | $T_{2}^{\text {Poly }}$ | $T_{3}^{\text {Poly }}$ | $T_{\kappa \text { min }}^{\text {Poly }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.9 | $1.76 \mathrm{e}-05$ | $6.89 \mathrm{e}-04$ | $1.32 \mathrm{e}-05$ | $1.30 \mathrm{e}-05$ | $8.2 \mathrm{e}-08$ | $2.8 \mathrm{e}-04$ | $5.553 \mathrm{e}-08$ | $5.552 \mathrm{e}-08$ | $7.2 \mathrm{e}-10$ | $3.4 \mathrm{e}-04$ | $4.84733 \mathrm{e}-10$ | $4.84732 \mathrm{e}-10$ |
|  | $-0.5$ | $8.79 \mathrm{e}-06$ | $3.37 \mathrm{e}-04$ | $6.68 \mathrm{e}-06$ | $6.55 \mathrm{e}-06$ | $6.7 \mathrm{e}-08$ | $2.1 \mathrm{e}-04$ | $4.663 \mathrm{e}-08$ | $4.662 \mathrm{e}-08$ | $4.9 \mathrm{e}-10$ | $2.1 \mathrm{e}-04$ | $3.45542 \mathrm{e}-10$ | $3.45541 \mathrm{e}-10$ |
|  | 0.0 | $3.36 \mathrm{e}-06$ | $1.25 \mathrm{e}-04$ | $2.61 \mathrm{e}-06$ | $2.56 \mathrm{e}-06$ | $4.3 \mathrm{e}-08$ | $1.2 \mathrm{e}-04$ | $3.125 \mathrm{e}-08$ | $3.124 \mathrm{e}-08$ | $2.7 \mathrm{e}-10$ | $9.5 \mathrm{e}-05$ | $2.00691 \mathrm{e}-10$ | $2.00690 \mathrm{e}-10$ |
|  | 0.5 | $1.13 \mathrm{e}-06$ | $4.62 \mathrm{e}-05$ | $8.26 \mathrm{e}-07$ | $8.12 \mathrm{e}-07$ | $1.9 \mathrm{e}-08$ | $4.6 \mathrm{e}-05$ | $1.471 \mathrm{e}-08$ | $1.470 \mathrm{e}-08$ | $1.0 \mathrm{e}-10$ | $2.4 \mathrm{e}-05$ | $8.56652 \mathrm{e}-11$ | $8.56649 \mathrm{e}-11$ |
|  | 0.9 | $4.19 \mathrm{e}-07$ | $2.97 \mathrm{e}-05$ | $1.51 \mathrm{e}-07$ | $1.50 \mathrm{e}-07$ | $3.4 \mathrm{e}-09$ | $8.6 \mathrm{e}-06$ | $2.545 \mathrm{e}-09$ | $2.544 \mathrm{e}-09$ | $1.6 \mathrm{e}-11$ | $1.3 \mathrm{e}-06$ | $1.49096 \mathrm{e}-11$ | $1.49094 \mathrm{e}-11$ |
| 2 | -0.9 | $7.10 \mathrm{e}-05$ | $2.69 \mathrm{e}-03$ | $5.44 \mathrm{e}-05$ | $5.33 \mathrm{e}-05$ | $3.05 \mathrm{e}-07$ | $9.96 \mathrm{e}-04$ | $2.090 \mathrm{e}-07$ | $2.098 \mathrm{e}-07$ | $2.8 \mathrm{e}-09$ | $1.3 \mathrm{e}-03$ | $1.91330 \mathrm{e}-09$ | $1.91330 \mathrm{e}-09$ |
|  | -0.5 | $3.26 \mathrm{e}-05$ | $1.02 \mathrm{e}-03$ | $2.77 \mathrm{e}-05$ | $2.70 \mathrm{e}-05$ | $2.07 \mathrm{e}-07$ | $5.37 \mathrm{e}-04$ | $1.560 \mathrm{e}-07$ | $1.567 \mathrm{e}-07$ | $1.7 \mathrm{e}-09$ | $5.9 \mathrm{e}-04$ | $1.28380 \mathrm{e}-09$ | $1.28380 \mathrm{e}-09$ |
|  | 0.0 | $1.21 \mathrm{e}-05$ | $2.11 \mathrm{e}-04$ | $1.23 \mathrm{e}-05$ | $1.16 \mathrm{e}-05$ | $1.10 \mathrm{e}-07$ | $1.27 \mathrm{e}-04$ | $9.911 \mathrm{e}-08$ | $9.903 \mathrm{e}-08$ | $8.2 \mathrm{e}-10$ | $9.6 \mathrm{e}-05$ | $7.54072 \mathrm{e}-10$ | $7.54066 \mathrm{e}-10$ |
|  | 0.5 | $7.64 \mathrm{e}-06$ | $1.66 \mathrm{e}-04$ | $7.39 \mathrm{e}-06$ | $7.08 \mathrm{e}-06$ | $6.92 \mathrm{e}-08$ | $3.08 \mathrm{e}-05$ | $6.742 \mathrm{e}-08$ | $6.727 \mathrm{e}-08$ | $5.4 \mathrm{e}-10$ | $2.9 \mathrm{e}-05$ | $5.17796 \mathrm{e}-10$ | $5.17787 \mathrm{e}-10$ |
|  | 0.9 | $9.19 \mathrm{e}-06$ | $3.66 \mathrm{e}-04$ | 6.82e-06 | $6.70 \mathrm{e}-06$ | $1.04 \mathrm{e}-07$ | $3.01 \mathrm{e}-04$ | $7.506 \mathrm{e}-08$ | $7.504 \mathrm{e}-08$ | $7.6 \mathrm{e}-10$ | $3.1 \mathrm{e}-04$ | $5.47824 \mathrm{e}-10$ | $5.47823 \mathrm{e}-10$ |
| 3 | -0.9 | $4.00 \mathrm{e}-05$ | $1.62 \mathrm{e}-03$ | $2.94 \mathrm{e}-05$ | $2.88 \mathrm{e}-05$ | $1.9 \mathrm{e}-07$ | $6.6 \mathrm{e}-04$ | $1.306 \mathrm{e}-07$ | $1.306 \mathrm{e}-07$ | $1.7 \mathrm{e}-09$ | $7.9 \mathrm{e}-04$ | $1.10881 \mathrm{e}-09$ | $1.10881 \mathrm{e}-09$ |
|  | $-0.5$ | $2.20 \mathrm{e}-05$ | $9.40 \mathrm{e}-04$ | $1.56 \mathrm{e}-05$ | $1.53 \mathrm{e}-05$ | $1.8 \mathrm{e}-07$ | $6.1 \mathrm{e}-04$ | $1.236 \mathrm{e}-07$ | $1.236 \mathrm{e}-07$ | $1.3 \mathrm{e}-09$ | $5.9 \mathrm{e}-04$ | $8.65522 \mathrm{e}-10$ | $8.65520 \mathrm{e}-10$ |
|  | 0.0 | $1.02 \mathrm{e}-05$ | $4.67 \mathrm{e}-04$ | $6.83 \mathrm{e}-06$ | $6.74 \mathrm{e}-06$ | $1.5 \mathrm{e}-07$ | $4.8 \mathrm{e}-04$ | $9.973 \mathrm{e}-08$ | $9.971 \mathrm{e}-08$ | $8.6 \mathrm{e}-10$ | $3.8 \mathrm{e}-04$ | $5.95691 \mathrm{e}-10$ | $5.95690 \mathrm{e}-10$ |
|  | 0.5 | $4.43 \mathrm{e}-06$ | $2.27 \mathrm{e}-04$ | $2.66 \mathrm{e}-06$ | $2.63 \mathrm{e}-06$ | $9.7 \mathrm{e}-08$ | $3.3 \mathrm{e}-04$ | $6.620 \mathrm{e}-08$ | $6.618 \mathrm{e}-08$ | $5.1 \mathrm{e}-10$ | $2.2 \mathrm{e}-04$ | $3.54548 \mathrm{e}-10$ | $3.54547 \mathrm{e}-10$ |
|  | 0.9 | $2.39 \mathrm{e}-06$ | $1.41 \mathrm{e}-04$ | $1.22 \mathrm{e}-06$ | $1.21 \mathrm{e}-06$ | $5.0 \mathrm{e}-08$ | $1.8 \mathrm{e}-04$ | $3.341 \mathrm{e}-08$ | $3.341 \mathrm{e}-08$ | $2.7 \mathrm{e}-10$ | $1.2 \mathrm{e}-04$ | $1.82211 \mathrm{e}-10$ | $1.82210 \mathrm{e}-10$ |
| 4 | -0.9 | $1.10 \mathrm{e}-04$ | $4.24 \mathrm{e}-03$ | $8.34 \mathrm{e}-05$ | $8.18 \mathrm{e}-05$ | $4.9 \mathrm{e}-07$ | $1.6 \mathrm{e}-03$ | $3.387 \mathrm{e}-07$ | $3.387 \mathrm{e}-07$ | $4.5 \mathrm{e}-09$ | $2.1 \mathrm{e}-03$ | $3.00843 \mathrm{e}-09$ | $3.00842 \mathrm{e}-09$ |
|  | $-0.5$ | $5.26 \mathrm{e}-05$ | $1.87 \mathrm{e}-03$ | $4.18 \mathrm{e}-05$ | $4.09 \mathrm{e}-05$ | $3.7 \mathrm{e}-07$ | $1.1 \mathrm{e}-03$ | $2.683 \mathrm{e}-07$ | $2.682 \mathrm{e}-07$ | $2.9 \mathrm{e}-09$ | $1.2 \mathrm{e}-03$ | $2.06746 \mathrm{e}-09$ | $2.06746 \mathrm{e}-09$ |
|  | 0.0 | $1.89 \mathrm{e}-05$ | $5.52 \mathrm{e}-04$ | $1.65 \mathrm{e}-05$ | $1.60 \mathrm{e}-05$ | $2.1 \mathrm{e}-07$ | $4.9 \mathrm{e}-04$ | $1.673 \mathrm{e}-07$ | $1.672 \mathrm{e}-07$ | $1.4 \mathrm{e}-09$ | $3.8 \mathrm{e}-04$ | $1.14836 \mathrm{e}-09$ | $1.14835 \mathrm{e}-09$ |
|  | 0.5 | $7.19 \mathrm{e}-06$ | $2.07 \mathrm{e}-04$ | $6.31 \mathrm{e}-06$ | $6.13 \mathrm{e}-06$ | $8.3 \mathrm{e}-08$ | $9.4 \mathrm{e}-05$ | $7.548 \mathrm{e}-08$ | $7.542 \mathrm{e}-08$ | $5.2 \mathrm{e}-10$ | $2.4 \mathrm{e}-05$ | $5.08381 \mathrm{e}-10$ | $5.08370 \mathrm{e}-10$ |
|  | 0.9 | $4.75 \mathrm{e}-06$ | $2.40 \mathrm{e}-04$ | $2.90 \mathrm{e}-06$ | $2.87 \mathrm{e}-06$ | $3.1 \mathrm{e}-08$ | $6.7 \mathrm{e}-05$ | $2.525 \mathrm{e}-08$ | $2.524 \mathrm{e}-08$ | $2.4 \mathrm{e}-10$ | $5.7 \mathrm{e}-05$ | $1.99261 \mathrm{e}-10$ | $1.99260 \mathrm{e}-10$ |
| 5 | -0.9 | $6.60 \mathrm{e}+04$ | $2.91 \mathrm{e}+06$ | $4.56 \mathrm{e}+04$ | $4.48 \mathrm{e}+04$ | $9.2 \mathrm{e}-01$ | $3.2 \mathrm{e}+03$ | $6.144 \mathrm{e}-01$ | $6.143 \mathrm{e}-01$ | $1.1 \mathrm{e}-02$ | $5.2 \mathrm{e}+03$ | $7.00032 \mathrm{e}-03$ | $7.00031 \mathrm{e}-03$ |
|  | $-0.5$ | $2.15 \mathrm{e}+05$ | $1.04 \mathrm{e}+07$ | $1.38 \mathrm{e}+05$ | $1.36 \mathrm{e}+05$ | 1.2 | $3.9 \mathrm{e}+03$ | $7.541 \mathrm{e}-01$ | $7.540 \mathrm{e}-01$ | $1.0 \mathrm{e}-02$ | $5.1 \mathrm{e}+03$ | $6.83225 \mathrm{e}-03$ | $6.83223 \mathrm{e}-03$ |
|  | 0.0 | $2.78 \mathrm{e}+05$ | $1.39 \mathrm{e}+07$ | $1.71 \mathrm{e}+05$ | $1.69 \mathrm{e}+05$ | 1.3 | $4.8 \mathrm{e}+03$ | $8.855 \mathrm{e}-01$ | $8.853 \mathrm{e}-01$ | $1.0 \mathrm{e}-02$ | $5.0 \mathrm{e}+03$ | $6.82129 \mathrm{e}-03$ | $6.82128 \mathrm{e}-03$ |
|  | 0.5 | $1.41 \mathrm{e}+05$ | $6.86 \mathrm{e}+06$ | $8.96 \mathrm{e}+04$ | $8.84 \mathrm{e}+04$ | 1.5 | $5.3 \mathrm{e}+03$ | $9.987 \mathrm{e}-01$ | $9.985 \mathrm{e}-01$ | $1.1 \mathrm{e}-02$ | $5.1 \mathrm{e}+03$ | $6.99229 \mathrm{e}-03$ | $6.99228 \mathrm{e}-03$ |
|  | 0.9 | $3.33 \mathrm{e}+04$ | $1.49 \mathrm{e}+06$ | $2.28 \mathrm{e}+04$ | $2.24 \mathrm{e}+04$ | 1.6 | $5.6 \mathrm{e}+03$ | 1.084 | 1.084 | $1.2 \mathrm{e}-02$ | $5.4 \mathrm{e}+03$ | $7.47168 \mathrm{e}-03$ | $7.47166 \mathrm{e}-03$ |
| 6 | -0.9 | $7.55 \mathrm{e}+04$ | $3.30 \mathrm{e}+06$ | $5.25 \mathrm{e}+04$ | $5.17 \mathrm{e}+04$ | 1.1 | $3.7 \mathrm{e}+03$ | $7.171 \mathrm{e}-01$ | $7.170 \mathrm{e}-01$ | $1.2 \mathrm{e}-02$ | $5.9 \mathrm{e}+03$ | $8.28306 \mathrm{e}-03$ | $8.28305 \mathrm{e}-03$ |
|  | $-0.5$ | $2.29 \mathrm{e}+05$ | $1.10 \mathrm{e}+07$ | $1.48 \mathrm{e}+05$ | $1.46 \mathrm{e}+05$ | 1.2 | $4.3 \mathrm{e}+03$ | $8.189 \mathrm{e}-01$ | $8.187 \mathrm{e}-01$ | $1.1 \mathrm{e}-02$ | $5.4 \mathrm{e}+03$ | $7.56476 \mathrm{e}-03$ | $7.56475 \mathrm{e}-03$ |
|  | 0.0 | $2.76 \mathrm{e}+05$ | $1.38 \mathrm{e}+07$ | $1.71 \mathrm{e}+05$ | $1.69 \mathrm{e}+05$ | 1.3 | $4.7 \mathrm{e}+03$ | $8.822 \mathrm{e}-01$ | $8.821 \mathrm{e}-01$ | $1.0 \mathrm{e}-02$ | $4.9 \mathrm{e}+03$ | $6.86139 \mathrm{e}-03$ | $6.86138 \mathrm{e}-03$ |
|  | 0.5 | $1.31 \mathrm{e}+05$ | $6.39 \mathrm{e}+06$ | $8.23 \mathrm{e}+04$ | $8.13 \mathrm{e}+04$ | 1.4 | $4.8 \mathrm{e}+03$ | $9.040 \mathrm{e}-01$ | $9.038 \mathrm{e}-01$ | $9.4 \mathrm{e}-03$ | $4.5 \mathrm{e}+03$ | $6.29760 \mathrm{e}-03$ | $6.29759 \mathrm{e}-03$ |
|  | 0.9 | $2.83 \mathrm{e}+04$ | $1.28 \mathrm{e}+06$ | $1.91 \mathrm{e}+04$ | $1.89 \mathrm{e}+04$ | 1.4 | $4.7 \mathrm{e}+03$ | $8.938 \mathrm{e}-01$ | $8.936 \mathrm{e}-01$ | $9.2 \mathrm{e}-03$ | $4.4 \mathrm{e}+03$ | $6.10536 \mathrm{e}-03$ | $6.10536 \mathrm{e}-03$ |

Table D.2: $\operatorname{MSE}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{\text {min }}$ for the Exponential Distribution.
＇ио！̣૧nq！．，

| ¢0－ว¢0L70：8 | ¢0－ว币0Lち0．8 | $80+28^{9} 9$ | 70－əZ． | $\underline{L 0-2 E T L} L^{\circ} 9$ | L0－27TL．g | $80+26 \cdot 7$ | L0－2g．8 | L0－290．2 | L0－27\％${ }^{\circ}$ |  | L0－ə¢\％${ }^{\text {c／} 6}$ | ${ }^{6} 0$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 80－ว L8LE0 6 | 80－－6¢LT0 6 | $80+$－9 9 | 20－ว币＇ | L0－əLも0＇6 | L0－ə¢た0 6 |  | $\varepsilon^{\prime}$ I | 76.7 | $00 \cdot 8$ | 70＋268 ${ }^{\text {c }}$ | E8＇$\%$ | 9.0 |  |
| 70－วZg670 ${ }^{\text {I }}$ | 70－ว¢¢670 | $80+2 \varepsilon^{\prime} 2$ | 70－ว9＇ | gSE＇I | 998.1 | $80+$ L＇9 | 6.1 | $\underline{10+\partial z z^{\prime}}$ I |  | $70+206 \cdot 9$ | ［0＋209 ${ }^{\text {［ }}$ | 00 | 9 |
| Z0－วgLZSt＇I | Z0－วg LZgT＇ | $\varepsilon 0+\partial \varepsilon^{\circ} 8$ | 70－2L． | 906.1 | 206.1 | $80+\partial g^{\prime} 6$ | $8 \cdot{ }^{\circ}$ | 10＋ $296{ }^{\circ} \mathrm{E}$ | L0＋ $0 ⿰ 0$ \％ | $80+$ O06 ${ }^{\text {L }}$ | $\underline{L 0}+2 L I \cdot G$ | $\mathrm{C}^{\circ} 0-$ |  |
| て0－39ø9ぁて＇1 | 70－コくも9才て＇ | $80+268$ | 70－26 ${ }^{\text {I }}$ I | 997＇\％ | $997{ }^{\circ}$ |  | L＇ 8 |  |  |  |  | 6．0－ |  |
| £0－ว96\＆8L 6 | ¢0－ว $6888 L^{\circ} 6$ | $80+$［ ${ }^{\text {c }}$ L | 70－ $\mathrm{zg}^{\prime}$ ． | L0－əL98．9 | L0－2¢98．9 | ¢0＋ $2 \dagger$ ¢ | I＇I | น0－268．6 | L0－ə09 ${ }^{\circ}$ | 10＋ $27 \varepsilon^{\circ} \mathrm{T}$ | LZ＇I | 6.0 |  |
| 80－วL0LL6 6 | 80－ว¢0LL6 6 | $80+\mathrm{z} \cdot 2$ | z0－əg＇I | L0－əZLL 6 | L0－颗L2 6 | $80+26$ ¢ | g＇I | $67 \cdot 8$ | 98.8 | 70＋269 ${ }^{\text {c }}$ | LE＇t | 9.0 |  |
| 70－－766L0 ${ }^{\text {I }}$ | 70－－ E66L0 $^{\text {I }}$ | $80+\partial \mathcal{E}^{\prime} L$ | 70－ $\mathrm{Og}^{\prime}$＇ L | $8 \mathrm{LE}^{\circ} \mathrm{T}$ |  | $80+29 \cdot 9$ | ${ }^{6}$ ．${ }^{\text {I }}$ |  | L0＋ L Lit | $70+289^{\circ} \mathrm{g}$ |  | 00 | G |
| 70－ว80Lヵ0 ${ }^{\text {I }}$ | 70－ว60Iち0＇I | $80+2 g^{2}$ | 70－ $\mathrm{za}^{\text { }}$ I | $602^{\prime}$ I | 602． | $80+$－g ${ }^{\text {c }}$ | $9^{\prime} 7$ | $10+\partial\rceil \varepsilon^{\circ} \varepsilon$ |  |  | L0＋288＇t | $\mathrm{C}^{\circ} 0$ |  |
| 7．0－ә78も90 1 | 70－ว 08 ¢ 90 I | $80+292$ | 70－29＇I | $180{ }^{\circ}$ | $1880^{\prime}$ | $\underline{10+21.1}$ | $\mathrm{I}^{\circ} \mathrm{E}$ | $10+2206$ | $10+297 \cdot 6$ |  | 700＋2LI＇I | 6．0－ |  |
| 0I－ว L9Z00＇Z | 0L－29700 ${ }^{\circ}$ | $90-29^{\circ} \mathrm{G}$ | 0L－2币＇ | $80^{-96 \mathrm{LL}}$ ．${ }^{\text {L }}$ | $80^{-2072 \cdot I}$ | 90－27．${ }^{\text {c }}$ | $80^{-20}{ }^{\circ}$ | L0－ə¢\％＇9 | 20－əge 9 | $\mathrm{CO}^{-} \mathrm{P} 9 \mathrm{E}^{\circ} \mathrm{E}$ | 20－209 ${ }^{-8}$ | 6.0 |  |
| 0I－2Z9LZI＇G | 0L－28LZI＇G | 90－ว¢＇z | $0 L-\partial \mathcal{E}^{\circ} \mathrm{G}$ | 80－280 ${ }^{\circ} \mathrm{S}$ | $80-99 T L \cdot 9$ | $90^{-20}{ }^{\circ}$ | $80^{-20} 0 \cdot 9$ | $90^{-ə 0} 9^{\circ} \mathrm{E}$ | 90－ə98 ${ }^{\circ}$ | ¢0－ə币¢ 9 | 90－ə99 $¢$ | 9.0 |  |
| 60－29989L＇L | 60－2989I＇L | ${ }^{70} 0-26 \cdot \varepsilon$ | 60－2币． | 20－əZZg＇ |  | ${ }^{70} 0^{-2} 6^{\circ} \mathrm{E}$ | 20－26． | $9^{90}{ }^{-260} 0^{\circ} \mathrm{Z}$ | 90－28 ${ }^{\prime}$ | $\chi^{\circ} 0^{-20 \varepsilon^{\circ} \mathrm{G}}$ | ¢0－ə0\％${ }^{\circ}$ | 00 | Ø |
| 60－ว LZ980＇Z |  | ¢0－ə ${ }^{\prime}$＇ | 60－26．${ }^{\text {c }}$ | 20－ə810＇\＆ | 20－98 ${ }^{\circ} 0{ }^{\circ} \mathrm{E}$ | ¢0－əて＇I | 20－əz＇7 |  | 90－280．8 | ¢0－ə LI＇$¢$ | 90－2\％L． 6 | $\mathrm{C}^{\circ} 0{ }^{-}$ |  |
| 60－29LIE0®\％ | 60－ə7LE0＇¢ | 80－əI＇\％ | 60－2g＇t | L0－agt9＇t | 20－8919＇7 | ¢0－əて＇Z | 20－28：9 | 70－298． | モ0－206 1 | 80－290 6 | モ0－əもぁて | 6．0－ |  |
| 0I－2898E8 ${ }^{\text {I }}$ I | 0L－2898E8 ${ }^{\text { }}$ I |  | 0L－วL． | $8^{-2870} 0^{\circ}$ | $80^{-2} 670^{\circ} \mathrm{Z}$ | ${ }^{90-29} 6$ | $80^{-26}{ }^{\text {\％}}$ | $20^{-208}{ }^{\text {a }}$ I | 20－əg8＇I |  | 20－ə $27 \cdot$ \％ | 6.0 |  |
| 0I－2g $208 \mathrm{~g}^{\circ} \mathrm{E}$ |  | カ0－əz＇z | 0L－ə ${ }^{\text {c }}$ ¢ | 80－ə0币9＇も |  | ¢0－ə［＇乙 | 80－ə9•9 | $90^{-ə} 0 L^{\prime}$ L | 90－əg L | 90－ə06．9 |  | 9.0 |  |
| 0I－əL9EL0．9 | 0L－วZg¢L0．9 | 70－28．$¢$ | 0L－2L．8 | 80－ə699．8 | $80-$－ $99{ }^{\text {c }} 8$ | $70^{-26}{ }^{\circ} \mathrm{E}$ | L0－əZ＇I | $90^{-999}{ }^{-6}$ | $90-28 L^{*} 6$ | ¢0－ə9］＇ヵ | ¢0－əLZ ${ }^{\text {¢ }}$ | 00 | $\varepsilon$ |
| 0I－2L06ZL．8 | 0L－2806ZL．8 | 70－26．9 | 60－ว币＇ | L0－ə8Z\％＇ | L0－ə878＇L | $70^{-\partial \mathcal{C}} 9$ | 20－26． |  | $90-\partial 8 \mathrm{I}^{\circ} \mathrm{E}$ | ¢0－ə¢J＇ | ¢0－əI0＇才 | $\mathrm{C}^{\circ} 0^{-}$ |  |
| 60－390LLL＇L | 60－ว LOLLI＇I | 70－26．2 | 60－2L＇I | L0－ə6\＆$L^{\prime}$ I | 20－268L＇I | $70^{-29} 8$ | 20－39＇z | 90－ə02．9 | 90－əø8．9 | ¢0－26I＇$¢$ | 90－ə¢ $2 \cdot 8$ | 6．0－ |  |
| 0I－280\＆LG．${ }^{\text {c }}$ | 0L－260\＆TG ${ }^{\text {c }}$ | 70－วโ＇$¢$ | 0I－2L． 2 | $80^{-2886} 6^{\circ} \mathrm{T}$ | $80^{-2686}{ }^{\text {T }}$ | ${ }^{70} 0^{-26}$ I | $80-$－6．9 | $90^{-\partial \varpi \varepsilon^{\prime} \text { I }}$ | $90^{-\partial L E}$＇ | ¢0－əg69 | 90－ə08 ${ }^{\text {I }}$ | 6.0 |  |
| $0 \mathrm{I}-289807^{\circ} \mathrm{G}$ |  | 90－26．${ }^{\text {c }}$ | 0I－ə币＇G | 80－ə808\％${ }^{\circ}$ | $80^{-27 Z 8}{ }^{\circ} \mathrm{G}$ | $90^{-20}{ }^{-}$ | $80-$－${ }^{\text {cos }}$ |  | 90－ə8¢＇T | $\mathrm{CO}^{-2 \mathrm{ELL}} \mathrm{L}^{2}$ | 90－27\％${ }^{-1}$ | 9.0 |  |
| 0I－267869． | 0I－29E869．L | 90－29＊6 | $0 \mathrm{~L}-\mathrm{E}^{\text {¢ }} \cdot 8$ | 80－ə L8E $^{\text {E }} 6$ | $80-$－968．6 | 70－ə［＇I |  | $90-\partial \square^{\circ} \mathrm{L}$ L | 90－əgg＇ |  | 90－287． | 00 | $\zeta$ |
| 60－ว Løも $67^{\circ}$ I |  | 70－ว0．9 | 60－2L． | 20－əgi8 ${ }^{\text {L }}$ | L0－2gis I | ¢0－ə［＇9 | 20－ə币＇Z | $90-2900^{\circ}$ |  |  | ¢0－2¢0．9 | $\mathrm{C}^{\circ} 0-$ |  |
| 60－ว6LLZ6． 1 | 60－208LZ6 ${ }^{\text {I }}$ | 80－ว¢＇I | $60-28 \cdot 7$ | L0－ə868＇ح | L0－ə668 ${ }^{\text {\％}}$ | $80-$ 矿 ${ }^{\text {c }}$ | 20－əz＇t | キ0－ə0Z | カ0－əで＇ | 80－əL6 ${ }^{\text {c }}$ | 70－289 I | 6．0－ |  |
| IL－268009． | LI－276009． | 20－ว¢6 | LI－${ }^{\text {a }}$ ． I | $60^{-2} 689^{\prime}{ }^{\text {T}}$ | $60^{-2069}{ }^{\circ} \mathrm{L}$ | $90^{-26}$ I | $60-38 \cdot \mathrm{~L}$ | 80－ə¢Z\％ | $80^{-267}$ ¢ | 90－əワL． | 80－コロ才 ${ }^{\text {® }}$ | 6.0 |  |
| IL－əLGEt9 ${ }^{\circ}$ | LI－วģt79 8 | 90－2ぁ．${ }^{\text {c }}$ | OL－20． | 80－ə790 ${ }^{\text {² }}$ | $80-$－ $790 \cdot \mathrm{I}$ | $90^{-29}{ }^{-7}$ | $80^{-\partial \mathcal{E}} \cdot \mathrm{I}$ | 20－əL0．g | 20－əgZ＇g | 90－ə L0＇I | 20－27\％${ }^{\text {c }}$ | 9.0 |  |
| 0I－əZLGZ0＇\％ | OL－əZLGZ0＇${ }^{\text {\％}}$ | 90－วg． 6 | 0L－2L．${ }^{\text {d }}$ | $80^{-2} 29 L^{\circ} \mathrm{Z}$ | $80-289 L^{\prime} \mathrm{Z}$ | ¢0－28．6 | $80-2 \mathrm{~L}$ ¢ | $90^{-2} 27{ }^{\text {¢ }}$ ¢ | 90－289 $\mathcal{E}$ | も0－əgI＇I | 90－2g0＇t | 00 | I |
| 0I－ว LZ987 ${ }^{\text {¢ }}$ | 0L－วLZ987 ${ }^{\text {c }}$ | Ə0－əโ＇Z | $0 \mathrm{~L}-\mathrm{O}^{\circ} \mathrm{F}$ | $80^{-2} \angle \square \mathrm{I}^{\prime} \mathrm{S}$ | $80-287{ }^{\text {c }}$ ¢ | ち0－ə $2 Z^{\circ} \mathrm{Z}$ | $80-\mathrm{\theta} \mathrm{E}^{\prime} \mathrm{L}$ |  | $90-\partial 7 \chi^{\prime}$ I | ${ }^{70-\partial\left[g^{\prime}\right.} \mathrm{G}$ | ¢0－əZ9 ${ }^{-1}$ | $\mathrm{C}^{\circ} 0^{-}$ |  |
|  | 0L－2L8¢888 ${ }^{\text {¢ }}$ | 70－2才＇$\frac{2}{}$ | $0 \mathrm{~L}-\frac{\partial \varepsilon^{\prime}}{L} L$ | $\frac{80-\partial 8670^{\circ} \mathrm{L}}{\text { dumuy }}$ | $80^{-2009}{ }^{\text {E }}$ | $70^{-\partial} \mathcal{L}^{\circ} \mathrm{E}$ | $20^{-\partial \tau^{\prime} \cdot \underline{L}}$ | $\frac{90-\partial L 6}{}$ |  | 80－ə¢J 1 |  | $6.0-$ |  |
|  | $\kappa_{1}{ }^{\circ}{ }^{8} L$ | ${\kappa 100{ }_{\text {d }}{ }^{6} L}$ | $\kappa_{10}{ }_{d} L$ | $\kappa_{i} 0_{0}$ d | $\kappa_{1}{ }^{\text {d }}{ }^{\text {d }}$ L | $\kappa_{1} 0_{d}^{Z} L$ | $\kappa 100{ }_{\text {d }} L$ | $\kappa_{1} 0_{\text {d }}$ L | $\kappa_{1} 0^{\circ}{ }_{\text {E }} L$ | $\kappa_{1} 0_{d}{ }^{\text {L }}$ L | $\kappa 10^{0}{ }_{\text {d }} L$ | d | Sd |

${ }_{\text {Appendix }} \mathrm{E}$
Simulation Results for the Estimation of the Ratio of Means
Table E．1：$\widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{\text {min }}$ for the Standard Normal Distribution．

| Z80＇ | $970{ }^{\circ} \mathrm{E}$ | － | 780＇ | L0＋2¢76 6 |  | － | L0＋ə¢ъ6． 6 | モ0＋วge0 2 | $90+20 \tau \varepsilon^{\prime}$［ | － | $90+2680 \cdot$ I | 60 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 907＇${ }^{\text {L }}$ | 801＇ 7 |  | 907＇ |  | Z0＋əøて巾 $\checkmark$ |  | Z0＋ag $0^{\prime}$ I | $90+2092.9$ | 90＋2Z96 ${ }^{\text {I }}$ | － | 90＋2699 ${ }^{\text { }}$ L | 9.0 |  |
| GZT＇ | ¢6．01 |  | 9\％\％＇I | 70＋2ø $07^{\prime}$ I | z0＋ $008 z^{\prime} \checkmark$ | － | z0＋${ }^{\text {a }}$ 907 ${ }^{\text {I }}$ | $90+2978 \cdot \varepsilon$ | $20+$ 䉼 6.7 | － | 20＋2686 ${ }^{\text {L }}$ | 00 | 9 |
| $9799^{\circ} \mathrm{L}$ | $90{ }^{\circ} \mathrm{Z}$ |  | $979{ }^{\text { }}$ | 70＋286I＇I | 70＋ $2.87^{\circ} \mathrm{E}$ | － | 70＋286I＇L | $90+$ ¢G76 9 | 90＋əZ¢G＇ | － |  | $\mathrm{C}^{\circ} 0^{-}$ |  |
| $9788^{\circ}$ | 78.8 |  | 978.1 | Z0＋2矿 | $80+2680^{\circ} \mathrm{L}$ | － |  | $90+2 L 96.7$ | $90+288$ I＇$^{\prime}$ | － | $90+$ LLC． 9 | $6.0-$ |  |
| 0gZ＇T | Z2E＇E | － | 0g\％＇ | 70＋2ZIZ | ¢0＋2¢E9 ${ }^{\text {I }}$ | － | Z0＋əZIZ | 70＋2L906 | $90+297 \mathrm{~S}^{\text {．}}$ L | － | $90+\partial L I Z \cdot \mathrm{~L}$ | ${ }^{6.0}$ |  |
| ¢LE＇I | 8DI＇Z |  | ¢LE＇ | Z0＋2ZロI＇I | Z0＋ 0 017 $\checkmark$ | － |  | 90＋ว๖¢7．9 | $90+268 \tau$ | － |  | 9.0 |  |
| £68＇T | 902．8 |  | 768． | 70＋2881＇${ }^{\text {I }}$ | 70＋ $2099{ }^{\circ}$ | － | 70＋268［＇I | $90+2062 . ¢$ | $20+2828.7$ | － | $20+$ LE\＆${ }^{\circ}$ | 0.0 | G |
| TLD＇ | $909^{\prime}$ |  | GLF＇T | 70＋ $2980{ }^{\circ}$ I | 70＋2877 ${ }^{\text {c }}$ | － | 70＋ $2980{ }^{\text {d }}$ | $90+2997^{\circ} 9$ | $90+$ 2760 ${ }^{\text {I }}$ | － |  | $\mathrm{C}^{\circ} 0^{-}$ |  |
| てもG．I | IE．${ }^{\text {\％}}$ | － | てもG．I | $70+$ 2 $270 \cdot 1$ | $20+2996.8$ | － | $20+$ 2 $2700^{\prime}$ I |  | $90+2096.9$ | － | $90+2789.9$ | $6.0-$ |  |
| 90－2678．I | 90－ə678．I | ${ }^{90} 0^{-\bigcirc} 0^{-2}$ | 90－2678． | 70－2 L8\％＇t | ヵ0－2687＇ヵ | ヵ0－әø6．${ }^{\text {¢ }}$ | ¢0－əโ6\％＇ワ | £0－ə L9T＇z | ¢0－əgLI＇Z |  | ¢0－จ $18 \mathrm{I}^{\circ} \mathrm{Z}$ | ${ }^{6.0}$ |  |
|  | ¢0－2676．${ }^{\text {c }}$ | ¢0－26．8 | 90－2676．9 | ¢0－əも¢¢＇I |  |  | ¢0－əz9\％＇I | £0－ə966．9 | ¢0－2870． 2 | \＆0－əgicil | \＆0－əg90 ${ }^{\text {c }}$ | 9.0 |  |
| ヵ0－ə70I＇I | โ0－ə¢0I＇I | ¢0－əg．g |  |  | ¢0－əचZg＇ | ¢0－əZI＇¢ | ¢0－ə LZg ${ }^{\text {\％}}$ | 70－2908＇ | \％0－əgIE＇I | マ0－อ97ヵ1 | \％0－2078．I | $0 \cdot 0$ | Ø |
| モ0－əโL9 ${ }^{\text {I }}$ |  | ¢0－əす＇ | ヵ0－əZI9 ${ }^{\text {¢ }}$ | ¢0－ə $\mathcal{L} 99^{\circ} \mathrm{E}$ | ¢0－2989 $¢$ | ¢0－əç ${ }^{\text {c }}$ | ¢0－əL69 $¢$ | \％0－コLL6＇ | \％0－ə976．${ }^{\text {² }}$ | Z0－อ马6I＇Z | Z0－อ $286{ }^{\text { }}$ I | $\mathrm{C}^{\circ} 0^{-}$ |  |
|  | モ0－26 50 \％ | $80-99$ \％ | ธ0－20z0 $0^{\circ}$ | ع0－0969．7 | 80－əZL9＊ | 80－əzg 2 | ع0－əLZ9＊ | 70－2968＇z | て0－əgLt $冖$ | 乙0－əə 98.7 |  | 6．0－ |  |
| 90－əワ91＊I | 90－əә91． | ち0－əす＇I | 90－əə9［ I | ワ0－əワ89 ${ }^{\circ}$ | ヵ0－ə769 ${ }^{\circ}$ | ¢0－əg\％＇$\ddagger$ | ¢0－2969 ${ }^{\circ}$ | \＆0－ə¢98＇I | ¢0－əZLE ${ }^{-}$I | \＆0－88L9 ${ }^{\text {I }}$ | \＆0－ə $0^{-2} \varepsilon^{\circ} \mathrm{I}$ | 60 |  |
| ¢0－əLZg ${ }^{\text {c }}$ | ¢0－ə¢zg＇z | ¢0－ə9＇Z | 90－əgzg ${ }^{\text {c }}$ |  | ち0－20LL＇ 9 | ち0－əgL＇8 | 70－208 ${ }^{\circ} \mathrm{C}$ | ¢0－2886 Z | 80－ə0L0 $¢$ | ¢0－ə $60^{\circ} \mathrm{E}$ | ¢0－ə0¢0 $\chi^{\circ}$ | 9.0 |  |
| 90－207\％${ }^{\text {¢ }}$ |  |  | ¢0－－gz\％＇T |  | 70－3989＊6 | ¢0－267＇ | ${ }^{70} 0^{-2 \mathrm{E} 9} 96$ | ¢0－2gio ${ }^{\text {c }}$ | ¢0－əø $90^{\circ} \mathrm{G}$ | ¢0－2668 ${ }^{\text {c }}$ | ¢0－2680 ${ }^{-9}$ | $0 \cdot 0$ | $\varepsilon$ |
| 90－อ 776.9 | 90－2 $2766^{-9}$ | 70－ə¢． 4 | 90－2876．9 | ¢0－コLIE． | ¢0－əT9¢ | ¢0－əLI＇$冖$ | ¢0－əø¢¢＇I | £0－2880 ${ }^{2}$ | ¢0－2 $260 \cdot \mathrm{~L}$ | ¢0－əg88：8 | ¢0－209t＇ 2 | $\mathrm{C}^{\circ} 0{ }^{-}$ |  |
| 90－9987\％ | ¢0－əL6て＇L | 70－88．6 | 90－0867： | 80－0299 ${ }^{\text {L }}$ | 80－oc99 | 80－ə9 ${ }^{\prime}$ | 80－0L99 ${ }^{\text {L }}$ | 80－ət99 8 |  | て0－コてぃ0 ${ }^{\text {－}}$ | 80－386L＇8 | 6．0－ |  |
| 90－9978 ${ }^{\text {¢ }}$ | 90－ə978 ${ }^{\text {¢ }}$ | ๘0－əす・ | 90－2978 ${ }^{\text {¢ }}$ | カ0－ə976．8 |  | ¢0－əgz＇I | ¢0－\％Z96．8 | ع0－əget＇t | ع0－aggt ${ }^{\text {¢ }}$ | \＆0－2L币0＇9 | と0－コLLD＇ワ | 6.0 |  |
| 90－9988．9 | 90－ə988．9 | 90－29．8 | 90－9988．9 |  | ¢0－əg98 | ¢0－ə¢t ${ }^{\text {¢ }}$ | 80－ə998＇ | \＆0－əg88＇9 | 80－əZZ6．9 | 80－2891＇L | \＆0－ə9¢6．9 | 90 |  |
| 90－2Дもた 8 | $90-$－ə¢T® |  | G0－əģi 8 | ¢0－2076．${ }^{\text {¢ }}$ | ¢0－2876．1 |  | ¢0－ə676． | £0－2876． 6 | \％0－9700 ${ }^{\text {¢ }}$ | \％0－อTG0＇I | \％0－อƏ00＇I | 0.0 | $\checkmark$ |
| ヵ0－อโ0I＇I | ¢0－əz01＇t | 70－26． |  | ¢0－ə6L9＇Z | ¢0－2LZg ${ }^{\text {c }}$ | ¢0－ə07 $¢$ | ¢0－əIEq＇$冖$ | Z0－ə¢0¢＇L |  | て0－2097＇I | Z0－26IE＇I | $\mathrm{C}^{\circ} 0^{-}$ |  |
| 70－agoe＇I | 70－ə LOE： | $80-99 \cdot \mathrm{I}$ | 70－2LOE： | 80－อ 216 \％ | 80－2 286.7 | 80－26L＇t | ¢0－－¢66 ${ }^{\circ}$ | $20-2889^{\prime}$ I | 70－ə L9 ${ }^{\text {－}}$ I | て．0－コしも8＇I | 7．0－beLL | 6．0－ |  |
| $90^{-\partial \triangleright} 69^{\text {I }}$ | $90^{-2969}{ }^{\text { }}$ | $90-88.7$ | $90^{-2969}{ }^{\text {I }}$ | $90^{-2} 798^{\circ} \mathrm{E}$ | $90-$ T 28.8 | 90－ə¢L＇${ }^{\text {c }}$ | $90^{-2} \mathcal{E L S}^{\circ} \mathrm{E}$ | ち0－ə币 $10{ }^{\circ} \mathrm{Z}$ | ${ }^{70-2870} 0^{\circ}$ | ち0－ə0IL＇Z |  | 6.0 |  |
| 90－əをLも゙8 | 90－əโ8も＊ 8 | ¢0－ə9．8 | $90-$－ 8 ¢＊ 8 | ¢0－ə6Z6 ${ }^{\text {I }}$ | ち0－9986． | ¢0－ə $\chi^{\circ} \mathrm{Z}$ | ¢0－2LE6 ${ }^{\text {I }}$ | \＆0－\％800＇I | ¢0－əもL0＇ | \＆0－2060＇I | 80－ə810 ${ }^{\text {－}}$ | 9.0 |  |
| 90－əg69 ${ }^{\text {I }}$ | $90^{-2969} 9^{\text {I }}$ | โ0－əz＇I | $\mathrm{c}^{-2} \mathrm{L69}$－ I | $70^{-} 99^{\circ} 8^{\circ} \mathrm{E}$ | $70^{-2} \mathrm{ZL8} 8^{\circ} \mathrm{E}$ | ¢0－ə97． 9 | $70^{-2} \angle 28^{\circ} \mathrm{E}$ | ¢0－əgio ${ }^{\text {¢ }}$ | ¢0－ə670 ${ }^{\circ}$ | \＆0－9997＇Z | \＆0－20円0 ${ }^{\circ}$ | $0 \cdot 0$ | I |
| $90-\mathrm{\partial} \mathrm{\square} \mathrm{~g}^{\circ} \mathrm{Z}$ | $90^{-\partial g} \mathrm{SG}^{\prime} \mathrm{Z}$ | 70－2 L． | $\mathrm{GO}^{-2 \mathrm{gig}} \mathrm{g}^{\circ} \mathrm{Z}$ | $70-268 L^{\circ} \mathrm{G}$ | $70-2808^{\circ} 9$ | ¢0－ə78．8 | $70^{-28 L 8.9}$ | £0－20z0＇¢ | ¢0－əП币0．$¢$ | ¢0－əワて¢ ${ }^{\circ} \mathrm{E}$ | ¢0－ə990 $0^{\circ}$ | $\mathrm{C}^{\circ} 0^{-}$ |  |
| ¢0－207． |  |  | ¢0－ə刀てZ． | 70－əJ¢\＆： | 70－2898： | \＆0－ə ${ }^{\text {¢ }}$ | 70－o¢LE： |  |  | \＆0－3889＇t | $\varepsilon 0^{-2988}$ \％ | 6．0－ |  |
|  | ${ }^{\varepsilon} L$ | ${ }^{7} L$ | ${ }^{5} L$ |  | ${ }^{\varepsilon_{L}}$ | ${ }^{2} L$ | ${ }^{5} L$ |  | ${ }^{\varepsilon_{L}}$ | ${ }^{7} L$ | ${ }^{5} L$ | d | Sd |

$0 \mathrm{I}=u$
$n=100$


$\square$

$\square$








## $T_{\kappa_{\text {min }}}$ $7.565 \mathrm{e}-04$ $5.969 \mathrm{e}-04$

$\stackrel{8}{9}$

## $T_{3}$ $.574 \mathrm{e}-04$ $981 \mathrm{e}-04$


O-
$\approx$

| PS | $\rho$ | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{\kappa}$ | $T_{2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -0.9 | 3.793e-03 | $4.477 \mathrm{e}-03$ | $3.770 \mathrm{e}-03$ | $3.756 \mathrm{e}-03$ | 7.583e-04 | $1.19 \mathrm{e}-03$ | 7 |
|  | -0.5 | $2.967 \mathrm{e}-03$ | $3.079 \mathrm{e}-03$ | $2.982 \mathrm{e}-03$ | $2.955 \mathrm{e}-03$ | $5.976 \mathrm{e}-04$ | $7.68 \mathrm{e}-04$ | 5 |
| 1 | 0.0 | $1.964 \mathrm{e}-03$ | $1.849 \mathrm{e}-03$ | $1.988 \mathrm{e}-03$ | $1.848 \mathrm{e}-03$ | $3.978 \mathrm{e}-04$ | $4.30 \mathrm{e}-04$ | 3 |
|  | 0.5 | $9.757 \mathrm{e}-04$ | $8.524 \mathrm{e}-04$ | $9.932 \mathrm{e}-04$ | $7.826 \mathrm{e}-04$ | 1.987e-04 | $1.85 \mathrm{e}-04$ |  |
|  | 0.9 | $1.942 \mathrm{e}-04$ | $1.611 \mathrm{e}-04$ | $1.984 \mathrm{e}-04$ | $1.101 \mathrm{e}-04$ | $3.970 \mathrm{e}-05$ | $3.29 \mathrm{e}-05$ | 3 |
| 2 | -0.9 | $1.555 \mathrm{e}-02$ | $1.912 \mathrm{e}-02$ | $1.537 \mathrm{e}-02$ | $1.507 \mathrm{e}-02$ | $3.084 \mathrm{e}-03$ | $4.97 \mathrm{e}-03$ | 3 |
|  | -0.5 | $1.316 \mathrm{e}-02$ | $1.453 \mathrm{e}-02$ | $1.309 \mathrm{e}-02$ | $1.298 \mathrm{e}-02$ | $2.608 \mathrm{e}-03$ | $3.33 \mathrm{e}-03$ | 2 |
|  | 0.0 | $1.010 \mathrm{e}-02$ | $1.016 \mathrm{e}-02$ | $1.012 \mathrm{e}-02$ | $1.009 \mathrm{e}-02$ | $2.006 \mathrm{e}-03$ | $2.07 \mathrm{e}-03$ |  |
|  | 0.5 | 7.011e-03 | $6.620 \mathrm{e}-03$ | $7.064 \mathrm{e}-03$ | $6.297 \mathrm{e}-03$ | $1.400 \mathrm{e}-03$ | $1.32 \mathrm{e}-03$ |  |
|  | 0.9 | $4.482 \mathrm{e}-03$ | $4.189 \mathrm{e}-03$ | $4.546 \mathrm{e}-03$ | $4.189 \mathrm{e}-03$ | $9.090 \mathrm{e}-04$ | $1.02 \mathrm{e}-03$ | 9 |
| 3 | -0.9 | $8.512 \mathrm{e}-03$ | $9.743 \mathrm{e}-03$ | $8.495 \mathrm{e}-03$ | $8.494 \mathrm{e}-03$ | $1.712 \mathrm{e}-03$ | $2.62 \mathrm{e}-03$ |  |
|  | -0.5 | $6.787 \mathrm{e}-03$ | $6.681 \mathrm{e}-03$ | $6.869 \mathrm{e}-03$ | $6.585 \mathrm{e}-03$ | 1.385e-03 | $1.75 \mathrm{e}-03$ |  |
|  | 0.0 | $4.758 \mathrm{e}-03$ | $4.252 \mathrm{e}-03$ | $4.858 \mathrm{e}-03$ | $4.237 \mathrm{e}-03$ | $9.837 \mathrm{e}-04$ | $1.10 \mathrm{e}-03$ |  |
|  | 0.5 | $2.802 \mathrm{e}-03$ | $2.389 \mathrm{e}-03$ | $2.873 \mathrm{e}-03$ | $2.339 \mathrm{e}-03$ | 5.863e-04 | $6.25 \mathrm{e}-04$ |  |
|  | 0.9 | $1.290 \mathrm{e}-03$ | $1.150 \mathrm{e}-03$ | $1.319 \mathrm{e}-03$ | $1.148 \mathrm{e}-03$ | $2.714 \mathrm{e}-04$ | $3.14 \mathrm{e}-04$ | 2 |
| 5 | -0.9 | $2.387 \mathrm{e}-02$ | $2.866 \mathrm{e}-02$ | $2.367 \mathrm{e}-02$ | $2.347 \mathrm{e}-02$ | 4.757e-03 | $7.56 \mathrm{e}-03$ |  |
|  | -0.5 | $1.900 \mathrm{e}-02$ | $2.028 \mathrm{e}-02$ | $1.901 \mathrm{e}-02$ | $1.900 \mathrm{e}-02$ | 3.798e-03 | $4.89 \mathrm{e}-03$ | 3 |
|  | 0.0 | $1.297 \mathrm{e}-02$ | $1.261 \mathrm{e}-02$ | $1.306 \mathrm{e}-02$ | $1.261 \mathrm{e}-02$ | $2.599 \mathrm{e}-03$ | $2.74 \mathrm{e}-03$ |  |
|  | 0.5 | $6.978 \mathrm{e}-03$ | $6.329 \mathrm{e}-03$ | $7.061 \mathrm{e}-03$ | $5.459 \mathrm{e}-03$ | $1.400 \mathrm{e}-03$ | $1.26 \mathrm{e}-03$ |  |
|  | 0.9 | $2.184 \mathrm{e}-03$ | $1.952 \mathrm{e}-03$ | $2.218 \mathrm{e}-03$ | $1.842 \mathrm{e}-03$ | $4.389 \mathrm{e}-04$ | $4.18 \mathrm{e}-04$ | 4 |
| 4 | -0.9 | $1.530 \mathrm{e}+06$ | - | $1.903 \mathrm{e}+06$ | $6.423 \mathrm{e}+05$ | $1.110 \mathrm{e}+02$ | - | 1. |
|  | -0.5 | $7.204 \mathrm{e}+06$ | - | $8.906 \mathrm{e}+06$ | $6.503 \mathrm{e}+05$ | $6.978 \mathrm{e}+01$ | - | 3 |
|  | 0.0 | $4.367 \mathrm{e}+05$ | - | $5.604 \mathrm{e}+05$ | $3.481 \mathrm{e}+05$ | $7.209 \mathrm{e}+01$ | - | 3 |
|  | 0.5 | $9.913 \mathrm{e}+06$ | - | $1.224 \mathrm{e}+07$ | $3.920 \mathrm{e}+05$ | $1.074 \mathrm{e}+02$ | - | 7 |
|  | 0.9 | $2.050 \mathrm{e}+06$ | - | $2.534 \mathrm{e}+06$ | $2.491 \mathrm{e}+05$ | $8.145 \mathrm{e}+01$ | - | 1. |
| 6 | -0.9 | $1.840 \mathrm{e}+06$ | - | $2.287 \mathrm{e}+06$ | $7.366 \mathrm{e}+05$ | $1.337 \mathrm{e}+02$ | - | 1. |
|  | -0.5 | $7.596 \mathrm{e}+06$ | - | $9.389 \mathrm{e}+06$ | $5.888 \mathrm{e}+05$ | $7.816 \mathrm{e}+01$ | - |  |
|  | 0.0 | $4.178 \mathrm{e}+05$ | - | $5.339 \mathrm{e}+05$ | $3.246 \mathrm{e}+05$ | $7.238 \mathrm{e}+01$ | - |  |
|  | 0.5 | $9.034 \mathrm{e}+06$ | - | $1.116 \mathrm{e}+07$ | $3.332 \mathrm{e}+05$ | $9.641 \mathrm{e}+01$ | - |  |
|  | 0.9 | $1.612 \mathrm{e}+06$ | - | $1.993 \mathrm{e}+06$ | $1.953 \mathrm{e}+05$ | $6.729 \mathrm{e}+01$ | - | 9 |

Table E.2: $\widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{m i n}$ for the Exponential Distribution.
Table E．3：$\widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{\text {min }}$ for the Uniform Distribution．

| DI0＇I |  | － | 9L0＇ | L0＋2¢ 28.8 | モ0＋20币I | － | L0＋2¢L8．8 |  |  | － |  | 6.0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TLI＇L | GLZ＇も | － | TLI＇L | 70＋ə789 ${ }^{\text {I }}$ | $70+209 \% \cdot \varepsilon$ | － | $70+$ ¢ $889{ }^{\text {I }}$ I | $90+2200 \cdot \varepsilon$ | $90+$－ 62.8 | － | $90+2690 \%$ | 90 |  |
| ELE＇ | ［0＋2686．8 | － | ELE＇ |  | ¢0＋әø $67^{\circ} \mathrm{\varepsilon}$ | － | ¢0＋ $290{ }^{\prime} \mathrm{E}$ |  | 90＋ag $28^{\prime} \dagger$ | － | $90+2976.8$ | 00 | 9 |
| LLG＇L | 979 ${ }^{\text { }}$ |  | ILG＇T | 70＋ 0 ¢89 ${ }^{\text {．}}$ L |  | － | 70＋ə¢89 ${ }^{\text {L }}$ | 90＋ 9 980 ${ }^{\text {I }}$ | $80+296 z^{\circ} 7$ | － | $80+$－098 ${ }^{\text {² }}$ | g．0－ |  |
| $\angle \mathrm{Z} \cdot \mathrm{L}$ | 298.7 | － | 8 Z ．${ }^{\text {L }}$ | $20+$ 2687 ${ }^{\circ}$ L | $80+$ g $500^{\circ} \mathrm{L}$ | － | $70+2687^{\circ}$ I | $90+$ LøでL |  | － | $90+382 \varepsilon^{\prime} \varepsilon$ | $6.0-$ |  |
| 0¢\％＇${ }^{\text {L }}$ | LLE＇ | － | LEZ＇ | 70＋ə L80 $^{\text {I }}$ | モ0＋ə¢90 | － | Z0＋${ }^{\text {¢ }}$［80 ${ }^{\text {I }}$ | 90＋209\％「 | $0 \mathrm{~T}+2978^{\text { }}$ I | － | $0 \mathrm{~L}+2 \mathrm{~g} 6{ }^{\circ} \mathrm{L}$ | 60 |  |
| Z8Z＇${ }^{\text {L }}$ | $6 \pm 8 \cdot 9$ |  | \＆87＇ | 70＋ 06 ［8．${ }^{\text {I }}$ | $70+\partial ¢ 7 \varepsilon^{\circ} \varepsilon$ | － | $70+$ 2078 ${ }^{\text {I }}$ | $90+2 \mathrm{~L} 09 \cdot 8$ | $90+$ 27IT ${ }^{\circ} 6$ | － | 90＋ 0 ［ 18.2 | 90 |  |
| $\angle \pm E^{\prime}$ I |  |  | $\angle \pm \mathcal{E}^{\circ} \mathrm{I}$ | $80+20 \not 00^{\circ} \mathrm{E}$ | $\varepsilon 0+\partial \varepsilon 0 \varepsilon^{\circ} \mathrm{E}$ |  | $80+$ LIT $¢$ | ¢0＋ $0 ¢ 89{ }^{\circ}$ | $90+288 L^{\prime} \mathrm{F}$ | － | $90+3 \angle 28^{\circ} \mathrm{E}$ | $0 \cdot 0$ | 9 |
| Lİ「 | $96 \square^{\circ} \mathrm{I}$ |  | Lİ「 |  |  |  |  | $90+$ ¢ 9976 | $80+$－ LEO $^{\circ} 7$ | － | 80＋2Gt9 ${ }^{\text {² }}$ | $\mathrm{c}^{\circ} 0-$ |  |
| $09{ }^{\circ} \mathrm{I}$ | LIE：Z | － | L97＇I | $7.0+2860^{\circ} \mathrm{I}$ | $2.0+292.96$ | － | $7.0+2860^{\circ} \mathrm{I}$ | $90+$ 267．9 | $90+200 \chi^{\circ} \mathrm{\varepsilon}$ | － |  | 6．0－ |  |
| $9^{-2} 266 L^{\circ} \mathrm{I}$ | 90－ə708 ${ }^{\text {－}}$ |  |  |  | 70－2678．${ }^{\text {¢ }}$ | ¢0－ə 10.9 | 70－əZE\＆＇ワ | ¢0－əZLI ${ }^{\text {－}}$ | \＆0－ə78I 7 | \＆0－əてIE \％ | 80－288L＇Z | 60 |  |
| $90-278 L \cdot 9$ | $90-\partial \square E L \cdot 9$ | $90-$－${ }^{\text {－}} 8$ | $90-\partial \varnothing \mathcal{L} \cdot \mathrm{G}$ |  |  | ¢0－əET ${ }^{\text {L }}$ | ¢0－ə788＇ | ¢0－əLて6．9 | ¢0－ə๕п6．9 | \＆0－əLZI＇ 2 | ع0－ə¢G6．9 | 90 |  |
| ち0－əも90 ${ }^{\text {L }}$ | โ0－əg90． | ¢0－อ0．9 | โ0－əg90． | ¢0－ə999 ${ }^{\text {\％}}$ | 80－2L9 ${ }^{\text {－}} \mathrm{Z}$ | ¢0－əø0＇¢ | ¢0－2899 ${ }^{\text {\％}}$ | 70－2 $287^{\prime}$［ | 70－2067＇ | 70－วTLE＇I | 70－ə¢67＇${ }^{\text {L }}$ | $0 \cdot 0$ | $\nabla$ |
|  | Ə0－ə9g9．L | \＆0－əす！ | Ə0－əggcit | ¢0－ozgL $\mathcal{L}$ | ¢0－ə¢¢ $L^{\circ} \mathrm{E}$ | ¢0－ə9T ${ }^{\circ}$ | ¢0－əg $2 \cdot \mathrm{E}$ |  | 70－9988 ${ }^{\text {I }}$ | 70－วg60 ${ }^{\text {\％}}$ | 70－əE68 ${ }^{\text {I }}$ | c．0－ |  |
|  | 70－98¢ 6 ． 1 | $80-$－元 ${ }^{\text {¢ }}$ | т0－2876 5 | 80－2669 \％ | 80－əL0L＇ 7 | 80－ə¢Z 2 | 80－2G0L＇ 7 | \％0－ə998＇z | 70－ə¢98： 7 | \％0－อを． 2.7 | 70－əもLE＇乙 | $6.0-$ |  |
| 90－2¢tI＇I | 90－อ¢もI＇I | Ə0－ə¢＇I | ¢0－อ¢モI＇I | 万0－əZgL |  |  | 70－əgci |  | ¢0－əஏ68＇ | \＆0－əL69 ${ }^{\text { }}$ |  | 6.0 |  |
| 90－ət9\％ |  | โ0－əg＇ 7 |  | 万0－2076．9 | モ0－əLZ6．9 |  | ォ－ә币 ${ }^{\circ} 6^{\circ} 9$ | ¢0－әø $86^{\circ} \mathrm{Z}$ | ¢0－2686 ${ }^{\circ}$ |  | ¢0－ə666 ${ }^{\text {² }}$ | 90 |  |
| 90－2 $280{ }^{\circ}$ 万 | $90^{-2880 \%}$ | モ0－əg＇ヵ | 90－2880＇t | ち0－วgL8．6 | 70－2LL8＊ 6 | ¢0－ə¢t＇$\frac{1}{}$ | ¢0－ə788＊ 6 | ¢0－2896．${ }^{\text {\％}}$ | ¢0－a $246^{\text {\％}}$ | 80－88L9．9 | ¢0－əぁ66＇ぁ | $0 \cdot 0$ | $\varepsilon$ |
| $90-28 \mathrm{LL}$－9 | $90-9972 \cdot 9$ | モ0－ə6．9 | c0－agzL 9 | ¢0－ə¢88 ${ }^{\circ} \mathrm{T}$ | ¢0－ə¢88 ${ }^{\text {I }}$ | ¢0－280＇$\checkmark$ | ¢0－əワ8¢ ${ }^{\text {¢ }}$ | と0－ə¢も6．9 | ¢0－2096．9 | ¢0－20ャ6． | ¢0－ə066．9 | c．0－ |  |
| $90-$ ¢880 2 | $90^{-2} 2802$ | ธ0－ə¢＊6 | 90－9980 ${ }^{\text {c }}$ | ع0－9869 ${ }^{\text {I }}$ | $80^{-2} 669{ }^{\text {I }}$ | 80－ə99＇z | $80^{-2002}$ L | 80－98L9 8 | 80－əもも¢ 8 | ع0－əg06．6 | 80－2989：8 | $6.0-$ |  |
| $90-2692 \cdot 8$ | $90^{-2} 89 L^{\circ} \mathrm{E}$ | Ə0－อg＇$¢$ | ¢0－əஏ $92 \cdot \mathcal{L}$ | ち0－2600＊6 | ち0－əLZ0＊ 6 | \＆0－əgz＇L | ち0－20¢0＊ 6 | ¢0－ə LE9 $^{\text {¢ }}$ | 80－əz99 ${ }^{\text {¢ }}$ |  | 80－əg89＇7 | 6.0 |  |
| $90-2072 \cdot 9$ | $90-$ ¢ $¢ E L \cdot 9$ | $90-98 \cdot 8$ | $90-\partial \square E L .9$ | ¢0－ozLE ${ }^{\circ}$ I | 80－əLLE ${ }^{\text {I }}$ | ¢0－ətt＇ | 80－28LE ${ }^{\text {¢ }}$ | ¢0－2988．9 | ¢0－ə ¢¢6． 9 | 80－26LI＇ | ¢0－ə876．9 | 9.0 |  |
| 90－2 $28 \mathrm{~L} \cdot 8$ | $90-$－76I＇8 | โ0－ə8． | 90－əL6T．8 | ¢0－コ026 ${ }^{\text {I }}$ | 80－əLL6 ${ }^{\text {I }}$ | ¢0－əZI＇ Z | ¢0－ə 26.1 | ¢0－ə $288 \cdot 6$ | ¢0－ə L06．6 | 70－ə0¢0＇I | ¢0－ə9z6．6 | $0 \cdot 0$ | $\tau$ |
| ち0－əə90＇I | ๖0－əg90 ${ }^{\text {I }}$ | モ0－əも゙ | โ0－əg90 | \＆0－ag9 ${ }^{\text {\％}}$ | 80－299 ${ }^{\circ} \mathrm{Z}$ | ¢0－ə0¢ $\varepsilon^{\circ} \mathrm{E}$ | 80－əL9 ${ }^{\circ} \mathrm{Z}$ | 70－9987＇${ }^{\text {I }}$ | 70－2688 ${ }^{\text {I }}$ | 70－9907＇I | 70－ə¢67＇${ }^{\text {L }}$ | 9．0－ |  |
| ธ0－2097 | ワ0－əโ9\％＇ | $80-\mathrm{ga}$＇ L | ๖0－əโ9て＇ | $80-20 \dagger 0 \cdot \varepsilon$ | $80^{- \text {－Lt }}$－ 8 | 80－ə ¢ $^{\text {¢ }}$ | $80^{-2 ⿰ 七 刀 口} 0^{\circ} \mathrm{\varepsilon}$ |  | 20－9879．L | 70－əgg L L | 70－ə989＇L | 6．0－ |  |
| 90－2LE9－ | 90－ว L\＆9 ${ }^{\text {I }}$ | $90-$ 9 ${ }^{\text {² }}$ | 90－2LE9 ${ }^{\text {I }}$ | 90－2Ø96．${ }^{\text {¢ }}$ | $90^{-2 g 96} 6^{\circ}$ | 90－201＇t | $90-2 \mathrm{gc} 6^{\circ} \mathrm{E}$ |  | ¢0－2686 ${ }^{\text {I }}$ | モ0－əgz0 ${ }^{\text {¢ }}$ | も0－2066 ${ }^{\text {I }}$ | 60 |  |
| $90-$ L8 ${ }^{-} 8$ | 90－ə98I•8 |  | $90-298$ I＇8 $^{\text {d }}$ |  | モ0－2LL6． | モ0－ə97\％ | モ0－əLL6． | ち0－ว 2766 | ๘ $0-2686 \cdot 6$ | 80－ə0ø0＇L | 70－əg96． 6 | 90 |  |
| 90－2989 ${ }^{\text {I }}$ | 90－əLE9 ${ }^{\text {² }}$ |  | ¢0－əLE9 ${ }^{\text {I }}$ | ๘0－ว โ96 $6^{\circ}$ |  | ธ0－260＇9 | $\mp 0^{-\partial 币} 96 \cdot \varepsilon$ |  | ¢0－2 $2866^{\text {I }}$ | ¢0－ə99t＇ | ¢0－əZ66 ${ }^{\text {I }}$ | $0 \cdot 0$ | I |
| 90－つものた | 90－əggt | モ0－əg＇ 7 | ¢0－əggt ${ }^{\text {cos }}$ | ち0－əgz6．9 | 70－əLZ6．9 | ๖0－267＊8 | 70－əte6．9 | 80－ə 26.7 | ¢0－2086 ${ }^{\circ}$ | $80-267 \varepsilon^{\circ} \mathrm{E}$ | ¢0－ə $166^{*}$ Z | 9．0－ |  |
| c0－ə801．${ }^{\text {¢ }}$ | $\mathrm{c}^{-2} \mathrm{OLLL}$ ¢ |  | $90^{-200 L I ̇}$ |  | 70－2L09 2 | 80－ə9 ${ }^{\text {L }}$［ | 70－əZLS 2 |  | $80-$ ODLL ${ }^{\circ} \mathrm{E}$ | $80^{-2098} \varepsilon^{\prime} 7$ |  | 6．0－ |  |
|  | $\varepsilon_{L}{ }_{L}$ | ${ }^{8}{ }_{L}$ | ${ }^{\text { }}$ L | ${ }^{\text {ur }}$ Wh $L$ | $\varepsilon_{L} \varepsilon_{L}$ | ${ }^{\square}{ }_{L}$ | ${ }^{\text { }}$ L | ${ }^{\text {utu }}{ }^{4} L$ | ${ }^{\varepsilon_{L}}$ | ${ }^{\mathrm{z}}$［ | ${ }^{\text {L }} L$ | d | Sd |

E. $2 \widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{\text {min }}, M L, M V U E_{c}$, Shaban, Shaban1 under Lognormal
Distribution Assumption

| $n$ | PS | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{\kappa}$ | $\hat{\varrho}_{M L}$ | $\hat{\varrho}_{M V U E_{c}}$ | $\varrho_{\text {Shaban }}$ | $\varrho_{\text {Shaban } 1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 1 | $2.0252 \mathrm{e}-05$ | $2.0265 \mathrm{e}-05$ | $2.0252 \mathrm{e}-05$ | $2.0252 \mathrm{e}-05$ | $2.0251 \mathrm{e}-05$ | $2.0250 \mathrm{e}-05$ | $2.0250 \mathrm{e}-05$ | $2.0344 \mathrm{e}-05$ |
|  | 2 | $6.7447 \mathrm{e}-03$ | $6.7474 \mathrm{e}-03$ | $6.7448 \mathrm{e}-03$ | $6.7446 \mathrm{e}-03$ | $6.7455 \mathrm{e}-03$ | $6.7456 \mathrm{e}-03$ | $6.7460 \mathrm{e}-03$ | $6.7966 \mathrm{e}-03$ |
|  | 3 | $3.0111 \mathrm{e}-03$ | $3.0121 \mathrm{e}-03$ | $3.0112 \mathrm{e}-03$ | $3.0110 \mathrm{e}-03$ | $3.0104 \mathrm{e}-03$ | $3.0104 \mathrm{e}-03$ | $3.0105 \mathrm{e}-03$ | $3.0259 \mathrm{e}-03$ |
|  | 4 | $2.0367 \mathrm{e}-03$ | $2.1916 \mathrm{e}-03$ | $2.0327 \mathrm{e}-03$ | $2.0314 \mathrm{e}-03$ | $2.0297 \mathrm{e}-03$ | $2.0229 \mathrm{e}-03$ | $2.0153 \mathrm{e}-03$ | $3.0174 \mathrm{e}-03$ |
|  | 5 | $6.7031 \mathrm{e}-01$ | $7.1945 \mathrm{e}-01$ | $6.6923 \mathrm{e}-01$ | $6.6899 \mathrm{e}-01$ | $6.6808 \mathrm{e}-01$ | $6.6645 \mathrm{e}-01$ | $6.6516 \mathrm{e}-01$ | 1.0124 |
|  | 6 | $3.0080 \mathrm{e}-01$ | $3.2264 \mathrm{e}-01$ | $3.0040 \mathrm{e}-01$ | $3.0036 \mathrm{e}-01$ | $2.9898 \mathrm{e}-01$ | $2.9806 \mathrm{e}-01$ | $2.9712 \mathrm{e}-01$ | $4.5194 \mathrm{e}-01$ |
| 50 | 1 | $4.0281 \mathrm{e}-06$ | $4.0335 \mathrm{e}-06$ | $4.0282 \mathrm{e}-06$ | $4.0276 \mathrm{e}-06$ | $4.0276 \mathrm{e}-06$ | $4.0277 \mathrm{e}-06$ | $4.0280 \mathrm{e}-06$ | $4.1379 \mathrm{e}-06$ |
|  | 2 | $1.3321 \mathrm{e}-03$ | $1.3357 \mathrm{e}-03$ | $1.3321 \mathrm{e}-03$ | $1.3321 \mathrm{e}-03$ | $1.3322 \mathrm{e}-03$ | $1.3322 \mathrm{e}-03$ | $1.3322 \mathrm{e}-03$ | $1.3641 \mathrm{e}-03$ |
|  | 3 | $5.9189 \mathrm{e}-04$ | $5.9225 \mathrm{e}-04$ | $5.9191 \mathrm{e}-04$ | $5.9167 \mathrm{e}-04$ | $5.9192 \mathrm{e}-04$ | $5.9195 \mathrm{e}-04$ | $5.9200 \mathrm{e}-04$ | $6.1001 \mathrm{e}-04$ |
|  | 4 | $4.0029 \mathrm{e}-04$ | $5.0163 \mathrm{e}-04$ | $4.0032 \mathrm{e}-04$ | $4.0029 \mathrm{e}-04$ | $3.9826 \mathrm{e}-04$ | $3.9821 \mathrm{e}-04$ | $3.9836 \mathrm{e}-04$ | $1.3261 \mathrm{e}-03$ |
|  | 5 | $1.2992 \mathrm{e}-01$ | $1.6830 \mathrm{e}-01$ | $1.2985 \mathrm{e}-01$ | $1.2980 \mathrm{e}-01$ | $1.2928 \mathrm{e}-01$ | $1.2919 \mathrm{e}-01$ | $1.2909 \mathrm{e}-01$ | $4.2588 \mathrm{e}-01$ |
|  | 6 | $6.0359 \mathrm{e}-02$ | $7.7387 \mathrm{e}-02$ | $6.0330 \mathrm{e}-02$ | $6.0309 \mathrm{e}-02$ | $6.0073 \mathrm{e}-02$ | $6.0033 \mathrm{e}-02$ | $5.9988 \mathrm{e}-02$ | $1.9205 \mathrm{e}-01$ |
| 100 | 1 | $1.9308 \mathrm{e}-06$ | $1.9377 \mathrm{e}-06$ | $1.9308 \mathrm{e}-06$ | $1.9305 \mathrm{e}-06$ | $1.9313 \mathrm{e}-06$ | $1.9314 \mathrm{e}-06$ | $1.9315 \mathrm{e}-06$ | $2.0389 \mathrm{e}-06$ |
|  | 2 | $6.6188 \mathrm{e}-04$ | $6.6541 \mathrm{e}-04$ | $6.6188 \mathrm{e}-04$ | $6.6188 \mathrm{e}-04$ | $6.6163 \mathrm{e}-04$ | $6.6163 \mathrm{e}-04$ | $6.6163 \mathrm{e}-04$ | $6.9068 \mathrm{e}-04$ |
|  | 3 | $2.9904 \mathrm{e}-04$ | $3.0118 \mathrm{e}-04$ | $2.9904 \mathrm{e}-04$ | $2.9898 \mathrm{e}-04$ | $2.9902 \mathrm{e}-04$ | $2.9901 \mathrm{e}-04$ | $2.9900 \mathrm{e}-04$ | $3.1105 \mathrm{e}-04$ |
|  | 4 | $2.0014 \mathrm{e}-04$ | $2.9910 \mathrm{e}-04$ | $2.0018 \mathrm{e}-04$ | $2.0011 \mathrm{e}-04$ | $1.9873 \mathrm{e}-04$ | $1.9874 \mathrm{e}-04$ | $1.9882 \mathrm{e}-04$ | $1.1014 \mathrm{e}-03$ |
|  | 5 | $6.4842 \mathrm{e}-02$ | $1.0112 \mathrm{e}-01$ | $6.4817 \mathrm{e}-02$ | $6.4784 \mathrm{e}-02$ | $6.4611 \mathrm{e}-02$ | $6.4578 \mathrm{e}-02$ | $6.4530 \mathrm{e}-02$ | $3.5181 \mathrm{e}-01$ |
|  | 6 | $3.0876 \mathrm{e}-02$ | $4.6681 \mathrm{e}-02$ | $3.0871 \mathrm{e}-02$ | $3.0869 \mathrm{e}-02$ | $3.0595 \mathrm{e}-02$ | $3.0585 \mathrm{e}-02$ | $3.0574 \mathrm{e}-02$ | $1.6119 \mathrm{e}-01$ |
| 1200 | 1 | $1.7325 \mathrm{e}-07$ | $1.8317 \mathrm{e}-07$ | $1.7325 \mathrm{e}-07$ | $1.7325 \mathrm{e}-07$ | $1.7331 \mathrm{e}-07$ | $1.7331 \mathrm{e}-07$ | $1.7331 \mathrm{e}-07$ | $2.6405 \mathrm{e}-07$ |
|  | 2 | $5.5728 \mathrm{e}-05$ | $5.8745 \mathrm{e}-05$ | $5.5729 \mathrm{e}-05$ | $5.5722 \mathrm{e}-05$ | $5.5735 \mathrm{e}-05$ | $5.5735 \mathrm{e}-05$ | $5.5735 \mathrm{e}-05$ | $8.6502 \mathrm{e}-05$ |
|  | 3 | $2.4673 \mathrm{e}-05$ | $2.6347 \mathrm{e}-05$ | $2.4672 \mathrm{e}-05$ | $2.4667 \mathrm{e}-05$ | $2.4674 \mathrm{e}-05$ | $2.4674 \mathrm{e}-05$ | $2.4674 \mathrm{e}-05$ | $3.7535 \mathrm{e}-05$ |
|  | 4 | $1.6606 \mathrm{e}-05$ | $1.1850 \mathrm{e}-04$ | $1.6606 \mathrm{e}-05$ | $1.6604 \mathrm{e}-05$ | $1.6559 \mathrm{e}-05$ | $1.6559 \mathrm{e}-05$ | $1.6558 \mathrm{e}-05$ | $8.9261 \mathrm{e}-04$ |
|  | 5 | $5.4597 \mathrm{e}-03$ | $3.9299 \mathrm{e}-02$ | $5.4593 \mathrm{e}-03$ | $5.4574 \mathrm{e}-03$ | $5.4529 \mathrm{e}-03$ | $5.4524 \mathrm{e}-03$ | $5.4516 \mathrm{e}-03$ | $2.9279 \mathrm{e}-01$ |
|  | 6 | $2.4980 \mathrm{e}-03$ | $1.7412 \mathrm{e}-02$ | $2.4981 \mathrm{e}-03$ | $2.4979 \mathrm{e}-03$ | $2.4947 \mathrm{e}-03$ | $2.4948 \mathrm{e}-03$ | $2.4950 \mathrm{e}-03$ | $1.3307 \mathrm{e}-01$ |

Table E.4: $\widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{m i n}, M L, M V U E_{c}$, Shaban, Shaban1. 1st and 2nd Situations


| L0－əLStで1 | L0＋29Lgi． 9 | 7927＇8 | L0＋ə0¢もL．9 | 10＋əLZ97． 9 | L0＋ə¢¢币I．9 | 9 | 00ZI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L0－2L784＇Z | Z0＋260 ${ }^{\text {¢ }}$ T | 10＋ətz92． | 70＋ว币 $898{ }^{\text {¢ }}$ I |  | z0＋2G898． | 9 |  |
| 70－əc9L9 8 |  | 70－つ才\＆も¢＇ | L0－azt91＇t | 10－97LLE＇t |  | t |  |
| ¢0－əø697＇ | \＆0－2LIE0＇G | ¢0－ətLLI＇L | \＆0－a9970＇g | 80－əTLLI＇G | ¢0－2L970＇s | $\varepsilon$ |  |
| ¢0－28784＇z | 70－aç80 ${ }^{\text {I }}$ |  | 70－ə $\mathrm{F} 880{ }^{\text { }}$ | z0－azglit | Z0－ə L880 $^{\text {I }}$ | $\checkmark$ |  |
| $90-$ I $88 L^{\prime} 8$ | ¢0－289も¢ \％ | $90-$ OTLLO ${ }^{\circ} \mathrm{L}$ | 90－əgitc＇ |  | ¢0－ə9LもE＇8 | I |  |
| 0988． | L0＋ว 2086.9 | 10＋28788＇も | L0＋3gLEL 9 | 10＋agzL0 2 | L0＋287¢ ${ }^{\circ} 9$ | 9 | 00I |
| 6TST＇8 | Z0＋20LGg ${ }^{\text {L }}$ | 10＋ว币0¢6．6 | 20＋268tg ${ }^{\text {L }}$ | 70＋əz¢69 ${ }^{\text {L }}$ | 20＋296IS．${ }^{\text {L }}$ | g |  |
| Z0－əZ¢¢0 ${ }^{\text {I }}$ | L0－ə0¢โ9＇t | L0－28866 ${ }^{\text {² }}$ | L0－2c97e＇t |  | I0－əも8z9．t | ¢ |  |
| 70－əg¢¢¢ ${ }^{\text {L }}$ | 70－əL676 ${ }^{\text {I }}$ | 70－26ちTL＇I | 70－əZLZ6 ${ }^{\text {I }}$ | 70－29286 ${ }^{\text {I }}$ | 70－əもLZ6． | $\varepsilon$ |  |
| 70－28¢¢7 ${ }^{\circ}$ | て0－əてぃ9でゅ | 70－29ç8＇¢ | て0－ə89才て＇も | 70－2g08Z ${ }^{\text {\％}}$ | 70－əTLもでも | $\checkmark$ |  |
| ¢0－ət976．6 | も0－ə0しゅて＇I | ¢0－alstic | ¢0－2898\％＇L | キ0－889もでし | 10－2698\％ | I |  |
| $9877^{\circ} \mathrm{E}$ | L0＋2c928 ${ }^{\text {L }}$ | L0＋29676 ${ }^{\circ}$ | L0＋əL6Lも゙ | 10＋つすLE8 2 | 10＋26987\％ | 9 | 09 |
| L080 4 |  |  | 70＋əโも89 ${ }^{\text {¢ }}$ |  | 70＋2gs $89{ }^{\text { }}$ | g |  |
| \％0－ə7\％¢L＇Z |  | L0－ə币0¢6． 8 | L0－20896 ${ }^{\text {T }}$ | L0－9976I．G | L0－əgz96 ${ }^{\text {T }}$ | ¢ |  |
| 70－əZ290 ¢ | て0－988Lちゃ | 70－əПL08．8 | 70－əФ¢0才¢ | Z0－əTLİ「8 | 70－ə280才＇¢ | $\varepsilon$ |  |
| 70－əø999 9 | 70－28689 2 | 70－98787\％ | 70－97L09 2 | 70－99889 2 | 70－26109 ${ }^{\text {L }}$ | 7 |  |
| 70－2¢966． | モ0－26โ 97.7 | ち0－อI8LI＇Z | ¢0－əctg\％$冖$ | ャ0－əZโ9Z | ¢0－əgigz | I |  |
| L0＋299¢\％${ }^{\text {d }}$ | 70＋2gi08． | Z0＋ə¢8LZ | Z0＋əZLLZ | z0＋28678．${ }^{\text {¢ }}$ | z0＋28I87＇ | 9 | 0I |
| L0＋ə9才I0 ¢ | Z0＋Ә币ちI8＇¢ |  |  | z0＋ə［198＇z | Z0＋ac8s ${ }^{\text {c }}$ \％ | 9 |  |
|  | 8781．＇L | L0－ә才0¢て＇8 | 10－28989．8 | L0－29806 8 | L0－əgeci9 8 | D |  |
| L0－ə906ち＇I | ［0－260gc． | L0－ə0LEG ${ }^{\text {L }}$ | L0－26689．${ }^{\text {L }}$ | L0－99Ita ${ }^{\text {a }}$ | L0－ə00币¢ ${ }^{\text {L }}$ | $\varepsilon$ |  |
| L0－əc90 ${ }^{\circ} \mathrm{E}$ | L0－acett ${ }^{\text {cos }}$ |  | ［0－206It＇$¢$ |  | L0－əも6Iた $¢$ | $\checkmark$ |  |
| ¢0－อ¢ъ00 ${ }^{\text {－}}$ | \＆0－ag $270{ }^{\text {a }}$ | ع0－ә† 8 ¢0 ${ }^{\text {－}}$ | 80－ə00币0 ${ }^{\text {－}}$ | $80-20$ Lto ${ }^{\text {－}}$ | 80－əL0才0 ${ }^{\text {－}}$ | I |  |
| זupqpy ${ }^{\text {d }}$ | TNO | ${ }^{4} L$ | ${ }^{\varepsilon}$ L | ${ }^{2} L$ | ${ }^{\text {L }}$ L | Sd | $u$ |

E. $3 \widehat{\operatorname{MSE}}\left(T_{l}, f(\boldsymbol{\mu})\right), l=1,2,3, \kappa_{\text {min }}, C R O W$ under Gamma Distribution Assumption

E Simulation Results for the Estimation of the Ratio of Means
$\nabla_{\text {Appendix }} \mathbf{F}$
Approximated and Simulated Results for the Estimation of
the Inverse Mean
Normal Distribution F. 1 Comparison of Estimators $T_{1}$ and $T_{\kappa_{\text {min }}}$.

F. 2 Comparison of Estimators $T_{1}$ and $T_{\text {Sriv }}$. Normal Distribution




F. 3 Comparison of Estimators $T_{1}$ and $T_{2}$. Normal Distribution

F. 4 Comparison of Estimators $T_{\kappa_{\text {min }}}$ and $T_{\text {Sriv }}$. Normal Distribution

Figure F.8: $\widehat{\operatorname{MSE}}\left(T_{\kappa_{\text {min }}}, f(\mu)\right) / \widehat{\operatorname{MSE}}\left(T_{\text {Sriv }}, f(\mu)\right)$.
Exponential Distribution


Figure F.10: $\widehat{\operatorname{MSE}}\left(T_{l}, f(\mu)\right), l=1,3, \kappa_{\text {min }}$, Sriv.
and $T_{S r i v}$.

!

Figure F.12: $\widehat{\operatorname{MSE}}\left(T_{l}, f(\mu)\right), l=1,3, \kappa_{\text {min }}$, Sriv.

F. 7 Estimator $T_{2}$. Exponential and Uniform Distribution


Figure F.14: $\operatorname{MSE}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)$. Uniform Distribution


Figure F.13: $\operatorname{MSE}\left(T_{2}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right)$. Exponential Distribution

## ${ }_{\text {Maposid }} \mathrm{G}$

Approximated and Simulated Results for the Estimation of
the Odds in Favour of an Event

|  |  | $\widehat{\mathrm{MSE}}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{P S}$ | $n$ | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{\kappa \text { min }}$ |
|  | 250 | $2.126 \mathrm{e}-05$ | $2.140 \mathrm{e}-05$ | $2.125 \mathrm{e}-05$ | $2.054 \mathrm{e}-05$ |
| 1 | 500 | $1.036 \mathrm{e}-05$ | $1.039 \mathrm{e}-05$ | $1.036 \mathrm{e}-05$ | $1.023 \mathrm{e}-05$ |
|  | 750 | $7.018 \mathrm{e}-06$ | $7.032 \mathrm{e}-06$ | $7.018 \mathrm{e}-06$ | $6.954 \mathrm{e}-06$ |
|  | 1200 | $4.414 \mathrm{e}-06$ | $4.419 \mathrm{e}-06$ | $4.414 \mathrm{e}-06$ | $4.388 \mathrm{e}-06$ |
| 2 | 250 | $1.319 \mathrm{e}-04$ | $1.330 \mathrm{e}-04$ | $1.319 \mathrm{e}-04$ | $1.311 \mathrm{e}-04$ |
|  | 500 | $6.747 \mathrm{e}-05$ | $6.786 \mathrm{e}-05$ | $6.747 \mathrm{e}-05$ | $6.694 \mathrm{e}-05$ |
|  | 750 | $4.608 \mathrm{e}-05$ | $4.625 \mathrm{e}-05$ | $4.608 \mathrm{e}-05$ | $4.591 \mathrm{e}-05$ |
|  | 1200 | $2.829 \mathrm{e}-05$ | $2.835 \mathrm{e}-05$ | $2.829 \mathrm{e}-05$ | $2.823 \mathrm{e}-05$ |
| 3 | 250 | $3.994 \mathrm{e}-03$ | $4.147 \mathrm{e}-03$ | $3.994 \mathrm{e}-03$ | $3.960 \mathrm{e}-03$ |
|  | 500 | $2.030 \mathrm{e}-03$ | $2.067 \mathrm{e}-03$ | $2.030 \mathrm{e}-03$ | $2.023 \mathrm{e}-03$ |
|  | 750 | $1.353 \mathrm{e}-03$ | $1.366 \mathrm{e}-03$ | $1.353 \mathrm{e}-03$ | $1.351 \mathrm{e}-03$ |
|  | 1200 | $8.576 \mathrm{e}-04$ | $8.639 \mathrm{e}-04$ | $8.576 \mathrm{e}-04$ | $8.563 \mathrm{e}-04$ |
| 4 | 250 | $9.735 \mathrm{e}-01$ | 1.318 | $9.728 \mathrm{e}-01$ | $9.312 \mathrm{e}-01$ |
|  | 500 | $4.857 \mathrm{e}-01$ | $5.673 \mathrm{e}-01$ | $4.856 \mathrm{e}-01$ | $4.704 \mathrm{e}-01$ |
|  | 750 | $3.089 \mathrm{e}-01$ | $3.422 \mathrm{e}-01$ | $3.088 \mathrm{e}-01$ | $3.031 \mathrm{e}-01$ |
|  | 1200 | $1.909 \mathrm{e}-01$ | $2.030 \mathrm{e}-01$ | $1.909 \mathrm{e}-01$ | $1.889 \mathrm{e}-01$ |

Table G.1: $\operatorname{MSE}\left(T_{l}^{\text {Poly }}, f^{\text {Poly }}(\mu)\right), l=1,2,3, \kappa_{\text {min }}$ and $\widehat{\operatorname{MSE}}\left(T_{l}, f(\mu)\right), l=1,2,3, \kappa_{\text {min }}$.
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