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ABSTRACT

Since their rediscovery, Low Density Parity Check (LDPC) codes sparked high interests due to their capacity-approaching performance achieved through their low decoding complexity. Therefore, they are considered as promising scheme for channel coding in future wireless application. However, they still constitute disadvantage in their high encoding complexity. The research on practical LDPC codes with good performance is quite challenging. In this direction their potential characteristics are explored with respect to the technical requirement of wireless local area network (WLAN).

This thesis is focused on three topics, which correspond to three major issues in the research of LDPC codes: code characterization with girth degree distribution, low encoding complexity with structured construction, and higher decoding convergence with two-stage decoding scheme.

In the first part of the thesis, a novel concept of girth degree is introduced. This concept combines the idea of the classical concept of girth with node degree. The proposed concept is used to characterize the codes and measure their performance. A simple tree-based search algorithm is applied to detect and count the girth degree. The proposed concept is more effective than the classical concept of girth in measuring the performance. It shows that the girth degree plays more significant role than the girth itself in determining the code performance. Furthermore, the existence of short-four-cycles to some extent is not harmful to degrade the code performances.

The second part deals with a simple method for constructing a class of LDPC codes, which pose relative low encoding complexity but show good performance. The combination of the stair structure and the permutation matrices, which are constructed based on the proposed method, yields very simple implementation in encoding process within encoder. The resulting encoder can be implemented using relatively simple shift-register circuits. Their performance is comparable with that of irregular MacKay codes. In short code length, they outperform some well-established structured codes. The performance of the proposed codes is comparable with the optional LDPC codes for WLAN at higher code rates. However, the proposed codes are relatively suboptimal at lower code rate. Such performance is achieved by the proposed codes in lower encoding complexity.

In the third part, a method for enhancing the decoding convergence for high coded modulation system is introduced. The two-stage decoding scheme is proposed to improve bit reliabilities in decoding process leading to reduced decoding iteration without performance losses. This is achieved by making use of the output from the first decoding stage as the additional input for the second decoding stage. The optimal combination of the maximal iteration of both decoding stages is capable of reducing the average iteration. This method shows its efficiency at the waterfall region of signal-to-noise-ratio.

Die vorliegende Dissertation konzentriert sich auf drei große Themen bezüglich der Erforschung von LDPC Codes, nämlich die Charakterisierung des Codes mittels Umfangsmaßverteilung (Girth Degree Distribution), den niedrigen Enkodierungsaufwand mittels strukturierter Codekonstruktion sowie die verbesserte Decodierungskonvergenz mittels eines Zwei-Phasen Dekodierungsverfahrens.


# CONTENTS

ACKNOWLEDGMENT ........................................................................................................ i  
ABSTRACT ..................................................................................................................... iii  
KURZFASSUNG.............................................................................................................. v  
CONTENTS ..................................................................................................................... vii  
LIST OF FIGURES .......................................................................................................... ix  
LIST OF TABLES ............................................................................................................. xiii  
LIST OF PUBLICATIONS .............................................................................................. xv  

## CHAPTER 1

INTRODUCTION................................................................................................................. 1  
1.1 Motivation.................................................................................................................. 1  
1.2 Historical Review .................................................................................................... 2  
1.2.1 Channel Coding ................................................................................................. 2  
1.2.2 LDPC Coding ..................................................................................................... 3  
1.3. Thesis Organization............................................................................................... 5  

## CHAPTER 2

BASIC THEORY ............................................................................................................... 7  
2.1 Communication System........................................................................................... 7  
2.2 Channel Coding ...................................................................................................... 8  
2.3 LDPC Codes ........................................................................................................... 10  
2.3.1 Description......................................................................................................... 10  
2.3.2 Code Construction ........................................................................................... 12  
2.3.3 Encoding ........................................................................................................... 14  
2.3.4 Decoding ........................................................................................................... 16  
2.4 Wireless LAN ......................................................................................................... 20  

## CHAPTER 3

GIRTH DEGREE FOR CODE EVALUATION ......................................................... 25  
3.1 Background.............................................................................................................. 25  
3.2 Concept of Girth Degree ....................................................................................... 25  
3.3 Simulation Results ................................................................................................. 32  
3.4 Conclusion .............................................................................................................. 54  

## CHAPTER 4

CODE CONSTRUCTION WITH STAIR STRUCTURE ........................................... 57  
4.1 Background ............................................................................................................ 57  
4.2 Code Structure ...................................................................................................... 58
LIST OF FIGURES

Chapter 2

Figure 2.1 General block diagram of coded systems for digital communications .............. 7
Figure 2.2 A simplified model of channel coding system ................................................ 9
Figure 2.3 Parity check matrix H of an LDPC code .......................................................... 10
Figure 2.4 Representation of LDPC codes .................................................................... 11
Figure 2.5 Triangular parity-check matrix of MacKay (a) and Richardson (b) ............... 15
Figure 2.6 Message passing decoder of LDPC codes ..................................................... 17
Figure 2.7 Signal constellation for 16-QAM with Gray labelling .................................... 19
Figure 2.8 IEEE 802.11a transmitter PHY layer ........................................................... 22

Chapter 3

Figure 3.1 Example for homogeneous local girth ............................................................ 26
Figure 3.2 Example for heterogeneous local girth ......................................................... 26
Figure 3.3 Two of six cycles of girth of four passing through the variable node 1 ........... 28
Figure 3.4 An example of girth detection process in a parity check matrix (a) and a bipartite graph (b) ................................................................................................. 30
Figure 3.5 An example of girth degree counting process for girth of four ......................... 31
Figure 3.6 Girth distribution of MacKay code at code rate 3/4 as function of code length 32
Figure 3.7 Girth distribution of MacKay code at code rate 1/2 as function of code length 33
Figure 3.8 Impact of code length on the average girth at different code rate ................. 34
Figure 3.9 Impact of code rate on average girth degree in different code rate ............... 35
Figure 3.10 Performance of MacKay code in different code length (a) and code rate (b) .... 36
Figure 3.11 Fraction of node with girth of six and eight of MacKay code to code length .. 37
Figure 3.12 Average girth of MacKay code to code length ......................................... 38
Figure 3.13 Girth degree distribution of girth 6 of MacKay code ................................. 39
Figure 3.14 Girth degree distribution of girth-8 of MacKay code .................................. 39
Figure 3.15 Girth degree average of MacKay code to code length .............................. 40
Figure 3.16 Comparison of BER performance of MacKay code and array code with column weight 3 at code length 1,200 bits and code rate 1/2 ......................... 42
Figure 3.17 Code performance of the 648-length WLAN codes at different code rates .... 43
Figure 3.18 Code performance of the 1296-length WLAN codes at different code rates . 46
Figure 3.19 Code performance of the 1944-length WLAN codes at different code rates ... 48
Figure 3.20 Parity check matrices of WLAN codes [IEEE09] containing short-four-cycles ......................................................................................................................... 51
Figure 3.21 Modified parity check matrix of IEEE802.11n codes without short-four-cycles ..................................................................................................................... 52
Chapter 4

Figure 4.1 LDPC staircase codes: parity-check matrix (a) and its corresponding graph (b) .................................................................57
Figure 4.2 An identity matrix (a) and a singular cyclic shift submatrix (b) .................................................................59
Figure 4.3 Submatrix with cyclic right-shifted slope $s$ ..................................................................................................................59
Figure 4.4 Submatrix (a) with its corresponding graph (b) ..........................................................................................................59
Figure 4.5 Cascade structure: parity check matrix .......................................................................................................................60
Figure 4.6 Lattice structure: parity check matrix .......................................................................................................................60
Figure 4.7 Cascade and lattice submatrices ...............................................................................................................................62
Figure 4.8 Presence of four-cycles in the cascade (a) and lattice structure (b) ........................................................................62
Figure 4.9 Parameters in the slope method ..............................................................................................................................63
Figure 4.10 A pair of slope distance ........................................................................................................................................64
Figure 4.11 Algorithm of code construction with slope method .................................................................................................65
Figure 4.12 Algorithm of code construction with girth degree detection method ........................................................................66
Figure 4.13 Submatrix ...............................................................................................................................................................67
Figure 4.14 Cascade structure: submatrix (a) and its cyclic-shift register (b) ........................................................................68
Figure 4.15 Implementation of the encoder of cascade structure ..............................................................................................68
Figure 4.16 Lattice structure: submatrices (a) ..........................................................................................................................69
Figure 4.17 Implementation of the encoder of lattice structure ..................................................................................................72
Figure 4.18 Block diagram of the decoder ................................................................................................................................73
Figure 4.19 Impact of decoding iteration on the performance of the length-1200, rate-3/4 Stair Cascade code ..................................................74
Figure 4.20 Performance of Stair Cascade codes with code length 1,200 bits at different code rates ..............................................................75
Figure 4.21 Impact of column weight on the performance of Stair Cascade codes with code length 1,200 bits at code rate 1/2 .................................................................................76
Figure 4.22 Impact of column weight on the performance of Stair Cascade codes with code length 1,200 bits at code rate 2/3 .........................................................................................77
Figure 4.23 Impact of column weight on the performance of Stair Cascade codes with code length 1,200 bits at code rate 3/4 .........................................................................................78
Figure 4.24 Impact of decoding iteration on the performance of the length-1200, rate-3/4 Stair Lattice code ...........................................................................................................80
Figure 4.25 Performance of Stair Lattice codes with code length 1,200 bits at different code rates .................................................................................81
Figure 4.26 Impact of column weight on the performance of Stair Lattice codes with code length 1,200 bits at code rate 1/2 .................................................................................................82
LIST OF FIGURES

Figure 4.27 Impact of column weight on the performance of Stair Lattice codes with code length 1,200 bits at code rate 3/4 .................................................................................83
Figure 4.28 Impact of column weight on the performance of Stair Lattice codes with code length 1,200 bits at code rate 3/4 ...............................................................................84
Figure 4.29 Comparison of the performance of Stair Cascade and Stair Lattice codes with code length 1,200 bits and code rate 3/4 ..................................................................................86
Figure 4.30 Structure of parity check matrices of Stair Lattice codes with different code rates ..........................................................................................................................87
Figure 4.31 Performance of the length-1,200 Stair Lattice codes at specific code rates ....87
Figure 4.32 Performance of Stair Cascade codes at high code rate ........................................88
Figure 4.33 Performance of the rate-3/4 Stair codes at different code length .....................89
Figure 4.34 Comparison of the regular and irregular Stair Cascade codes at code length 1,200 bits and code rate 2/3 and 3/4 ...........................................................................................91
Figure 4.35 Comparison of the BER performance of Stair Codes with MacKay Codes ....92
Figure 4.36 Comparison of the performance of Stair Cascade codes and random MacKay code at code length 1,200 bits, code rate 3/4 ..........................................................93
Figure 4.37 Comparison of Stair codes with MacKay code at code rate 200 and code rate 3/4 ...............................................................................................................................94
Figure 4.38 Comparison of Stair Cascade codes and difference families code .................95
Figure 4.39 BER performance of high-rate short-length LDPC codes on AWGN channel with a maximum iteration 10 .................................................................96
Figure 4.40 BER performance of high-rate long-length LDPC codes on AWGN channel with a maximum iteration 10 .................................................................97
Figure 4.41 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 1/2 .................................................................................................................98
Figure 4.42 BER performance of the improved Stair Cascade codes and WLAN code at code length 1,296 bits and code rate 1/2 .................................................................99
Figure 4.43 BER performance of the improved Stair Lattice codes and WLAN code at code length 1,296 bits and code rate 1/2 .................................................................100
Figure 4.44 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 2/3 .................................................................................................................100
Figure 4.45 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 3/4 .................................................................................................................101
Figure 4.46 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 5/6 .................................................................................................................102
Figure 4.47 BER performance of Stair codes and WLAN code at code length 648 bits and code rate 5/6 .................................................................103
Figure 4.48 BER performance of Stair Cascade codes and WLAN code at code length 1,296 bits and 1,944 bits and code rate 5/6 .................................................................104
Figure 4.49 Error-floor performance of Stair codes at high code rate .............................105
Figure 4.50 Impact of girth degree of four cycles on BER performance of the length-1,296, rate-1/2 Stair Cascade codes .................................................................107
Figure 4.51 Impact of girth degree of four cycles on BER performance of the length-1,296, rate-3/4 Stair Lattice codes .................................................................107
Chapter 5

Figure 5.1 Scheme of the two-stage decoding .................................................................112
Figure 5.2 Two-stage decoding in LDPC decoder ..........................................................113
Figure 5.3 Flow diagram of two-stage decoding algorithm ...........................................113
Figure 5.4 Typical development of LLRs at the waterfall region .................................114
Figure 5.5 Development of LLRs depending on SNR ..................................................115
Figure 5.6 Development of LLR of bit subject to fail decoded in generic decoding (a) and
its model denoting decoding improvement using feedback decoding ....................116
Figure 5.7 Comparison of BER performance and Iteration by different weighting factor.
.................................................................................................................................118
Figure 5.8 Comparison of BER performance and iteration number by different
combination of iteration numbers ..............................................................................119
Figure 5.9 Impact of feedback decoding in the 16QAM system, irregular codes with code
length 1,200 bits on BER performance and average number of iterations ..........121
Figure 5.10 Impact of feedback decoding in the 64QAM system, irregular codes with code
length 1,200 bits on BER performance and average number of iterations ..........123
Figure 5.11 Impact of feedback decoding in the 16QAM system, irregular codes with code
length 600 bits on BER performance and average number of iterations ............124
Figure 5.12 Impact of feedback decoding in the 16QAM system, irregular codes with code
length 2,400 bits on BER performance and average number of iterations ..........125
Figure 5.13 Impact of feedback decoding in the 16QAM system, array codes with code
length 1,200 bits on BER performance and average number of iterations ..........126
Figure 5.14 Impact of the two-stage decoding on the reduction of iteration numbers for
different condition .................................................................................................127
Figure 5.15 Model of LLR development during iterations for low and high numbers of
decoding iterations ..............................................................................................128
Figure 5.16 Model of the LLR development during iterations under influence of SNR...129
# LIST OF TABLES

## Chapter 2

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Mode-dependent parameters</td>
<td>21</td>
</tr>
<tr>
<td>2.2</td>
<td>OFDM parameters</td>
<td>22</td>
</tr>
<tr>
<td>2.3</td>
<td>Channel models</td>
<td>22</td>
</tr>
<tr>
<td>2.4</td>
<td>Rate-dependent parameter of LDPC codes in the IEEE 802.11n Standard</td>
<td>23</td>
</tr>
<tr>
<td>2.5</td>
<td>MCS parameters in the IEEE 802.11n Standard</td>
<td>24</td>
</tr>
</tbody>
</table>

## Chapter 3

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Code length and girth distribution of MacKay code</td>
<td>38</td>
</tr>
<tr>
<td>3.2</td>
<td>Girth degree distribution of MacKay code</td>
<td>38</td>
</tr>
<tr>
<td>3.3</td>
<td>Average girth degree of the smallest girth of MacKay code</td>
<td>40</td>
</tr>
<tr>
<td>3.4</td>
<td>Code length and girth distribution of Array code</td>
<td>41</td>
</tr>
<tr>
<td>3.5</td>
<td>Girth degree distribution of array codes of the smallest girth of array codes</td>
<td>41</td>
</tr>
<tr>
<td>3.6</td>
<td>Average girth degree of the smallest girth of array codes</td>
<td>41</td>
</tr>
<tr>
<td>3.7</td>
<td>Girth distribution of WLAN codes (code length = 648 bits)</td>
<td>43</td>
</tr>
<tr>
<td>3.8</td>
<td>Girth degree distribution of WLAN codes (code length = 648 bits)</td>
<td>44</td>
</tr>
<tr>
<td>3.9</td>
<td>Average girth degree of WLAN codes (code length = 648 bits)</td>
<td>44</td>
</tr>
<tr>
<td>3.10</td>
<td>Average girth degree distribution of WLAN codes (code length = 648 bits)</td>
<td>45</td>
</tr>
<tr>
<td>3.11</td>
<td>Girth distribution of WLAN codes (code length = 1,296 bits)</td>
<td>45</td>
</tr>
<tr>
<td>3.12</td>
<td>Girth degree distribution of WLAN codes (code length = 1,296 bits)</td>
<td>46</td>
</tr>
<tr>
<td>3.13</td>
<td>Average girth degree of WLAN codes (code length = 1,296 bits)</td>
<td>47</td>
</tr>
<tr>
<td>3.14</td>
<td>Average girth degree distribution of WLAN codes (code length = 1,296 bits)</td>
<td>47</td>
</tr>
<tr>
<td>3.15</td>
<td>Girth distribution of WLAN codes (code length = 1,944 bits)</td>
<td>47</td>
</tr>
<tr>
<td>3.16</td>
<td>Girth degree distribution of WLAN codes (code length = 1,944 bits)</td>
<td>48</td>
</tr>
<tr>
<td>3.17</td>
<td>Average girth degree of WLAN codes (code length = 1,944 bits)</td>
<td>49</td>
</tr>
<tr>
<td>3.18</td>
<td>Average girth degree distribution of WLAN codes (code length = 1,944 bits)</td>
<td>49</td>
</tr>
<tr>
<td>3.19</td>
<td>Average girth distribution of WLAN codes having girth 4</td>
<td>49</td>
</tr>
<tr>
<td>3.20</td>
<td>Average girth degree distribution of WLAN codes (code length = 1,944 bits)</td>
<td>49</td>
</tr>
<tr>
<td>3.21</td>
<td>Girth condition of WLAN codes in comparison</td>
<td>50</td>
</tr>
</tbody>
</table>

## Chapter 4

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>Number of equation (N_{eq}) depending on number of slopes per submatrix (N_{eq})</td>
<td>70</td>
</tr>
<tr>
<td>4.2</td>
<td>Number of equation (N_{eq}) for number of submatrix (N_{sub})</td>
<td>70</td>
</tr>
<tr>
<td>4.3</td>
<td>Comparison of both structures in number of equation per code rate</td>
<td>71</td>
</tr>
<tr>
<td>4.4</td>
<td>Comparison of both structures in number of submatrix per code rate</td>
<td>71</td>
</tr>
</tbody>
</table>
LIST OF PUBLICATIONS


CHAPTER 1
INTRODUCTION

1.1 Motivation

Mobile computing has been of great interest within information and communication communities due to its tremendous growing resulting in a continuous influx of mobile devices supporting modern human life-style in the last decades. The indispensable growth in mobile computing is boosted by rapid development in device technology, affordable prices and increasing mobility requirement. Wireless local area networks (WLAN) in form of ad-hoc networks became the key technology in wireless networking of mobile computing. The high-speed WLAN standardized in IEEE 802.11 was introduced to cope with the development in area of mobile networking.

At the beginning of their development, the IEEE 802.11 wireless standards incorporated a well-known convolutional code and the Viterbi algorithm as error correcting channel code. At the time of the development of the standards this was the most practical solution considering cost, complexity, power consumption, and decoding latency. Unfortunately, convolutional codes and the Viterbi algorithm show inferior performance with respect to the theoretical capacity limits.

To cope with these problems, it would have been possible to introduce Turbo codes to the WLAN scheme. Although being capable of coming reasonably close to theoretical capacity, Turbo were not applied to WLAN due to their performance degradation for short blocks as well as their high decoding complexity. This fact led to the introduction of another family of forward-error-correcting codes known as Low Density Parity Check (LDPC) codes. By utilizing their advantageous very sparse matrix characteristics, a significant improvement over the current coding system can be reasonably realized. LDPC codes have been proven to outperform Turbo codes [RU03] and make reliable communication in vicinity of the Shannon limit possible [Chun01]. Although a scheme of LDPC codes has been officially incorporated in the recent WLAN Standard IEEE 802.11n [IEEE09], it is always of challenging interest to elaborate and explore this rediscovered coding technique for improving the performance of WLAN system.

This thesis deals with the investigation of LDPC codes as an efficient and reliable channel coding technique, which best fit to the wireless channel within WLAN systems. Some constraints concerning the environment and the application in WLAN shall be taken into account, such as limited processing capability, limited battery power, small physical form, demanded Quality of Service (QoS), and harmonious coexistence with other systems working in the neighbored bands. A significant drawback of LDPC codes in their encoding complexity has been the focus of this research to cope with aforementioned requirement.
1.2 Historical Review

1.2.1 Channel Coding

The history of channel coding could be dated back to 1948 as Claude Shannon published his seminal paper, *A Mathematical Theory of Communication* [Shan48]. He proved that reliable communication can be established over a noisy channel using channel codes provided that the information rate is not exceeding the so-called capacity of the channel. He derived the limit of the information rate over a noisy channel and presented channel codes with very long block length and optimal decoding that can achieve reliable communication. However, his approach is practically prohibitive due to expensive realization of both encoding and decoding.

The introduction of Shannon’s noisy coding theorem has been sparking the research in field of coding theory. Practical capacity-achieving schemes found large interest within the coding community. Over four decades after Shannon’s publication, none of a large number of proposed coding systems could approach Shannon’s theoretical limit. The breakthrough just came in the early of 90’s with the discovery of turbo codes [BGT93]. Thanks to their pseudorandom interleaver and iterative decoding algorithm, turbo codes could operate near Shannon’s capacity limit with reasonable decoding complexity. The discovery of turbo codes sparked the research interest in the field of codes on graphs and iterative decoding. This fact led to the next breakthrough in 1995, that is, the rediscovery of LDPC codes [KN95], which was firstly invented in 1962 by Gallager [Gall62] and unfortunately, ignored thereafter. The main reason was that the state-of-the-art hardware technology considered the realization of LDPC codes as impractical at that time.

In principal, the construction techniques of channel codes are based on algebraic approach and convolutional approach. Further category of channel codes is derived from the combination of both approaches. Therefore, based on their construction technique, the channel codes can be classified into three categories [Li02]. The first category of channel codes is block codes based on algebraic approach. This codes includes Hamming codes introduced by Hamming in 1950 [Hamm50], BCH codes by Hocquenhem in 1959 [Hocq59] and independently by Bose and Ray-Chaudhuri in 1960 [BC60] and RS codes by Reed and Solomon in 1960 [RS60]. Those codes are practical in hardware implementation. However, there was no comfortable soft decoding algorithm. Furthermore, those codes are not flexible in code lengths.

The second category of channel codes is convolutional codes which were firstly introduced by Elias in 1955 [Elia55]. These codes are decoded by trellis decoding. They operate on serial data and are usually described by their code rate and constraint length. More powerful codes can be produced by longer constraint length, however, at cost of exponentially increased maximum likelihood decoding complexity. Unlike block codes, it is convenient to change code lengths of convolutional codes. The technique of puncturing keeps the flexibility of convolutional codes in code rate without extra complexity. They have efficient soft decoding algorithms, such as soft-output Viterbi algorithm [HH89] and a posteriori probability algorithm [BCJR74], which are of great advantages on fading
channels. As an alternative, convolutional codes can be decoded by trellis decoding introduced by Ungerboeck [Unge82].

The third category of channel codes is the compound codes which combine block and convolutional codes. They use iterative decoding. The discovery of this code is dated back to 1966 as Forney [Forn66] concatenated an inner code and an outer code. This construction makes the codes to have error probability that decreases exponentially at rate less than capacity, while decoding complexity increases only algebraically. The development of these codes was accelerated by the discovery of turbo codes by Berrou, Glavieux, and Thitimajshima in 1993 [BGT93] and the rediscovery of LDPC codes by MacKay and Neal in 1995 [KN95]. Their impressive near-capacity performance lead to the introduction of other concatenated codes providing similar coding gains, such as parallel concatenated convolutional codes [BM96], serial concatenated convolutional codes [BMDP96] and hybrid concatenated convolutional codes [DP97]. Further codes includes turbo product codes [Elia54, CT94], regular/irregular repeat-accumulate codes [DJE98], and product accumulate codes [LNG01a]. These codes have common features including the application of a (random) interleaver and decoding techniques.

The milestones of history of coding theory can be summarized as follows

1948 Shannon’s channel coding theorem [Shan48]
1950 Hamming codes [Hamm50]
1955 Convolutional codes [Elia55]
1959/60 BCH codes [Hocq59, BC60], RS codes [RS60]
1962 LDPC codes [Gall62], rediscovered in 1995 [KN95]
1982 Trellis-coded modulation [Unge82]
1993 Turbo codes [BGT93]

1.2.2 LDPC Coding

The history of LDPC coding began in the early 1960s when Gallager [Gall62, Gall63] introduced a channel coding scheme providing the structural basis for codes with near-shannon-limit performance. Gallager’s codes applied iterative decoding based on message-passing decoding algorithms. However, such decoding demanded very intensive computation, which could not be supported by the existing hardware technology at that time. Hence, Gallager’s codes were considered as impractical to be implemented as channel codes. It was about four decades later when LDPC codes were rediscovered in the mid 1990s as MacKay [KN95] realized the immense potential of the codes due to their near-Shannon limit performance.

Before the rediscovery of LDPC codes took place, a small number of researchers worked with Gallager’s codes during the few decades after the first publication of Gallager’s codes, including Zyablov and Pinsker [ZP75] and Margulis [Marg82]. In the early 1980s, Tanner [Tann81] provided a graphical representation of LDPC codes and other coding schemes. Tanner suggested the employment of a recursive approach for the construction of LDPC codes and presented a graph representation of the parity check
matrix of LDPC codes. In the same work, Tanner also introduced the min-sum decoding algorithm.

In the early 1990s, channel coding research was sparked by the introduction of Turbo codes which have shown the impressive near-shannon limit performance with relative lower complexity. The application of iterative decoding in Turbo codes’s scheme has accelerated the research of iterative decoding techniques leading to revisiting the work of Gallager. However, in their initial development, Turbo codes were not considered in connection with graphical representations. The iterative decoding techniques used for decoding turbo codes have been linked by McEliece et al. [EKC98] to the principles of belief propagation described by Pearl [Pear88], which was the basis of the decoding techniques proposed by Gallager.

The work of Tanner and its developments by Wiberg et al. [Wibe94, WKL95, Wibe96] provided the basis for the factor graph representation of codes in common use recently. These graphs have been further highlighted by Kschischang et al [KFL98]. The further usage of the graphs led Sipser and Spielman [SS96] to introduce LDPC codes whose parity check matrix is based on expander graphs. The common interest in the algorithms used for iterative decoding in the artificial intelligence community has led MacKay and Neal [KN95] in the mid 1990s to the rediscovery of LDPC codes.

Since then, the research of LDPC codes has been focusing on the improvements of the code performance. The general approach has been to modify the graph describing the code. The performance of LDPC codes in the case of very long block sizes (around 10^5 to 10^7 bits) has outperformed Turbo codes and approached the Shannon bound to within hundredths of decibel. Such techniques and their performance gains have been demonstrated by Sipser and Spielman [SS96], Richardson et al. [RSU00, RSU01] and Luby et al. [LMSSS97, LMSS98, LSMS01]. Chung et al. [CFRU01] showed that the threshold for a code rate 1/2 on the AWGN channel is within 0.0045 dB of the Shannon limit. Their simulation resulted within 0.04 dB of the Shannon limit at a bit error rate of 10^{-6} using a block length of 10^7 bits.

In coding research community, LDPC codes have been studied extensively in many aspects. Richardson et al. [RU01a] proposed the density evolution algorithm to calculate the asymptotic performance of a given LDPC code over AWGN channel. Chung et al. [Chun00, CRU01] simplified the complex density evolution algorithm using Gaussian Approximation. The bounds of code rate and performance of LDPC codes were studied by Burshtein et al. in [BKLM02, Burs02, MiB01]. MacKay et al. [KN97, KN99] simulated LDPC codes at high block length and illustrated that LDPC codes are capable of outperforming the turbo codes when communicating over AWGN channel.

LDPC codes using higher decoding Galois field were also proposed by Davey et al. [DK98, DK99, Dave99], Song et al. [SC03] and Nakamura et al. [NKS01]. Lentmaier [Lent97] proposed the generalized LDPC codes by replacing the rows in the parity check matrix of LDPC codes with a Hamming code and this also attracted the interest from Zhang et al. [ZP01a, ZP01b], Hirst et al. [HH02a, HH02b] and Boutros et al. [BPZ99]. LDPC codes using higher decoding Galois field were also proposed by Davey et al. [DK98, DK99, Dave99], Song et al. [SC03] and Nakamura et al. [NKS01]. Lentmaier [Lent97] proposed the generalized LDPC codes by replacing the rows in the parity check matrix of LDPC codes with a Hamming code and this also attracted the interest from Zhang et al. [ZP01a, ZP01b], Hirst et al. [HH02a, HH02b] and Boutros et al. [BPZ99].
matrix of LDPC codes with a Hamming code and this also attracted the interest from Zhang et al. [ZP01a, ZP01b], Hirst et al. [HH02a, HH02b] and Boutros et al. [BPZ99].

Motivated by their outstanding performance, LDPC codes have been studied in many other channels and employed with various modulation scheme. The performance of LDPC codes over Rayleigh fading channel [HSM01, LWN02], Rician channel [LZW04], Nakagami channel [MMØ02], Gilbert-Elliot channel [EKP03], Lorentzian channel [STC00], partial-response channel [LNG01b] and binary erasure channel [NF04] are evaluated. LDPC codes are elaborated for some communication scheme, such as OFDM scheme [FO01, SNG03], MIMO scheme [BKA04], CDMA scheme [SKP00]. The elaboration of LDPC codes within bandwidth efficient coded modulation schemes are studied in [EO01, HSMP03]. In addition to exploring the performance issues, some researchers are trying to reduce the complexity of encoding and decoding of LDPC codes such as Richardson et al. [RU01a, RU01b], Kou et al. [KLF00, KLF01], Spielman [Spiel96] and Pothier et al. [PBB99].

The research of LDPC codes leads to the design of their derivatives as Tornado [BLMR98], LT [Luby02], and Raptor [Shok03], which were protected by patents.

The milestones of LDPC coding research can be summarized as follows
1948 Shannon Limit [Shan48]
1962 Invention of LDPC codes [Gall62]
1975 Quantification of LDPC codes complexity [ZP75]
1981 Graph representation on LDPC codes parity check matrix [Tann81]
1995 Rediscovery of near Shannon-limit performance of LDPC codes [KN95]
1998 Irregular LDPC codes [LMSS98]
2001 World record-breaking LDPC codes performance [CFRU01]

1.3. Thesis Organization

The thesis is structured as follows.

In Chapter 1 the introduction to this work, including motivation of the research, historical review of LDPC codes, and the organization of the thesis, is given.

In Chapter 2 some basic concepts for theoretical basis of the research, including transmission system, channel coding, LDPC codes, coded modulation and wireless LAN, are discussed.

In Chapter 3 the thesis introduces the concept of girth degree that can be considered an extension of the concept of girth in the theory of LDPC codes. The concept is used to characterize LDPC codes and also to explore the role of girth in determining the performance of LDPC codes. Girth detection and girth degree counting algorithms are introduced. Some LDPC codes are characterized and evaluated using this concept. It is of great interest that the existence of short-four-cycles is realized within some optional LDPC codes in Standard IEEE 802.11n, which in fact suffer from no performance degradation.

In Chapter 4 the thesis discusses a simple method for code construction using the stair structure to reduce encoding complexity, which is one of the drawbacks of LDPC codes.
The proposed codes are based on permutation submatrices in cascade and lattice forms concatenated with the identity submatrix to provide lower encoding complexity. The permutation submatrices are determined by shift parameters, which are randomly generated by a permutation process. The shift parameters are examined by two proposed methods, i.e. slope method and girth degree method. These methods will realize the possible existence of short-four-cycles that may degrade the code performance. Their performance is investigated under different parameter of LDPC codes, such as weight column, code rate, code length, etc. For benchmarking, their BER performance is put into comparison with some well-established, such as MacKay codes and optional LDPC codes in the IEEE 802.11n Standard. In the hardware implementation, their encoder/decoder derived from parity-check equation can be implemented in simple shift-registers circuits. One of the most interesting results is that the girth degree plays more significant role in code performance than the girth does.

In Chapter 5 the thesis is focused on the simple method for improving decoding process. A two-stage decoding using feedback mechanism is proposed. The method is investigated within a high-order coded modulation system with different parameters including types of LDPC codes, QAM bit-constellation level, and code length under different maximal number of decoding iteration.

In Chapter 6 the result of this work is summarized. The contribution of this work is cited. Some interesting topics are mentioned for advancing this work in the future.
CHAPTER 2 BASIC THEORY

2.1 Communication System

In principal, a typical communication system consists of three major components that are transmitter, receiver, and channel. The transmitter translates the information bits into the signals that can be effectively transmitted over the channel. The channel, which is mainly the physical medium over which the communication process takes place, passes the signals to the receiver. The signals are then translated by the receiver to retrieve the information.

Conceptually, the basic elements of a communication system are illustrated with the general block diagram shown in Figure 2.1 [LC04]. As the input of the communication system, the source information in the transmitter may be either analogue (time-continuous) or discrete (symbol sequences). Symbol sequences can be produced from analogue signals via sampling and the analogue-to-digital conversion process. Prior to transmission, the source encoder removes redundancy from the source information. The symbol sequences are assumed as a stream of statistically independent, equally likely discrete symbols (binary digits) with a constant rate of $R_s$ bits per second.

![Figure 2.1 General block diagram of coded systems for digital communications](image)

Furthermore, the symbol sequences are encoded by the channel encoder for error correcting purpose before modulation. The encoder adds redundancy to information bits...
and produces data at a higher rate $R_c$. In case of encoding of a block code, the encoder accepts information in successive $k$-bit blocks and for each $k$ bits generates a block of $n$ bits, called a codeword, where $n \geq k$. Thus the encoder outputs bits at a rate $R_c = R_s \cdot (n/k)$.

The modulator matches the encoder output to the transmission channel. The modulator modulates binary or $M$-ary encoded symbols in form of waveforms appropriate physically to the transmission channel. The modulator simply converts a binary digit or the $M$ possible encoded symbols to two or $M$ possible waveform of equal duration.

The transmission channel passes the modulated waveform to the point just prior to demodulation. During the transmission process noise is added to the transmitted waveform. In received signals noise constitutes the most significant factor constraining the performance of a communication system. Noise limits the ability of the demodulator to reliably distinguish one modulated waveform from another, thereby producing errors in the demodulator output. Thermal noise is always present in electrical circuitry. This noise is broadband and steady in its power level, and has Gaussian amplitude statistics. The resulting errors tend to occur independently from one signaling interval to the next. Other impairments are impulsive noise and multipath interference.

At the receiver, the demodulator receives the noisy waveform. It computes and delivers estimates of the transmitted data in each separate transmission symbol interval and produces a number or a set of numbers that represent an estimate of a transmitted symbol. Since the received waveforms are noisy, the symbol decisions are subject to be erroneous.

The channel decoder receives the demodulated outputs and converts them into symbol decisions that reproduce, as accurately as possible, the data that was encoded by the channel encoder. For block coding, the decoder accepts consecutive blocks of $n$ demodulator outputs and produces $k$ decoded symbols for each block. The decoder attempts to make definite symbol decisions that operate on hard-decision or soft-decision. Error probability at the output of the decoder provides an important measure of the overall performance of the communication system. The symbol-error-rate, which is the average rate of occurrence of symbol errors, taken as a fraction of the total number of symbols received over a long period of time become the measure of the quality of a communication system.

Finally, the source decoder accepts the sequence of symbols from the channel decoder. In accordance with the encoding method used in the transmitter it reconstructs the information originally generated by the analogue source.

## 2.2 Channel Coding

The basic idea of forward error correcting in channel coding theory is to add redundancy to the transmitted information in order to cope with channel errors. For a binary block code the channel encoder divides the information sequence into message blocks of $k$ information bits each [LC04]. A message block is represented by the binary $k$-tuple $\mathbf{u} = (u_0, u_1, \ldots, u_{k-1})$. A total of $2^k$ different possible messages are available. Each message $\mathbf{u}$ is transformed independently into $n$-tuple $\mathbf{x} = (x_0, x_1, \ldots, x_{n-1})$ of codeword. The
set of $2^k$ codewords of length $n$ is called an $(n, k)$ block code and the ratio $R = k/n$ is called code rate. The encoder is memoryless because each message is encoded independently, which means the $n$-bit codeword depends only on the corresponding $k$-bit message. Hence, the encoder is implemented with a combinational logic circuit.

For a convolutional code, the $n-k$ redundant bits are also added to each message to form a codeword. The channel encoder also transforms $k$-bit blocks of the information sequence $u$ into a code sequence $v$ of $n$-symbol blocks. This transformation proceeds with code rate $R = k/n$. In contrast to block code, the encoder of convolutional code is not memoryless because each encoded block depends not only on the corresponding $k$-bit message block at the same time unit but also on $m$ previous message blocks. Hence, the encoder is said to have a memory order of $m$. The encoder is implemented with a sequential logic circuit.

In order to describe the mechanism of channel coding, a simplified model of a channel coding system is depicted in Figure 2.2. The encoder transforms the information sequences $U$ into a discrete encoded sequence $X$ called codeword [LC04] and transmits it over the noisy channel. The decoder receives the noisy sequence $Y$. The sequence $Y$ is a non-deterministic function of the channel input $X$, and the decoder tries to reconstruct the input string $\hat{U}$ based on the knowledge of $Y$.

![Figure 2.2 A simplified model of channel coding system](image)

A model for the channel is necessary to analyze such a system. In this model, it is assumed that the output sequence $Y$ of the channel has the same length as the input sequence $X$, and depends on $X$ via a conditional probability density function (pdf) $p_{Y|X}(y|x)$. For special cases, further consideration must be made.

In case of a memoryless channel, the channel output at any time instant depends only on the input at that time instant, i.e., if $y = y_1 \ldots y_n$ and $x = x_1 \ldots x_n$, then $p_{Y|X}(y|x) = \prod_{i=1}^{n} p_{Y|X}(y_i | x_i)$. In this case, the channel is completely described by its input and output bits, and the conditional pdf $p_{Y|X}(y|x)$ for one time instant.

In this kind of channel, the output of the channel will be independent and identically distributed copies of some random variable $Y$ as the input to the channel is generated by independent and identically distributed copies of a random variable $X$. Hence, the information between random variable $X$ and $Y$, $I(X;Y)$, is a function of the pdf of $X$.

For analyzing the system, the additive white Gaussian noise (AWGN) channel is commonly applied as the channel model, which is parameterized by a non-negative real number $\sigma$. The channel output $Y$ is given by $X + N$, where $X$ is the channel input and $N$ is a Gaussian random variable with mean 0 and variance $\sigma^2$. The conditional pdf $p_{Y|X}(y|x)$ is therefore a Gaussian pdf with mean $\mu$ and variance $\sigma^2$. 
In case of a binary symmetric input channel, the channel is parameterized with a parameter $p$ (i.e. the crossover probability of the channel) and output binary alphabet $\{0,1\}$.

By supposing that the input distribution of a binary-input channel conditioned on the knowledge of the received value $y$, that is, a-posteriori probabilities $\Pr(X = 0|Y = y)$ and $\Pr(X = 1|Y = y)$, their ratio can be computed using Bayes' rule

$$\frac{\Pr(X = 0|Y = y)}{\Pr(X = 1|Y = y)} = \frac{p_{y|x}(y|0) \Pr(X = 0)}{p_{y|x}(y|1) \Pr(X = 1)}$$

(2.1)

Hence, the ratio $\frac{p_{y|x}(y|0)}{p_{y|x}(y|1)}$ is sufficient for the estimation of the input to the channel. This quantity corresponding to the output $y$ of a binary-input channel is called likelihood ratio. Its logarithm $\log \frac{p_{y|x}(y|0)}{p_{y|x}(y|1)}$ is called the log-likelihood ratio (LLR).

### 2.3 LDPC Codes

#### 2.3.1 Description

The ensembles of LDPC codes are defined by the set of parity-check matrices in a non-systematic form with a small number of ones in each column and in each row (see Figure 2.3). Since each row of the parity check matrix $H$ is a single parity check, an LDPC code can be viewed as the concatenation of $(n-k)$ single parity check codes in parallel, where $n$ is the codeword length and $k$ is the information bit length [Li02].

![Figure 2.3 Parity check matrix $H$ of an LDPC code](image-url)
Alternatively, LDPC codes can be represented by a Tanner graph [Tann81]. This bipartite graph utilizes variable (or bit) nodes (illustrated as circle) and check nodes (box) to represent the columns and rows of the parity check matrix $\mathbf{H}$ and uses inter-connecting edges to represent the relations between variable and check nodes (see Figure 2.4). The variable nodes represent elements of the codeword as variables, while the check nodes represent constraints among these variables. For binary linear codes, the variable nodes represent binary variables, and a check node assures that the binary sum of all its neighbors is zero.

Based on the fraction of non-zero elements in the columns of their parity-check matrix, LDPC codes are categorized as regular and irregular. The regularity of LDPC codes corresponds to the uniformity of their column weights and row weight as well. The parameter of the regularity includes the column weight (corresponds to the variable node degree in the bipartite graph) $\gamma$ and the row weight (the check node degree) $\rho$. An LDPC code is considered to be $(\gamma, \rho)$-regular if all columns have weight $\gamma$ and all rows have weight $\rho$. Meanwhile, irregular LDPC codes are not constrained to uniform row or column weights. Their node degree profiles, $\gamma(i)$ and $\rho(i)$, are usually used to describe the distributions of row weights and column weights, respectively. Another important parameter of LDPC codes is the girth. It is defined as the length of the shortest cycle in the bipartite graph. A cycle of length of four as the girth is highlighted by a dashed line in Figure 2.4.b.

The regular LDPC codes have a minimum distance (averaged over the ensembles of the code) which increases linearly with the block size, provided the column weight is at least 3 [Gall63]. This implies that the codes have excellent asymptotic performance in the code length. With carefully designed row and column degree profiles, irregular LDPC codes can outperform regular LDPC codes [LMSS98, RSU01, CRU01].

The decoding of an LDPC code takes place using an iterative message-passing algorithm. The algorithm is working based on belief propagation operating on the graph representation of the code. The message-passing algorithm is also known as the sum-product algorithm, where (soft) messages are passed from bit nodes to check nodes and check nodes to bit nodes, vice-versa, in an iterative way until the message is correctly
decoded before the maximal number of iterations is exceeded or failed otherwise. The
girth plays an important role in determining the performance of LDPC codes because the
performance of the message-passing algorithm is adversely affected by the existence of
short cycles. The convergence of a message-passing decoder is optimal in the ideal case
where the bipartite graph is tree-like or cycle-free. However, in practice, the existence of
short cycles within LDPC codes is difficult to be avoided in constructing the codes.
Nevertheless, the suboptimal decoder performs quite satisfactorily.

2.3.2 Code Construction

Based on their construction, LDPC codes can be divided into two categories: random
codes and structured codes. Random LDPC codes are constructed by computer search
based on certain design rules or graph structures, such as girth and node degree
distribution, while structured LDPC codes are constructed based on algebraic and
combinatorial methods.

In general, random LDPC codes with long code length perform closer to the Shannon
limit than their equivalent structured LDPC codes. However, the random LDPC codes do
not have sufficient structure to provide simple encoding and hence, is highly complex to
implement in hardware. The wiring structure of the encoder is very difficult. On the other
hand, structured codes are advantageous in encoding over random codes. LDPC codes in
cyclic or quasi-cyclic structure can be encoded with simple shift registers. Their encoding
complexity is linearly proportional to the number of parity-check bits for serial coding and
to the code length for parallel encoding. For practical lengths, in fact, LDPC codes with
well-designed structure are capable of equally performing well, even outperforming LDPC
codes with equivalent random structure.

The construction of random codes is mostly based upon random edge connections. A
common construction technique is to build the parity-check matrix using random
permutation matrices as described in [KWD99]. The random construction prohibits the
creation of cycles of length four by maintaining column weight and row weight to be
uniform. Gallager [Gall62] showed that the ensemble of such codes poses excellent
distance properties provided column weight of at least three and row weight is greater than
column weight. MacKay et al. [KN95] provided algorithms to generate semi-randomly
codes with sparse parity check matrices.

Richardson et al. [RSU01, RU01] and Luby et al. [LMSSS97, LMSS98, LSMS01]
define ensembles of irregular LDPC codes, in which column-weight and row-weight are
not uniform. These codes are parameterized by the polynomial of node degree distribution,
which can be optimized via density evolution algorithm. By relaxing the regularity code
constraint and allowing irregular degree sequences the performance of Gallager's original
LDPC construction could be improved. Several years before, MacKay et al. [KWD99]
have explored some examples of irregular construction. For finding good irregular
distributions for LDPC codes Feldman and Karger [FK02] applied linear programming
techniques to develop heuristics. Chung et al. [CFRU01] developed algorithms to compute
the capacity of randomly constructed LDPC codes and used these algorithms to provide
optimized irregular codes, which can achieve asymptotically 0.0045 dB of the Shannon
limit and simulated performance within 0.04dB of the Shannon bound for a block length of $10^7$ at a bit error rate of $10^{-6}$.

On the other hand, there have been some works to create some classes of LDPC codes in structured form based on the algebraic approach. Margulis [Marg82] applied explicit graph constructions to Gallager codes. Rosenthal et al. [RV00] extended this technique using Ramanujan graphs to build LDPC codes. Bond et al. [BHS00] proposed circulant matrices to build LDPC codes. Some types of LDPC codes employing the circulant matrices are the following: array codes [Fan00], repeat accumulate codes [DJE98] and their extension, irregular repeat accumulate codes [JKM00] and extended irregular repeat accumulate codes [YLR02], then combinatorial codes [KD00, VM04, JW01], finite geometry codes [KLF01], RS-based LDPC codes [DXGL03], convolutional LDPC codes [FZ99, BPZ99], product accumulate codes [LRG04]. Ping et al. [PLP99] have shown how the parity-check matrix can be built from separate deterministic and random components with only a small loss in code performance. Tang et al. [TXKLG04] proposed hybrid method to construct LDPC codes by combining several base constructions, i.e. Gallager codes, finite geometries codes, and circulant codes.

In constructing LDPC codes there have been some issues that present the requirement as follows

- **Computation:** the amount of computation in check nodes and variable nodes also increases, if column weight and row weight increase, respectively. The critical intensive computation is in the check nodes.
- **Efficiency:** the memory size is determined by the size of parity check matrix. The small parity check matrix can save the required chip area necessary for storing the memory.
- **Flexibility:** the rate adjustment is required to support many different code rates, and also support H-ARQ mechanism. A single parity check matrix capable of performing rate scalability can save memory size

In practice, the recent code design is targeting LDPC codes having excellent performance and providing flexibility and low encoding/decoding complexity. Both parameters are always trade-off in design. Their features can be summarized as follows

- **Structured block:** the matrix is composed of the same style of permutation subblocks, which allows structured decoding leading to the reduction of decoder implementation
- **Low-complexity encoding:** the encoding is performed in a structured, recursive manner, without degrading the performance with multiple weight-1 columns
- **Designed to match the OFDMA scheme:** the matrices are provided in different base matrices for exact code rate for different block sizes.
- **Compact representation:** The shift values for each block size are derived from the largest block size of the code rate.
- **Simplified decoder architecture:** each base matrix has 24 columns, which perform better, and provide a larger parallelization. The same number of columns between code rates minimizes the number of different expansion factors that must be supported.
Some companies have proposed their practical schemes of LDPC codes for broadband wireless access, such as Intel, Motorola, Nortel, etc. Intel [XJ04] proposed efficient encoding technique using the triangular matrix structure and adapted the parity-check matrix of extended irregular repeat accumulate. With this structure, the parity bits in codewords are generated by a differential encoder. Motorola [BCB04] proposed the modification of Intel’s LDPC codes by introducing the modified triangle matrix so that the recursive encoding is enabled. Samsung [Kim04] applied Richardson’s efficient encoding technique and adapted the permutation matrix for its parity-check matrix. Its idea is to make use of the lower-triangular submatrix and make dimension of a submatrix as small as possible. Nortel [PSJ04] adopted the encoding technique of $\pi$-rotation LDPC codes [EC01]. The parity-check matrix is composed of several sub-matrices, which slopes are rotated at certain degree.

An informal LDPC group has been working on the goal of achieving consensus on an optional advanced LDPC code for the OFDMA PHY [IEEE05]. A downselection process was conducted to get best codes among eight candidates: Intel, LG, Motorola, Nokia, Nortel, Runcom, Samsung, and TI. The candidates shared many desirable features. After redesigning process, Motorola with its enhanced proposal came out as the winner [IEEE05].

### 2.3.3 Encoding

It is well-known that the significant drawback of LDPC codes is their high encoding complexity, which scales as a quadratic of the code block length. This fact has inspired research into the area of structuring the codes in order to reduce encoding complexity, which is practically of importance.

Basically, the encoding of LDPC codes proceeds using two methods, i.e. the encoding with generator matrix derived from its corresponding parity check matrix and the encoding with reduced encoding complexity. The latter method is proposed to reduce the complexity of the first method, which is originally applicable for encoding linear block code.

In encoding with a generator matrix, the process of encoding an LDPC codes requires the generator matrix $G$, which corresponds to the parity check matrix $H$ by the expression $GH^T = 0$. The parity check matrix $H$ is transformed via Gauss-Jordan elimination and columns reordering into a systematic form $H_S = [P^T \ I]$ where $P^T$ is a transposed parity-check submatrix and $I$ is an identity matrix. From this, a generator matrix $G = [I \ P]$ is produced. The encoding is performed by multiplying $G$ and information vector $u$ via the relation $x = G^T u$. The number of operations required to calculate each element of the transmitted $x$ is $k$ multiplications and $k-1$ additions. Hence, the total number of operations required by this process is $n \times k$ multiplications and $n \times (k-1)$ additions. This method reveals the drawback of LDPC codes, in which the encoding complexity scales as a quadratic of the block length. The other drawback is the parity-check submatrix $P$ is generally not sparse. These lead to long latency and high storage requirement.
To overcome such drawbacks, the encoding complexity is reduced to a linearity-approaching level. The modification of parity-check matrices takes place to introduce more rapid encoding and smaller memory requirement in the encoder. The principal of encoding LDPC codes using a parity check matrix having a structure which approaches lower-triangular form is discussed by MacKay et al. [Kay99]. This method allows most of the parity bits to be calculated in linear-time via back-substitution using sparse operations. Their simulation shows that such codes have a performance which approximates the regular random LDPC codes.

Some researchers published their LDPC codes with reduced encoding complexity. Sipser and Spielman proposed a class of linear-time encodable and decidable expander codes in [SS96]. Their approach involves using cascaded graphs to recursively build irregular codes based upon simple subcodes at each stage of the graph. Error correcting codes are built by recursively combining weaker error-reducing codes. Luby et al. built codes related to these structures in [LMSSS97], exhibiting performance very close to that of turbo codes.

MacKay and Neal [KN95] and Richardson and Urbanke [RU01b] proposed the triangular parity-check matrices with reduced encoding complexity as depicted in Figure 2.5. The complexity of their parity-check matrices can be reduced by keeping the dimension of submatrix $g \times g$ as low as possible. They define the gap $g$ to be the difference between the number of rows in the approximate upper-triangular form and the number of rows in $H$. MacKay’s parity-check matrix requires the static memory proportional to $m^2$ for encoding. This method allows the complexity to be lower compared to $m(n-m)$ for storing the generator matrix. The reduction of encoding complexity is greater as the ratio $g/m$ decreases.

![Figure 2.5 Triangular parity-check matrix of MacKay (a) and Richardson (b)](image)

Meanwhile, Richardson and Urbanke have shown that the parity-check matrix for most LDPC codes can be manipulated such that the coefficient of the quadratic component in the encoding complexity can be made very small. Their method involves using a preprocessing stage, which rearranges $H$ so that it is in approximate triangular form. Encoding complexity is then shown to be proportional to $n + g^2$. The idea of Richardson
resulted in the reduction of the encoding complexity to $0.017^2 n^2$ for $(n,3,6)$ code. The algorithms assumed that the rows of $H$ are linearly independent. The codes could be linear-timely encoded if dimension $g$ is equal to their root square of $m$.

This recursive encoding technique using a triangular structure is widely recognized and found many applications. In wireless local area networks, Intel [XJ04] is among the first to introduce this technique, which is modified by Motorola [BCB04] to enable recursive encoding. Meanwhile, Samsung [Kim04] makes use of the parity-check structure of Richardson, which outperforms those of Intel and of Motorola. The idea of Richardson also became the basis for the structure of the optional LDPC codes for the existing WLAN IEEE 802.11n standard [IEEE09].

Some authors proposed a concatenated form of the parity check matrix to ease the encoding process. Vasic et al. [VKK02] and Echard et al. [EC01] constructed their parity check matrices in serial form. Oenning et al. [OM01] proposed them in parallel form by making use of recursive characteristics of its concatenated submatrices. Haley et al. [HGB02] proposed iterative encoding techniques using the Jacobi method, which adopted the principle of message passing in decoding.

### 2.3.4 Decoding

The decoding of LDPC codes begins with calculating the most probable transmitted codeword based on the received message from the transmission channel. The decoding proceeds iteratively using belief-propagation based decoding schemes. This iterative decoding is of the success keys that allow the performance of LDPC codes to approach the Shannon-limit.

The first iterative decoding approach for decoding of LDPC codes was introduced by the inventor of LDPC codes, Gallager [Gall62]. He proposed some decoding algorithms. Among them are the bit flipping algorithm and the algorithm using message passing of conditional probabilities. The message-passing algorithm belongs to the class of sum-product algorithms and is widely known as belief-propagation. However, the powerful performance of this iterative decoding algorithm in approaching Shannon-limit was realized in [KN97] after over three decades due to the hardware constraints.

In the last fifteen years, a lot of papers proposing improvements of the decoding schemes of LDPC codes or their alternatives were published. Some of them are worth to be mentioned. Fossorier and Lin [FL95] introduced an ordered statistics soft decoder for linear block codes. The complexity reduction of LDPC decoding algorithm was introduced in [EMD01]. Belief-propagation algorithms were improved and/or optimized in [YHB04]. Several variations of bit flipping decoding algorithms can be found in [MF02]. A linear programming decoding approach for LDPC codes was proposed in [FWK05].

In addition to the sum-product algorithm [Gall63] and its modified version, i.e. min-sum algorithm [Wibe96], several approaches to LDPC decoding are proposed, such as bit-flipping [SS96], maximum-likelihood [SM02], linear-programming [FK02], Turbo code [MS03], soft bit [HGS04] and hybrid [ZB04].
The decoding algorithm for LDPC codes is based on the idea of belief propagation [Pear88]. Upon this idea, each node acts as an independent entity and communicates with other nodes via a belief message passed through the edges. The message sent by a variable node to a check node is its estimate of its own value. The message sent by a check node to a variable node is its estimate of the value of the variable nodes. The update rules at the nodes are essentially maximum a-posteriori estimators, given that the incoming messages along the different edges are independent. Again, in order not to form short cycles in the computation tree, the output along any edge is based only on the input from the other edges.

For each edge of the underlying bipartite graph, the decoding algorithm iteratively updates two types of message \( q \) and \( r \) as log-likelihood ratio of posteriori probability [Kay99, RSU01]. The message \( q \) is sent from the variable node to the check node along a connecting edge \( e \). It is expressed as

\[
q = \log \frac{p(x = 0 \mid y)}{p(x = 1 \mid y)},
\]  

(2.2)

where \( x \) denotes the value of the bit node, and \( y \) denotes the message coming from the corresponding channel. The quantity \( r \) is sent from the check node to the variable node along an edge \( e \), which is expressed as

\[
r = \log \frac{p(x = 0 \mid v)}{p(x = 1 \mid v)}
\]  

(2.3)

where \( v \) denotes the messages coming from the edges connected to the check node, other than edge \( e \). During the message updating, the incoming message via edge \( e \) is excluded in determining the outgoing message via edge \( e \). This message-passing algorithm is illustrated in Figure 2.6.

![Message passing decoder of LDPC codes](image-url)
The condition of the parity-check matrix plays a significant role in supporting the efficacy of the message-passing decoding algorithm. The exact LLR of all bits could be produced after $l$ iterations, if the bipartite graph defined by the parity-check matrix contains no loops of length up to $2l$ [Kay99]. If the graph is assumed to be loop-free, the decoding algorithm can be directly analyzed because the incoming messages to every node are independent. Also, the decoder performance will converge to that of a corresponding loop-free graph as the codeword length approaches infinity for almost all the graphs in a code ensemble $(\lambda, \rho)$ and almost all inputs according to the general concentration theorem of [RU01a].

To figure out the iterative decoding algorithm analytically, as an example, a regular $(j, k)$ LDPC code is considered. Based on the facts that a) LDPC codes are linear block codes, b) both the channel and the decoding algorithm are symmetric [RU01a], it is assumed that the all-zero codeword is sent. Using BPSK modulation, the fraction of incorrect messages that is passed is equal to the fraction of messages with negative signs. The fraction of incorrect messages is averaged over all the bits of a codeword and passed during iteration of the decoding algorithm.

Also, the message passed from the variable node to the check node is

$$q = q_0 + \sum_{i=1, i \neq j}^{j} r_j$$  \hspace{1cm} (2.4)

where $q_0$ is the initial message conditioned on the channel output, and $r_i$, $i = 1, \ldots, j$, are the incoming LLR messages from all the incident edges, other than edge from variable node $j$.

The message $r$ passed from the check node to the bit node is

$$\tanh \frac{r}{2} = \prod_{i=1, i \neq k}^{k} \tanh \frac{q_i}{2}$$ \hspace{1cm} (2.5)

where $q_i$, $i = 1, \ldots, k$ are the incoming LLR messages from the neighbor edges, other than edge from check node $k$. Logarithmic operations on both sides in the equation (2.5) changes the product into a pair of summations.

$$\text{sgn}(r_i) = \sum_{i=1, i \neq k}^{k} \text{sgn}(q_i)$$ \hspace{1cm} (2.6)

and

$$\log \left| \tanh \frac{r}{2} \right| = \sum_{i=1, i \neq k}^{k} \log \left| \tanh \frac{q_i}{2} \right|$$ \hspace{1cm} (2.7)
where the sign function \( \text{sgn}(x) = 1 \) if \( x \geq 0 \), and \( \text{sgn}(x) = -1 \) otherwise.

If the code symbols mapped into the signal point \( w = (1-2x) \), the sampled matched filter output \( y \) has the conditional probability density function (pdf)

\[
p(y | w) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(y-w)^2}{2\sigma^2}\right)
\]

(2.8)

where \( \sigma^2 = \frac{1}{2R(E_b / N_0)} \) is the variance of the noise, and \( R \) is the code rate.

Due to the symmetric characteristics, \( \Pr(x = 0) = \Pr(x = 1) = 1/2 \), the message observed from the channel can be expressed as

\[
q_0 = \log \frac{P(x = 0 | y)}{P(x = 1 | y)} = \frac{2}{\sigma^2} y
\]

(2.9)

In case of multilevel coding, the mapping device maps a binary vector \( e = (c_0, ..., c_{t-1}) \) onto a complex symbol \( a \in A \), where \( A \) is the signal set and \( |A| = 2^t \), where \( t \) is number of symbol bits. At the receiver side, the channel output \( y \) will be taken into account to produce LLR of symbol bits as decoder input. Figure 2.7 depicts Gray-mapped 16-QAM signal constellation.

![Figure 2.7 Signal constellation for 16-QAM with Gray labeling](image)

The LLR of bits \( c_i \), \( i = 1, ..., t \) of the received symbol, \( L(c_i) \), can be defined as [RMC03]:
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\[ L(c_i) = \log \left( \frac{\Pr(c_i = 0 \mid y)}{\Pr(c_i = 1 \mid y)} \right) \]  (2.10)

The optimum decision rule is to decide, \( c_i = 1 \) if \( L(c_i) \leq 0 \), and 0 otherwise. Define two set partitions, \( S_i^{(0)} \) and \( S_i^{(1)} \), such that \( S_i^{(0)} \) comprises symbols with \( c_i = 0 \) and \( S_i^{(1)} \) comprises symbols with \( c_i = 1 \) in the signal constellation. Then, the equation (2.10) can be derived to

\[ L(c_i) = \log \left( \frac{\sum_{\alpha \in S_i^{(0)}} \Pr(a = \alpha \mid y)}{\sum_{\gamma \in S_i^{(1)}} \Pr(a = \gamma \mid y)} \right) \]  (2.11)

Assume that all the symbols are equally likely and that fading is independent of the transmitted symbols. Using Bayes’ rule, the LLR of symbol bit \( c_i \) is

\[ L(c_i) = \log \left( \frac{\sum_{\alpha \in S_i^{(0)}} \int y \mid a \left( y \mid a = \alpha \right)}{\sum_{\gamma \in S_i^{(1)}} \int y \mid a \left( y \mid a = \gamma \right)} \right) \]  (2.12)

with

\[ f_{y \mid a} \left( y \mid a = x \right) = \frac{1}{2\pi\sigma^2} \cdot \exp\left( -\frac{||y-x||^2}{2\sigma^2} \right); \quad x = \alpha, \gamma \]  (2.13)

where \( f_{y \mid a} \left( y \mid a = x \right) \) is the Gaussian conditional probability density function for \( y \) as complex-valued and the variance \( \sigma^2 \) is assumed known.

2.4 Wireless LAN

Wireless Local Area Network (WLAN) is widely used as networking technology that provides wideband wireless connectivity between devices as well as access to the core network or the wider internet. It is currently applicable in corporate, public, and home environments. It also supports the mobility for users to move within a local coverage area. Thanks to its wireless technology, WLAN offers an easy way to configure computer networks without the need for cable installation. WLAN is also considered as a potential high-speed extension to cellular radio access networks.

Currently, WLAN technology operating in the 2.4 GHz industrial, scientific, and medical (ISM) band is widely used. WLAN, which is initially based on the first official “legacy” standard IEEE 802.11, provided an internationally accepted standard for WLAN with data rates up to 2 Mb/s. A higher-rate extension to this standard, 802.11b, achieves data rates of up to 11 Mb/s, operating within the same band. However, the relative high
interference level in the operating band and the increasing demand for higher bit rates have pushed the standard to seize the new dedicated spectrum at 5 GHz band with the capability to support multiple transmission modes with raw data rates of up to 54 Mb/s. In North America, the FCC has allocated 300 MHz of spectrum U-NII band with the extended standard 802.11a developed by IEEE [IEEE99]. In Europe, the ERC have designated a total of 455 MHz of spectrum with the HIPERLAN/2 standard developed by ETSI [ETSI99]. Probably most widespread is IEEE 802.11g, which more or less shifted the 802.11a-Version into the 2.4 GHz ISM band.

In order to cope with frequency selective fading respectively typical indoor echo situations, OFDM is applied as reliable transmission scheme in the PHY layers. As shown in Table 2.1 the PHY layer modes with different coding and modulation schemes are selected by a link adaptation scheme [Jush99].

Table 2.1 Mode-dependent parameters

<table>
<thead>
<tr>
<th>Mode</th>
<th>Modulation</th>
<th>Coding Rate R</th>
<th>Nominal bit rate (Mbps)</th>
<th>Coded bits per sub-carrier</th>
<th>Coded bits per OFDM symbol</th>
<th>Data bits per OFDM symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BPSK</td>
<td>1/2</td>
<td>6</td>
<td>1</td>
<td>48</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>BPSK</td>
<td>3/4</td>
<td>9</td>
<td>1</td>
<td>48</td>
<td>36</td>
</tr>
<tr>
<td>3</td>
<td>QPSK</td>
<td>1/2</td>
<td>12</td>
<td>2</td>
<td>96</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>QPSK</td>
<td>3/4</td>
<td>18</td>
<td>2</td>
<td>96</td>
<td>72</td>
</tr>
<tr>
<td>5</td>
<td>16-QAM</td>
<td>1/2</td>
<td>24</td>
<td>4</td>
<td>192</td>
<td>96</td>
</tr>
<tr>
<td>6</td>
<td>16-QAM</td>
<td>3/4</td>
<td>36</td>
<td>4</td>
<td>192</td>
<td>144</td>
</tr>
<tr>
<td>7</td>
<td>64-QAM</td>
<td>3/4</td>
<td>54</td>
<td>6</td>
<td>288</td>
<td>216</td>
</tr>
<tr>
<td>8</td>
<td>64-QAM</td>
<td>2/3</td>
<td>48</td>
<td>6</td>
<td>288</td>
<td>192</td>
</tr>
</tbody>
</table>

Referring to the diagram in Figure 2.8, the transmission mechanism in PHY layer of the IEEE 802.11a at transmitter side can be highlighted as follows. The input data in the form of packet data unit (PDU) frame come into a scrambler preventing long runs of 1s and 0s with a pseudorandom sequence of length 127. The scrambled data is then processed by a convolutional encoder. The encoder consists of a 1/2-rate mother code and subsequent puncturing. The puncturing schemes support code rates 1/2, 2/3, and 3/4. In case of 16-QAM, the coded data is interleaved in order to prevent error bursts from being input to the convolutional decoding process in the receiver. The interleaved data is subsequently mapped to data symbols according to BPSK, QPSK, 16-QAM, or 64-QAM constellation. IFFT technique is applied for OFDM modulation, whose numerical value is presented in Table 2.2. The transmitter output including 48 data symbols and 4 pilots is transmitted in parallel in the form of one OFDM symbol.
Table 2.2 OFDM parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate ($f_s$)</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Useful symbol duration ($T_u$)</td>
<td>3.2 µs</td>
</tr>
<tr>
<td>Guard interval duration ($T_g$)</td>
<td>0.8 µs</td>
</tr>
<tr>
<td>Total symbol duration ($T_{Total}$)</td>
<td>4.0 µs</td>
</tr>
<tr>
<td>Number of data subcarriers ($N_D$)</td>
<td>48</td>
</tr>
<tr>
<td>Number of pilot subcarriers ($N_P$)</td>
<td>4</td>
</tr>
<tr>
<td>FFT size</td>
<td>64</td>
</tr>
<tr>
<td>Subcarrier spacing ($\Delta f$)</td>
<td>0.3125 MHz</td>
</tr>
<tr>
<td>Total bandwidth ($B$)</td>
<td>16.875 MHz</td>
</tr>
</tbody>
</table>

The 802.11a use different training sequences in the preamble. The training symbols used for channel estimation are the same, but the sequences provided for time and frequency synchronization are different. Decoding of the convolutional code is typically implemented by means of a Viterbi decoder.

In the IEEE 802.11a, different channel models have been produced to represent these different environments [MS98]. Table 2.3 summarizes the channel models, which are wideband, with Rayleigh or Rician modeled tapped delay lines. Each tap suffers independent Rayleigh or Rician (in the case of channel model D) fading with a mean corresponding to an exponentially decaying average power delay profile.

Table 2.3 Channel models

<table>
<thead>
<tr>
<th>Name</th>
<th>RMS delay spread</th>
<th>Characteristic</th>
<th>Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>50 ns</td>
<td>Rayleigh</td>
<td>Office NLOS</td>
</tr>
<tr>
<td>B</td>
<td>100 ns</td>
<td>Rayleigh</td>
<td>NLOS</td>
</tr>
<tr>
<td>C</td>
<td>150 ns</td>
<td>Rayleigh</td>
<td>NLOS</td>
</tr>
<tr>
<td>D</td>
<td>140 ns</td>
<td>Rice</td>
<td>LOS</td>
</tr>
<tr>
<td>E</td>
<td>250 ns</td>
<td>Rayleigh</td>
<td>NLOS</td>
</tr>
</tbody>
</table>
In order to enhance network throughput over the widely used standard IEEE 802.11a and 802.11g, in 2009, the IEEE 802.11n [IEEE09] was introduced. In this standard, LDPC codes are considered as optional high-performance error-correcting code and the complementary for the so far widely used convolutional code. LDPC codes shall support the WLAN application with three different codeword lengths: 648, 1296 and 1944 bits, transmitted at four coding rates: 1/2, 2/3, 3/4 and 5/6. The rate-dependent parameters to be supported by LDPC codes are presented in Table 2.4.

Table 2.4  Rate-dependent parameter of LDPC codes in the IEEE 802.11n Standard

<table>
<thead>
<tr>
<th>Coding rate (R)</th>
<th>Information block length (K in bits)</th>
<th>Codeword block length (N in bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>972</td>
<td>1944</td>
</tr>
<tr>
<td>1/2</td>
<td>648</td>
<td>1296</td>
</tr>
<tr>
<td>1/2</td>
<td>324</td>
<td>648</td>
</tr>
<tr>
<td>2/3</td>
<td>1296</td>
<td>1944</td>
</tr>
<tr>
<td>2/3</td>
<td>864</td>
<td>1296</td>
</tr>
<tr>
<td>2/3</td>
<td>432</td>
<td>648</td>
</tr>
<tr>
<td>3/4</td>
<td>1458</td>
<td>1944</td>
</tr>
<tr>
<td>3/4</td>
<td>972</td>
<td>1296</td>
</tr>
<tr>
<td>3/4</td>
<td>486</td>
<td>648</td>
</tr>
<tr>
<td>5/6</td>
<td>1620</td>
<td>1944</td>
</tr>
<tr>
<td>5/6</td>
<td>1080</td>
<td>1296</td>
</tr>
<tr>
<td>5/6</td>
<td>540</td>
<td>648</td>
</tr>
</tbody>
</table>

The IEEE 802.11n standard accommodates the significant increase in the maximum raw data rate from 54 Mbps to 600 Mbps. This can be achieved by employing multiple-input multiple-output (MIMO) and 40-MHz channels to the PHY (physical layer) and frame aggregation to the MAC layer.

Various modulation schemes and coding rates are defined with a Modulation and Coding Scheme (MCS) index value as listed in Table 2.4. This index constitutes the high-throughput physical layer parameters that consists of modulation order: BPSK, QPSK, 16-QAM and 64-QAM) and forward error correction coding rate: 1/2, 2/3, 3/4, and 5/6.

The maximum raw data rate of 600 Mbps is achieved with the maximum of four spatial streams using a 40 MHz-wide channel with 400ns Guard-Interval and 64-QAM modulation at code rate 5/6. The relationships between the variable allowing the maximum data rate is presented in Table 2.5.

The encoding of LDPC codes proceeds systematically. The encoder encodes an information block of size $k$ into a codeword of size $n$ by adding $n-k$ parity bits. The block length of a codeword is selected via the encoding process of packet data unit.

The parity-check matrix of LDPC codes is composed of square subblocks or submatrices. The submatrices can be either cyclic-permutations of the identity matrix (so-
called permutation submatrices) or null submatrix. Such structures of parity-check matrices make the complexity of the encoding low. Some prototypes of parity-check matrices of all optional WLAN codes for all coding rates and code rates are defined in the IEEE 802.11n Standard as presented in Appendix.

### Table 2.5  MCS parameters in the IEEE 802.11n Standard

<table>
<thead>
<tr>
<th>MCS Index</th>
<th>Spatial Streams</th>
<th>Modulation Type</th>
<th>Coding Rate</th>
<th>Data Rate Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20-MHz channel</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>800ns GI</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>BPSK</td>
<td>1/2</td>
<td>6.50</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>QPSK</td>
<td>1/2</td>
<td>13.00</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>QPSK</td>
<td>3/4</td>
<td>19.50</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>16-QAM</td>
<td>1/2</td>
<td>26.00</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>16-QAM</td>
<td>3/4</td>
<td>39.00</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>64-QAM</td>
<td>2/3</td>
<td>52.00</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>64-QAM</td>
<td>3/4</td>
<td>58.50</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>64-QAM</td>
<td>5/6</td>
<td>65.00</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>BPSK</td>
<td>1/2</td>
<td>13.00</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>QPSK</td>
<td>1/2</td>
<td>26.00</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>QPSK</td>
<td>3/4</td>
<td>39.00</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>16-QAM</td>
<td>1/2</td>
<td>52.00</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>16-QAM</td>
<td>3/4</td>
<td>78.00</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>64-QAM</td>
<td>2/3</td>
<td>104.00</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>64-QAM</td>
<td>3/4</td>
<td>117.00</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>64-QAM</td>
<td>5/6</td>
<td>130.00</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>BPSK</td>
<td>1/2</td>
<td>19.50</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>QPSK</td>
<td>1/2</td>
<td>39.00</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>QPSK</td>
<td>3/4</td>
<td>58.50</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>16-QAM</td>
<td>1/2</td>
<td>78.00</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>16-QAM</td>
<td>3/4</td>
<td>117.00</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>64-QAM</td>
<td>2/3</td>
<td>156.00</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>64-QAM</td>
<td>3/4</td>
<td>175.50</td>
</tr>
<tr>
<td>23</td>
<td>3</td>
<td>64-QAM</td>
<td>5/6</td>
<td>195.00</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>BPSK</td>
<td>1/2</td>
<td>26.00</td>
</tr>
<tr>
<td>25</td>
<td>4</td>
<td>QPSK</td>
<td>1/2</td>
<td>52.00</td>
</tr>
<tr>
<td>26</td>
<td>4</td>
<td>QPSK</td>
<td>3/4</td>
<td>78.00</td>
</tr>
<tr>
<td>27</td>
<td>4</td>
<td>16-QAM</td>
<td>1/2</td>
<td>104.00</td>
</tr>
<tr>
<td>28</td>
<td>4</td>
<td>16-QAM</td>
<td>3/4</td>
<td>156.00</td>
</tr>
<tr>
<td>29</td>
<td>4</td>
<td>64-QAM</td>
<td>2/3</td>
<td>208.00</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>64-QAM</td>
<td>3/4</td>
<td>234.00</td>
</tr>
<tr>
<td>31</td>
<td>4</td>
<td>64-QAM</td>
<td>5/6</td>
<td>260.00</td>
</tr>
</tbody>
</table>
CHAPTER 3
GIRTH DEGREE FOR CODE EVALUATION

3.1 Background

In the theory of LDPC codes, girth is an important parameter for LDPC codes, which is strongly related to code performance. Girth can be defined as the size of the smallest cycle of the bipartite graph. This parameter is considered as a determining factor in the decoding process and therefore, used as one of the criteria in code construction. It has to be kept as large as possible to hold the message-independence assumption, on which the iterative message passing on a code graph is based. This assumption is valid as long as the number of decoding iterations is smaller than half of the girth. Unfortunately, graphs of good finite-length LDPC codes contain a large number of cycles, which typically have a small girth [ETV99].

Cycles in the Tanner graphs prevent the sum-product algorithm from converging [EMC98, ETV99]. Further, cycles, especially short cycles, degrade the performance of LDPC decoders because they affect the independence of the extrinsic information exchanged in the iterative decoding. Hence, LDPC codes with large girth are desired. Some researchers proposed methods for constructing LDPC codes with large girth [HEA01, ZM03]

This chapter introduces a novel concept of girth degree, which can be considered as the extension of the classical concept of girth. The proposed concept combines the idea of girth and node degree distribution. Girth degree as a tool for characterizing LDPC codes and a measure of their performance is introduced in [HEK07a]. A tree-based algorithm for detecting girth and counting girth degree is also discussed. The results show that the concept of girth degree can be used as a tool to explore the characteristics and the performance of LDPC codes. In some cases, the concept of girth degree is working more effectively than the classic concept of girth.

3.2 Concept of Girth Degree

In graph theory, girth $g$ is referred to as the length of the shortest cycle in the graph. Mao and Banihashemi [MB01] extend the definition of girth for a variable node $v$ in the graph to be the length of the shortest cycle passing through that variable node. This girth is referred to as local girth $g_v$, and its set $\{g_v\}$ is referred to as girth histogram. It follows that the girth of the graph introduced beforehand is referred to as global girth $g = \min \{g_v\}$. Because the graph is bipartite, all cycles must have even length and the minimum cycle is
four. Hereafter, the term girth is used in the same meaning with local girth if it is not referred to other meaning.

Based on the definition of the local girth above, each variable node has a local girth. It is interesting to characterize a code by considering the distribution of the local girth among all variable nodes. If all variable nodes of the code have the same local girth, then the code is referred to as having \textit{homogeneous local girth} as shown in Figure 3.1, in which the homogeneity is represented by two variable nodes having the same local girth of four \((g-4)\).

On the other side, the variable nodes may also have different local girth, for example, some variable nodes have local girth of four and the others have local girth of six. Figure 3.2 depicts a simple representation, in which two variable nodes 1 and 2 have different local girths: girth of four \((g-4)\) and girth of six \((g-6)\), respectively. If the variable nodes of code have different local girth, then the code is referred to having \textit{heterogeneous local girth}.

Instead of using the girth histogram \cite{MB01}, a polynomial expression for representing the distribution of (local) girth is here introduced. The girth distribution indicates the fraction number of variable nodes with certain number of local girth. The girth distribution \(\varphi(y)\) can be described by two parameters: local girth \(g_v\) and the fraction of its corresponding variable node \(\varphi_{g_v}\).
\( \varphi(y) = \sum \varphi_{gv} \cdot y^{gv} \) \hspace{1cm} (3.1)

with \( \varphi = \frac{n_{gv}}{n} \), where \( n_{gv} \) denotes number of variable nodes with local girth \( gv \) (\( gv \) is even and \( gv \geq 4 \)) and \( n \) denotes total number of variable nodes.

A quantity, average girth \( \Phi_{gv} \), referred to as the average number of local girth per variable node, can be derived from (3.1) and is defined as follows

\[ \Phi_{gv} = \sum \varphi_{gv} \cdot gv \] \hspace{1cm} (3.2)

In order to understand the concept, an example is given. For instance, an LDPC code with heterogeneous local girth has half the number of variable nodes with local girth of six and the rest variable nodes with local girth of eight. Hence, the girth distribution of the code can be expressed as

\[ \varphi(y) = 0.5 \cdot y^6 + 0.5 \cdot y^8 \]

Hence, the code has average girth \( \Phi_{gv} = 7 \).

In [MB01, ZP01c] the girth distribution and the average girth are used as effective criteria for searching good LDPC code over one code ensemble. Based on hypothesis of independency in the iterative decoding, the larger average girth \( \Phi_{gv} \) guarantees more independency in decoding iterations, and therefore, better code performance can be expected.

In addition to the concept of girth distribution above, a novel concept of (local) girth degree distribution is introduced. This concept can be considered as an extension of the theory of girth. This concept is meant to become a tool for characterizing an LDPC code in terms of its girth condition. The concept includes an algorithm for girth detection that can be used to assure that no short-four-cycles are included in the constructed LDPC code.

The idea of girth degree is dated back to the idea of node degree. Instead of vertices emanating from a variable node in case of node degree, the cycles of local girth passing a variable node are considered in case of girth degree. A terminology of girth degree is here coined to refer to as the number of cycle of local girth passing a variable node.

In the graph a variable node may have a number of cycles of local girth. The cycles are passing the node through different edges. As illustration, Figure 3.3 depicts two local girth of four (\( g-4 \)) passing through the first non-zero entry in the first column in the parity check matrix. Correspondingly, in the corresponding bipartite-graph, the variable node 1 is passed through by two local girths of four. Actually, there are still more cycles of local girth of four passing the non-zero entries in the first column or variable node 1, which are here not illustrated for clarity. Hence, the variable node 1 can be said to have girth degree of six because it is passed through by six cycles of girth of four.

The distribution of girth degree is of interest for further characterizing the code. Girth degree distribution is referred to as the fraction number of variable nodes with a certain number of cycles of local girth. The girth degree distribution \( \varphi(x,y) \) can be described by a
polynomial with three parameters: local girth $g_v$, girth degree $g_d$ and fraction of its corresponding variable node $\phi_{gd}$.

$$\phi(x,y) = \Sigma \phi_{g_v} (\Sigma \phi_{g_d} x^{g_d}) y^{g_v}$$

(3.3)

with $\phi_{gd} = n_{gd}/n_{g_v}$, where $n_{gd}$ denotes the number of variable nodes with girth degree $g_d$ in the corresponding local girth $g_v$, $n_{g_v}$ denotes number of variable nodes with local girth $g_v$ and $n$ denotes total number of variable nodes. It is to note that $g_v$ is even and $g_v \geq 4$.

![Figure 3.3](image)

**Figure 3.3** Two of six cycles of girth of four passing through the variable node 1

A quantity, average girth degree in polynomial form $\Phi_{gd}(y)$, referred to as the average number of cycles of local girth at a variable node, can be derived from (3.3) and defined as follows

$$\Phi_{gd}(y) = \Sigma \phi_{gd} \cdot g_d \cdot y^{g_v}$$

(3.4)

To get the picture of the average girth degree distribution, the equation (3.3) can be simplified by taking the average girth degree into account instead of all girth degrees for describing the girth degree condition of each girth in more compact form as follows

$$\phi(x,y) = \Sigma \phi_{g_v} \Sigma \phi_{g_d(y)} y^{g_v}$$

(3.5)

where $\Phi_{g_d(y)}$ denotes the average girth degree of girth $g_v$.

In addition to that, the equation (3.3) can be also derived to get the whole picture on how the girths with their girth degrees are distributed within all variable nodes. The polynomial $\phi(x,y)$ shows the proportionality of variable nodes with girth degree of each girth within all variable nodes.

$$\phi(x,y) = \Sigma (\Sigma \phi_{g_v} \phi_{g_d} x^{g_d}) y^{g_v}$$

(3.6)

In order to understand the concept, an example is given. It is to note that the number applied here is simply made for clarity and do not reflect any real LDPC code. For instance, an LDPC code has heterogeneous local girth consisting of girth-6 at a half number of variable nodes with girth degree 5 and 10 (in fifty-fifty) and girth-8 at a quarter
of variable nodes with girth degree 10 and 20 (in fifty-fifty) and girth-10 at the rest of variable nodes with girth degree 40, each. Hence, according to the equation (3.5) the girth degree distribution of the code is

\[ \varphi(x,y) = 0.5(0.5x^5 + 0.5x^{10})y^6 + 0.25(0.5x^{10} + 0.5x^{20})y^8 + 0.25x^{40}y^{10} \]

Hence, the polynomial of the average girth degree is

\[ \Phi_{\varphi}(y) = 7.5y^6 + 15y^8 + 40y^{10} \]

This states that average girth degree of girth-6, girth-8 and girth-10 is 7.5, 15 and 40, respectively.

In more solid form, the average girth degree distribution of the code can be described according to the equation (3.5) as follows

\[ \varphi(x,y) = 0.5x^{7.5}y^6 + 0.25x^{15}y^8 + 0.25x^{40}y^{10} \]

This polynomial can be interpreted that the code has a half of variable nodes with girth-6 with 7.5 girth-cycles in average, a quarter of variable nodes with girth of 8 with 15 girth-cycles in average and a quarter of variable nodes with girth of 10 with 40 girth-cycles in average.

To get the picture of girth degree of each girth within all variable nodes, according to the equation (3.6) the corresponding polynomial can be expressed as follows

\[ \varphi(x,y) = (0.25x^5 + 0.25x^{10})y^6 + (0.125x^{10} + 0.125x^{20})y^8 + 0.25x^{40}y^{10} \]

This polynomial shows that girth-6 passes a quarter of variable nodes with 5 cycles, and other quarter with 10 cycles, girth-8 passes one-eighth of variable nodes with 10 cycles and other one-eighth with 20 cycles and girth 10 passes a quarter of variable nodes with 40 cycles.

In a code with heterogeneous local girth, the smallest local girth plays the most important role in determining the code performance. Its girth degree influences strongly the decoding performance. Their impact on the code performance is presumably stronger than that of the local girth in average or that of global girth, which is theoretically considered as determinant factor for the goodness of an LDPC code.

Hypothetically, the code performance gets better as the average girth degree decreases because the lower the average girth degree is, the higher is the independency of variable nodes in the iterative coding, upon which the message-passing based decoding algorithm is working for Shannon-limit-near performance.

### 3.2.1 Girth Degree Detection Method

Here, an algorithm for detecting girth degree is proposed. The work of the algorithm consists of two parts, namely, girth detection and girth degree counting. The algorithm...
begins with the detection of the girth of all variable nodes, and then, the cycles of the girth are counted. From the work of the algorithm, the girth distribution as well as the girth degree distribution can be obtained.

In the first part of the algorithm, in principal, the algorithm checks the shortest cycles connecting the even number of non-zero elements in the parity-check matrix. In the bipartite graph, this corresponds to an even number of edges, in which the first and the last edge emanates from and incident onto the same variable node, respectively, in a closing form.

The process of girth detection takes place at all variable nodes. The girth detection begins with checking the smallest girth, i.e. girth 4, at each variable node. If the girth 4 is not found, the girth detection continues with the next higher girth. Soon a girth is realized at any column in the parity-check matrix or the corresponding variable node in the bipartite graph, the girth detection takes place in the next column or its corresponding variable node.

In the parity-check matrix, the girth is detected by tracing the non-zero elements in column-wise and row-wise vice-versa. The algorithm of the girth detection process can be described as follows. First, non-zero elements in the first column of the parity check matrix or correspondingly the first edge emanating from the first variable node is checked vertically as shown in an example depicted in Figure 3.4(a). There, three non-zero elements are recognized. Then, the non-zero elements in the corresponding rows are checked horizontally. From tracing in the first row, three non-zero elements, including the first traced non-zero element, are recognized. This tracing process continues until the final non-zero elements, which are in the same column with the first traced non-zero elements, are found.

Referring to Figure 3.4(a), the girth detection process can be described as follows

1) Trace the first column to detect non-zero elements \( e_1 \) and others
2) Trace row of non-zero element \( e_1 \) to detect non-zero element \( e_2 \) and others
3) Trace column of non-zero element \( e_2 \), detect non-zero element \( e_3 \) and others
4) Trace row of non-zero element \( e_3 \), and check non-zero element
5) If a non-zero is detected in the first column, then a girth of four is found. Otherwise go back to (2) to find other non-zero elements for a higher girth.

Correspondingly, in the bipartite graph, the vertical tracing of non-zero elements within the first column is represented by three edges emanating from the first variable node as depicted in Figure 3.4(b). The following horizontal tracing of non-zero elements within the third row is represented by two edges emanating from the third check code. The tracing process continues until a girth is detected, or correspondingly, the edge reverts to the first variable node, from which the first edge emanates, to form a closed cycle.

In the second part of the algorithm, soon after a girth is found, its cycles passing through its associated variable nodes are counted. As the cycles of girth (or girth degree) of all variable nodes are counted, the distribution of girth degree can be determined.

The algorithm of girth degree counting starts with the girth detection. As a girth is detected, the number of its cycles is then counted. The algorithm counts the number of girths emanating from a variable node or its corresponding column. Figure 3.5 shows an example of the girth counting process for the first three columns. Each column has a girth of 4 in the depicted part of the parity-check matrix. The number of girth cycles may increase if the whole part of the parity-check matrix is considered. After the cycles of girth at all columns are counted, the girth degree distribution can be determined.

![Figure 3.5 An example of girth degree counting process for girth of four](image)

The girth degree counting process can be summarized as follows:

1) Detect a girth of a variable nodes, starting with the first nodes
2) Count the number of cycles of the detected girth
3) Repeat the step 1 and 2 for the next variable nodes
4) After the girth degree counting for all variable nodes is done, present the girth degree distribution.

In fact, counting the girth degree needs more computation than only detecting girth. Counting the girth is a time-consuming process, especially if the dimension of the parity check matrix is large. This algorithm can be also used to count the number of cycles that are higher than the girth. However, more extensive computation is necessary. Referring to the idea that a small cycle degrades the code performance significantly, only girth is considered and hence, the other higher cycles can be ignored.
3.3 Simulation Results

Here, the concept of girth degree is applied to characterize LDPC codes so that the behavior of the codes is better understood. The codes are characterized by investigating their girth distribution and its correlation with some code parameters, i.e. code rate and code length. Moreover, the codes are characterized by their girth degree distribution.

Impact of code length and code rate on girth condition

First, the concept is applied to a well-known LDPC benchmark code, i.e. random MacKay code [MN95]. It is interesting to investigate the girth distribution of the code with column weight of three in different code lengths. Figure 3.6 shows girth distribution of the MacKay code at code rate 3/4. In general, the girth distribution is heterogeneous for all code lengths. The exception is applicable for code lengths between 200 and 800 bits, where the girth distribution is homogenous with girth-6. The fraction of girths is changing with the code length. As the code length increases, the fraction of larger girth increases and the fraction of smaller girth decreases.

![Figure 3.6 Girth distribution of MacKay code at code rate 3/4 as function of code length](image)

In very short codes (length up to 200 bits), the existence of harmful girth-4 (short four cycles) is unavoidable. At this code length, the code has a heterogeneous girth distribution and contains a fraction of girth of four (girth-4) and girth of six (girth-6). Here, the fraction
of girth-6 increases and the fraction of girth-4 decreases as the code length increases. In code lengths between 200 bits and 800 bits, the code has a homogeneous girth distribution with all girth-6. The girth distribution begins to become heterogeneous, where the fraction of girth-6 decreases and the fraction of girth-8 increases as code length become longer.

This fact proves that larger fraction of larger girth (or larger girth distribution) corresponding to longer code length contributes to better code performance. As theoretically proved, larger girth guarantees more independence of the extrinsic information exchanged in the iterative decoding leading to better decoding convergence.

![Mackay Girth vs Code Length R=1/2](image)

**Figure 3.7** Girth distribution of MacKay code at code rate 1/2 as function of code length

Furthermore, the impact of the code rate on the girth distribution of the code is investigated. In Figure 3.7 the girth distribution of the code as a function of the code length at code rate 1/2 can be observed. In comparison with the code at code rate 3/4, the girth distribution of the code at code rate 1/2 is relative better. It means that the fraction of larger girth is relative higher at the same code length. At very short code lengths (less than 200 bits) the code has quasi homogeneous girth distribution, in which girth-6 appears strongly dominant over girth-8. At this code length, no harmful girth-4 exists, except at code length of tens bits. As the code length increases, the code tends to become more heterogeneous, in which the fraction of girth-6 decreases significantly and the fraction of girth-8 increases. At the code length larger than 1,200 bits, the fraction of girth-10 begins to contribute to the girth distribution and to substitute the lower girths. This is not the case.
within the 3/4-rate code, in which girth-6 still plays a dominant role. Therefore, the 1/2-rate code has better girth distribution.

The comparison of both codes with code rate 1/2 and 3/4 in terms of girth distribution can be summarized in their average girth as shown in Figure 3.8. The average girth of both codes increases as their code length gets higher. The average girth of the 1/2-rate code is higher than that of the 3/4-rate code. For example, at code length of 2,400 bits, the 1/2-rate code has average girth of 7.78. It is larger than that of 3/4-rate code by 1.62. This number of average girth results from their girth distribution. The 1/2-rate code has the following girth distribution

$$\Phi_{gd}(y) = 0.19 y^6 + 0.73 y^8 + 0.08 y^{10},$$

while the 3/4-rate code has the following girth distribution

$$\Phi_{gd}(y) = 0.92 y^6 + 0.08 y^8.$$

![Figure 3.8](image-url) **Figure 3.8** Impact of code length on the average girth at different code rate

It means that the 1/2-rate code has a smaller fraction of the smallest girth (girth-6) with 19% in comparison with that of the 3/4-rate code with 92%. In fact, in the code performance, the 1/2-rate code outperforms the 3/4-rate code. This is achieved by the better girth distribution of the first code, in which a higher average girth leads to better
performance of the message-passing based decoding algorithm. The average girth and the fraction of the smallest girth can be applied to estimate the code performance.

Now, the concept of the girth degree is applied to characterize MacKay codes with code rate 1/2 and 3/4. Figure 3.9 shows the average girth degree for each local girth, i.e. girth-6, girth-8 and girth-10, for both code rates as a function of the code length up to 4,800 bits. In general, the average girth degree for all girth decreases as code length increases. It means that the number of cycles of girth passing the variable nodes decreases and asymptotically approaches one. The decrease of the girth degree allows the high independency of variable nodes leading to better performance of the message-passing based decoding.

![Figure 3.9 Impact of code rate on average girth degree in different code rate](image)

Furthermore, by using the concept of girth degree, the codes can be characterized in terms of girth degree distribution. For example, the code with code length of 1,200 bits and code rate 1/2 has a heterogeneous average girth degree distribution

$$\varphi(x,y) = 0.36x^{1.72}y^6 + 0.64x^{4.59}y^8.$$  

This polynomial means that 36% of variable nodes has girth-6, which passing them with 1.72 cycles in average and 64% of variable nodes has girth-8, which passing them with 4.59 cycles in average.

Meanwhile, the 3/4-rate code has heterogeneous average girth degree distribution
This polynomial means that 99% of variable nodes has girth-6, which passing them with 4.57 cycles in average and 1% of variable nodes has girth-8, which passing them with 105 cycles in average.

In comparison of both codes in terms of girth degree distribution, it is realized that the smallest girth (girth-6) of the 1/2-rate code has smaller fraction of variable nodes as well as smaller cycles (girth degree) than that of the 3/4-rate code. The smaller node fraction of the smallest girth and its corresponding girth degree can lead to better independency of variable nodes, upon which the message-passing based decoding perform better. In fact, the 1/2-rate code outperforms the 3/4-rate code as shown in Figure 3.10.

![Figure 3.10 Performance of MacKay code in different code length (a) and code rate (b)](image)

Similar to the average girth, the average girth degree of the smallest girth can be used to estimate the code performance. As shown in Figure 3.10, the 1/2-rate code has better girth degree distribution leading to a lower average girth degree than the 3/4-rate code. Smaller average girth degree means less independence of the extrinsic information exchanged in the iterative decoding leading to better decoding convergence.
Impact of code construction method on girth condition

Some aspects of code are investigated using the concept of girth degree, including girth distribution, average girth, girth degree distribution and average girth degree. Two types of LDPC codes: random MacKay code and structured array code with column weight 3 are characterized. It is of interest to observe the aspect of codes affected by their code length. Three code lengths - 600 bit, 1,200 bit, 2,400 bit - are chosen. In terms of code performance, it is of interest to observe the smaller girths, i.e. girths of six and eight, according to the folk knowledge that belief propagation works well if the graph does not contain too many short cycles.

Girth Degree Characterization of random MacKay codes

In case of random MacKay codes the girth distribution can be represented in form of polynomials in Table 3.1 and in form of histogram in Figure 3.11. The histogram shows the fraction of variable nodes based on their associated girth in random MacKay codes. It shows that the number of variable nodes with girth-6 decreases as code length increases. On the other side, the number of variable nodes with larger girth, i.e. girth-8, increases. The average girth of the codes increases asymptotically as code length increases (see Figure 3.12).

Figure 3.11 Fraction of node with girth of six and eight of MacKay code to code length
Figure 3.12 Average girth of MacKay code to code length

Table 3.1 Code length and girth distribution of MacKay code

<table>
<thead>
<tr>
<th>Code length (bits)</th>
<th>Girth Distribution</th>
<th>Average girth</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>$0.61 y^6 + 0.39 y^8$</td>
<td>6.78</td>
</tr>
<tr>
<td>1,200</td>
<td>$0.36 y^6 + 0.64 y^8$</td>
<td>7.28</td>
</tr>
<tr>
<td>2,400</td>
<td>$0.21 y^6 + 0.69 y^8 + 0.10 y^{10}$</td>
<td>7.78</td>
</tr>
</tbody>
</table>

Table 3.2 Girth degree distribution of MacKay code

<table>
<thead>
<tr>
<th>Code length (bits)</th>
<th>Girth-6 ($y^6$)</th>
<th>Girth-8 ($y^8$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>$0.614 x^1 + 0.268 x^2 + 0.093 x^3 + 0.025 x^4$</td>
<td>$0.004 x^2 + 0.009 x^3 + 0.017 x^4 + 0.051 x^5 + 0.111 x^6 + 0.098 x^7 + 0.191 x^8 + 0.085 x^9 + 0.094 x^{10} + 0.089 x^{11} + 0.089 x^{12} + 0.064 x^{13} + 0.055 x^{14} + 0.021 x^{15} + 0.009 x^{16} + 0.004 x^{17} + 0.004 x^{18} + 0.004 x^{20}$</td>
</tr>
<tr>
<td>1,200</td>
<td>$0.794 x^1 + 0.180 x^2 + 0.021 x^3 + 0.005 x^4$</td>
<td>$0.052 x^1 + 0.088 x^2 + 0.168 x^3 + 0.192 x^4 + 0.182 x^5 + 0.127 x^6 + 0.096 x^7 + 0.044 x^8 + 0.031 x^9 + 0.012 x^{10} + 0.003 x^{11} + 0.003 x^{12} + 0.001 x^{13} + 0.001 x^{16}$</td>
</tr>
<tr>
<td>2,400</td>
<td>$0.890 x^1 + 0.108 x^2 + 0.002 x^3$</td>
<td>$0.268 x^1 + 0.319 x^2 + 0.209 x^3 + 0.125 x^4 + 0.059 x^5 + 0.012 x^6 + 0.007 x^7 + 0.002 x^8$</td>
</tr>
</tbody>
</table>
Now, the girth degree of girth of MacKay codes is investigated. The observation is restricted to girth-6 and girth-8, which are of interests because their smaller cycles play a significant role in the decoding performance. The polynomial of girth degree distribution of those girths is presented in Table 3.2, which is illustrated in Figures 3.13-3.14 for easier analysis. The distribution of girth degree is more heterogeneously widespread and concentrated around higher girth degrees at smaller code lengths. As the code length increases, the fraction of smaller girth degree of each girth increases and therefore, the distribution of the girth degree concentrates more homogeneous at a smaller girth degree. Hence, the average girth degree decreases (see Table 3.3). It means that at larger code lengths, a larger number of variable nodes are passed through by smaller girth cycles, which reduces asymptotically to one cycle in average. It means that the node independency gets higher as the number of short cycles in the bipartite graph is reduced and hence, the message-passing based decoding performance increases.
Table 3.3 Average girth degree of the smallest girth of MacKay code

<table>
<thead>
<tr>
<th>Code length (bits)</th>
<th>Average girth degree of Girth 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>1.53</td>
</tr>
<tr>
<td>1,200</td>
<td>1.23</td>
</tr>
<tr>
<td>2,400</td>
<td>1.16</td>
</tr>
</tbody>
</table>

The trend of girth degree distribution can be also realized in terms of average girth degree as shown in Figure 3.15. Both girth-6 and girth-8 have decreasing average girth degree with different decreasing rate, in which the average girth degree of girth-8 decreases relative fast exponentially. Both approach an average girth degree of one asymptotically.

![Figure 3.15 Girth degree average of MacKay code to code length](image)

**Figure 3.15** Girth degree average of MacKay code to code length

**Girth Degree Characterization of Array Codes**

As benchmarking to random code, array LDPC codes [Fan00, EO01] as a representative of structured LDPC codes is considered. The array LDPC codes are constructed in three different code lengths: 600, 1,200 and 2,400 bits with column weight 3. The girth condition of the code is than characterized using the concept of girth degree. The girth distribution of the code can be represented in form of polynomials as presented in Table 3.4. It is realized that array codes have homogeneous girth distribution for all
code lengths examined. All variable nodes of the codes have girth-6 and no girth-8, and hence, the average girth of the codes is 6.

Table 3.4  Code length and girth distribution of Array code

<table>
<thead>
<tr>
<th>Code length (bits)</th>
<th>Girth Distribution</th>
<th>Average girth</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>$1 \cdot y^6$</td>
<td>6</td>
</tr>
<tr>
<td>1,200</td>
<td>$1 \cdot y^6$</td>
<td>6</td>
</tr>
<tr>
<td>2,400</td>
<td>$1 \cdot y^6$</td>
<td>6</td>
</tr>
</tbody>
</table>

Now, the girth degree of girth of array codes is investigated. The polynomial of girth degree distribution of the girth-6 is presented in Table 3.5. It is shown that the girth degree distribution of girth 6 is homogeneous for all code lengths. Its girth degree 4, 6 and 8 are each distributed to one-third of the variable nodes. Therefore, the average girth degree of array code is fixed to six for all code rates (see Table 3.6).

Table 3.5  Girth degree distribution of array codes of the smallest girth of array codes

<table>
<thead>
<tr>
<th>Code length (bits)</th>
<th>Girth 6 ($y^6$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>$0.333 \cdot x^4 + 0.333 \cdot x^6 + 0.333 \cdot x^8$</td>
</tr>
<tr>
<td>1,200</td>
<td>$0.333 \cdot x^4 + 0.333 \cdot x^6 + 0.333 \cdot x^8$</td>
</tr>
<tr>
<td>2,400</td>
<td>$0.333 \cdot x^4 + 0.333 \cdot x^6 + 0.333 \cdot x^8$</td>
</tr>
</tbody>
</table>

Table 3.6  Average girth degree of the smallest girth of array codes

<table>
<thead>
<tr>
<th>Code length (bits)</th>
<th>Average girth degree of Girth 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>6</td>
</tr>
<tr>
<td>1,200</td>
<td>6</td>
</tr>
<tr>
<td>2,400</td>
<td>6</td>
</tr>
</tbody>
</table>

From the simulation results, some aspects of codes of both random MacKay codes and structured array codes can be put in comparison in viewpoint of the concept of girth degree. As a random code, the MacKay code has a heterogeneous girth degree distribution, which tends to become more homogeneous as code length increases. Correspondingly, its average girth degree approaches asymptotically one for each girth. In contrary to that, the array codes as regular, structured codes, constitutes homogeneous girth degree distribution. Therefore, its average girth degree is constant at six for all code lengths.

In comparison with an array code, MacKay codes have larger average girth and smaller average girth degree of girth of six. In terms of code performance, MacKay codes outperform array codes at code length 1,200 bits, code rate 1/2 and column weight 3 (see Fig. 3.16). It is here to note that the significant worse BER performance of array codes is
related to their low column weight established for fair comparison purpose. By higher column weight the performance of array codes is comparable with MacKay codes [EO01].

![Figure 3.16](image)

**Figure 3.16** Comparison of BER performance of MacKay code and array code with column weight 3 at code length 1,200 bits and code rate 1/2

Although there are several aspects influencing the code performance, especially the number of check nodes (or column weight), the quality of girth plays also a significant role. At the same column weight, the smaller average girth degree of the smallest girth means less short cycles in the bipartite graph involved in belief propagation during iterative decoding leading to better code performance.

### Girth Degree Characterization of WLAN Codes

It is of interest to characterize the standard IEEE802.11n codes [IEEE09] (hereafter, WLAN codes) in terms of their girth condition. The code characterization is applied for all code rates, i.e. 1/2, 2/3, 3/4 and 5/6 as well as all code lengths, i.e. 648 bits, 1,296 bits and 1,944 bits. The girth condition of the WLAN codes includes girth distribution and girth degree distribution.

In case of WLAN codes with code length 648 bits, girth 6 is dominantly passing through the variable nodes as shown in Table 3.7. At code rate 2/3 and 5/6 all variable nodes have girth-6, while, at code rate 1/2 the fraction of variable nodes with girth-6
reduces to 79% and girth 8 sizes 21% of variable nodes. Here, it is of interests that at code rate 3/4 the short-four-cycles (girth 4) exist at about 17% of variable nodes. Therefore, the average girth of the codes is dropped at this code rate. However, the existence of the girth 4 is harmless for code performance of the WLAN codes of code length 648 bits with code rate 3/4 as shown in Figure 3.17.

Table 3.7 Girth distribution of WLAN codes (code length = 648 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth distribution</th>
<th>Average girth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.79 y^6 + 0.21 y^8</td>
<td>6.42</td>
</tr>
<tr>
<td>2/3</td>
<td>1 y^6</td>
<td>6</td>
</tr>
<tr>
<td>3/4</td>
<td>0.17 y^4 + 0.83 y^6</td>
<td>5.66</td>
</tr>
<tr>
<td>5/6</td>
<td>1 y^6</td>
<td>6</td>
</tr>
</tbody>
</table>

In terms of girth degree condition, the girth degree distribution of the girth 6 is more widespread at higher girth degree as the code rate increases (see Table 3.8). For example, at code rate 1/2 the girth degree is ranging from one cycle to 120 cycles, while at code rate 5/6 the range of the girth degree is between 32 cycles to 181 cycles. It is here to note that the girth degree of all variable nodes with girth 4 at code rate 3/4 is one cycle. In addition to that, the average girth degree of the girth 6 of the codes increases as the code rate becomes higher (see Table 3.9).

![Figure 3.17](image-url)  
**Figure 3.17** Code performance of the 648-length WLAN codes at different code rates
Table 3.8 Girth degree distribution of WLAN codes (code length = 648 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth 4 $(y^4)$</th>
<th>Girth 6 $(y^6)$</th>
<th>Girth 8 $(y^8)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.105 $x^1 + 0.105 x^2 + 0.105 x^3 + 0.053 x^4 + 0.0105 x^8 + 0.105 x^9 + 0.105 x^{10} + 0.053 x^{11} + 0.105 x^{12} + 0.053 x^{104} + 0.053 x^{109} + 0.053 x^{120}$</td>
<td>0.2 $x^{112} + 0.2 x^{118} + 0.4 x^{131} + 0.2 x^{352}$</td>
<td></td>
</tr>
<tr>
<td>2/3</td>
<td>$0.042 x^4 + 0.042 x^6 + 0.042 x^7 + 0.042 x^8 + 0.042 x^9 + 0.042 x^{10} + 0.042 x^{11} + 0.042 x^{14} + 0.042 x^{15} + 0.083 x^{18} + 0.083 x^{19} + 0.083 x^{23} + 0.042 x^{31} + 0.083 x^{32} + 0.042 x^{40} + 0.042 x^{46} + 0.042 x^{83} + 0.042 x^{133} + 0.042 x^{144} + 0.042 x^{149}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/4</td>
<td>$1 x^1$</td>
<td>$0.05 x^{10} + 0.05 x^{11} + 0.05 x^{12} + 0.05 x^{14} + 0.05 x^{24} + 0.05 x^{28} + 0.15 x^{32} + 0.10 x^{34} + 0.05 x^{64} + 0.10 x^{69} + 0.05 x^{72} + 0.05 x^{76} + 0.05 x^{142} + 0.05 x^{163} + 0.05 x^{165} + 0.05 x^{170}$</td>
<td></td>
</tr>
<tr>
<td>5/6</td>
<td>$0.083 x^{32} + 0.042 x^{33} + 0.042 x^{38} + 0.042 x^{39} + 0.042 x^{71} + 0.292 x^{72} + 0.042 x^{174} + 0.083 x^{175} + 0.125 x^{176} + 0.083 x^{177} + 0.042 x^{178} + 0.042 x^{179} + 0.042 x^{181}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.9 Average girth degree of WLAN codes (code length = 648 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth 4</th>
<th>Girth 6</th>
<th>Girth 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0</td>
<td>23.05</td>
<td>168.80</td>
</tr>
<tr>
<td>2/3</td>
<td>0</td>
<td>37.25</td>
<td>0</td>
</tr>
<tr>
<td>3/4</td>
<td>1</td>
<td>62.65</td>
<td>0</td>
</tr>
<tr>
<td>5/6</td>
<td>0</td>
<td>149.75</td>
<td>0</td>
</tr>
</tbody>
</table>

A more compact girth characterization of the 648-length WLAN codes can be represented at their average girth degree distribution (see Table 3.10). For example, at code rate 1/2 about 79% of the variable nodes of the code have girth 6 with girth degree 23.05 cycles in average and about 21% of the variable nodes have girth 8 with girth degree 168.80 cycles in average. At code rate 2/3 and 5/6 all variable nodes of the WLAN codes are passed by girth 6 in 37.25 and 149.75 cycles in average. The interest lies in the WLAN codes at code rate 3/4. About 17% of the variable nodes of the codes are passed by girth 4 with 1 cycle in average and about 83% of the variable nodes have girth 6 with girth degree 62.65 cycles in average. Other code rates, 2/3 and 5/6 all variable nodes of the codes have girth 6 with girth degree 37.25 and 149.75 cycles in average, respectively.
Table 3.10 Average girth degree distribution of WLAN codes (code length = 648 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Average Girth distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>$0.79 x^{23.65} y^6 + 0.21 x^{168.30} y^8$</td>
</tr>
<tr>
<td>2/3</td>
<td>$1 x^{37.25} y^6$</td>
</tr>
<tr>
<td>3/4</td>
<td>$0.17 x^4 y^4 + 0.83 x^{162.65} y^6$</td>
</tr>
<tr>
<td>5/6</td>
<td>$1 x^{149.75} y^6$</td>
</tr>
</tbody>
</table>

In case of the WLAN codes with code length 1,296 bits, girth 6 is again becoming the most dominant girth (see Table 3.11). At code rate 1/2 girth 6 passes about 92% of variable nodes and the girth 8 passes the rest variable nodes. The WLAN codes at code rate 3/4 and 5/6 have all variable nodes with girth 6. It is of interests that at code rate 2/3 about 17% of variable nodes of the WLAN codes have the short-four-cycles (girth 4) exist. The existing girth 4 leads to decreased average girth, which is lower than those of the WLAN codes with higher code rate, 3/4 and 5/6. However, again, the existence of the girth 4 is harmless for the code performance of the 1296-length WLAN codes with code rate 2/3 4 as shown in Figure 3.18.

Table 3.11 Girth distribution of WLAN codes (code length = 1,296 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth distribution</th>
<th>Average girth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>$0.92 y^6 + 0.08 y^6$</td>
<td>6.16</td>
</tr>
<tr>
<td>2/3</td>
<td>$0.17 y^4 + 0.83 y^6$</td>
<td>5.66</td>
</tr>
<tr>
<td>3/4</td>
<td>$1 y^6$</td>
<td>6</td>
</tr>
<tr>
<td>5/6</td>
<td>$1 y^6$</td>
<td>6</td>
</tr>
</tbody>
</table>

In terms of girth degree condition, the girth degree distribution of the girth 6 is again more widespread at higher girth degree as the code rate increases (see Table 3.12). For example, at code rate 1/2 the girth degree is ranging from one cycle to 38 cycles, while at code rate 5/6 the range of the girth degree is between 12 cycles to 73 cycles. It is here to note that at code rate 2/3 the girth degree of all variable nodes with girth 4 is one cycle. In general, the average girth degree of the girth 6 of the codes increases as code rate becomes higher (see Table 3.13). At code rate 1/2 the average girth degree is 6.95 cycles, while at code rate 5/6 the average girth degree is 52.87 cycles.

The girth characterization of the 1296-length WLAN codes can be represented at their average girth distribution (see Table 3.14). For example, at code rate 1/2 about 92% of the variable nodes of the code have girth 6 with girth degree 6.95 cycles in average and about 8% of the variable nodes have girth 8 with girth degree 34 cycles in average. It is of interest that at code rate 2/3 about 17% of the variable nodes of the code have girth 4 with
girth degree 1 cycle in average. At other higher code rates, 3/4 and 5/6, all variable nodes of the codes have girth 6 with girth degree 32.50 and 52.87 cycles in average, respectively.

![Figure 3.18](image)

**Figure 3.18** Code performance of the 1296-length WLAN codes at different code rates

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth 4 ((y^4))</th>
<th>Girth 6 ((y^6))</th>
<th>Girth 8 ((y^8))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.273 (x^1) + 0.318 (x^2) + 0.091 (x^3) + 0.091 (x^4) + 0.091 (x^5) + 0.045 (x^6) + 0.045 (x^7) + 0.045 (x^8)</td>
<td>0.5 (x^{29}) + 0.5 (x^{30})</td>
<td></td>
</tr>
<tr>
<td>2/3</td>
<td>(1\ (x^1))</td>
<td>0.05 (x^1) + 0.05 (x^2) + 0.05 (x^3) + 0.15 (x^4) + 0.10 (x^5) + 0.20 (x^6) + 0.05 (x^7) + 0.10 (x^8) + 0.05 (x^9) + 0.05 (x^{10}) + 0.05 (x^{11}) + 0.05 (x^{12}) + 0.05 (x^{13})</td>
<td></td>
</tr>
<tr>
<td>3/4</td>
<td>0.083 (x^1) + 0.083 (x^2) + 0.125 (x^3) + 0.042 (x^4) + 0.042 (x^5) + 0.042 (x^6) + 0.042 (x^7) + 0.083 (x^8) + 0.083 (x^9) + 0.042 (x^{10}) + 0.042 (x^{11}) + 0.042 (x^{12}) + 0.042 (x^{13}) + 0.042 (x^{14}) + 0.042 (x^{15}) + 0.042 (x^{16}) + 0.042 (x^{17}) + 0.083 (x^{18}) + 0.083 (x^{19}) + 0.042 (x^{20}) + 0.042 (x^{21}) + 0.042 (x^{22}) + 0.042 (x^{23}) + 0.042 (x^{24}) + 0.042 (x^{25}) + 0.042 (x^{26}) + 0.042 (x^{27}) + 0.042 (x^{28}) + 0.042 (x^{29}) + 0.042 (x^{30}) + 0.042 (x^{31}) + 0.042 (x^{32}) + 0.042 (x^{33}) + 0.042 (x^{34}) + 0.042 (x^{35}) + 0.042 (x^{36}) + 0.042 (x^{37}) + 0.042 (x^{38}) + 0.042 (x^{39}) + 0.042 (x^{40}) + 0.042 (x^{41}) + 0.042 (x^{42}) + 0.042 (x^{43}) + 0.042 (x^{44}) + 0.042 (x^{45}) + 0.042 (x^{46}) + 0.042 (x^{47}) + 0.042 (x^{48}) + 0.042 (x^{49}) + 0.042 (x^{50}) + 0.042 (x^{51}) + 0.042 (x^{52}) + 0.042 (x^{53}) + 0.042 (x^{54}) + 0.042 (x^{55}) + 0.042 (x^{56}) + 0.042 (x^{57}) + 0.042 (x^{58}) + 0.042 (x^{59}) + 0.042 (x^{60}) + 0.042 (x^{61}) + 0.042 (x^{62}) + 0.042 (x^{63}) + 0.042 (x^{64}) + 0.042 (x^{65}) + 0.042 (x^{66}) + 0.042 (x^{67}) + 0.042 (x^{68}) + 0.042 (x^{69}) + 0.042 (x^{70}) + 0.042 (x^{71}) + 0.042 (x^{72}) + 0.042 (x^{73})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/6</td>
<td>0.042 (x^{12}) + 0.042 (x^{13}) + 0.042 (x^{14}) + 0.042 (x^{15}) + 0.042 (x^{16}) + 0.042 (x^{17}) + 0.042 (x^{18}) + 0.042 (x^{19}) + 0.042 (x^{20}) + 0.042 (x^{21}) + 0.042 (x^{22}) + 0.042 (x^{23}) + 0.042 (x^{24}) + 0.042 (x^{25}) + 0.042 (x^{26}) + 0.042 (x^{27}) + 0.042 (x^{28}) + 0.042 (x^{29}) + 0.042 (x^{30}) + 0.042 (x^{31}) + 0.042 (x^{32}) + 0.042 (x^{33}) + 0.042 (x^{34}) + 0.042 (x^{35}) + 0.042 (x^{36}) + 0.042 (x^{37}) + 0.042 (x^{38}) + 0.042 (x^{39}) + 0.042 (x^{40}) + 0.042 (x^{41}) + 0.042 (x^{42}) + 0.042 (x^{43}) + 0.042 (x^{44}) + 0.042 (x^{45}) + 0.042 (x^{46}) + 0.042 (x^{47}) + 0.042 (x^{48}) + 0.042 (x^{49}) + 0.042 (x^{50}) + 0.042 (x^{51}) + 0.042 (x^{52}) + 0.042 (x^{53}) + 0.042 (x^{54}) + 0.042 (x^{55}) + 0.042 (x^{56}) + 0.042 (x^{57}) + 0.042 (x^{58}) + 0.042 (x^{59}) + 0.042 (x^{60}) + 0.042 (x^{61}) + 0.042 (x^{62}) + 0.042 (x^{63}) + 0.042 (x^{64}) + 0.042 (x^{65}) + 0.042 (x^{66}) + 0.042 (x^{67}) + 0.042 (x^{68}) + 0.042 (x^{69}) + 0.042 (x^{70}) + 0.042 (x^{71}) + 0.042 (x^{72}) + 0.042 (x^{73})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.13 Average girth degree of WLAN codes (code length = 1,296 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth 4</th>
<th>Girth 6</th>
<th>Girth 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0</td>
<td>6.95</td>
<td>34</td>
</tr>
<tr>
<td>2/3</td>
<td>1</td>
<td>9.15</td>
<td>0</td>
</tr>
<tr>
<td>3/4</td>
<td>0</td>
<td>32.50</td>
<td>0</td>
</tr>
<tr>
<td>5/6</td>
<td>0</td>
<td>52.87</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.14 Average girth degree distribution of WLAN codes (code length = 1,296 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Average girth distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>$0.92 \times 6.95^6 + 0.08 \times 34^8$</td>
</tr>
<tr>
<td>2/3</td>
<td>$0.17 \times 9.15^6 + 0.83 \times 6^8$</td>
</tr>
<tr>
<td>3/4</td>
<td>$1 \times 32.50^6$</td>
</tr>
<tr>
<td>5/6</td>
<td>$1 \times 52.87^6$</td>
</tr>
</tbody>
</table>

Table 3.15 Girth distribution of WLAN codes (code length = 1,944 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth distribution</th>
<th>Average girth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>$0.87 y^6 + 0.13 y^8$</td>
<td>6.32</td>
</tr>
<tr>
<td>2/3</td>
<td>$0.17 y^4 + 0.83 y^6$</td>
<td>5.66</td>
</tr>
<tr>
<td>3/4</td>
<td>$1 y^6$</td>
<td>6</td>
</tr>
<tr>
<td>5/6</td>
<td>$1 y^6$</td>
<td>6</td>
</tr>
</tbody>
</table>

In case of the WLAN codes with code length 1,944 bits, girth 6 is still the most dominant girth (see Table 3.15). At code rate 1/2 girth 6 sizes about 87% of variable nodes of the codes, while girth 8 appears at about 13% of variable nodes. The codes at code rates 3/4 and 5/6 have all variable nodes with girth 6. It is of interests that at code rate 2/3 about 17% of variable nodes have the short-four-cycles (girth 4) exist, what leads to decreased average girth. Again, the existence of the girth 4 is however harmless for code performance of the 1944-length WLAN codes with code rate 2/3 as shown in Figure 3.19.

In terms of girth degree condition, the girth degree distribution of the girth 6 is more widespread at higher girth degrees as the code rate increases (see Table 3.16). For example, at code rate 1/2 the girth degree is ranging from one cycle to 31 cycles, while at code rate 5/6 the range of the girth degree is between 2 cycles to 39 cycles. It is here to note that at code rate 2/3 the codes have of a half of variable nodes with one-cycle-girth 4 and the other half with three-cycles-girth 4. The average girth degree of the girth 6 of the codes increases as code rate becomes higher (see Table 3.17). At code rate 1/2 the average girth degree is 5.86 cycles, while at code rate 5/6 the average girth degree is 22.25 cycles.
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Figure 3.19 Code performance of the 1944-length WLAN codes at different code rates

Table 3.16 Girth degree distribution of WLAN codes (code length = 1,944 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth 4 ($y^4$)</th>
<th>Girth 6 ($y^6$)</th>
<th>Girth 8 ($y^8$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>$0.286 x^1 + 0.333 x^2 + 0.095 x^3 + 0.143 x^4 + 0.048 x^{25}$ $+ 0.048 x^{29} + 0.048 x^{31}$</td>
<td>$0.333 x^{26} + 0.333 x^{30} + 0.333 x^{34}$</td>
<td></td>
</tr>
<tr>
<td>2/3</td>
<td>$0.5 x^1 + 0.5 x^3$</td>
<td>$0.150 x^1 + 0.100 x^2 + 0.250 x^3 + 0.150 x^4 + 0.150 x^5$ $+ 0.050 x^6 + 0.50 x^23 + 0.050 x^{31} + 0.050 x^{47}$</td>
<td></td>
</tr>
<tr>
<td>3/4</td>
<td>$0.042 x^2 + 0.083 x^3 + 0.083 x^4 + 0.167 x^5 + 0.083 x^8$ $+ 0.125 x^9 + 0.083 x^{10} + 0.042 x^{13} + 0.042 x^{33} + 0.042 x^{34}$ $+ 0.042 x^{35} + 0.042 x^{38} + 0.042 x^{40} + 0.042 x^{41}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/6</td>
<td>$0.083 x^2 + 0.042 x^3 + 0.042 x^{10} + 0.167 x^{15} + 0.083 x^{17} + 0.042 x^{18} + 0.083 x^{22}$ $+ 0.042 x^{28} + 0.083 x^{30} + 0.042 x^{32} + 0.042 x^{33} + 0.042 x^{37} + 0.083 x^{38} + 0.042 x^{39}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.17 Average girth degree of WLAN codes (code length = 1,944 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Girth 4</th>
<th>Girth 6</th>
<th>Girth 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0</td>
<td>5.86</td>
<td>30</td>
</tr>
<tr>
<td>2/3</td>
<td>2</td>
<td>7.80</td>
<td>0</td>
</tr>
<tr>
<td>3/4</td>
<td>0</td>
<td>14.38</td>
<td>0</td>
</tr>
<tr>
<td>5/6</td>
<td>0</td>
<td>22.25</td>
<td>0</td>
</tr>
</tbody>
</table>

The girth characterization of the 1944-length WLAN codes can be represented at their average girth distribution (see Table 3.18). For example, at code rate 1/2 about 87% of the variable nodes of the code have girth 6 with girth degree 5.86 cycles in average and about 13% of the variable nodes have girth 8 with girth degree 30 cycles in average. It is of interests that at code rate 2/3 about 17% of the variable nodes of the code have girth 4 with girth degree 2 cycles in average and about 83% of the variable nodes have girth 6 with girth degree 7.8 cycles in average. Other code rates, 3/4 and 5/6 all variable nodes of the codes have girth 6 with girth degree 14.38 and 22.25 cycles in average, respectively.

Table 3.18 Average girth degree distribution of WLAN codes (code length = 1,944 bits)

<table>
<thead>
<tr>
<th>Code rates</th>
<th>Average girth distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>$0.87 x^{5.86} y^6 + 0.13 x^{14.38} y^6$</td>
</tr>
<tr>
<td>2/3</td>
<td>$0.17 x^{7.8} y^4 + 0.83 x^{22.25} y^6$</td>
</tr>
<tr>
<td>3/4</td>
<td>$1 x^{14.38} y^6$</td>
</tr>
<tr>
<td>5/6</td>
<td>$1 x^{22.25} y^6$</td>
</tr>
</tbody>
</table>

As previously described, some WLAN codes contains short-four-cycles, i.e. the codes in code length 648 bits with code rate 3/4, code length 1,296 bits with code rate 2/3 and code length 1,944 bits with code rate 2/3 as summarized in Table 3.19. Those codes have the same girth distribution, i.e. 17% of variable nodes with girth 4 and 83% of variable nodes with girth 6. The girth degree of the girth 4 of the WLAN codes is one at code length 648 and 1,296 bits and two at code length 1,944 bits.

Table 3.19 Average girth distribution of WLAN codes having girth 4

<table>
<thead>
<tr>
<th>Code length (bits)</th>
<th>Code rates</th>
<th>Average girth distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>648</td>
<td>3/4</td>
<td>$0.17 x^{7} y^3 + 0.83 x^{62.65} y^6$</td>
</tr>
<tr>
<td>1,296</td>
<td>2/3</td>
<td>$0.17 x^{7} y^4 + 0.83 x^{9.15} y^6$</td>
</tr>
<tr>
<td>1,944</td>
<td>2/3</td>
<td>$0.17 x^{7} y^5 + 0.83 x^{7.8} y^6$</td>
</tr>
</tbody>
</table>
The impact of girth and girth degree on the code performance is put in comparison as presented in Table 3.20. It is a rule of thumb that the code performance gets worse as the code rate increases. Moreover, the code performance has a strong correlation with the girth. Some constructions of LDPC codes are established with higher girth to have better code performance. In case of WLAN codes, it is difficult to make, either global girth or (average) local girth, to become the determinant factor for code performance. Only the codes with code rate 1/2 have relatively significant higher average girth. Hence, the rate-1/2 codes show the best code performance. However, at higher code rates, the average girth lies on 6, even lower than 6 in some codes because they include short-four-cycles.

<table>
<thead>
<tr>
<th>Code length/ Code rates</th>
<th>648 bits</th>
<th>1,296 bits</th>
<th>1,944 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average girth</td>
<td>Avrg Girth degree of girth 6</td>
<td>Average girth</td>
</tr>
<tr>
<td>1/2</td>
<td>6.42</td>
<td>23.05</td>
<td>6.16</td>
</tr>
<tr>
<td>2/3</td>
<td>6</td>
<td>37.25</td>
<td>5.66</td>
</tr>
<tr>
<td>3/4</td>
<td>5.66</td>
<td>62.65</td>
<td>6</td>
</tr>
<tr>
<td>5/6</td>
<td>6</td>
<td>149.75</td>
<td>6</td>
</tr>
</tbody>
</table>

On contrary to the average girth, the girth degree shows its efficiency as a measure for the code performance. The average girth degree of girth 6 increases as the code rate increases which in turn leads to a worse code performance. This fact shows that the number of cycles of girth plays more significant roles than girth in determination of code performance.

It is of great interest to investigate the impact of the existence of four-short-cycles on the performance of WLAN codes. The concept of girth degree has indicated the existence of short four cycles within some WLAN codes shown before: the 648-length, 3/4-rate code, the 1296-length, 2/3-rate code, and the 1944-length, 2/3-rate code. Their corresponding parity check matrices withdrawn from the IEEE802.11n Standard [IEEE09] are depicted in Figure 3.20.

In those parity-check matrices, the slope parameter indicating non-zero positions of submatrices with girth 4 are marked with circle. The short four-cycles involves non-zero elements in four submatrices forming a quadratic cycle form, in which the modulus operation of the difference of non-zero positions between two submatrices in the same row is the same as in the other ones. This principle is used to avoid short four-cycles in the code construction method discussed in the chapter 4.

In case of the 648-length, 3/4-rate WLAN code, the short-four-cycles involves four submatrices in two pair of column, i.e. column 1 with column 21 and column 9 with column 19. In case of the 1296-length, 2/3-rate code, the short four-cycles also involves four submatrices in two pair of column, i.e. column 1 with column 5 and column 2 with
column 3. In case of the 1944-length, 2/3-rate code, the short-four-cycles involves four submatrices in a pair of column, i.e. column 1 with column 3.

(a) Code length 648 bits and code rate 3/4

(b) Code length 1,296 bits and code rate 2/3

(c) Code length 1,944 bits and code rate 2/3

Figure 3.20 Parity check matrices of WLAN codes [IEEE09] containing short-four-cycles

The objective is to compare the performance of the corresponding original WLAN codes with those codes without and with more cycles of four-short-cycles. Two kinds of modification of the WLAN codes containing four-short cycles are conducted. In the first modification, their four-short cycles are alleviated by changing the slope parameters of the affected submatrices. In the second modification, more four-short cycles are introduced to the parity check matrices by also changing the slope parameters of other submatrices. Either the original WLAN codes or the modified ones are simulated over AWGN channel at the maximal iteration 20.

As shown in Figure 3.21, in the first modification, the change of slope parameter takes place several submatrices (indicated by bold number). The selection of the slope parameter is arbitrarily with the condition that no short-four-cycles are included. In case of
the length-648, rate-3/4 WLAN code, the modification of the slope parameter takes place 
in the first and ninth column. In case of the length-1296, rate-2/3 WLAN code, the 
modification of slope parameter takes place in the first and second column. In case of the 
length-1944, rate-2/3 WLAN code, the modification of slope parameter takes place in the 
first column.

(a) Code length 648 bits and code rate 3/4 without short-four-cycles

(b) Code length 1296 bits and code rate 2/3 without short-four-cycles

(c) Code length 1944 bits and code rate 2/3 without short-four-cycles

**Figure 3.21** Modified parity check matrix of IEEE802.11n codes without short-four-cycles

As shown in Figure 3.22 the alleviation of short four-cycles improves the BER 
performance. The significant improvement of code performance takes place in the length-
1944, rate-2/3 WLAN code. At the other codes, the alleviation of short four cycles 
 improves slightly.
The impact of short four-cycles with higher girth degree is investigated. For this purpose, as representative, the length-1296, rate-2/3 WLAN codes are modified such as that their girth degree of short four-cycles (girth 4) becomes higher. For this purpose, the girth degree is increased to 4. The modification of the slope parameter can be realized in the Figure 3.23. As the result, the impact of girth degree on BER performance of the codes can be considered as negligible as depicted in Figure 3.24. In this case, the assigned level of girth degree can be considered as still not harmful enough to degrade the code performance. However, up to a certain extent, higher girth degree can degrade the BER performance significantly as shown in Chapter 4.

Figure 3.23 Modified parity check matrix of WLAN codes (code length 1296 bits and code rate 2/3) with higher short-four-cycles
In this chapter, a novel concept for LDPC codes, the concept of girth degree, has been presented. The concept is used to evaluate LDPC codes by characterizing the codes in terms of their shortest cycles (girth) passing through the variable nodes in order to realize their impact on code performance. The concept considers the number of girth cycles (or girth degree) of all variable nodes and their distribution as well.

In this concept, two algorithms are proposed to characterize the girth degree of LDPC codes. The girth detection algorithm is used for detecting the existence of girths in the parity-check matrix or the corresponding bipartite graph, and the girth degree counting algorithm is applicable for counting the number of girth cycles passing through the variable nodes.

Using the concept of girth degree, some types of LDPC codes are characterized in terms of its girth degree distribution. In case of random MacKay codes, the concept shows that the girth increases in average as the code length gets higher. Meanwhile, the girth degree decreases in average, correspondingly. Their girth degree distribution becomes smaller and more concentrated to lower girth degree.

**Figure 3.24** Impact of girth degree on BER performance of the length-1944, rate-2/3 codes

3.4 Conclusion

In this chapter, a novel concept for LDPC codes, the concept of girth degree, has been presented. The concept is used to evaluate LDPC codes by characterizing the codes in terms of their shortest cycles (girth) passing through the variable nodes in order to realize their impact on code performance. The concept considers the number of girth cycles (or girth degree) of all variable nodes and their distribution as well.

In this concept, two algorithms are proposed to characterize the girth degree of LDPC codes. The girth detection algorithm is used for detecting the existence of girths in the parity-check matrix or the corresponding bipartite graph, and the girth degree counting algorithm is applicable for counting the number of girth cycles passing through the variable nodes.

Using the concept of girth degree, some types of LDPC codes are characterized in terms of its girth degree distribution. In case of random MacKay codes, the concept shows that the girth increases in average as the code length gets higher. Meanwhile, the girth degree decreases in average, correspondingly. Their girth degree distribution becomes smaller and more concentrated to lower girth degree.
It is well-known in the theory of LDPC codes that the increasing code length leads to better code performance. The increasing girth as well as decreasing girth degree could be considered as to contribute to the better code performance because the increasing girth as well as the decreasing girth degree guarantees the higher bit independency in iterative decoding, which leads to a more effective and better decoding process.

In addition to that, the concept of girth degree also shows that the girth of random MacKay codes decreases in average as the code rate increases. Meanwhile, their girth degree gets higher in average, correspondingly. It is proven that LDPC codes at higher code rate have poorer code performance. The reason for this could be correlated with the decreasing average girth as well as the increasing average girth degree reducing the bit independency in iterative decoding, which leads to a worse decoding process.

The concept of girth degree is also used to characterize structured array LDPC codes. The array codes have fixed number of girth as well as girth degree in average as code length increases. Their girth degree distribution is also relative constant. This girth condition of the array codes may lead to poorer performance in comparison with random MacKay codes.

The WLAN codes are also characterized using the concept of girth degree. It is of interest that some WLAN codes contain short-four-cycles. Although those cycles exist, the corresponding WLAN codes still perform well. It can be considered as a proof, that the existence of short-four-cycles to some extent is not harmful enough to significantly degrade the code performance.

Moreover, the girth degree shows its efficiency as a measure for code performance on contrary to average girth. The average girth degree gets higher as code rate increases, which in turn, this leads to worse code performance. This fact shows that the number of cycles of girth plays a more significant role than girth in the determination of code performance.
CHAPTER 4

CODE CONSTRUCTION WITH STAIR STRUCTURE

4.1 Background

In this chapter, a class of LPDC codes with very low encoding complexity and simple code construction is introduced. The codes are generated by only cyclic-shift registers in parallel processing. These codes are a trivial variant of LDPC staircase suggested in [KN95]. However, instead of dual-diagonal structure, the idea of LDGM structure that uses an identity matrix to ease encoding in linear time [OM01] is applied. Roca and Neumann [RN04] shows that the staircase structure makes encoding/decoding for applications with bandwidths of several hundreds of Mbps possible, which in turn, makes it appropriate to communications over high-speed networks. Some researchers are interested to employ the class of LDPC codes with staircase structure as Forward Error Correction (FEC) codes for reliable multicast data transport in internet [RNF06].

The parity check matrix of LDPC staircase code makes use of the identity matrix for the $I_{n-k}$ matrix, in which its ones slope has staircase structure. The parity check matrix is divided into two parts, namely the left side of the matrix, which defines equations involving the source symbols and the right side of the matrix, which defines equations involving the repairing (parity) symbols. Figure 4.1 depicts an example of the parity-check matrix of LDPC staircase codes and its associated bipartite graph. The box nodes and round nodes denote the check and variable nodes, respectively. The way they are connected is defined by matrix $H$. In the bipartite graph, the connection is represented by the edges connecting variable nodes to a check node.

![Figure 4.1 LDPC staircase codes: parity-check matrix (a) and its corresponding graph (b)](image-url)
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The $n$-bit packet generated by the LDPC encoder is composed of the $k$-bit source packet and the $(n-k)$-bit parity packet. In Figure 4.1, the $k$ source packets constitutes the $k$ variable (information) nodes $b$, while the $(n-k)$-bit parity packet constitutes the $(n-k)$ variable nodes $p$. The check nodes represent relationships between the variable nodes. The relationship constitutes a set of linear equations involving the value of the variable nodes. The staircase structure makes it possible to produce the parity packet directly from the relationship between the check node and its associated source node as follows.

\[
\begin{align*}
p_7 &\equiv b_1 \oplus b_2 \oplus b_4 \oplus b_5 \\
p_8 &\equiv b_2 \oplus b_3 \oplus b_5 \oplus b_6 \\
p_9 &\equiv b_1 \oplus b_3 \oplus b_4 \oplus b_6
\end{align*}
\]

In the staircase approach, all parity nodes are linked to exactly one check node. The decoding algorithm for LDPC stair codes can be derived by applying belief propagation [Gall62]. For this special case of LDPC codes there exist $n-k$ parity nodes with node degree 1 and $k$ bit source nodes corresponding to the systematic bits. Therefore, the messages propagated from the degree-1 parity bit node to the corresponding check node will be always just the a priori probability of the corresponding bit. The recovery of the systematic bit is more important in this case.

The proposed codes differ from LDGM codes by the type of permutation matrices and encoding technique. Instead of multiplying the sparse generator matrix with the vector composed of source packet, the encoding of the proposed codes are done directly from the parity-check matrix. The design of permutation matrices is proposed in combination with the staircase structure, which leads to extreme low encoding complexity without performance degradation [HEK07b]. The appropriate structure of the permutation matrices can be expected to lower the error floor [KN95].

### 4.2 Code Structure

In the proposed LDPC stair codes two kinds of structure of the systematic part of the parity check matrix are presented. The systematic matrix consists of several permutation matrices, which are arranged in different concatenation: cascade and lattice structures. Recall that a permutation matrix is a square matrix composed of 0’s and 1’s, with a single 1 in each row and column. The permutation matrix is considered circulant because the $i$-th row of the matrix is obtained by cyclically shifting the $(i-1)$-th row by one position to the right.

The identity matrix acts as reference for circulant permutation matrix (hereafter, shortly referred to as submatrix). Figure 4.2 depicts an identity matrix and a circulant permutation matrix with a singular cyclic shift.
\[
H_i = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix} \quad (a)
\]
\[
H_i = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1
\end{bmatrix} \quad (b)
\]

**Figure 4.2** An identity matrix (a) and a singular cyclic shift submatrix (b)

In Figure 4.3 an important parameter to characterize a submatrix, namely, cyclic-shift number \( s \) is introduced. This parameter (hereafter, referred to as slope parameter) denotes how far the stair (hereafter, referred to as slope) of identity matrix is cyclic right-shifted. In case of the identity matrix and a single cyclic shift submatrix in Figure 4.2, the cyclic-shift number \( s = 0 \) and \( s = 1 \), respectively.

![Figure 4.3 Submatrix with cyclic right-shifted slope \( s \)](image)

A submatrix can consist of some slopes, which is resulting from correspondingly addition of some submatrices with one slope each. The number of slopes is associated with the number of column weight and row weight of the parity check matrix. Figure 4.4 shows the submatrix with three slopes and is characterized by its slope parameter \( s = 1, 2 \) and 4.

\[
\begin{bmatrix}
0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 0 & 1 & 0 & 0
\end{bmatrix} \quad (a)
\]

![Figure 4.4 Submatrix (a) with its corresponding graph (b)](image)

To simplify the representation of the proposed codes, a submatrix with the series of the slope parameter of their submatrices in the systematic part of parity-check matrix can be represented in the following form.
where $[ ... ] = \text{submatrix}$ and $s_m = \text{the}-m\text{-th slope parameter}$. A submatrix containing only zero elements is represented by $[ - ]$. Serially concatenated submatrices are represented by $[ ... ][ ... ]$, while parallel concatenated submatrices are separated by sign $;$ and represented by $[ ... ];[ ... ]$. For example, the submatrix illustrated in Figure 4.4 can be represented by its slope parameter as $[1+2+4]$, while an identity matrix can be represented by $[0]$.

### 4.2.1 Cascade Structure

The cascade structure is constructed as follows. The parity check matrix $H$ is given by

$$H = [P \ I] \quad (4.1)$$

where $I$ denotes an identity matrix and $P$ denotes $p$ submatrices in cascaded format, which is given by

$$P = [H_1 \ H_2 \ ... \ H_p] \quad (4.2)$$

where $H_i$ denotes the submatrix $i$, where $i = 1, 2 \ldots p$.

Each submatrix has quadratic dimension $n/(t+1)$, where $n$ is code length and $t$ is the number of the submatrix. The code rate is $t/(t+1)$. The column weight and row weight correspond to the number of slopes applied in the submatrices. In the quasi-regular case, where the number of slopes in each submatrices is equal, the column weight in the left submatrices and in the stair matrix is $t \times n_s$ and $1$ in the right part, respectively, and the row weight is $t \times n_s + 1$, where $n_s$ is the number of slopes in a submatrix.

For example, a quasi-regular LDPC code is constructed with code rate 3/4 as shown in Figure 4.5. The code consists of three submatrices and an identity matrix. The code has row-weight 10 and column-weight 3 and 1 in systematic matrix and the identity matrix, respectively. The corresponding parity check matrix is depicted in Figure 4.5.
4.2.2 Lattice Structure

The parity check matrix $H$ of the lattice structure is the same as of the cascade one, but with different construction of the matrix $P$, which denotes $p \times q$ submatrices in lattice format. The transpose of matrix $P$ is given by

$$P^T = [H_1 \ H_2 \ldots \ H_q]$$

(4.3)

$H_i$ is then partitioned into $p$ submatrices.

$$H_i = [H_{ij}\ H_{ij2} \ldots \ H_{ijp}]$$

(4.4)

where $H_{ij}$ denotes the submatrix $ij$ for $i = 1, 2 \ldots q$ and $j = 1, 2 \ldots p$.

Each submatrix has quadratic dimension $m_i \times m_i$, with $m_i = m/i$, where $i$ is number of submatrices in vertical arrangement. The code rate is $t/(t+i)$, where $t$ is number of submatrices in horizontal arrangement. The column weight and row weight correspond with the number of submatrices in vertical and horizontal, respectively. In the quasi-regular case, the column weight in the left submatrices is $t \times n_s$ and 1 in the right part, respectively, and the row weight is $i \times n_s + 1$, where $n_s$ is number of slopes in a submatrix.

In this structure the parity-check consists of several smaller submatrices with an identity matrix composed of a number of identity submatrices in its diagonal. Figure 4.6 depicts the parity check matrix for a quasi-regular LDPC code with code rate $3/4$. The code has row-weight 10 and column-weight 3 and 1 in the systematic matrix and the identity matrix, respectively.

![Figure 4.6 Lattice structure: parity check matrix](image)

The lattice structure can be obtained by horizontally appending concatenated submatrices at the cost of a prolonged code length. If the code length shall be held, a submatrix is divided into smaller ones in quadratic form. Figure 4.7 shows a cascade submatrix is broken into four and nine smaller quadratic submatrices (or lattice-4 and lattice-9, respectively).

Based on this idea, the lattice structure can be seen as a derivation of the cascade structure. The concatenation way of lattice structure makes it more flexible to cope with any code length in comparison with cascade structure. However, lattice structure is more complicated in the implementation of the encoder as described later.
4.3 Construction Methods

The proposed codes are constructed such that most possibly no short four-cycles exist in the bipartite graph as illustrated in Figure 4.8. The presence of such cycles has to be avoided to cope with degradation in decoding performance. However, to some extent, their existence is not harmful enough to degrade code performance [TJVW04, ZZ04, ZP01d].

The construction method can be simply done in two ways. The first step is to generate the value of the slope parameter using random permutation process. Then, the values of the slope parameter are examined using two methods, namely slopes method and girth detection method. If the requirement that no short-four-cycles found is not met, the permutation process of the slope parameter is repeated. In case of high code rate or dense column weight in systematic matrix, this requirement is hardly to meet. However, the existing of short-four-cycles does not inhibit codes to perform well as described later.

4.3.1 Slopes Method

The slopes method takes two parameters into consideration, namely, the slope parameters $s$ and so-called slope distance $\Delta s$. The slope distance is here defined as the distance between any two slopes, either in a submatrix or in any two submatrices. The
The slope method gives the principal rule to guarantee that no short-four-cycles exist in the systematic matrix of the parity check matrix of the proposed codes.

The principal rules of the slope method can be described as follows:

1. Constructing a submatrix by determining shift parameter $s$
   a. between slope and submatrix dimension
      \[
      s_i \neq p/2 \quad (4.5)
      \]
   b. between two slopes (see figure 4.9a):
      \[
      s_i \neq \frac{1}{2} (2s_j \mod p) \quad (4.6)
      \]
   c. between more than two slopes (see Figure 4.9b):
      \[
      s_i \neq \frac{1}{2} ((s_j + s_k) \mod p) \quad (4.7)
      \]
      \[
      \Delta s_{ij} + \Delta s_{ik} \neq p \quad (4.8)
      \]
   d. between two slope distance:
      \[
      \Delta s_{ij} \neq \Delta s_{jk} \quad (4.9)
      \]

   where $\Delta s_{ij} = |s_i - s_j|$, $\Delta s_{jk} = |s_j - s_k|$, $s_i < s_j < s_k$ and $p \times p$ is submatrix dimension

2. Putting all permutation matrices together and consider the condition between two slope distances in different matrices (see Figure 4.9c):
   \[
   \Delta s_{ij} \neq \Delta s_{mn} \quad (4.10)
   \]
   \[
   \Delta s_{ij} + \Delta s_{mn} \neq p \quad (4.11)
   \]

   where $\Delta s_{ij} = |s_i - s_j|$ and $\Delta s_{mn} = |s_m - s_n|$
In case of lattice structure, an additional principal rule must be taken into account. The slope method has to assure that no pair of slopes with the submatrix construction illustrated in Figure 4.10 has the same slope distance $\Delta s$. To achieve this objective, the following condition has to be held

$$\Delta s_{ik} = \text{mod}(\Delta s_{mo}, p)$$  \hspace{1cm} (4.12)

where $\Delta s_{ik} = |s_{ij} - s_{kl}|$ and $\Delta s_{mo} = |s_{mn} - s_{op}|$

![Figure 4.10 A pair of slope distance](image)

As illustrated in Figure 4.11, the method of code construction using the slope method can be simply described as follows:

Step 1. Determine the code parameters: code rate, code length and column weight
Step 2. Determine the type of code structure type: lattice or cascade
Step 3. Determine the number of submatrices and slopes referring to the code parameters
Step 4. Determine the slope parameter in submatrices randomly using permutation process
Step 5. Check if short four-cycles exists using slope method
Step 6. If short four cycles, go back to step 4, otherwise done

### 4.3.2 Girth Degree Detection Method

The proposed codes can be also constructed without the presence of four-cycle by making use of the girth degree detection method as described in the previous chapter. As illustrated in Figure 4.12, the construction method can be simply described as follows:

Step 1. Determine the code parameters: code rate, code length and column weight
Step 2. Determine the type of code structure type: lattice or cascade
Step 3. Determine the number of submatrices and slopes referring to the code parameters
Step 4. Determine the slope position in submatrices randomly using permutation process
Step 5. Check if short four cycles exist using girth degree detection method
Step 6. If short four cycles, go back to step 4, otherwise done

Figure 4.11 Algorithm of code construction with slope method

4.4 Encoder/Decoder Design

4.4.1 Encoder Design

a. Cascade Structure

The structure of such parity check matrix makes its implementation very simple. The encoder can be derived analytically from the syndrome equation

\[
H.c^T = 0
\]  \hspace{1cm} (4.12)
Codeword $c$ is partitioned into a number of subblock, which corresponds to the partition of the parity check matrix $H$

$$c = [u_1 \ u_2 \ ... \ u_p \ p]$$  \hspace{1cm} (4.13)

where $u_i$ for $i = 1, 2, \ldots p$ is sub-block of information bits and $p$ is block of parity bits.

![Algorithm of code construction with girth degree detection method](image)

Figure 4.12 Algorithm of code construction with girth degree detection method

From the equation (4.12) and (4.13), a sum-product equation is obtained as follow

$$H_1 u_1^T + H_2 u_2^T + \ldots + H_p u_p^T + \ldots + I p^T = 0$$  \hspace{1cm} (4.14)

By considering $p = 1.p^T$, the vector of parity bits results in
\[ \mathbf{p}^\top = \mathbf{H}_1 \mathbf{u}_1^\top + \mathbf{H}_2 \mathbf{u}_2^\top + \ldots + \mathbf{H}_p \mathbf{u}_p^\top \quad (4.15) \]

This equation can be simply implemented by parallel circuit of cyclic-shift registers. Furthermore, the work is focused on analytical operation in a submatrix. To simplify the description, only a slope containing non-zero entries in a submatrix is presented in Figure 4.13

\[
\begin{bmatrix}
\cdots & h_{1(1+s)} & \cdots \\
\cdots & \cdots & h_{2(2+s)} & \cdots \\
\cdots & \cdots & \cdots & \ddots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
\]

where \( s \) is cyclic-shift number and \( m \times m \) is dimension of submatrix. By multiplying submatrix with information sub-block, the parity bit can be obtained

\[ p_i = h_{(i+s),i} u_{(i+s)} \quad (4.16) \]

Due to \( h_{ij} = 1 \), no multiplication is necessary.

\[ p_i = u_{(i+s)} \quad (4.17) \]

Due to cyclic operation, the parity bit is as follow

\[
p_i = \begin{cases} 
  u_{(i+s)}, & i - s < j \\
  u_{(i+s-m)}, & \text{otherwise}
\end{cases} \quad (4.18)
\]

The parity bit of row \( i \) of a parity check matrix containing \( p \) submatrices with \( j \) slopes is obtained by
\[ P_i = \sum_p \sum_{j} u_{i+s_j} \]  

(4.19)

Figure 4.14a shows a permutation matrix containing \( t \) slopes with cyclic-shift numbers \( s_j \), where \( j = 1, 2 \ldots t \).

Figure 4.14 Cascade structure: submatrix (a) and its cyclic-shift register (b)

This permutation matrix is realized by a cyclic-shift register as depicted in Figure 4.14b. The cyclic-shift register of length \( n \) is initially occupied by information bits \( u \). After \( m \) cycles the parity bits \( p \) is generated and the information bits \( u \) are released.

For example, for the parity check matrix of the 3/4-rate code with cascade structure and column weight 3 three cycle-shift registers connected by addition operation are necessary to calculate all parity bits. The parity bits \( p \) is appended to the information bits \( u = [u_1, u_2, u_3] \) to build a valid codeword \( c \) as shown in Figure 4.15.
**b. Lattice Structure**

The encoder for this structure can be derived analytically from the equation (4.12)-(4.15). It differs from the cascade structure by number of permutation matrices. A lattice matrix contains of $q$ permutation matrices: $H_j = [H_{1j} H_{2j} ... H_{qj}]$. The packet is again partitioned accordingly for $u_i : u_i = [u_{i1} u_{i2} ... u_{ip}]$ and $p = [p_1 p_2 ... p_q]$.

$$p_i^T = H_{i1} u_{i1}^T + H_{i2} u_{i2}^T + ... + H_{iq} u_{iq}^T; \text{ for } i = 1, 2, ..., q$$  \hspace{1cm} (4.20)

This equation can be simply implemented by parallel circuit of cyclic-shift registers, whose analytical operation is presented by the equation (4.16)-(4.19).

By this construction we break each cascade matrix into nine smaller lattice matrices or equivalently three concatenated permutation matrices. Each lattice matrix contains three permutation matrices as depicted in figure 4.16a. Each permutation matrix contains a slope with cyclic-shift numbers $s_j$, where $j = 1, 2$ and $3$.

These concatenated matrices are realized by a cyclic-shift register as depicted in figure 4.16b. The cyclic-shift register of length $n$ is initially occupied by information bits $u$. After $m$ cycles the parity bits $p$ is generated and the information bits $u$ is output.

For the lattice structure it is necessary to have nine cycle-shift registers connected by addition operation to calculate all parity bits as shown in Figure 4.17. The parity bits $p$ is appended to the information bits $u = [u_1 u_2 u_3]$ to build a valid codeword $c$. 

---

\[\text{Figure 4.16 Lattice structure: submatrices (a) and its cyclic-shift register (b)}\]
c. Comparison of Both Code Structures

The comparison of cascade and lattice structure can be described using the slope method. Both structures are compared in terms of complexity and flexibility. Two types of complexity are introduced, that is, the complexity in design and in realization. Here, the complexity in design is meant to the number of equations involved in determination of slope parameter leading to parity check matrix. While, the complexity in realization is defined as the number of shift registers needed in encoder circuit.

Basically, the complexity of the encoder depends on the number of slopes and the number of submatrices. Both correspond to column weight and code rate. In Table 4.1 the number of equations to check per a submatrix for each step of design of parity check matrix is presented. While, Table 4.2 shows number of equations needed for checking short four-cycles between submatrices.

Table 4.1 Number of equation ($N_{eq}$) depending on number of slopes per submatrix ($N_{sl}$)

<table>
<thead>
<tr>
<th>Step</th>
<th>Number of slopes per submatrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td>1.a</td>
<td>3</td>
</tr>
<tr>
<td>1.b</td>
<td>3</td>
</tr>
<tr>
<td>1.c</td>
<td>2x1</td>
</tr>
<tr>
<td>1.d</td>
<td>1</td>
</tr>
<tr>
<td>2.a</td>
<td>2x3x3</td>
</tr>
</tbody>
</table>

Table 4.2 Number of equation ($N_{eq}$) for number of submatrix ($N_{sm}$)

<table>
<thead>
<tr>
<th>$N_{sm}$</th>
<th>$N_{eq}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

Now, both structures are compared in terms of complexity in terms of number of equation needed to determine the slope parameter and the number of shift register needed for realization. For comparison, both structures are constructed with column weight 3 at WLAN code rate, i.e. 1/2, 2/3 and 3/4. The number of equation needed by both structures is put in comparison in Table 4.3. In fact, more equations are necessary to check for constructing the lattice. Besides, the number of equation for the lattice rises in more significant rate as the code rate increases.
Table 4.3 Comparison of both structures in number of equation per code rate

<table>
<thead>
<tr>
<th>Code Rate</th>
<th>Cascade</th>
<th>Lattice</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>2/3</td>
<td>36</td>
<td>45</td>
</tr>
<tr>
<td>3/4</td>
<td>54</td>
<td>108</td>
</tr>
</tbody>
</table>

In the realization, the number of submatrix for the lattice is three times larger than that for the cascade as shown in Table 4.4. This number also corresponds with the number of shift register needed for encoder circuit. In addition to that, the higher complexity in the implementation of the lattice encoder can be realized in the previous section.

Table 4.4 Comparison of both structures in number of submatrix per code rate

<table>
<thead>
<tr>
<th>Code Rate</th>
<th>Cascade</th>
<th>Lattice</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2/3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3/4</td>
<td>3</td>
<td>9</td>
</tr>
</tbody>
</table>

Here, this flexibility is meant to the feature of code to support code rate. In fact, the lattice support more types of code rate than the cascade, in which the latter only operates at code rate \(t/t+1\), where \(t\) is positive integer.

4.4.2 Decoder Design

The sparseness of the parity check matrix plays an important role in decoding complexity. A non-zero entry corresponds to edge between a variable node and a check node in the bipartite-graph. The parity check matrix we are considering has column-weight 3 and 1 and row-weight 10. Therefore, this code has 3000 edges in the bipartite graph.

For decoding the code, the sum-product algorithm (SPA) is commonly used. In this algorithm, messages are exchanged iteratively between the variable and check nodes as summarized as follows:

Step 1. Initialize. The decoder calculates LLRs for received bits \(y\).
Step 2. Message passing from variable nodes to check nodes
Step 3. Message passing from check nodes to variable nodes
Step 4. Make hard-decisions
Step 5. Repeat steps 2-4 until either of the following termination criteria are met; (1) if \(H.y^T = 0\), then the iterations are complete. (2) Otherwise, stop after a fixed maximum number of iterations whether they are complete or not.
The sum-product algorithm enables LDPC code to be decoded parallelly. Some realization approaches for the parallel design were introduced in [HB01, KSM02]. The parallel design of the decoder [KSM02] is composed of two types of computational blocks, two interleavers, and two pipe-line registers (see Figure 4.18). The computational blocks represent the nodes that are used to compute the messages. The interleavers represent the edge structure of the bipartite graph. The pipeline registers are used to store the output of the computational blocks. The $v_n$ blocks compute the message from variable nodes to check nodes (step 2), in which the LLRs are available as the initial value of messages. Their output are sent through $v\rightarrow c$ interleaver and then stored in the $v\rightarrow c$ pipeline registers. The $c_n$ blocks compute the messages from check nodes to variable nodes (step 3). Their output is stored in the pipeline $c\rightarrow v$ registers. They are sent to the $c\rightarrow v$ interleaver and fed back into $v_n$ blocks for other iteration.

Figure 4.17 Implementation of the encoder of lattice structure
4.5 Simulation Results

In this section, the proposed LDPC codes, including cascade structure and lattice structure (hereafter, denoted as Stair Cascade and Stair Lattice), are simulated, analyzed and put in comparison with some well-known benchmarking codes. For testing near-capacity performance of the codes, the simulation is conducted using BPSK modulation over additive white Gaussian noise (AWGN) channel. The sum-product decoding algorithm is applied. It is expected that the simulation can explore the characteristics of the codes and their weaknesses as well as their strength.

The simulation considers several important parameters of LDPC code and their impact on the code performance, including decoding iteration, column weight, code length, code rate. The performance of the proposed LDPC codes at high code rate and short code rate is also taken into account. Those parameters are set in sense of their practicability in wireless LAN application. Finally, the proposed LDPC codes are compared with some benchmarking codes, such as random MacKay codes [MN95] and also IEEE802.11n (WLAN) codes [IEEE09].

a. Cascade Structure

Maximal number of decoding iteration

The performance of the Stair Cascade codes at practical number of decoding iteration is firstly investigated. The maximal number of decoding iteration up to 20 is considered.
The simulated Stair Cascade code is designed with code length \( L = 1200 \) bits, code rate \( R = 3/4 \) and column weight 6. The code has the following slope parameter

\[
[146+203+285+193+298+1][104+121+55+281+184+124] \ldots \\
[169+154+215+247+208+165][0]
\]

Figure 4.19 shows the impact of decoding iteration on the performance of the Stair Cascade codes. It is realized that the code still performs well in decoding with only maximal two iterations. However, better performance can still be achieved at higher decoding iteration. The simulation result shows that the code can achieve the optimal BER performance with the maximal decoding iteration 10. More number of decoding iteration brings only negligible contribution to the performance gain. Therefore, the maximal decoding iteration 10 is selected as basis for further investigation.

![Figure 4.19 Impact of decoding iteration on the performance of the length-1200, rate-3/4 Stair Cascade code](image)

**Figure 4.19** Impact of decoding iteration on the performance of the length-1200, rate-3/4 Stair Cascade code

**Code rate**

The performance of the Stair Cascade codes is simulated at three different code rates, i.e. \( 1/2 \), \( 2/3 \) and \( 3/4 \). The codes are constructed at code length 1200 bits and column weight 6. Their slope parameters are as follows.
Figure 4.20 shows the threshold performance of the Stair Cascade codes is subject to get worse as the code rate increases. However, at the other side, the error floor performance improves. The Stair Cascade code with code rate 2/3 can achieve a bit error rate of $10^{-5}$ at about 3 dB which about 0.5 dB better than the code with code rate 3/4. However, at higher signal-to-noise ratio, the Stair Cascade code with code rate 2/3 suffers from the higher error floor. Meanwhile, the performance of the Stair Cascade code with code rate 1/2 degrades significantly at higher signal-to-noise ratio due to poor error floor performance. The high number of variables being part of the identity matrix could be responsible for the high error floor at code rate 1/2.

![Figure 4.20 Performance of Stair Cascade codes with code length 1,200 bits at different code rates](image-url)
**Column weight**

Concerning the poor error floor performance of the Stair Cascade codes at lower code rates, it is interesting to investigate the impact of the number of the column weight on the code performance. The Stair Cascade codes with code length 1,200 bits are constructed with different numbers of column weights, i.e. 3, 6 and 9. The codes are the simulated at different code rates, i.e. 1/2, 2/3, and 3/4.

First, the Stair Cascade codes are simulated at code rate 1/2 with the following slope parameter

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[547+548+572][0]</td>
</tr>
<tr>
<td>6</td>
<td>[545+216+589+518+382+94][0]</td>
</tr>
<tr>
<td>9</td>
<td>[31+235+515+467+85+214+117+228+134][0]</td>
</tr>
<tr>
<td>12</td>
<td>[423+380+126+57+207+544+225+128+171+289+341+33][0]</td>
</tr>
</tbody>
</table>

![Figure 4.21 Impact of column weight on the performance of Stair Cascade codes with code length 1,200 bits at code rate 1/2](image)

As shown in Figure 4.21 the increase of the weight of the column (WC) can improve the performance of the Stair Cascade codes to some extent. At code rate 1/2 the Stair
Cascade codes improve their performance as the column weight increases up to 9. However, more column weight cannot improve the code performance. Even, this leads to the degradation of the code performance. The excessive increased column weight contributes to higher cycles in the bipartite graph that reduce the node independence leading to degraded decoding performance.

Furthermore, the impact of the increased column weight is investigated in case of the Stair Cascade codes with code length 1,200 bits at code rate 2/3. The simulated codes are constructed with the following slope parameter:

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[195+323+100][128+345+54][0]</td>
</tr>
<tr>
<td>6</td>
<td>[109+311+190+87+325+38][83+377+199+157+238+282][0]</td>
</tr>
<tr>
<td>9</td>
<td>[346+102+173+362+190+124+84+131+234] [105+240+192+186+186+140+194+164][0]</td>
</tr>
</tbody>
</table>

Figure 4.22 shows the impact of column weight on the performance of Stair Cascade codes with code length 1,200 bits at code rate 2/3.

Figure 4.22 Impact of column weight on the performance of Stair Cascade codes with code length 1,200 bits at code rate 2/3

Figure 4.22 shows the impact of the increased column weight in the Stair Cascade codes at code rate 2/3. Again, the increased column weight improves the code performance to some extent. The codes perform best at column weight 6. More column weight leads to negligible code performance.
Finally, the impact of an increased column weight is investigated in the Stair Cascade code with code length 1,200 bits at a higher code rate, i.e. 3/4. The codes are constructed with the following slope parameter:

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[202+50+88][241+191+206][83+127+210][0]</td>
</tr>
<tr>
<td>6</td>
<td>[146+203+285+193+298+1][104+121+55+281+184+124]</td>
</tr>
<tr>
<td>9</td>
<td>[155+51+54+219+11+133+64+227+149][273+280+275+220+297+...89+21+151+282][230+235+186+138+124+240+152+86+229][0]</td>
</tr>
</tbody>
</table>

As shown in Figure 4.23 the Stair Cascade codes achieve their best performance at column weight 6. The increase of the column weight is not enough to improve the performance. Even this leads to worse performance.

![Figure 4.23 Impact of column weight on the performance of Stair Cascade codes with code length 1,200 bits at code rate 3/4](image)

From the simulation result above, in general, the code with low column weight suffers from a higher error floor. By increasing the column weight the error floor can be
effectively suppressed to some extent and therefore, the floor performance of the codes improves. However, the high column weight leads to a degraded performance. At code rate 1/2 the codes performs best with column weight 9. Meanwhile, at higher code rates, a column weight 6 would be more appropriate.

To some extent, higher column weights can help the code in improving its performance because more check nodes are involved, that lead to more reliable decoding. However, the number of column weight is restricted by the rule of thumb in decoding, i.e. node independence. Higher column weights could mean lower node independence, which in turn can reduce the decoding performance. Conclusively, the choice of column weights while designing codes must concern with code rate and code length as well.

b. Lattice Structure

Maximal number of decoding iteration

The impact of the number of decoding iterations on the performance of the Stair Lattice codes is investigated. The number of maximal decoding iterations is practically set up to 20. The Stair Lattice code is set to code length 1,200 bits, code rate 3/4 and column weight 6. Each submatrix is composed by four smaller submatrices with column weight 3. Its slope parameters are as follows

\[
\begin{bmatrix}
24+92+124 & 31+8+42 & 120+21+118 & 99+145+91 \\
25+55+85 & 15+50+51 & 27+30+94 & 39+26+146 \\
111+142+131 & 106+2+88 & 138+87+29 & 97+68+95
\end{bmatrix}
\]

As shown in Figure 4.24 the Stair Lattice codes achieve their optimal BER performance already at the maximal decoding iteration 10. More decoding iterations can be considered as negligible for the performance improvement. Therefore, again, a maximal number for the decoding iterations of 10 is selected as basis for further investigation of the Stair Lattice codes.

Code rate

The performance of the Stair Lattice codes is simulated at three different code rates, i.e. 1/2, 2/3 and 3/4. The codes are constructed at code length 1,200 bits and column weight 6. Their slope parameters are as follows

<table>
<thead>
<tr>
<th>Code rate</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>[[234+226+137][109+201+205];[291+293+60][267+180+151]][0]</td>
</tr>
<tr>
<td>2/3</td>
<td>[[126+57+128][171+33+89];[196+113+133][80+22+28]] ...</td>
</tr>
<tr>
<td></td>
<td>[[65+118+25][85+61+164];[125+24+183][109+162+21]][0]</td>
</tr>
</tbody>
</table>
Figure 4.24 Impact of decoding iteration on the performance of the length-1200, rate-3/4 Stair Lattice code

Figure 4.25 shows that the threshold performance of the Stair Lattice codes is subject to get worse as the code rate increases. However, at the other side, the error floor performance improves. The Stair Lattice code with code rate 2/3 can achieve a bit error rate of $10^{-5}$ at about 3 dB which is 0.5 dB better than the code with code rate 3/4. However, at higher signal-to-noise ratio, the Stair Lattice code with code rate 2/3 suffers from a higher error floor. Meanwhile, the performance of Stair Lattice codes with code rate 1/2 degrades significantly at a higher signal-to-noise ratio due to poor error floor performance. A high number of variables being part of the identity matrix could be responsible for the high error floor at code rate 1/2.
Concerning the poor error floor performance of the Stair Lattice codes at lower code rates, it is interesting to investigate the impact of the number of column weight on the code performance. The Stair Lattice codes with code length 1,200 bits are constructed with different numbers of column weights, i.e. 4, 6 and 8. The codes are then simulated at different code rates, i.e. 1/2, 2/3, and 3/4.

First, the Stair Lattice codes are simulated at code rate 1/2 with the following slope parameters:

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>([70+27][271+191][117+73][0])</td>
</tr>
<tr>
<td>6</td>
<td>([234+226+137][109+201+205][291+293+60][267+180+151][0])</td>
</tr>
<tr>
<td>8</td>
<td>([99+170+187+121][81+128+231+102][37+189+280+183][137+191+161+242][0])</td>
</tr>
</tbody>
</table>
As shown in Figure 4.26 the increase of the weights of columns (WC) can improve the performance of the Stair Lattice codes to some extent. At code rate 1/2 the Stair Lattice codes show their best performance with a column weight of 6. More column weight cannot improve significantly the code performance.

![Figure 4.26](image)

**Figure 4.26** Impact of column weight on the performance of Stair Lattice codes with code length 1,200 bits at code rate 1/2

Furthermore, the impact of the increased column weight is investigated in case of the Stair Lattice codes with code length 1,200 bits at a code rate of 2/3. The simulated codes are constructed with the following slope parameters.

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>[[19+123][28+89];[103+31][194+106]] ...</td>
</tr>
<tr>
<td></td>
<td>[[159+71][42+48];[190+62][110+84]][0]</td>
</tr>
<tr>
<td>6</td>
<td>[[126+57+128][171+33+89];[196+113+133][80+22+28]] ...</td>
</tr>
<tr>
<td></td>
<td>[[65+118+25][85+61+164];[125+24+183][109+162+21]][0]</td>
</tr>
<tr>
<td>8</td>
<td>[[43+122+158+59][198+126+108+75];[71+29+17+140] ...</td>
</tr>
<tr>
<td></td>
<td>[155+162+193+72]][[85+66+135+134][12+116+20+150]; ...</td>
</tr>
<tr>
<td></td>
<td>[173+52+153+113][139+5+30+22]][0]</td>
</tr>
</tbody>
</table>

**Figure 4.27** shows the impact of the increased column weight in the Stair Lattice codes at code rate 2/3. Again, the increased column weight improves the code performance.
to some extent. The codes perform best at column weight 6. More column weight leads to negligible code performance.

Figure 4.27 Impact of column weight on the performance of Stair Lattice codes with code length 1,200 bits at code rate 3/4

Finally, the impact of the increased column weight is investigated in the Stair Lattice code with code length 1,200 bits at higher code rates, i.e. 3/4. The codes are constructed with the following slope parameters

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>[[69+120][51+81];[25+149][56+98]] ...</td>
</tr>
<tr>
<td></td>
<td>[[79+125][64+37];[124+133][131+105]] ...</td>
</tr>
<tr>
<td></td>
<td>[[28+26][20+113];[135+34][40+147]][0]</td>
</tr>
<tr>
<td>6</td>
<td>[[7+25+89][141+133+91];[117+101+99][76+24+43]] ...</td>
</tr>
<tr>
<td></td>
<td>[[83+128+51][88+144+116];[18+104+16][132+52+50]] ...</td>
</tr>
<tr>
<td></td>
<td>[[106+108+111][55+31+96];[138+118+75][70+97+39]][0]</td>
</tr>
<tr>
<td>8</td>
<td>[[30+126+107+82][38+9+142+108];[75+81+76+94][103+19+45+1]] ...</td>
</tr>
<tr>
<td></td>
<td>[[57+49+48+25][64+139+23+91];[22+6+96+87][92+58+89+125]] ...</td>
</tr>
<tr>
<td></td>
<td>[[133+68+13+138][130+129+101+62];[135+33+98+41][12+31+131+140]][0]</td>
</tr>
</tbody>
</table>
As shown in Figure 4.28 the Stair Lattice codes achieve their best performance at column weight 6. The increased column weight contributes to a higher number of short cycles in the bipartite graph that reduce the node independency, leading to degraded decoding performance. The weight is not enough to improve the performance. Even this leads to worse performance.

![Figure 4.28 Impact of column weight on the performance of Stair Lattice codes with code length 1,200 bits at code rate 3/4](image)

From the simulation result above, in general, the codes with low column weight suffer from higher error floors. By increasing the column weight the error floor can be effectively suppressed to some extent and therefore, the floor performance of the codes improves. However, high column weight leads to degraded performance. At all code rates, column weight 6 would be more appropriate.

To some extent, a higher column weight can help the code in improving its performance because more check nodes are involved, that lead to a more reliable decoding. However, the number of column weights is restricted by the rule of thumb in decoding, i.e. node independence. Higher column weights could mean lower node independence, which in turn can reduce the decoding performance. Conclusively, the choice of column weights in designing codes must concern with code rate and code length as well.
c. Comparison of Both Stair Codes

The structure of both Stair codes is put in comparison. In the same length and code rate, the cascade structure has less complexity than the lattice structure. The lattice structure is more flexible in code rate than the cascade structure, however, at cost of more cyclic-shift register. For example, at code rate 3/4, the number of cyclic-shift register for the lattice structure is three times that of the cascade.

In addition to that, the code rate of the cascade is confined to \( R = j/k \), where \( k = j+1 \) and \( j, k \) are integers. Parameter \( j \) denotes the number of submatrices of the parity check matrix of the Stair cascade codes. Meanwhile, the lattice structure support more flexible code rates \( R = j/k \), where \( j < k \) and \( j, k \) are integers. However, more cyclic-shift registers are necessary to cope with the more flexible code rate.

The performance of both structures is put in comparison. Stair Cascade code are compared to two Stair Lattice codes, whose structure is determined by the number of smaller submatrix forming submatrix. The submatrix of the first Stair Lattice code is composed by four smaller submatrices. Meanwhile, that of the second one contains nine smaller submatrices. The Stair codes with code length 1,200 bits, code rate 3/4 and column weight 6 are simulated. The simulated structures of those Stair codes have the following slope parameters

<table>
<thead>
<tr>
<th>Type</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascade</td>
<td>([146+203+285+193+298+1][104+121+55+281+184+124] [169+154+215+247+208+165][0])</td>
</tr>
<tr>
<td>Lattice-4</td>
<td>([7+25+89][141+133+91][117+101+99][76+24+43]) ... ([83+128+51][88+144+116][18+104+16][132+52+50]) ... ([106+108+111][55+31+96][138+118+75][70+97+39]) ([0][-][-][0])</td>
</tr>
<tr>
<td>Lattice-9</td>
<td>([23+94][86+46][40+59][70+92][74+48][36+24];[69+65][5+87][47+72]) ... ([32+91][80+42][88+43][58+17][90+20][97+71];[62+57][49+38][61+81]) ... ([25+12][3+89][50+73][15+29][93+30][26+27];[35+85][14+33][9+13]) ... ([0][-][-][0][-][-][0])</td>
</tr>
</tbody>
</table>

As shown in Figure 4.29 the performance of both Stair codes is comparable. The similar results also appear by comparing the performance of both Stair codes in the previous section. In term of realization, the Stair Cascade code becomes the choice due to its more practical hardware implementation. However, this choice is valid only for certain code rates the Stair Cascade code can cope with, i.e. code rate \( t/(t+1) \), where \( t \) is integer.

At specific code rates other than \( t/(t+1) \), where \( t \) is integer, the Stair Cascade code can be applied. For this case, only the Stair Lattice code is applicable. To prove the performance of the Stair Lattice code at those code rates, three Stair Lattice codes with code length 1,200 bits are constructed at code rate 3/8, 4/8 and 5/8. The structure of their parity check matrices can be figured out in Figure 4.30. The permutation submatrices of
the parity check matrices in the systematic parts contain one column weight each. Therefore, the column weight of the parity check matrices is proportional to the number of vertically arranged permutation submatrices. For instance, in case of the 3/8-rate Stair Lattice code, the parity check matrix with three vertically arranged permutation submatrices contains a column weight of three. Using one-column-weight permutation submatrices the 4/8-rate Stair Lattice code contains a column weight 4 and the 5/8-rate Stair Lattice code contains a column weight 5.

Figure 4.29 Comparison of the performance of Stair Cascade and Stair Lattice codes with code length 1,200 bits and code rate 3/4
Figure 4.30 Structure of parity check matrices of Stair Lattice codes with different code rates

Figure 4.31 shows the performance those Stair Lattice codes. The Stair Lattice code with code rate 4/8 performs best among them. However, it suffers from error floor due to its greater identity matrix, which constitutes more one-degree variable nodes. The simulated codes have slope parameters as follows.

Figure 4.31 Performance of the length-1,200 Stair Lattice codes at specific code rates
### Code Rate

<table>
<thead>
<tr>
<th>Code Rate</th>
<th>Slope Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/8</td>
<td>[128][124][88];[100][67][129];[99][40][6];[144][35][63];[71][62][58] \ldots</td>
</tr>
<tr>
<td>4/8</td>
<td>[134][109][22][93]; [39][59][27][62]; [44][80][144][119]; [142][56][84][72] \ldots</td>
</tr>
<tr>
<td>5/8</td>
<td>[79][74][46][101][144]; [121][89][41][20][81]; [116][128][64][123][147] \ldots</td>
</tr>
</tbody>
</table>

### d. Code Performance of Special Constructions

#### High-rate and Short-length Performances

Furthermore, the performance of the Stair codes is investigated at higher code rates. Typically, higher code rate include the case \((n-1)/n\), where \(n\) is integer. For this reason the Stair Cascade codes are selected. The Stair Cascade codes with code length 1,200 bits and column weight 6 are simulated at code rate 3/4, 7/8 and 19/20. The slope parameters of their parity-check matrices are presented below. As shown in Figure 4.32, in general, the performance of the codes becomes poorer as the code rate increases. However, the Stair Cascade codes still demonstrates good performance at the very high code rate 19/20.

![Figure 4.32](image_url)  
Figure 4.32 Performance of Stair Cascade codes at high code rate
The performance of the Stair codes at different code length, especially at very short code length is also investigated. The Stair Cascade codes at arbitrary code length i.e. 128, 576, 2304 and 6000 bits are simulated at code rate 3/4. The slope parameter of their parity-check matrix is presented below. In general, the Stair Cascade codes perform better as the code length increases as shown in Figure 4.33. Especially, at very short code length, the code still has good performance.

<table>
<thead>
<tr>
<th>Code rate</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/4</td>
<td>[146+203+285+193+298+1][104+121+55+281+184+124] ...</td>
</tr>
<tr>
<td></td>
<td>[169+154+215+247+208+165][0]</td>
</tr>
<tr>
<td>7/8</td>
<td>[77+49+141+145+120+91][112+129+126+26+110+103] ...</td>
</tr>
<tr>
<td></td>
<td>[69+4+140+125+46+116][114+139+97+12+7+62] ...</td>
</tr>
<tr>
<td></td>
<td>[88+29+21+111+101+132][81+86+127+34+31+19] ...</td>
</tr>
<tr>
<td></td>
<td>[95+53+130+52+41+94][0]</td>
</tr>
<tr>
<td>19/20</td>
<td>[12+2+0+51+54+45][21+8+25+1+28+53][18+37+11+30+33+7] ...</td>
</tr>
<tr>
<td></td>
<td>[34+13+38+50+44+42][26+6+40+55+23+39][19+9+31+34+4+35] ...</td>
</tr>
<tr>
<td></td>
<td>[29+52+57+3+32+46][49+41+20+10+14+43][15+48+56+36+17+22] ...</td>
</tr>
<tr>
<td></td>
<td>[16+27+59+47+5+58][0+5+30+46+24+14][47+36+56+42+18+3] ...</td>
</tr>
<tr>
<td></td>
<td>[48+43+26+53+28+31][1+49+22+11+33+50][54+32+20+45+2+25] ...</td>
</tr>
<tr>
<td></td>
<td>[34+6+59+52+55+4][17+35+44+12+41+29][7+21+10+9+38+39] ...</td>
</tr>
<tr>
<td></td>
<td>[13+40+57+27+19+37][0]</td>
</tr>
</tbody>
</table>

**Figure 4.33** Performance of the rate-3/4 Stair codes at different code length
Irregular Codes

So far the Stair codes with “quasi regular” column weight are considered. It is also interesting to investigate the performance of the Stair codes with really irregular column weights. The irregular Stair codes contain different numbers of column weights in their submatrices.

The performance of the “regular” and irregular Stair Cascade codes with code length 1,200 bits are simulated at code rate 2/3 and 3/4. Both types of codes are compared at the same number of column weight. At code rate 2/3, the regular code is constructed with column weight 6, while the irregular code is constructed with column weight 8 and 4 in two submatrices. Those codes are constructed with the following slope parameters

\[
[109+311+190+87+325+38][83+377+199+157+238+282][0]
\]

and

\[
[165+182+378+322+194+243+31+89][339+76+133+242][0]
\]

respectively.

At code rate 3/4, the regular code is constructed with column weight 6, while the irregular code is constructed with column weights 9, 5 and 4 in three submatrices. Those codes are constructed with the following slope parameters

\[
[277+246+53+102+84+73][190+208+213+146+107][4+295+200+38+199+249][0]
\]

and

\[
[273+144+22+270+138+228+149+31+263][200+192+283+8+7]...[60+110+126+111][0]
\]

respectively.

The simulation results show that the performance of the irregular Stair Cascade codes is poorer than that of the regular ones (see Figure 4.34). The irregular codes suffer from higher error floor. Even, at lower code rates, the error floor performance is poorer in the irregular codes.
**e. Code benchmarking**

In order to measure the quality of the proposed codes, the performance of the Stair codes is put in benchmarking with several well-known LDPC benchmark codes, e.g. random MacKay code. The performance of the Stair codes at special conditions, such as high code rate or with short code is also considered and compared with some published codes. Furthermore, it is also interesting to compare the performance of the codes with that of WLAN codes. For the purpose of code benchmarking, the code rate $t/(t+1)$, where the design parameter $t$ is integer, is of interest due to its widespread application. For their simpler implementation, again, the Stair Cascade codes are selected.

**Comparison with Random codes**

Random MacKay codes are well-known benchmarking codes due to their historical role in LDPC reinvention and their near-capacity BER performance. The Stair codes in Cascade and Lattice with code length 1,200 bits, code rate 3/4 and column weight 6 are
simulated with the maximal number of iteration of 20 and constructed with the following slope parameters

\[
\begin{bmatrix}
148+88+222+105+245+25 \\
204+161+100+198+203+110 \\
90+231+45+31+279+21 \\
0
\end{bmatrix}
\begin{bmatrix}
204+161+100+198+203+110 \\
90+231+45+31+279+21 \\
0
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
120+146+132 \\
143+86+119 \\
60+137+38 \\
63+85+102 \\
118+28+87 \\
80+44+123 \\
56+116+41 \\
122+4+88 \\
14+31+17 \\
10+90+52 \\
110+18+59 \\
82+68+140 \\
0
\end{bmatrix}
\begin{bmatrix}
143+86+119 \\
60+137+38 \\
63+85+102 \\
118+28+87 \\
80+44+123 \\
56+116+41 \\
122+4+88 \\
14+31+17 \\
10+90+52 \\
110+18+59 \\
82+68+140 \\
0
\end{bmatrix}
\]

respectively.

The comparison of their BER performance and MacKay code with the same parameter and column weight 3 can be seen in Figure 4.35. Both types of Stair codes show comparable BER performance and are capable of challenging MacKay codes.

![Figure 4.35 Comparison of the BER performance of Stair Codes with MacKay Codes](image)

This achievement is of great interest because it is gained by the structured codes with low encoding complexity. However, more intensive computation is conducted by the Stair Codes in the decoding process due to more non-zero elements contained in their parity-check matrices. In this case, the Stair Codes involves 5.700 non-zero elements. It means about 58% more non-zero elements are taken into account in the decoding computations in
Comparison with MacKay code. But the well-structured construction of the Stair Cascade code is an advantage with respect to encoding complexity.

Furthermore, it is interesting to investigate if the Stair codes could be comparable with random MacKay code with lower column weight in order to reduce decoding complexity. The Stair Cascade codes with code length 1,200 bits are simulated at code rate 3/4 and the maximal number of iterations is 10. For benchmarking with sparse random MacKay codes, the Stair Cascade codes are constructed with different number of column weight, i.e. 3, 4 and 6. As described in the previous section, the role of the column weight for the Stair codes is important for the determination of code performance.

As shown in Figure 4.36, in spite of better threshold performance, the Stair Cascade codes with the comparable column weight, i.e. 3 and 4, cannot compete with random MacKay codes at higher SNR region due to the high error floor. Therefore, a higher number of column weights are necessary to improve the performance. Here, the performance of the Stair Cascade code with column weight 6 is comparable with that of random MacKay code with column weight 4.

![Figure 4.36](image-url)

**Figure 4.36** Comparison of the performance of Stair Cascade codes and random MacKay code at code length 1,200 bits, code rate 3/4.

**Comparison with Short Length Code**

The BER performance of the Stair codes is investigated at short code length. The codes with code length 200 bits, code rate 3/4 and column weight 6 are simulated over an AWGN channel with the maximal iteration number of 20. The code performance is then
compared with that of MacKay codes. As shown in Figure 4.37 the BER performance of the Stair codes is comparable with that of MacKay codes.

The Stair Cascade code is constructed with the following slope parameters.

\[
[36+31+18+44+4+25][3+23+26+41+19+42][35+9+20+37+7+45][0]
\]

Meanwhile, the Stair Lattice code is constructed with the following slope parameters.

\[
[
[9+5+19][22+24+17];[0+3+6][1+11+23]] ... \\
[[2+20+18][8+4+7];[1+16+4][7+24+17]] ... \\
[[10+15+21][14+2+23];[11+19+12][18+5+0]][0]
\]

The performance of the Stair codes at the short code length 400 bits is compared with a code from difference families codes [JW02] at code rate 3/4. The difference families [404, 303] codes are constructed with four submatrices with column weight 5, 5, 3, 2, respectively. The number of column weight of the Stair Cascade codes is selected to cope with that of the difference families codes for comparable decoding complexity. Two Stair Cascade codes are constructed with column weight 3 and 5, with the following slope parameters
and

$$[54+4+86+65+60][99+7+97+36+72][90+61+95+27][0]$$

respectively.

As shown in Figure 4.38 the Stair Cascade codes outperform the difference families codes. The Stair code with lower column weight suffers from a high error floor. This deficiency can be improved by a higher column weight. With column weight 6 the decoding complexity of the Stair code is slightly higher than that of difference families. The Stair Cascade code has 1,600 non-zero-elements, meanwhile the difference families has 1,515 non-zero elements.

Figure 4.38 Comparison of Stair Cascade codes and difference families code

**Comparison with High-Rate Code**

The BER performance of the Stair Codes in high code rate is also interesting to be investigated because high code rate leads to significant performance degradation. Regarding to comparable performance but more simple implementation in code rate
\( t/(t+1) \), where \( t \) is integer, the Stair Cascade is chosen as representative for testing stair codes.

Here, the Stair Cascade codes with column weight 6 are simulated on an AWGN channel at the maximal number of iteration of 10 at short code length and long code length at code rate higher than 0.85. At short code length a Stair Cascade Codes is constructed with code length 420 bits and code rate 6/7 (0.857). The Stair Cascade code is composed of 6 submatrices with column weight 6 and an identity matrix with the following slope parameters. The Stair Cascade code has the following slope parameters:

\[
\begin{bmatrix}
32 & 40 & 22 & 34 & 35 & 6 \\
58 & 42 & 28 & 17 & 41 & 47 \\
14 & 46 & 56 & 8 & 59 & 30 \\
45 & 0 & 51 & 33 & 7 & 38 \\
55 & +16 & 11 & 54 & 30 & 4 \\
45 & 0 & 51 & 33 & 7 & 38 \\
\end{bmatrix}
\]

It is also interesting to investigate the performance of the Stair Codes at higher code rate but with longer code length. A Stair Cascade code is constructed with code length 480 bits and code rate 7/8 (0.875). The Stair Cascade code is composed of 7 submatrices with column weight 6 and an identity matrix with the following slope parameters. The Stair Cascade code has the following slope parameters:

\[
\begin{bmatrix}
52 & 32 & 19 & 7 & 12 & 50 \\
2 & 18 & 14 & 10 & 28 & 11 \\
46 & 59 & 38 & 5 & 39 & 47 \\
42 & 6 & 34 & 30 & 24 & 44 \\
20 & 37 & 55 & 22 & 21 & 23 \\
31 & 41 & 16 & 34 & 3 & 8 \\
4 & 33 & 0 & 53 & 26 & 57 \\
\end{bmatrix}
\]

Figure 4.39 BER performance of high-rate short-length LDPC codes on AWGN channel with a maximum iteration 10
The BER performance of the Stair Cascade code is then compared to random MacKay codes with column weight 3 and a structured Unital LDPC code [JW03] with code length 416 bits and code rate 0.84375, each, as shown in Figure 4.39. The Stair Cascade code with code rate 7/8 is comparable with random MacKay codes, but is still suboptimal to the Unital LDPC code. But, it is to note that with longer code length but higher code rate, the Stair Cascade code outperforms both benchmarking codes. However, the decoding complexity of the Stair Cascade code is higher than that of both benchmarking codes due to its twice higher number of non-zero elements involved in the decoding computation. But, the Stair Cascade code offers the advantages in low encoding complexity and more simple code construction.

At long code length the Stair Cascade code is constructed at code rate 0.93 with code length 7,200 bits. The Stair Cascade code is composed of 14 submatrices with column weight 6 and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
240 & 24 & 252 & 220 & 92 & 155 \\
152 & 241 & 224 & 305 & 472 \\
194 & 463 & 314 & 171 & 429 & 347 \\
207 & 181 & 474 & 145 & 91 \\
229 & 213 & 356 & 228 & 367 & 422 \\
285 & 381 & 50 & 164 & 196 & 230
\end{bmatrix}
\begin{bmatrix}
437 & 409 & 124 & 31 & 162 & 163 \\
193 & 120 & 330 & 166 & 21 & 300 \\
364 & 158 & 406 & 336 & 291 & 476 \\
221 & 25 & 294 & 372 & 55 & 175 \\
199 & 448 & 85 & 198 & 389 & 15 \\
51 & 261 & 27 & 248 & 30 & 94 \\
0
\end{bmatrix}
\]

**Figure 4.40** BER performance of high-rate long-length LDPC codes on AWGN channel with a maximum iteration 10
As shown in Figure 4.40, the Stair Cascade codes perform comparably with random MacKay code, but are suboptimal to Unital LDPC codes. Again, the Stair Cascade codes are higher in decoding complexity, but simpler in encoding complexity and construction method.

**Comparison with WLAN Codes**

The BER performance of the Stair codes is compared to the WLAN codes [IEEE09]. The comparison of the codes is done at different code rates at code length 1,296 bits over AWGN channel at the maximal number of iterations of 20. All Stair codes are constructed with column weight 6.

At code rate 1/2 the Stair Cascade codes are composed of a submatrix and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
366+371+608+521+275+122 \\
0
\end{bmatrix}
\]

Meanwhile, the Stair Lattice codes are composed of a four-divided submatrix and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
128+142+270 [231+272+73]; [101+249+16] [320+293+277] \\
0
\end{bmatrix}
\]

**Figure 4.41** BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 1/2.
As shown in Figure 4.41 the Stair codes are suboptimal to the WLAN code. Moreover, the Stair code suffers from a high error floor.

The improvement of the BER performance of the Stair codes is done by involving more check variables or equivalently more column weight. In case of the Stair Cascade code, the column weight is increased to 9. As shown in Figure 4.42 the BER performance of the Stair Cascade improves significantly. However, the error floor is still there. In case of the Stair Lattice, the increase of the column weight is also capable of improving the BER performance of the code, however with high error floor as shown in Figure 4.43.

![Figure 4.42 BER performance of the improved Stair Cascade codes and WLAN code at code length 1,296 bits and code rate 1/2.](image)

At code rate 2/3 the Stair Cascade codes is composed of two submatrices and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
189+206+402+346+429+218 \\
267+55+113+363+100+13 \\
0
\end{bmatrix}
\]

Meanwhile, the Stair Lattice codes is composed of two four-divided submatrices and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
103+97+153 \\
137+126+41 ;[141+122+99][59+113+23] \\
... \\
185+171+73 \\
191+30+40 ;[214+25+206][133+197+129][0]
\end{bmatrix}
\]
Figure 4.43 BER performance of the improved Stair Lattice codes and WLAN code at code length 1,296 bits and code rate 1/2.

Figure 4.44 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 2/3.
The simulation result shows that the BER performance of the Stair codes are still suboptimal to WLAN code, but closer up to about 0.5 dB at the BER $10^{-5}$ as shown in Figure 4.44. However, the Stair codes still suffer from a high error floor.

At code rate 3/4 the Stair Cascade codes is composed of three submatrices and an identity matrix with the following slope parameters

$$
\begin{bmatrix}
45 + 159 + 276 + 72 + 161 + 211 \\
50 + 174 + 221 + 273 + 81 + 311 \\
87 + 125 + 41 + 105 + 261 + 271
\end{bmatrix}
$$

Meanwhile, the Stair Lattice codes is composed of three four-divided submatrices and an identity matrix with the following slope parameters

$$
\begin{bmatrix}
7 + 19 + 16 \\
60 + 68 + 54 \\
106 + 139 + 59 \\
161 + 102 + 66
\end{bmatrix},
\begin{bmatrix}
10 + 21 + 49 \\
46 + 134 + 89 \\
147 + 138 + 48 \\
3 + 152 + 158
\end{bmatrix},
\begin{bmatrix}
42 + 87 + 145 \\
88 + 4 + 109 \\
62 + 140 + 144 \\
119 + 115 + 104
\end{bmatrix}
$$

As shown in Figure 4.45 the simulation result shows that the BER performance of the Stair codes is still poorer to that of the WLAN code, but as close as about 0.5 dB at the BER $10^{-5}$. However, the Stair codes still suffers from a high error floor.

![Figure 4.45 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 3/4](image)
At code rate 5/6 the Stair Cascade codes is composed of five submatrices and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
62+189+120+30+50+110 \\
[34+73+84+78+180+185] \\
[97+152+150+172+8+176] \\
[89+153+4+105+76+158] \\
[199+22+140+23+7+201] \\
0
\end{bmatrix}
\]

Meanwhile, the Stair Lattice codes are composed of five four-divided submatrices and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
[78+16+21] \\
[105+27+85];[61+100+67][71+36+10] \\
[48+58+98][12+52+5];[19+11+103][7+84+81] \\
[72+75+20][90+89+95];[31+94+34][51+66+93] \\
[2+40+62][37+41+53];[33+73+13][64+92+22] \\
[87+65+74][59+49+101][47+30+82][15+45+102] \\
0
\end{bmatrix}
\]

As shown in Figure 4.46 the simulation result shows that the BER performance of the Stair codes is still poorer to that of the WLAN code, but closer as about 0.5 dB at the BER $10^{-4}$. Here, the error floor performance of Stair codes is not clearly depicted.

![Figure 4.46 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 5/6](image)

Figure 4.46 BER performance of Stair codes and WLAN code at code length 1,296 bits and code rate 5/6

Regarding to their good BER performance at high code rate, it is interesting to investigate the performance of the Stair codes at code rate 5/6. At short code length of 648
bits, the Stair Cascade code is composed of five submatrices with column weight 6 and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
2+14+38+39+36+107 & 23+10+25+73+13+37 & 47+58+55+20+86+98 \\
68+46+24+40+52+105 & 28+74+77+67+90+57 \\
0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
62+189+120+30+50+110 & 34+73+84+78+180+185 & 97+152+150+172+8+176 \\
89+153+4+105+76+158 & 199+22+140+23+7+201 \\
11+241+61+256+69+191 & 85+320+251+144+52+172 & 80+68+213+242+134+16 \\
7+246+45+294+18+226 & 236+273+142+153+81+63 \\
0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
11+241+61+256+69+191 & 85+320+251+144+52+172 & 80+68+213+242+134+16 \\
7+246+45+294+18+226 & 236+273+142+153+81+63 \\
0 & 0 & 0
\end{bmatrix}
\]

Figure 4.47 BER performance of Stair codes and WLAN code at code length 648 bits and code rate 5/6.

As shown in Figure 4.47 the Stair Cascade code outperform significantly the WLAN code by about 1 dB at the BER $10^{-4}$.

At longer code lengths, the performance of the Stair codes at high rate is put in benchmarking with that of the WLAN codes. For code length 1,296 bits and 1,944 bits, the Stair Cascade code is composed of five submatrices with column weight 6 and an identity matrix with the following slope parameters

\[
\begin{bmatrix}
62+189+120+30+50+110 & 34+73+84+78+180+185 & 97+152+150+172+8+176 \\
89+153+4+105+76+158 & 199+22+140+23+7+201 \\
11+241+61+256+69+191 & 85+320+251+144+52+172 & 80+68+213+242+134+16 \\
7+246+45+294+18+226 & 236+273+142+153+81+63 \\
0 & 0 & 0
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
11+241+61+256+69+191 & 85+320+251+144+52+172 & 80+68+213+242+134+16 \\
7+246+45+294+18+226 & 236+273+142+153+81+63 \\
0 & 0 & 0
\end{bmatrix}
\]

respectively.
As shown in Figure 4.48, at longer code lengths, the performance of the Stair Cascade codes at code rate 5/6 is relatively more comparable with that of the WLAN codes. The Stair Cascade code with code length 1,944 bits performs relatively better and approaches closer the performance of WLAN codes.

![Figure 4.48 BER performance of Stair Cascade codes and WLAN code at code length 1,296 bits and 1,944 bits and code rate 5/6](image)

In addition to their BER performance, it is also of interest to investigate their error floor performance. The Stair Lattice code with code length 648 bits and code rate 5/6 has the following parameters

\[
\begin{array}{ccc}
[[40+43+53][6+28+20];[22+24+23][25+7+8]] \\
[[49+15+14][36+33+1];[52+26+0][21+32+17]] \\
[[30+39+2][9+46+5];[50+38+5][28+53+35]] \\
[[11+10+48][15+4+23];[2+0+24][31+26+40]] \\
[[45+20+42][30+25+16];[27+18+12][46+47+43]][0]
\end{array}
\]

The Stair Cascade code with code length 1,944 bits and code rate 5/6 is constructed with the following slope parameters

\[
\begin{array}{ccc}
[11+241+61+256+69+191][85+320+251+144+52+172][80+68+213+242+134+16] \\
[7+246+45+294+18+226][236+273+142+153+81+63][0]
\end{array}
\]
At lower code rate 3/4, the error floor performance of the Stair Lattice code with code length 1,296 bits was also simulated. The code is constructed with the following slope parameters

\[
\begin{align*}
[[7+19+16][60+68+54][106+139+59][161+102+66]] 
& \ldots \\
[[11+21+49][46+134+89][147+138+59][3+152+158]] 
& \ldots \\
[[42+87+145][88+4+109][62+140+144][119+115+104]]
\end{align*}
\]

![Figure 4.49 Error-floor performance of Stair codes at high code rate](image)

As shown in Figure 4.49, at code rate 5/6 the shorter Stair Lattice code can achieve a BER of about $5 \times 10^{-9}$ at $E_b/N_0$ of 6dB, however, with the error floor tendency. While the longer Stair Cascade code can achieve a BER of about $7 \times 10^{-10}$ at $E_b/N_0$ of 5dB. At code rate 3/4, the Stair Lattice code can achieve a BER of about $3.6 \times 10^{-10}$ at $E_b/N_0$ of 5dB, however, with the error floor tendency.

**Impact of Girth Degree on Code Performance**

Most of Stair codes contain a number of four-cycles. It is difficult to create Stair codes for code rate 3/4 and 5/6 without four cycles. However, the existing of four cycles does not lead to significant degradation of the code performance. Even, at higher code rate the
Stair codes perform best in either BER performance or error floor performance. As described in [TJVW04, ZZ04] not all short cycles are equally harmful if the cycle conditioning is effectively done. In addition to that, the number of cycles of girth 4 is not enough to possibly degrade the decoding performance [ZP01d].

It is of great interest to understand what number of four-cycles leads to degradable code performance. Stair Cascade codes with code length 1,296 bits, code rate 1/2 and column weight 6 in different girth degree are simulated over AWGN channel at the maximal number of iterations of 20. The Stair Cascade codes have the following slope parameters

<table>
<thead>
<tr>
<th>Code</th>
<th>Slope parameter</th>
<th>Average girth degree of girth 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[101+293+240+436+564+290][0]</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>[366+371+608+521+275+122][0]</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>[10+20+30+40+60+80][0]</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>[10+20+30+40+50+60][0]</td>
<td>40</td>
</tr>
</tbody>
</table>

The first code has no girth 4, while the others have all variable nodes with girth 4. The difference of the latter lies on average girth degree of girth 4, that is 2, 24 and 40. The codes 1 and 2 are constructed using the proposed code construction methods. Meanwhile, the other codes with some higher average girth degree of girth 4 are constructed by breaking the rule of avoiding four-cycles. Such codes with very high average girth degree of girth 4 are never resulting from the permutation of the slope parameter.

The impact of the existence of girth 4 on the code performance is investigated by comparing code 1 and 2. As shown in Figure 4.50 the performance of code 2 with girth 4 is comparable with that of code 1 with no girth 4. It is a proof that to some extent, the existence of four-cycles with only a relative low number is not harmful enough for the BER performance. On the other hand, the codes with relative high average girth degree show their poor performance.

Furthermore, Stair Lattice codes with code length 1,296 bits, code rate 3/4 and column weight 6 in different girth degree are simulated over an AWGN channel at the maximal number of iteration of 20. The Stair Lattice codes have the following slope parameters

<table>
<thead>
<tr>
<th>Code</th>
<th>Slope parameter</th>
<th>Average girth degree of girth 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[7+19+16 60+68+54; 106+139+59 161+102+66] [11+21+49 46+134+89; 147+138+48 3+152+158] [42+87+145 88+4+109; 62+140+144 119+115+104][0]</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>[10+20+30 111+67+6; 20+30+40 144+33+106] [60+80+100 23+64+39; 30+50+70 45+94+26] [50+70+90 115+52+117; 70+90+110 151+4+135][0]</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>[10+20+30 50+70+90; 20+30+40 60+80+100] [60+80+100 70+90+110; 30+50+70 80+100+120] [50+70+90 20+40+60; 70+90+110 50+70+90][0]</td>
<td>96</td>
</tr>
</tbody>
</table>
Figure 4.50 Impact of girth degree of four cycles on BER performance of the length-1,296, rate-1/2 Stair Cascade codes

Figure 4.51 Impact of girth degree of four cycles on BER performance of the length-1,296, rate-3/4 Stair Lattice codes
The first Stair Cascade code is constructed with the proposed code construction method; meanwhile, the others are constructed by breaking the rule of avoiding four-cycles to allow the codes to have very high girth degree. The latter codes are never resulting from the permutation of slope parameter.

Again, as shown in Figure 4.51, to some extent, the existence of four-cycles is not harmful enough for the BER performance. The Stair Lattice code with girth degree 3 shows the acceptable BER performance. While, the Stair Lattice codes with very high girth degree perform poorly.

In general, the simulation results show that the girth degree gives more significant impact on code performance than the girth. With the same average girth, the average girth degree makes difference in code performance.

4.6 Conclusion

The work in this chapter presented a class of low density parity check (LDPC) codes with a very efficient encoder. Their construction methods as well as their characteristics have been discussed. The Stair codes are designed such that the codes have very low encoding complexity as a proposed solution for LDPC codes’ drawback without degradation in code performance.

In principle, the proposed codes have a parity-check matrix designed by composing permutation submatrices and an identity submatrix. The way of constructing the permutation submatrices differentiate the codes into cascade and lattice structure. In comparison of both types of structures, the lattice structure can support different code rates, while the cascade structure can only cope with limited code rate. However, the lattice structure requires more shift register and addition operation at the same code rate than the cascade structure.

The identity submatrix becomes the characteristic core for the proposed codes. It plays an important role that makes the encoding process very efficient at one side and at the other side determines mainly the code performance. In the encoding process, the identity submatrix produces directly the parity check bits for the encoded messages.

The permutation submatrices are simply constructed by positioning the non-zero elements according to slope parameter generated by a random permutation process. The choice of slope parameter shall guarantee that no short-four-cycles exist in the proposed codes. Two code construction methods are proposed, namely, the slope method and the girth degree method. Both methods serve for proving the possible existing of the short-four-cycles.

In fact, the probability that the Stair codes contain the short-four-cycles with higher code rate is increased. The Stair codes with code rate 1/2 and 2/3 are relatively easier to generate without containing short-four-cycles. But, at higher code rate 3/4 and 5/6 the existence of the short-four-cycles could not be avoided. However, it is of interest to note that in spite of the existence of the short-four-cycles, the Stair codes are not suffering from performance degradation. They show a performance comparable to some benchmarking LDPC codes, such as random MacKay codes. Even, at short code length and high code
rate, the Stair codes are able to outperform the difference families codes and the WLAN codes. This proves that the number of short-four-cycles in the Stair codes can be considered as still harmless for decoding performance.

However, the drawback of the Stair codes is observed at lower code rate 1/2 and 2/3. Although the codes show good threshold performance in the water-fall region, the codes are suffering from high error floor at high SNR region. This poor floor performance is correlated with the stair structure represented by the identity submatrix. The existing of degree-1 variable (parity) nodes is considered as responsible for such unacceptable performance. Their contribution to update of message passing during the iterative decoding process is relative insignificant. They only bounce the message coming from their associated single check nodes. In addition, the probability that the trapping sets considered as source of poor error-floor performance is higher than the number of variable (parity) node increases or correspondingly, the code rate decreases. To some extent, the floor performance of the Stair codes could be improved by appropriately increasing the column weight of the permutation submatrices. However, this improvement is achieved at cost of higher decoding complexity. The improvement efforts have to be made and of interests for the future work. At higher code rate, the Stair codes can achieve good floor performance at BER $10^{-9}$.

In comparison with the WLAN codes, the Stair codes are still relative suboptimal, especially at lower code rate 1/2 and 2/3. But, at higher code rate 3/4 and 5/6, the performance of both codes can be considered as comparable. Even, at short code length 648 bits with high code rate 5/6, the Stair codes are capable of outperforming the WLAN codes. In spite of poorer performance in general, the encoding complexity of the Stair codes is relative lower than that of the WLAN codes. Thank to their stair structure of degree-1 variable represented by the identity submatrix in the parity-check matrix, the parity bits of the encoded message can be derived directly from the parity-check matrix. Meanwhile, with their stair structure of degree-2 variable the WLAN codes do substitution process to produce their parity bits, what leads to longer encoding latency time. However, in decoding complexity, the Stair codes require relatively more intensive computation due to their higher non-zero elements in their parity-check matrix.

In general, the proposed Stair codes show their best performance mostly at higher code rate. Their relative simpler code construction and lower encoding complexity are the main advantages of these codes and could be of the reasons to choose them for any WLAN application requiring high-rate transmission.

Again, here it is shown that the code performance is not only determined by girth as supposed in the graph theory, but also is derived by its girth degree. The latter parameter gives even more significant impact on the code performance than the first one. With the same average girth, the average girth degree can degrade the code performance when to some extent its high number is large enough to reduce the nodes interdependency so that the work of the message-passing based decoding algorithm can be not effective.
CHAPTER 5

TWO-STAGE DECODING FOR ITERATION REDUCTION

5.1 Background

In this chapter a novel simple method to enhance the performance of LPDC codes in high-order modulation is presented. In this method a two-stage decoding process making use of a feedback mechanism for improving the decoding convergence is discussed. By making use of soft-output of decoder, the method is able to improve the reliability of log-likelihood ratios (LLR) of bits in the decoding process, which leads to a reduction of the average number of decoding iterations. The method is simulated under different conditions of LDPC codes, including code length, code types, maximal iteration number, and bit constellation as well. Regarding to its possible application in WLAN environment, it is interesting to test the efficacy of the proposed method in case of short-length code, small iteration number, and high-order modulation. The simulation over AWGN channel shows that the two-stage decoding strategy contributes significantly to the reduction of decoding iterations at the waterfall region without sacrificing the BER performance.

5.2 Concept and Methods

Several publications have proposed some methods to reduce the decoding complexity by reducing the number of iterations, with or without negligible deterioration in error correction performance. In [Zimm04], the authors used a threshold rule to decide whether a variable node of LDPC decoder should update its information in subsequent iterations of the decoding process or it can be considered as converged. [GP05] proposed a method of reducing the number of iterations which is based on detecting the cycles in the soft-word sequence and stopping the decoder when a cycle is detected. The proposed stopping criterion assumes that a cycle is found, when a soft word is identical to a soft word of a previous iteration. [LK08] proposed an algorithm to eliminate unnecessary parity check computations by exploiting the structure of dual-diagonal LDPC codes. Once all data bits are successfully decoded, the decoder can stop immediately without waiting for the remaining parity bits to converge.

In this work, the two-stage decoding has the same objective, i.e. to reduce the number of decoding iterations without significant deterioration in the BER performance [HEK07c]. Inspired by the observation of the development of the LLR during decoding
process as described later, the idea of the proposed method is to improve the LLR of a LDPC block by using the information of bit nodes (referred to as soft-output), from which the decisions on the codeword bits are made in the standard decoding. By applying a feedback mechanism after the first decoding stage, the decoding convergence in the second decoding stage shall be improved. For this purpose, a different maximal number of iterations are established in both decoding stages in such a way that the average number of iterations becomes minimal. In practical sense, this idea shall reduce the number of iterations needed to converge. Hypothetically, this additional information can be used to enhance the bit reliability in the second decoding and therefore improves the system performance with less decoding iterations.

The two-stage decoding can be described as following as shown in Figure 5.1. The soft-input of the received LDPC block $L_i$ is fed into the decoder and iteratively decoded with the sum-product algorithm. After a maximum number of decoding iterations is achieved or the codeword is found, the soft-output vector $L_o$ at the decoder output is weighted with a constant weighting factor $w_o$ and fed back as additional information for the original soft-input $L_i$. The new soft-input is then fed back into the decoder and iteratively decoded. After several numbers of feedback iterations, the hard-decision on the codeword is made relatively faster. The problem investigated here is to find a good weighting factor $w_o$ and a maximal number of iteration for the second decoding, which leads to the enhancement of the system performance.

Mathematically, the scheme of the feedback decoding can be expressed as follows

$$L_{i+2} = L_i + w_o L_o$$  \hspace{1cm} (5.1)

where $L_i$ denotes the input LLR for the first decoding process, $L_{i+2}$ denotes the input LLR for the second decoding process, $L_o$ denotes the output LLR from the first decoding process, and $w_o$ denotes weighting factor for the soft-output.

For a better description, the two-stage decoding can be modeled by two decoding stages as shown in Figure 5.2. The first decoding stage executes iteratively the decoding process for the LLR of the information received from the transmission channel, $L_i$. The process at the first stage can be simply modeled as follows

$$L_o = \text{decoding}(L_i)$$  \hspace{1cm} (5.2)
Thereafter, the result of the first decoding stages $L_{o}$, is weighted by a scalar weighting factor $w_{o}$ and then added to the received LLR $L_{i}$. The process at the second stage can be simply modeled as follows

$$L_{o-2} = \text{decoding} (L_{i} + w_{o} \times L_{o})$$  \hspace{1cm} (5.3)

**Figure 5.2** Two-stage decoding in LDPC decoder

**Figure 5.3** Flow diagram of two-stage decoding algorithm
The algorithm of two-stage decoding as depicted in Figure 5.3 can be summarized as follows:

1. The received information bits are softly decoded by calculating each Log-likelihood ratio $P(0)/P(1)$ of each bit (respectively the LLR) and at the end, thresholding the LLRs to bit value (+1 or -1).
2. Comparing received bits with transmitted codeword bits. If both are matched, the decoding continues with new received bits. If no match is found and the first maximal iteration number is not achieved yet, the LLRs are subject to further soft decoding by going back to step 1.
3. If no match is found and the maximal iteration number is exceeded, the LLRs are scalar-weighted and added to the initial LLRs in the feedback mechanism.
4. The new LLRs are softly decoded and thresholded.
5. If decoded bits do not match with the codeword bits, the LLRs are subject to further decoding. If the maximal iteration number is exceeded, the decoding fails.

In the two-stage decoding, the number of iterations to decode a message block is the sum of iteration numbers in two decoding processes. The setting of the maximal number of iterations becomes important to achieve the significant reduction of decoding iteration.

The idea of the proposed method is coming from the observation of the development of LLR during decoding process. As shown in figure 5.4, it is realized that there are six curve types representing the development of LLR which is taken at a SNR in the waterfall region. From the observation, it is realized that typically the LLRs of bits subject to correction develop across the axis (LLR = 0) to be correctly decoded (line type 2 and 4 in Figure 5.4). If this is not the case at the last iteration, the bits remain with false LLR.

![Figure 5.4](image-url)  
*Figure 5.4 Typical development of LLRs at the waterfall region*
As highlighted before, the feedback mechanism involved in two-stage decoding is used to reduce the number of iterations and therefore reduces the decoding complexity. As shown in Figure 5.5 the development of LLR is almost not changing during the iteration under conditions with low SNR leading to poor BER performance. The change of LLR begins to become significant from the beginning of the waterfall region (in this case 9dB) and gets higher as SNR increases. This change of LLR can be advantageous as additional information to reduce the decoding iteration.

![Figure 5.5 Development of LLRs depending on SNR](image)

The idea of feedback decoding in the proposed decoding scheme is to accelerate the development of LLR of bits subject to false decoding into its corresponding correct decoded value. Figure 5.6b depicts the simplified model of the development of LLR of a bit subject to false decoding during the increased iteration number. Instead of following the relative slower development of the LLR in generic decoding in feedback mechanism, the first decoding stops after a certain maximal number of iterations and the resulting LLR becomes a part of the LLR leading to an accelerated decoding process in the second decoding stage.

### 5.3 Simulation Results

The objective of this part of research is to achieve comparable performance with less iterations for LDPC codes working at lower SNR.

To prove the efficiency of the proposed method, the simulation is conducted as follows...
1. As simulation basis, the 16QAM system with irregular/random MacKay-Neal code with column weight of three and code length of 1,200 bits is established to test the efficiency of feedback decoding using an AWGN channel.

2. Two feedback parameters leading to the achievement of the objective are investigated, i.e. the weighting factor and the combination of the maximal number of iterations for two decoding stages.

3. The feedback decoding is tested on different conditions, including type LDPC codes, i.e. random/irregular and structured/regular codes, code length, i.e. short and moderate ones, and on constellation number, i.e. 16QAM and 64QAM. This procedure is to accomplish to prove the generality of the application of the proposed method.

**Figure 5.6** Development of LLR of bit subject to fail decoded in generic decoding (a) and its model denoting decoding improvement using feedback decoding

It is known that the all-zero codewords are adequate for assessing the performance of a linear code with a symmetrical channel and a symmetrical decoding algorithm. However,
in case of a high-modulation system, due to the asymmetry of a signal set, i.e. QAM, the $i$-th, $i \in \{0, 1, \ldots, L - 1\}$, where $L$ denotes constellation bit level, binary-input component channel is not output symmetric [RU01], and thus, it cannot be assumed that the decoder errors are in the same positions, regardless of which codeword is transmitted. A paper by Hou et al. [Hou01, Lim03] developed a method to make the equivalent binary-input component symmetric channels by introducing “independent and identically (i.i.d.) channel adapters.”

An i.i.d. source generates i.i.d. random variables with $t_i \in \{0, 1\}$, $i \in \{0, 1, \ldots, L - 1\}$ with $P(t_i = 0) = P(t_i = 1) = 1/2$. A modulo-2 adder adds LDPC-coded bit $x_i$ and the random number $t_i$ to get $d_i = x_i \oplus t_i$. The multiplier performs the following operation: $q_0^i = q_0^i \cdot (1 - 2t_i)$, where $q_0^i$ is the log \textit{a posteriori probability ratio} (LAPPR) from the channel output at coding level $i$. The new equivalent binary-input component channel satisfies the required symmetry condition given by as verified in [Hou01], and hence, it can be assumed that the all-zero codeword is transmitted when evaluating system performance [RU01]. For each coding level $i$, the signal set with the average signal energy $E_s$ is transmitted over AWGN channel, the noise standard deviation is fixed at $\sigma_i^2$.

### 5.3.1 Two feedback parameters

Finding the best combination of two feedback parameters leading to the best performance, i.e. the weighting factor and the maximal number of iterations for two decoding stages would be an exhaustive effort. However, the finding process is simplified in such a way that the best value of one parameter is explored while fixing the other parameter at certain values.

The best weighting factor is explored, while setting the maximal number of iterations as high as possible in practical computation. For this, the value of 16 is chosen because this lower number is quite challenging from a practical point of view in achieving higher decoding speed. In exploring the best combination of the maximal number of iterations, this number is divided into two maximal numbers of iteration for each decoding stage.

**The best weighting factor**

In order to find the best weighting factor, the maximal number of iterations for each decoding is set to 8 each. Using a heuristics mechanism, some values for the weighting factor $w_0$ are investigated on the basic simulation, i.e. 0.1, 0.5, 2 and 10. The simulation results show that the weighting factor of 0.5 gives the best achievement in terms of iteration reduction and BER performance [see Figure 5.7]. It is also shown that by applying appropriate weighting factors the two-stage decoding can achieve better BER performance with less iterations.
Figure 5.7 Comparison of BER performance and Iteration by different weighting factor.
The best combination of maximal number of iteration

Here, the optimal combination of the maximal number of iterations for two decoding stages is investigated. A criterion for fixed maximal number of iterations for the first decoding stage is established. The number is chosen so that it is able to contribute to small numbers of the average number of iterations. The number is set as small as possible, but it is still capable of indicating the LLR change as additional information for the second decoding stage. On the other side, smaller fixed numbers of maximal iterations for the first decoding stage makes that for the second decoding stage greater, which ensures more bit reliability in the decision process.

Using the best weighting factor of 0.5, the combination of the maximal number of iterations for both decoding stages is investigated by setting 2 and 14, 8 and 8 and 14 and 2 for the maximal number of iterations of 16. The simulation results show that the combined iteration number of 2 and 14 gives the largest reduction of the iteration numbers [see Figure 5.8]. The combination of smaller iteration numbers for the first decoding stage gives also the best result in the iteration reduction for higher iteration numbers, i.e. 100.

![Figure 5.8](image-url)

**Figure 5.8** Comparison of BER performance and iteration number by different combination of iteration numbers
This fact shows that the small maximal number of iterations in the first decoding makes it possible to cut the useless decoding iteration. Instead, a higher number of iterations for the second decoding stage is set, which leads the decoding processes to better decoding convergence and in turn, less decoding iteration effort.

The simulation result proves that the reduction of average number of iteration can be achieved without sacrificing the performance. This resulting decoding improvement takes place in waterfall region.

5.3.2 Generality of Two-stage decoding

By investigating the feedback decoding on different conditions, the generality of the application of the proposed method will be proven. Firstly, the feedback decoding is tested on a higher modulation system, i.e. 64QAM. Furthermore, the impact of the code length on the efficiency of the feedback decoding is investigated by applying the codes with code length 600 bits and 2,400 bits. At the end, the efficiency of the feedback decoding is investigated for structured codes, i.e. array codes. All simulations are conducted under a different maximal number of iterations, whose reduction becomes the objective of the proposed method. Three maximal numbers of iterations are set for the simulation, i.e. 16, 100 and 1000. In all cases, the feedback decoding takes the maximal number of iterations of two for its first decoding stage, so that the simulations are controlled by three combinations of a maximal number of iterations, i.e. 2 and 14, 2 and 98, and 2 and 998.

Simulation basis

The feedback decoding is investigated on the 16QAM system. The irregular code based on the MacKay-Neal algorithm with column weight of three and code length of 1,200 bits is introduced. The simulation results show that the feedback decoding is effective to reduce the average number of iterations. As shown in Figure 5.9, at the small maximal number of iterations, i.e. 16, the iteration reduction can achieve 35%, however, with no significant improvement in BER performance. The efficiency of the feedback mechanism gets higher at higher maximal numbers of iterations, where better BER performance can be achieved by lower numbers of iterations. The feedback mechanism can reduce the iteration number up to 70% and 95% at the maximal iteration numbers of 100 and 1000, respectively.
Figure 5.9 Impact of feedback decoding in the 16QAM system, irregular codes with code length 1,200 bits on BER performance and average number of iterations
### Higher Bit Constellation

The impact of the feedback mechanism on the iteration reduction is also investigated at higher bit constellations, i.e. 64QAM. As shown in Figure 5.10, the simulation results show that the feedback mechanism can reduce the iteration number up to 80% at maximal number of iterations of 100 and 1000.

### Code Length

The impact of the feedback decoding on the reduction of the decoding iterations is investigated for different code lengths. The investigation started with short-length LDPC codes. By applying irregular MacKay-Neal LDPC codes with code length of 600 bits as test LDPC code, it is realized in Figure 5.11 that the feedback decoding contributes to the reduction of decoding iterations without BER performance losses for different maximal numbers of iterations.

![Graphs showing BER and iteration performance](image)
Figure 5.10 Impact of feedback decoding in the 64QAM system, irregular codes with code length 1,200 bits on BER performance and average number of iterations
The impact of the feedback decoding on the reduction of decoding iterations for LDPC codes with higher code length is investigated. With irregular MacKay-Neal LDPC code with code length of 2,400 bits, it is shown in Figure 5.12 that the feedback decoding is effective in reducing decoding iterations without BER performance losses.
Structured Codes

The impact of two-stage decoding on the reduction of decoding iterations in case of structured codes is also investigated. As test code, an array LDPC code [Fan00, EO01] with code length of 1,200 bits and a column weight 6 is considered. The two-stage decoding shows its impact in reducing the number of decoding iterations for different maximal numbers of iterations as shown in Figure 5.13.
Maximal Number of Iteration

As the objective of the two-stage decoding is to reduce the number of decoding iterations, the impact of the selection of the maximal iteration numbers on the performance of the two-stage decoding becomes important. In the simulation, three values of the maximal iteration numbers of the two-stage decoding are given, i.e. 2 and 14, 2 and 98, and 2 and 998. Related to the objective, their resulting average iteration number is put in comparison with that resulting from the standard decoding with the maximal iteration numbers 16, 100 and 1000, respectively.
Figure 5.14 Impact of the two-stage decoding on the reduction of iteration numbers for different conditions.

As shown in Figures 5.14, in general, the reduction of average iterations occurs at SNRs within the water-fall region. Greater reduction of the average iterations is achieved
at greater maximal iteration numbers. The peak of iteration reduction is obviously achieved around the middle of the water-fall region. This is not shown clearly yet in case of relative longer code lengths due to long simulation time (see Fig. 5.14.d, refer to Fig. 5.12). Furthermore, SNR values at the lower and higher part of water-fall region become critical because at those regions the improvement in decoding is not obvious yet due to relative constant development in LLR values (refer to Fig. 5.5). This is the reason that in some cases in Fig. 5.14 there are cross-sections between the curve of iteration reduction within the lower and higher part of the water-fall region due to still unobvious efficiency of the proposed decoding method in the reduction of average iterations within those regions.

![Figure 5.15 Model of LLR development during iterations for low and high numbers of decoding iterations](image)

The difference of the impact of the two-stage decoding depending on the maximal number of iterations can be illustrated in Figure 5.15. The larger iteration reduction is gained by the two-stage decoding at the higher number of decoding iterations because it benefits from ineffective longer iterations.

### 5.3.4. General Observation

According to simulation results, the two-stage decoding is effective to reduce the number of iterations necessary to decode the codeword in the water-fall region. In the region before water-fall region (lower SNR), the number of iterations in the two-stage decoding approaches the maximal number of iterations as well as that of normal decoding. It means that the feedback decoding brings no improvement in reducing the iterations during the decoding process at bad SNRs, at which no significant change in LLR values is experienced as shown in Figure 5.16. Meanwhile, in regions after the water-fall region (higher SNR), the number of iterations in the two-stage decoding is approximately similar to that of the standard decoding approaching the very small number of iterations. It means the change of the LLR value, which is excited by the two-stage decoding, gives only a subtle impact on the greater change of the LLR value due to the high SNR.
Some results show that the feedback decoding gives also subtle improvements in BER performance in the waterfall region. Such improvements are also given by [Zhe06] that proposed the time-delay feedback control method for his LDPC decoding, which controls signals formed from the difference between the current state and the state of the system delayed by some time period.

![Figure 5.16 Model of the LLR development during iterations under influence of SNR](image)

In general, the two-stage decoding is capable of improving decoding process leading to the reduction of iteration numbers. The iteration reduction means higher decoding speed, which is important for broadband applications, and also reduced decoding complexity, which saves hardware resources and cost.

Moreover, the two-stage decoding performs well at any condition of some system parameters, i.e. code type, code length, bit constellation and decoding iterations. It means that the performance of the two-stage decoding is independent of those system parameters. The only condition influencing the performance of the two-stage decoding is the SNR value, at which the system is working. As predicted in the idea, the two-stage decoding gives good impact on the iteration reduction at the SNR in the water-fall region.

### 5.4 Conclusion

In this chapter, the two-stage decoding for reducing the average number of iterations in case of high coded modulation has been presented. In principal, the proposed decoding scheme makes use of the output message from the first decoding stage as additional information for the second decoding stage. In order to achieve the objective, i.e. maximal iteration reduction, the weighting factor for the output message as well as the combination of the maximal number of iterations within two decoding stages must be appropriately chosen.
The simulation results show that in comparison with the standard decoding, the two-stage decoding needs less average number of iterations to achieve the comparable code performance. The level of iteration reduction becomes more significant as the maximal number of iterations is set higher. It means that in certain conditions prolonging iteration brings no potential improvement leading to rightly decoded messages.

It is of interest that the iteration reduction resulting from the two-stage decoding brings mostly no performance degradation. Even, in some cases, the proposed decoding is capable of improving code performance in the water-fall region of the SNR. This is strongly correlated with the simulation results showing the largest level of iteration reduction takes place in the water-fall region of the SNR. In the other SNR regions, no significant iteration reduction is achieved by the proposed method.
CHAPTER 6

CONCLUSION

This thesis consists of three topics. The first topic discusses theoretical aspect of LDPC codes, i.e. a novel concept for code performance measure. The other topics discuss practical aspects of LDPC codes, i.e. code construction and decoding improvement. The latter topics are strongly developed in relation with the requirement of WLAN system, while the previous one is used for analyzing the proposed codes and other codes in term of code performance.

In the first topic, the novel concept on girth degree to characterize and evaluate LDPC codes is introduced. This concept can be considered as the extension of the concept on girth. This concept adopts the concept of node degree, in which the concept of degree relies on girth. Instead of concerning edges within node degree concept, girth degree (or the number of girth cycles) is considered as the determinant component for girth in affecting the code performance. Intuitively, higher girth degree would result in higher bit dependency in decoding process. In turn, it would degrade decoding performance.

In order to support the concept of girth degree, a method for detecting girth and a method for counting the number of girth cycles are introduced. The girth-detection method is used to detect the local girth of each variable node, while the girth-degree counting method is used to count the number of girth cycles passing through each variable node resulting in girth degree. The computation involved by those methods takes longer time and runs more intensively as the code length or the column weight increase.

Some types of LDPC codes are characterized in terms of their girth degree distribution to prove the efficiency of the concept of girth degree. In case of random MacKay codes the concept of girth degree shows that as the code length increases the average girth degree decreases as well as their girth degree distribution becomes smaller and more concentrated to lower girth degree. Such a girth degree condition is also applicable as code rate decreases.

In order to investigate the correlation between code performance and girth degree, the girth condition of random MacKay codes and array LDPC codes is put in comparison. With the same column weight and code length, random MacKay codes have better average girth degree as well as girth degree distribution than those of structured array LDPC codes. This girth degree condition allows MacKay codes to outperform array LDPC codes.

The concept of girth degree is used to characterize the optional LDPC codes of WLAN. It is of interest that short-four-cycles are realized in some WLAN codes. However, the existence of those cycles does not degrade the performance of the corresponding WLAN codes. It can be considered as a proof that to some extent that the existence of short-four-cycles is not harmful enough to significantly degrade the code performance.
The simulation shows that the girth degree is more effective to be used as performance measures than the girth. The average girth degree becomes higher as code rate increases. In turn, this leads to worse code performance. This fact shows that the number of cycles of girth plays a more significant role than the girth in determination of code performance. This is quite reasonable that the girth degree indicates more precisely on how dependent the relationship between the variable nodes is. The bit dependency correlates with the number of cycles passing through the nodes.

In the second topic, a class of LDPC codes with a very efficient encoder is introduced as proposed solution for LDPC codes’ drawback in encoding without degradation in code performance. The proposed codes make use of stair structure in form of an identity matrix in combination with permutation matrices, whose slope parameters are generated by a random permutation process. The identity matrix allows the encoding process to be implemented with low complexity. The resulting encoder is relative simply to realize. The permutation matrices are constructed by two proposed methods, i.e. the slope method and the girth degree method, which proves the possible existence of short-four cycles.

The construction methods introduce two structure types of the proposed codes, i.e. cascade and lattice structure. Their comparison shows that the lattice structure can support any code rate, while the cascade structure can only cope with limited code rate. However, the lattice structure requires more shift registers and additional operations at the same code rate as the cascade structure does. The performance of both codes is comparable.

In designing the codes, it is relative easier to produce the codes without short-four-cycles at lower code rate, i.e. 1/2 and 2/3. While, at higher code rate 3/4 and 5/6 the existence of short-four-cycles could not be avoided. Although short-four-cycles exist, the codes do not suffer from performance degradation. The performance of the codes is comparable with random MacKay codes. Even, at short code lengths and high code rates, the codes are able to outperform the difference families codes and some WLAN LDPC codes. This proves that the number of short-four-cycles in the codes can be considered as still harmless for decoding performance. In addition, at higher code rates, the codes can achieve good error floor performance at BER 10^{-9}.

At lower code rates of 1/2 and 2/3 the codes shows good threshold performance in the water-fall region, but are suffering from high error floor at high SNR regions. This poor floor performance is correlated with the existence of degree-1 variable (parity) nodes of the identity matrix in the stair structure. These variables do not contribute much to update of message passing during the iterative decoding process. In addition, the probability that the trapping sets considered as source of poor error-floor performance is higher as the number of variable (parity) node increases or correspondingly, the code rate decreases. To some extent, the poor performance of degree-1 variables can be compensated by appropriately increasing the column weight of permutation submatrices to suppress the error floor at cost of higher decoding complexity.

In comparison with the optional WLAN LDPC codes, the performance of the codes is relative poorer at lower code rates of 1/2 and 2/3. But, the codes show comparable performance at higher code rates of 3/4 and 5/6. At short code length of 648 bits with high code rate 5/6, the codes are capable of outperforming the optional WLAN codes. In spite of poorer performance in general, the encoding complexity of the codes is relative lower.
than that of the optional WLAN codes. The codes can produce the parity bits of the encoded message directly from the parity-check matrix. The optional WLAN codes do a substitution process to produce their parity bits, what leads to relative long encoding latency time. However, in decoding complexity, the codes require relatively more intensive computation due to their higher number of non-zero elements in their parity-check matrix.

In general, in addition to their relative simpler code construction and lower encoding complexity, the codes show their strength at higher code rate. These could be a reason to opt them for any WLAN application requiring high-rate/short-length transmission.

In the third topic, a feedback mechanism in a two-stage decoding process that supports the enhancement of decoding performance is presented. The two-stage decoding makes use of soft output from the first decoding stage to improve bit reliability for the decoding process in the second decoding stage. The appropriate choice of a maximal number of decoding iteration within two decoding stages will minimize average number of decoding iterations for the whole decoding process. Moreover, the weighting factor for the feedback mechanism should be chosen appropriately so that comparable BER performance gain can be achieved by less decoding iterations.

The proposed two-stage decoding shows its impact in reducing decoding iterations in the waterfall region. The magnitude of reduction of the iterations is more significant as the maximal decoding iterations increases.

### 6.1 Thesis contribution

This thesis gives the following contribution
- a concept of girth degree, which proves the existence of harmless short-four-cycles in some WLAN codes. This concept also proves that the girth degree plays a more significant role than the girth in determining the code performance.
- a class of LDPC Stair codes, which allows very efficient encoding.
- a two-stage decoding scheme, which is able to achieve comparable BER performance with less decoding iterations

### 6.2 Future Work

Some work could be proposed to do in the future in order to extend the works presented in this thesis. Those works could be done to strengthen the theoretical basis of the proposed method as well as to prove the generality of the applications of the proposed methods.

In the first topic, as proved widely in the simulation results, the existence of short-four-cycles is not harmful enough to cause degradation in code performance. Some publications as well as some WLAN codes analyzed become the proofs. However, to some
extent, the number of short-four-cycles could be considered as significantly harmful for the code performance and therefore, this must be taken into account.

To best knowledge, there is still no method that can exactly figure out on the quantity of short-four-cycles that begins to give negative impact on the code performance. The proposed concept of girth degree could be potentially applicable for exactly determining the number of girth cycles as well as its distribution on the variable nodes that could lead to the performance degradation.

In addition to that, the concept of girth degree could be used to characterize LDPC codes as many as possible in terms of their girth condition in order to get more understanding on the behaviour of LDPC codes. Furthermore, it is also interesting to investigate the possibility of the concept of girth degree as the basis for searching the codes with good performance.

In the second topic, the optimization effort could be done to produce the codes with better code performance. So far, in code construction, the permutation for determining slope parameter of parity check matrices is randomly generated. The generated slope parameter performing best are then taken into account. In the future, it is quite challenging to find systematically slope parameters leading to best performance. This systematic rule of determining the slope parameter could be established on the basis of some rules for code performance optimization. In addition to that, the floor performance of the codes with high code rates is of interest for research topics in searching for channel codes dealing with high-rate application.

In the third topic, so far, the proposed two-stage decoding is able to reduce the average number of decoding iterations without (significant) code performance degradation. The development of the concept is established using a practical based approach. In the future, it is of interests to investigate the decoding process in the second stage of decoding on more theoretical basis, especially as decoding process takes place in the water-fall region, where the greater iteration reduction is mostly achieved. In addition to that, to prove its efficiency in more general sense, the proposed two-stage decoding could be tested upon other varieties of LDPC.
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIB</td>
<td>Association of Radio Industries and Businesses</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BCH</td>
<td>Bose-Chaudhuri-Hochquenghem</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Rate</td>
</tr>
<tr>
<td>BISC</td>
<td>Binary Input Symmetric Channel</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary Phase-Shift Keying</td>
</tr>
<tr>
<td>BRAN</td>
<td>Broadband Radio Access Networks</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>ERC</td>
<td>Engineering Research Centers</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>FEC</td>
<td>Forward Error Correction</td>
</tr>
<tr>
<td>H-ARQ</td>
<td>Hybrid Automatic Repeat-reQuest</td>
</tr>
<tr>
<td>HIPERLAN</td>
<td>HiPerformance Radio LA</td>
</tr>
<tr>
<td>HiSWANa</td>
<td>High Speed Wireless Access Network type a</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IFFT</td>
<td>Inverse Fast Fourier Transform</td>
</tr>
<tr>
<td>ISM</td>
<td>Industrial, Scientific, and Medical</td>
</tr>
<tr>
<td>LDPC</td>
<td>Low Density Parity Check</td>
</tr>
<tr>
<td>LDGM</td>
<td>Low Density Generator Matrix</td>
</tr>
<tr>
<td>LLR.</td>
<td>Log-Likelihood Ratio</td>
</tr>
<tr>
<td>LOS</td>
<td>Line Of Sight</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A Posteriori</td>
</tr>
<tr>
<td>Mbps</td>
<td>Mega bit per second</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple-Input Multiple-Output</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MMAC</td>
<td>Multimedia Mobile Access Communication</td>
</tr>
<tr>
<td>NLOS</td>
<td>Non-Line-Of-Sight</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency-Division Multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>Orthogonal Frequency-Division Multiple Access</td>
</tr>
<tr>
<td>PDU</td>
<td>Protocol Data Unit</td>
</tr>
<tr>
<td>pdf</td>
<td>probability density function</td>
</tr>
<tr>
<td>PHY</td>
<td>PHYsical layer of OSI model</td>
</tr>
<tr>
<td>PPDU</td>
<td>Presentation Protocol Data Unit</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadrature Phase-Shift Keying</td>
</tr>
<tr>
<td>RS</td>
<td>Reed and Solomon</td>
</tr>
</tbody>
</table>
ABBREVIATIONS

U-NII Unlicensed National Information Infrastructure
WLAN Wireless Local Area Network

Notation

$A$ signal set
$A^n$ set of $n$-length strings over alphabet $A$
$a$ a complex symbol
$A$ submatrix
$B$ submatrix
$b$ information vector
$C$ linear code
$c$ codeword vector
$c_i$ $i$-th codeword bit
$E_b$ Energy per bit
$e$ connecting edge
$F$ field
$G$ generator matrix
$g$ dimension of an optimized submatrix
$gd$ girth degree
$H_i$ circulant permutation matrix $i$
$H$ parity check matrix
$H_S$ parity check matrix in a systematic form
$I$ identity matrix
$k$ dimension of the code
$L_{i,n}$ vector of log-likelihood ratio of input for $n$-th decoding
$L_o$ vector of log-likelihood ratio of output
$L(c_i)$ log-likelihood ratio of bits $c_i$
$m$ redundancy
$N_o$ noise power spectral density
$N$ gaussian random variable
$n$ block code length, total number of variable node or code length.
$n_{gd}$ number of variable node with girth degree $gd$
$p$ parity vector
$p$ crossover probability of the channel
$p \times p$ submatrix dimension
$Pr(X|Y)$ a posteriori probabilities
$p_{XY}(y|x)$ conditional probability density function
$p_X(x)$ probability density function (pdf)
$P^T$ transposed parity check matrix
$Q$ permutation matrices
$q$ message sent from the variable node to the check node along a connecting edge
$r$ message sent from the check node to the variable node along a connecting edge

$S_i^{(ci)}$ symbols with $c_i$ in the signal constellation

$s$ cyclic-shift number

$\Delta s_{ij}$ slope distances

$t$ number of symbol bits

$U$ input string of encoder

$\hat{U}$ output string of encoder

$u$ information vector

$u_i$ $i$-th information sub-vector

$w$ signal point

$w_i$ weighting factor for LLR input

$w_o$ weighting factor for LLR output

$X$ input random variables

$X$ input string of channel

$x$ input vector of channel

$x_i$ value of the bit node

$x_i$ input of channel at that time instant $i$

$\hat{x}$ output of the maximum likelihood decoder

$Y$ output random variables

$Y$ output string of channel

$y$ output vector of channel

$y$ received message vector coming from the channel and the edges connected to the bit node, other than edge $e$.

$y_i$ output of channel at that time instant $i$

$\mu$ mean

$\sigma^2$ variance

$\phi$ fraction of variable node

$\Phi_{gd}$ average girth degree

$\gamma(i)$ distributions of row weights of row $i$-th

$\rho(i)$ distributions of column weights of column $i$-th
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APPENDIX

CHANNEL CODES USED

Chapter 3

MacKay code [MN95]
Array LDPC codes [Fan00, EO01]
IEEE802.11n codes [IEEE09] with code rates: 1/2, 2/3, 3/4 and 5/6 and code length: 648, 1,296 and 1,944 bits

WLAN codes with short-four-cycles

(a) WLAN code with code length 648 bits and code rate ¾ with short-four-cycles

(b) WLAN code with code length 1,296 bits and code rate 2/3 with short-four-cycles

(c) WLAN code with code length 1,944 bits and code rate 2/3 with short-four-cycles
Modified WLAN codes without short-four-cycles

(a) Modified WLAN code with code length 648 bits and code rate 3/4 without short-four-cycles

(b) Modified WLAN code with code length 1296 bits and code rate 2/3 without short-four-cycles

(c) Modified WLAN code with code length 1944 bits and code rate 2/3 without short-four-cycles

Modified WLAN codes with higher short-four-cycles

Modified WLAN codes (code length 1296 bits and code rate 2/3) with higher short-four-cycles
## Chapter 4

### Maximal number of decoding iteration

Stair Cascade code: code length 1,200 bits, code rate 3/4 and column weight 6

\[
\begin{array}{c}
[146+203+285+193+298+1][104+121+55+281+184+124] \\
[169+154+215+247+208+165][0]
\end{array}
\]

### Code rates

Stair Cascade code: code rate 1/2, 2/3 and 3/4, code length 1,200 bits, column weight 6

<table>
<thead>
<tr>
<th>Code rate</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>[545+216+589+518+382+94][0]</td>
</tr>
<tr>
<td>2/3</td>
<td>[109+311+190+87+325+38][83+377+199+157+238+282][0]</td>
</tr>
<tr>
<td>3/4</td>
<td>[146+203+285+193+298+1][104+121+55+281+184+124] ...</td>
</tr>
</tbody>
</table>

### Column weight

Stair Cascade code: code length 1,200 bits, column weight 3, 6 and 9, code rate 1/2

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[547+548+572][0]</td>
</tr>
<tr>
<td>6</td>
<td>[545+216+589+518+382+94][0]</td>
</tr>
<tr>
<td>9</td>
<td>[31+235+515+467+85+214+117+228+134][0]</td>
</tr>
<tr>
<td>12</td>
<td>[423+380+126+57+207+544+225+128+171+289+341+33][0]</td>
</tr>
</tbody>
</table>

Stair Cascade code: code length 1,200 bits, column weight 3, 6 and 9, code rate 2/3

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[195+323+100][128+345+54][0]</td>
</tr>
<tr>
<td>6</td>
<td>[109+311+190+87+325+38][83+377+199+157+238+282][0]</td>
</tr>
<tr>
<td>9</td>
<td>[346+102+173+362+190+124+84+131+234]</td>
</tr>
<tr>
<td></td>
<td>[105+2 40+192+186+186+140+194+164][0]</td>
</tr>
</tbody>
</table>

Stair Cascade code: code length 1,200 bits, column weight 3, 6 and 9, code rate 3/4

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>[202+50+88][241+191+206][83+127+210][0]</td>
</tr>
<tr>
<td>6</td>
<td>[146+203+285+193+298+1][104+121+55+281+184+124]</td>
</tr>
<tr>
<td></td>
<td>[169+154+215+247+208+165][0]</td>
</tr>
<tr>
<td>9</td>
<td>[155+51+54+219+11+133+64+227+149][273+280+275+220+297+...</td>
</tr>
<tr>
<td></td>
<td>89+21+151+282][230+235+186+138+124+240+152+86+229][0]</td>
</tr>
</tbody>
</table>

### Maximal number of decoding iteration

Stair Lattice code: code length 1,200 bits, code rate 3/4, column weight 6
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\[
\begin{bmatrix}
[24+92+124][31+8+42];[120+21+118][99+145+91]
\end{bmatrix} 
\begin{bmatrix}
[25+55+85][15+50+51];[27+30+94][39+26+146]
\end{bmatrix} 
\begin{bmatrix}
[111+142+131][106+2+88];[138+87+29][97+68+95]
\end{bmatrix}
\]

## Code rates

<table>
<thead>
<tr>
<th>Code rate</th>
<th>Slope parameter</th>
</tr>
</thead>
</table>
| 1/2       | \[
\begin{bmatrix}
[234+226+137][109+201+205];[291+293+60][267+180+151]
\end{bmatrix}
\] |
| 2/3       | \[
\begin{bmatrix}
[126+57+128][171+33+89];[196+113+133][80+22+28]
\end{bmatrix}
\] |
| 3/4       | \[
\begin{bmatrix}
[7+25+89][141+133+91];[117+101+99][76+24+43]
\end{bmatrix}
\] |

## Column weight

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
</table>
| 4             | \[
\begin{bmatrix}
[19+123][28+89];[103+31][194+106]
\end{bmatrix}
\] |
| 6             | \[
\begin{bmatrix}
[126+57+128][171+33+89];[196+113+133][80+22+28]
\end{bmatrix}
\] |
| 8             | \[
\begin{bmatrix}
[43+122+158+59][198+126+108+75];[71+29+17+140]
\end{bmatrix}
\] |

## Stair Lattice codes

<table>
<thead>
<tr>
<th>Column weight</th>
<th>Slope parameter</th>
</tr>
</thead>
</table>
| 4             | \[
\begin{bmatrix}
[69+120][51+81];[25+149][56+98]
\end{bmatrix}
\] |
| 6             | \[
\begin{bmatrix}
[7+25+89][141+133+91];[117+101+99][76+24+43]
\end{bmatrix}
\] |
| 8             | \[
\begin{bmatrix}
[30+126+107+82][38+9+142+108];[75+81+76+94][103+19+45+1]
\end{bmatrix}
\] |
Comparison of Both Stair Codes

Stair codes: code length 1,200 bits, code rate ¾, column weight 6

<table>
<thead>
<tr>
<th>Type</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascade</td>
<td>([146+203+285+193+298+1][104+121+55+281+184+124] )</td>
</tr>
<tr>
<td></td>
<td>([169+154+215+247+208+165][0] )</td>
</tr>
<tr>
<td>Lattice-4</td>
<td>([117+101+99][76+24+43] ) ...</td>
</tr>
<tr>
<td></td>
<td>([(106+108+111)][55+31+96][138+118+75][70+97+39][0][0][0] )</td>
</tr>
<tr>
<td>Lattice-9</td>
<td>([23+94][86+46][40+59][70+92][74+48][36+24][69+65][5+87][47+72] ) ...</td>
</tr>
<tr>
<td></td>
<td>([(25+12)][3+89][50+73][15+29][93+30][26+27][35+85][14+33][9+13] ) ...</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Code rate</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/8</td>
<td>([128][124][88][100][67][129][99][40][6][144][35][63][71][62][58] ) ...</td>
</tr>
<tr>
<td>4/8</td>
<td>([134][109][22][93][39][59][27][62][44][80][144][119][142][56][84][72] ) ...</td>
</tr>
<tr>
<td>5/8</td>
<td>([79][74][46][101][144][121][89][41][20][81][116][128][64][123][147] ) ...</td>
</tr>
</tbody>
</table>

High-rate and Short-length Performances

Stair Cascade code: code length 1,200 bits, code rate 3/4, 7/8 and 19/20

<table>
<thead>
<tr>
<th>Code rate</th>
<th>Slope parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/4</td>
<td>([146+203+285+193+298+1][104+121+55+281+184+124] ) ...</td>
</tr>
<tr>
<td>7/8</td>
<td>([77+49+141+145+120+91][112+129+126+26+110+103] ) ...</td>
</tr>
<tr>
<td>19/20</td>
<td>([12+2+0][51+54+45][21+8+25+1+28+53][18+37+11+30+33+7] ) ...</td>
</tr>
</tbody>
</table>

Stair Cascade code: code length 128, 576, 2304 and 6000 bits, code rate 3/4
Code length  | Slope parameter
---|---
128  | [19+10+15+7+17+20][2+23+5+4+18+14][25+6+31+8+26+27][0]
576  | [24+105+123+26+69+94][11+31+122+141+16+116][62+23+114+81+7+60][0]
2304 | [177+134+378+298+426+43][373+95+530+87+435+496]
      | [45+510+71+142+438+55][0]
6000 | [524+581+241+663+1354+332][571+864+676+928+1216+1150]
      | [1121+41+277+282+1122+988][0]

Regular vs Irregular
Regular Stair Cascade code: code length 1,200 bits, code rate 2/3 column weight 6,
[109+311+190+87+325+38][83+377+199+157+238+282][0]
Irrgular Stair Cascade code: code length 1,200 bits, code rate 2/3 column weight 8 and 4
[165+182+378+322+194+243+31+89][339+76+133+242][0]
Regular Stair Cascade code: code length 1,200 bits, code rate 3/4 column weight 6,
[277+246+53+102+84+73][190+208+213+146+107][4+295+200+38+199+249][0]
Irrgular Stair Cascade code: code length 1,200 bits, code rate 3/4 column weight 9, 5, 4
[273+144+22+270+138+228+149+31+263][200+192+283+8+7] ...
[60+110+126+111][0]

Code benchmarking

Comparison with Random MacKay codes
Random MacKay code: code length 1,200 bits, code rate 3/4, column weight 3
Stair Cascade code: code length 1,200 bits, code rate 3/4 and column weight 6
[148+88+222+105+245+25][204+161+100+198+203+110] ...
[90+231+45+31+279+21][0]
Stair Lattice code: code length 1,200 bits, code rate 3/4 and column weight 6
[[120+146+132][143+86+119];[60+137+38][63+85+102]] ...
[[118+28+87][80+44+123];[56+116+41][122+4+88]] ...
[[14+31+17][10+90+52];[110+18+59][82+68+140]][0]

Comparison with Short Length Differential families Code
Differential families [404, 303]: column weight 5, 3, 2, code rate 3/4., code length 400 bits
Stair Cascade code with code length 200 bits, code rate 3/4 and column weight 6, maximal iteration 20.
[36+31+18+44+4+25][3+23+26+41+19+42][35+9+20+37+7+45][0]
APPENDIX

Stair Lattice code with code length 200 bits, code rate 3/4 and column weight 6, maximal iteration 20

\[
\begin{bmatrix}
9+5+19 & 22+24+17 & 0+3+6 & 1+11+23 \\
2+20+18 & 8+4+7 & 1+16+4 & 7+24+17 \\
10+15+21 & 14+2+23 & 11+19+12 & 18+5+0
\end{bmatrix}
\]

Stair Cascade code: code length 400 bits, column weight 3, code rate 3/4

\[
\begin{bmatrix}
74+21+72 & 18+79+7 & 83+9+57 & 0
\end{bmatrix}
\]

Stair Cascade code: code length 400 bits, column weight 5, code rate 3/4

\[
\begin{bmatrix}
54+4+86+65+60 & 99+7+97+36+72 & 90+61+95+27 & 0
\end{bmatrix}
\]

Comparison with High-Rate Code

Unital LDPC code [JW03] with code length 416 bits and code rate 0.84375

Stair Cascade code: code length 420 bits, code rate 6/7 (0.857)

\[
\begin{bmatrix}
32+40+22+34+35+6 & 55+3+16+11+54+30 & 45+0+51+33+7+38 & 0
\end{bmatrix}
\]

Stair Cascade code: code length 480 bits, code rate 7/8 (0.875).

\[
\begin{bmatrix}
52+32+19+7+12+50 & 2+18+14+10+28+11 & 46+59+38+5+39+47 & 0
\end{bmatrix}
\]

Comparison with WLAN codes

Stair Cascade code: code length 1,296 bits, code rate 1/2, column weight 6.

\[
\begin{bmatrix}
366+371+608+521+275+122 & 0
\end{bmatrix}
\]

Stair Lattice code: code length 1,296 bits, code rate 1/2, column weight 6.

\[
\begin{bmatrix}
128+142+270 & 231+272+73 & 101+249+16 & 320+293+277 & 0
\end{bmatrix}
\]

Stair Cascade code: code length 1,296 bits, code rate 2/3

\[
\begin{bmatrix}
189+206+402+346+429+218 & 267+55+113+363+100+13 & 0
\end{bmatrix}
\]

Stair Lattice code: code length 1,296 bits, code rate 2/3

\[
\begin{bmatrix}
103+97+153 & 137+126+41 & 141+122+99 & 59+113+23 & 0
\end{bmatrix}
\]
Stair Cascade code: code length 1,296 bits, code rate 3/4
[[185+171+73][191+30+40];[214+25+206][133+197+129]][0]

Stair Lattice code: code length 1,296 bits, code rate 3/4
[[7+19+16][60+68+54];[106+139+59][161+102+66]] ...

Stair Cascade code: code length 1,296 bits, code rate 5/6
[62+189+120+30+50+110][34+73+84+78+180+185][97+152+150+172+8+176] ...

Stair Lattice code: code length 1,296 bits, code rate 5/6
[[78+16+21][105+27+85];[61+100+67][71+36+10]] ...

Stair Cascade code: code length 648 bits, code rate 5/6, column weight 6
[2+14+38+39+36+107][23+10+25+73+13+37][47+58+55+20+86+98] ...

Stair Lattice code: code length 648 bits, code rate 5/6
[[40+43+53][6+28+20];[22+24+23][25+7+8]] ...

Stair Cascade code: code length 1,944 bits, code rate 5/6
[[11+241+61+256+69+191][85+320+251+144+52+172][80+68+213+242+134+16] ...

Stair Lattice code: code length 648 bits, code rate 5/6
[[49+15+14][36+33+1];[52+26+0][21+32+17]] ...

Stair Cascade code: code length 1,944 bits, code rate 5/6
[[11+241+61+256+69+191][85+320+251+144+52+172][80+68+213+242+134+16] ...
Stair Lattice code: code length 1,296 bits, code rate 3/4
[[7+19+16][60+68+54];[106+139+59][161+102+66]] ...
[[11+21+49][46+134+89];[147+138+48][3+152+158]] ...
[[42+87+145][88+4+109];[62+140+144][119+115+104]]

Stair Cascade code: code length 1,296 bits, code rate ½, column weight 6

<table>
<thead>
<tr>
<th>Code</th>
<th>Slope parameter</th>
<th>Average girth degree of girth 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[101+293+240+436+564+290][0]</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>[366+371+608+521+275+122][0]</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>[10+20+30+40+60+80][0]</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>[10+20+30+40+50+60][0]</td>
<td>40</td>
</tr>
</tbody>
</table>

Stair Lattice code: code length 1,296 bits, code rate 3/4 and column weight 6

<table>
<thead>
<tr>
<th>Code</th>
<th>Slope parameter</th>
<th>Average girth degree of girth 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[7+19+16 60+68+54; 106+139+59 161+102+66]</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>[11+21+49 46+134+89; 147+138+48 3+152+158]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[42+87+145 88+4+109; 62+140+144 119+115+104]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>[10+20+30 111+67+6; 20+30+40 144+33+106]</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>[60+80+100 23+64+39; 30+50+70 45+94+26]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[50+70+90 115+52+117; 70+90+110 151+4+135]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>[10+20+30 50+70+90; 20+30+40 60+80+100]</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>[60+80+100 70+90+110; 30+50+70 80+100+120]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[50+70+90 20+40+60; 70+90+110 50+70+90]</td>
<td></td>
</tr>
</tbody>
</table>

Chapter 5

MacKay code [MN95]
array LDPC codes [Fan00, EÖ01]