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Software agents are increasingly used to handle the information of individuals and companies. They also exchange this information with other software agents and humans. This raises the need for sophisticated methods of such agents to represent information, to change it, reason with it, and to protect it. We consider these needs for communicating autonomous agents with incomplete information in a partially observable, dynamic environment. The protection of secret information requires the agents to consider the information of agents, and the possible inferences of these. Further, they have to keep track of this information, and they have to anticipate the effects of their actions. In our considered setting the preservation of secrecy is not always possible. Consequently, an agent has to be able to evaluate and minimize the degree of violation of secrecy. Incomplete information calls for non-monotonic logics, which allow to draw tentative conclusions. A dynamic environment calls for operators that change the information of the agent when new information is received.

We develop a general framework of agents that represent their information by logical knowledge representation formalisms with the aim to integrate and combine methods for non-monotonic reasoning, for belief change, and methods to protect secret information. For the integration of belief change theory, we develop new change operators that make use of non-monotonic logic in the change process, and new operators for non-monotonic formalisms. We formally prove their adherence to the quality standards taken and adapted from belief revision theory. Based on the resulting framework we develop a formal framework for secrecy aware agents that meet the requirements described above. We consider different settings for secrecy and analyze requirements to preserve secrecy. For the protection of secrecy we elaborate on change operations and the evaluation of actions with respect to secrecy, both declaratively and by providing constructive approaches. We formally prove the adherence of the constructions to the declarative specifications. Further, we develop concrete agent instances of our framework building on and extending the well known BDI agent model. We build complete secrecy aware agents that use our extended BDI model and answer set programming for knowledge representation and reasoning. For the implementation of our agents we developed ANGERONA, a Java multiagent development framework. It provides a general framework for developing epistemic agents and implements most of the approaches presented in this thesis.
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INTRODUCTION

In the following we motivate and introduce the topic of this thesis, and the fields of research it is related to. Afterwards, we go into more detail of the addressed challenges and the contributions of the author. Then, we give an overview of the structure of this document, and describe the publications that contributed to this thesis, and the contributions to these.

1.1 CONTEXT AND MOTIVATION

In the context of communicating agents the need to consider the preservation of secret information arises naturally. In almost all realistic scenarios agents are interested to withhold some information while communicating with other agents. While communication is necessary to achieve goals, private information should not be revealed. For example, the political or sexual orientation should not matter in job interviews or negotiations; medical information should only be revealed if needed for the treatment of a patient, companies do not want exact specifications of their products to be revealed to competitors. Intelligent software systems are increasingly used to manage information and information flows in every day life on the personal and the professional level. Individuals and companies interact with software agents and let them act on their behalf. Interaction and publication of personal information via social networks is rapidly growing and generates abundant social inference opportunities [175]. This gives rise to the necessity to be able to model and deal with real world secrecy scenarios in multiagent systems.

We use the following example to illustrate typical aspects of such scenarios: The employee Emma is working in a company for her boss Beatriz. Emma wants to attend a strike committee meeting (scm) the next day and has to ask Beatriz for a day off in order to attend. Emma knows that Beatriz puts everyone who attends the scm on her list of employees to be fired next. Thus, Emma wants to keep her attendance to the scm secret from Beatriz, but has to communicate with her in order to achieve her goal of getting the day off. Emma does not even want Beatriz to be suspicious of her attending the scm. She also does not want other employees that are in opposition to the strike to believe that she attends the scm. However, she considers it sufficient that these other employees do not know for sure that she attends – she does not care if they are suspicious. From other employees who also want to attend the scm she does not want to keep her attendance
secret. If Emma communicates with other agents, she has to be aware and keep track of the information she discloses to them. Moreover, she also has to be aware of the reasoning capabilities and behavior of the other agents. This includes the consideration of meta-inferences, i.e., that Beatriz might draw conclusions from Emma’s behavior. Beatriz might, for instance, conclude from Emma avoiding to answer the question whether she intends to attend the scm, that Emma does intend to attend. Emma has to choose her utterances taking these aspects into consideration. And, if Emma realizes that Beatriz overheard her phone call with the strike committee she should reconsider her secret.

This small scenario already illustrates well that the aspect of secrecy poses a plethora of challenges to the specification and implementation of secrecy preserving agents. Consider for example, that Emma and Beatriz use calendar agents and let these automatically negotiate appointments and vacations. Secrets have to be specified with respect to other agents and towards a, more or less credulous, reasoning behavior. Incomplete, subjective views on other agents have to be represented and changed adequately upon reception or emission of a speech act. The agent has to consider its secrets in its deliberation and means-ends reasoning processes. It also has to be able to reconsider and possibly modify its secrets if new information makes it necessary.

The existing work on secrecy in multiagent systems provides formal methods for the formalization and the analysis of strong secrecy guarantees with respect to an attacker that is a perfect reasoner, for overviews see, e.g., [121, 232]. These works consider secrecy on the theoretical level under idealized assumptions. Sophisticated constructive approaches for the preservation of secrecy have been developed for various specific scenarios, such as query answering for databases; for an overview see, e.g., [32]. These constructive approaches are mostly based on strong and strict notions of secrecy with respect to attackers that are perfect reasoners. As observed by Joseph Y. Halpern in [121] a major task for future work on secrecy is the “careful consideration of how secrecy definitions can be weakened to make them more useful in practice”.

In this thesis, we consider secrecy for practical multiagent systems in which agents have to achieve their goals under incomplete information in a dynamic environment. We define and consider this secrecy setting on different levels of abstraction, from an abstract agent model down to concrete instances and the implementation of these. Our work shows that the consideration of secrecy is a complex task and has to be thoroughly incorporated into the agent model.

While in the area of secrecy preservation it is demanded that secrecy is always preserved, in the area of research on practical multiagent systems it is accepted with respect to such maintenance conditions that “in many cases, it is impossible for an agent to exhibit such
a high degree of control over the environment to guarantee *always* [82]. Moreover, even if it is theoretically possible, the agent under consideration might not have the necessary information or computational resources for it. It is argued that an agent has to have proactive and reactive methods available to minimize violations of the maintenance condition [82]. We take on this perspective with respect to secrecy and develop *secrecy aware agents* that do their best to avoid violations of secrecy, if that is not possible they do their best to violate secrecy as little as viable and to restore secrecy as fast and well as feasible. From this perspective, the strict preservation of secrecy is a special case and obtained whenever it is possible.

Motivated by the goal to consider secrecy in practical multiagent systems we start with the design of an agent model, and instantiations of it that are apt for this task. The consideration of secrecy requires an agent to be able to adequately represent information available to it, and the information available to the potential attackers of its secrecy interests. It has to reason on the basis this information, and it has to simulate the possible inferences of other agents. Further, it has to adapt this representation adequately while interacting with other agents. Hence, our approach of secrecy aware agents calls for sophisticated, and yet effective, methods for reasoning under incomplete information, and for well founded operators of belief change. The agent model has to be general to be able to define secrecy and methods for secrecy aware agents independently from a concrete agent architecture and knowledge representation formalism. Further, the same model shall be used to define concrete agent architectures that can be used to implement secrecy aware agents.

We define a notion of agents that are based on logical knowledge representation that we call *epistemic agents*¹. These have an *epistemic state* which contains a logic-based representation of their entire knowledge, e.g., their knowledge about the world, other agents, their procedural knowledge. A functional component realizes the adaption of the epistemic state when the agent obtains new information from its environment, and the execution of the agent’s actions, which are determined by the epistemic state, in the environment. The epistemic agent model shall be the basis for the combination of (non-monotonic) logical knowledge representation and reasoning, belief change theory, abstract agent models and compound concrete agent architectures.

We integrate non-monotonic reasoning [60] and belief change theory [94] in our agent model, and we combine both. We define families of (non-monotonic) belief operators and define desirable properties for these. We define an order on belief operators based on the credulity of their inferences behavior. Different operators can be used by different agents, and for the protection of information to be kept

---

¹ The term epistemic agent is also used in philosophy, see, e.g., [2], and epistemic modal logics, see, e.g., [231] that describe reasoning agents.
We instantiate these operators for propositional logic and for non-monotonic extension based formalisms \[173\], and in particular for answer set programming \[112\]. For answer set programming (ASP) many very effective solvers and several extensions are available, e.g., \[63, 108, 18, 77, 84, 88, 184\], and ASP is used in several real world applications, e.g., \[218, 203, 185, 110, 44, 109\]. We consider belief change operations for agents by means of, and for, non-monotonic logics. We develop functions to decide which part of new information shall be accepted by the agent by use of argumentation theory \[28\]. Moreover, we develop new revision operations for non-monotonic formalisms by example of answer set programming. Based on the general epistemic agent model we define a concrete compound agent model that is based on the well known BDI agent model \[57, 247\]. It extends the BDI model by a motivation and a know-how component that we developed.

Having defined the epistemic agent model in detail, we develop an agent based, subjective, notion on secrecy by use of it. We define a formal notion of secrecy and of the preservation thereof. We consider secrecy in different settings and elaborate on the secrecy relevant properties of all main tasks and components of an agent with respect to our notion of secrecy. Hereby, we distinguish between secrecy aware agents that take secrecy into consideration in their decision processes, and secrecy preserving agents, that preserve secrecy with respect to the information available to them. We develop a concrete instantiation of our secrecy agent model on the basis of our BDI\(^+\) agent model and by use of answer set programming.

Furthermore, we present a multiagent programming framework that is based on our epistemic agent model. It is called ANGERONA and provides a plug-in based toolbox to develop different agent models in combination with different knowledge representation formalisms. We used it to implement the approaches presented in this thesis, and others, e.g., \[75, 76, 152, 131, 244, 4, 229, 157, 159\].

In the following we go into more detail on the motivating challenges behind the individual contributions of this thesis and afterwards detail our contributions towards these challenges.

## 1.2 Challenges

Within the scenario and our goals we described above, we are facing numerous challenges. In the following we describe the most important of these and their relation to the state of the art.

### 1.2.1 Gap between theoretical and practical agent models

Theoretical formalizations of agency are mostly based on modal logics \[42\] and used to model and analyze multiagent systems \[199, 64, 64\],...
Some logical languages can be used to model what is called a *deductive agent* in which the behavior of the agent is determined entirely by deduction based on a set of logical formulae [115, 149, 166]. Some simple variants of the logical languages with better computational properties have been developed to specify agents and directly execute this specification, e.g., in [195, 167, 66]. This approach is very appealing but comes with drawbacks such as computational cost or limitations of the expressivity of the used languages. Moreover, they only model some aspects of an agent system while “an all embracing theory is some time off” [248].

There is a gap between these abstract models of agency and the agent models used for concrete agent architectures and multiagent systems [248, 182]. The mostly used approach to design concrete agents is based on a decomposition approach, determining the subcomponents of an agent and their interactions [51, 248]. It allows for a clear and modular design of agents, and facilitates more effective decision making. The Beliefs, Desires, Intentions, or BDI, model [57, 194] is the most widely used composition step in this process. Practical multiagent system based on such compositional approaches use very simple forms of knowledge representation and reasoning, such as production rules [51]. Further, each framework and system is fixed to one logical language or to one composition of the internal state of an agent.

We need an agent model that is abstract and can be used for the general formulation of properties, such as the preservation of secrecy, and that can be used to define concrete agent models. Further, this agent model should facilitate the use of diverse (non-monotonic) knowledge representation formalisms and the use of sophisticated belief change operators.

### 1.2.2 Using non-monotonic reasoning in multiagent systems

A variety of logical formalisms with different expressivity and computational properties have been developed for knowledge representation with the agent paradigm in mind, see, e.g., [55, 234]. Especially non-monotonic formalisms are designed to deal with incomplete information and to enable an agent to act in uncertain environments. Yet, very little of the developed approaches are considered in practical multiagent frameworks [51]. This is mostly due to the computational cost of these.

For non-monotonic logics some attempts have been made to come up with effective solvers for the formalisms. The most prominent of these is answer set programming (ASP), where several very active groups have worked on building effective solvers which lead to the availability of very effective solvers today, most notably smodels [184], DLV [165] and Potassco [108]. Implementations of formal argumenta-
tion systems [24] are also under development and the first systems are already available, such as DeLP [105] and ASPIC [192].

Several proposals exist for how to implement agents based on answer set programming [182, 150, 16, 164]. However, the proposals for the implementation have not found their way in current agent programming platforms [51]. A general integration of different nonmonotonic reasoning formalisms for practical agents is lacking.

1.2.3 Belief revision and non-monotonic logics in multiagent systems

In the field of research on belief change, the problem of how to change an agent’s beliefs in the light of new information has been considered for over 25 years already [94]. While there is a profound theoretical basis, very little of the approaches developed in this field of research are considered in agent models or are available in practical multiagent frameworks. First approaches have been made in the field of belief change to develop approaches that might be applicable in practical multiagent frameworks. One important step is the consideration of operations on finite belief bases instead of infinite, deductively closed belief sets [142, 183, 122, 127, 128, 119]. These operations are guided by the principle of cognitive realism [128], in contrast to the assumption of a perfect reasoner. Further work to find belief change operations for less idealized agents studies operators that focus on relevant parts of a belief state [240]. Recently, belief change for less expressive languages than propositional logic, mostly for Horn theory, has been studied [50, 73, 70, 6]. None of these approaches has, to our knowledge, been used in a multiagent system.

Many approaches to the revision of non-monotonic logic programs have been proposed, but most of these are not based or related to belief change theory. Recently, some attempts have been made to relate these approaches to belief change theory [87]. The results showed that the considered postulates from belief change theory are not satisfied by the considered approaches. Also, attempts have been made to apply model-based revision operators from belief change theory to logic programs, e.g., [68, 72, 217]. These showed that the model-based techniques can be applied to logic programs, but it is not clear that the results are desirable in the logic programming setting [217]. Further, also these approaches have not been used in agent systems. Hence there is a lack of change operators that are based on belief change theory and that are adequate for the use in practical multiagent systems.

1.2.4 Secrecy under incomplete information and bounded rationality

Besides non-monotonic reasoning and belief change, a third field in research related to multiagent systems that has mostly been consid-
ered in theory under highly idealized assumptions is the one of secrecy in multiagent systems. Theoretical models of secrecy in multiagent systems have been formalized and analyzed [121]. Modal logics have been developed to model secrecy [232], but more realistic models or agent architectures are missing. More practical, and well studied, approaches from the database community, e.g., [213, 32, 46, 38, 34] have only been started to be studied in the context of concrete agent architectures in [39, 222]. Especially for secrecy, rational belief change and non-monotonic reasoning methods are important to achieve realistic models of potential attacking agents and their reasoning capabilities. Secrecy from the point of view of an agent with incomplete information, applying non-monotonic reasoning and belief change operators, has not been considered.

1.2.5 A multiagent framework for epistemic agents

A variety of frameworks for the implementation of multiagent systems exist, for overviews see, e.g., [51, 1]. Most of these have fixed agent architectures and fixed knowledge representation formalisms. Only few feature some modularity of the knowledge representation formalism, feature ASP based modules and allow for the development of new ones, e.g., [186, 130, 148]. None of them features belief change operations based on belief change theory, or the implementation of secrecy aware agents. The challenge is to design and implement a framework that facilitates the easy design and implementation of diverse types of agents with respect to their agent architecture and knowledge representation formalisms, including belief change operators based on belief change theory. This framework should allow to set up systems with heterogenous agents that interact with each other. Such a framework could be used to implement secrecy preserving agents, and to evaluate different knowledge representation formalisms and operators.

1.3 CONTRIBUTIONS

In the following we describe our contributions with respect to the challenges described in Section 1.2.

1.3.1 General model of epistemic agents

We present a general model of epistemic agents. Epistemic agents comprise an epistemic state and a functional component. The epistemic state contains a logic-based representation of the agent’s knowledge. The functional component realizes the change of the epistemic state and the execution of actions. The epistemic state and the functional component might consist of epistemic components and compo-
sitions of sub-functions. The novelty of our model is that it unifies diverse agent architectures, that it integrates the specification and the realization of agents, and that it integrates non-monotonic knowledge representation and belief change operators. This way it encompasses other agent architectures from purely deductive agents with a monolithic epistemic state to structured ones such as the popular Beliefs, Desires, Intentions (BDI) model. We focus on epistemic agents that communicate by means of speech acts. We motivate the ability of the agents to reflect the anticipated changes of their (communication) actions in their epistemic states. To this end, we introduce a change operator for the agent’s actions.

We develop a sub-framework of our general epistemic agent model that extends the well known BDI model \cite{56} by a motivation and a know-how component. We call it BDI$^+$ agent model. The motivation component determines the desires of the agent on the basis of a set of motives. Few other approaches to the integration of motivation in agents exist \cite{14,170,180} and none combines motivation with BDI agents and know-how in a general framework. The know-how component represents the procedural knowledge of the agent that it uses to determine its course of action. The know-how component can be seen as a form of a hierarchical plan library that is often used in BDI agents \cite{248,51}. The difference of the know-how approach \cite{215,214} is that it aims to represent the structural knowledge on a logical basis, on the same level as the know-that of the agent, to facilitate reasoning and change operations on both in combination. We define simplified instances of our approaches to motivation \cite{159} and know-how \cite{157,229}. We instantiate the BDI$^+$ model with answer set programming (ASP) \cite{112} as an exemplary non-monotonic knowledge representation formalism and use it to develop secrecy aware agents.

1.3.2 Non-monotonic reasoning formalisms for epistemic agents

Based on our epistemic agent framework we introduce epistemic components as components of an epistemic state. Epistemic components are used by a belief operator to form a belief set. We define a general notion of belief operator families whose operators can be ordered, e.g., based on how credulous the inference behavior is. The assumptions we make are general enough to capture a big variety of knowledge representation formalisms and in particular those for which effective solvers are available. We define desirable properties for belief operators and ordered families of these. Further, we consider more concrete belief operators on the basis of the theory of formalisms based on extension families from \cite{173}, and extend it towards families of operators with credulity order. Finally, we instantiate and illustrate the concepts for answer set programming.
1.3.3 **Belief change operators and non-monotonic reasoning**

We integrate approaches from belief change theory in our epistemic agent model. Thereby, we also contribute to the field of belief change theory. We build on the theory of belief base revision [122, 127, 128] and instantiate it with and for non-monotonic reasoning formalisms in two main aspects. Firstly, we consider selective revision operators [96]. These decide in which form the new information shall be accepted by means of a selection function first, and then revise the belief base with the result by means of a prioritized change operator, i.e., an operator that always accepts the new information. We extend this approach for multiple revision operations and show formally that how the transformation function can be instantiated using the framework of deductive argumentation [27].

Secondly, we apply the belief base change theory to non-monotonic logics by example of ASP. We analyze base revision postulates for non-monotonic belief bases and adapt them adequately. We consider ASP specific change postulates from the literature, generalize them for different notions of equivalence, analyze, and adapt these to augment our set of desirable postulates of a base revision operator for ASP. We formally show the relation of base revision postulates to the ASP specific postulates. Furthermore, we develop a generalized construction for base revision operators based on a new screened consolidation operation. We prove a representation theorem for this construction. Further we show that the resulting multiple base revision operator satisfies all desirable properties we proposed.

1.3.4 **Agent-based secrecy and secrecy aware agents**

We approach the topic of secrecy in multiagent systems from the subjective perspective of communicating epistemic agents. We make use of our general epistemic agent framework to define a new, subjective notion of secrecy. For agents with incomplete information and bounded rationality in a dynamic environment the strict preservation of secrecy is not always possible. In case the agent violates secrecy, it should still do its best to violate secrecy as little as possible. We call agents *secrecy aware* if they take secrecy into consideration as good as possible, and those agents of these that can be guaranteed to not violate secrecy *secrecy preserving*.

We define a secrecy agent model by augmenting the epistemic state of an agent by views on the information that is available to other agents, and by a representation of its secrets. Hereby we consider a symmetric system, which means that all agents have views on their fellow agents and all agents have their individual secrets. Further, we consider the uncertainty of such views in two dimension, the uncer-
We define a notion of secrets with different levels of strength based on the belief operator families we develop. A secret formula is protected against inference by use of a particular belief operator from a belief operator family. The operators of a belief operator family are ordered, e.g., with respect to their credulity. A secret formula is protected the more strongly, the more credulous the belief operator is with respect to which it shall be protected.

Moreover, we consider a change operator for epistemic states and we define desirable properties with relation to secrecy. This includes the changes of the beliefs of the agent itself, its views on other agents, and its secrets. We develop a change operator for secrets that is capable to minimally weaken secrets if they cannot be protect with the declared strength.

We formally prove for several settings which properties of the behavior of an agent are necessary and sufficient to guarantee that it preserves secrecy. We develop a game theory based notion of epistemic states in which an attacking agent does not have a winning strategy and show that the maintenance of such a state is necessary and sufficient to preserve secrecy. We consider the evaluation of the agent’s options for action with respect to secrecy, and with respect to the informativity of its actions. We define five principles on how an agent should use its available information to classify a set of actions with respect to secrecy as fine grained as possible, while still justified. Moreover, we develop an algorithm to classify actions and prove that it satisfies all principles.

On the basis of the abstract model and joining the developed aspects of secrecy described above, we define secrecy aware agents as an extension of our BDI$^+$ agent model. We instantiate this model with ASP for knowledge representation and develop ASP representations of speech acts on the information and meta-information level. Further, we formalize ASP based patterns of meta-inferences of potential attacking agents. We show that and how we can use this secrecy ASP BDI$^+$ agents to construct a two-agent system that simulates our strike committee meeting example.

1.3.5 Epistemic agent programming framework ANGERONA

We present the ANGERONA framework for the implementation of epistemic agents with a strong focus on flexibility, extensibility and compatibility with diverse formalisms for non-monotonic reasoning and with diverse agent models. It implements the general epistemic agent framework developed in this thesis. In contrast to other multiagent system frameworks it has no fixed agent model, but follows a flexible plug-in architecture and facilitates the use of diverse (non-monotonic)
knowledge representation formalisms and belief change operators. Different kinds of knowledge representation formalisms can be used within one agent. Different agents can be based on different agent architectures and can each use different knowledge representation formalisms as long as they share a common communication language. The knowledge representation plug-ins of ANGERONA use the interfaces of the Tweety library for knowledge representation [227]. The belief operators and belief change operators developed in this thesis are implemented in the Tweety library. The BDI+ agent model developed in this thesis is implemented as a sub-framework that can be used and extended based on operator plug-ins. ANGERONA also contains default and extended operators to instantiate the BDI+ model. The secrecy ASP BDI+ model and several simulations based on it are also implemented. Furthermore, several other approaches are available in ANGERONA, e.g., [75, 76, 152, 131, 244, 4, 229, 157, 159]. ANGERONA features an environment plug-in for communicating agents and a versatile GUI to monitor the simulation and the agents, including the dynamics of their epistemic states. The ANGERONA framework as well as Tweety are open source2.

1.4 OUTLINE

The remainder of this thesis is organized as follows. In Chapter 2 we present the necessary background for the following chapters. In Chapter 3 we develop the general framework of epistemic agents. We start by laying the foundations for the consideration of communicating agents and agents based on logical knowledge representation formalisms. By use of these foundations we then define our notion of epistemic agents. On the basis of the general model we define the concept of compound agent models and formalize our BDI+ agent model as an instance of the general compound model. Based on this model we define basic instances of the operators of the BDI+ model. Then we go into more detail on the belief operators of agents and define belief operator families, discuss properties of these and give exemplary instantiations.

In Chapter 4 we first develop the general structure of belief change operations for epistemic agents. Then we elaborate on selective revision operators, extend the selective revision framework to multiple revision operations and develop selection functions that are based on deductive argumentation. Afterwards we elaborate on the base revision approach for non-monotonic belief bases in general and ASP in particular.

In Chapter 5 we develop our subjective, agent-based notion of secrecy on the basis of our epistemic agent framework. We first introduce a secrecy agent model and elaborate various aspects of agent

models with respect to secrecy. Then we show formally for different settings which behavior of an agent guarantees the preservation of secrecy. Next we develop properties for the classification of actions with respect to secrecy and devise an algorithm that adheres to these principles. Afterwards we build on the BDI+ agent model developed in Chapter 3 to construct complete agents for secrecy preservation and elaborate the instantiation of these by use of ASP. We develop ASP representations for meta-information and meta-inferences and model the strike committee meeting example from the introduction.

In Chapter 6 we present the multiagent programming framework Angerona, which is based on the general agent model introduced in Chapter 3. We describe the main ideas of the framework and how the instances based on the results of Chapters 4 and 5 are realized. In Chapter 7 we summarize and discuss the contributions of this thesis.

1.5 PUBLICATIONS AND CONTRIBUTIONS

Some ideas and parts of this thesis are based on previously published work. In the following, I first specify which parts of this thesis are based on previously published work. Then, I specify the contributions of my co-authors in the respective works.

1.5.1 Publications that contributed to this thesis

First versions of the epistemic agent model for secrecy, belief operator families, and the definition of agent-based secrecy have been published in [155]. All of these concepts have been substantially revised and extended. They contributed in particular to parts of Section 3.3 and Sections 5.1 to 5.3. A first version of the consideration of secrecy aware BDI agents based on answer set programming has been published in [156]. It has been substantially revised and extended, and contributed in particular to Section 5.7.

Our work on extensions of the BDI model by motivation and know-how have been published before. In this thesis we develop a new extended BDI model on the basis of simplified versions of the published approaches to motivation and know-how. The work on motivation for BDI agents has been published in [159]. In this thesis we define a simplified version of the full approach developed in [159] in Section 3.6. The work on know-how has been published in [229] and [157]. As for motivation we define and use a basic version of the full know-how approach in this thesis, we do this in Section 3.6. The consideration of selective revision by means of argumentation in Section 4.2 is based on the Publication [160]. The belief base revision approach to ASP change operations presented in Section 4.3 is based on a revised version of the Publication [154]. Sections 5.5.2 and 5.5.3
are based on revised parts of the work published in [41]. Chapter 6 is based on extensions of parts of the Publication [161].

1.5.2 Contributions to the publications

The publications [154, 156, 155] are the result of my own work. They have been produced under the supervision of my supervisor Gabriele Kern-Isberner. As such she proofread drafts of the articles, discussed them with me and suggested further research questions.

The works [160, 161, 41] are the result of collaborations with further research partners within two research projects in which I participated. In the following I clarify the contributions of the respective authors to these publications.

The work [41] was carried out as part of the Project A5 “Exchange and Fusion of Information under Availability and Confidentiality Requirements in MultiAgent Systems” of the Collaborative Research Center SFB 876. The project leaders are Gabriele Kern-Isberner and Joachim Biskup. As such, the general topic, the preparatory work and project proposal are based on the work of them. This particular work originates from the elaboration of the uncertainty of the defending agent about the state of the attacking agent, which was mentioned briefly by myself in [155]. Starting from there, Cornelia Tadros and myself elaborated the two resulting dimensions of uncertainty, the uncertainty of the attacking agent in its view on the world and the defending agent’s uncertainty in its view on the uncertain world view of the attacking agent. We worked on formalizing belief operators that deal with both dimensions of uncertainty, and on families of such operators that differ in their credulity in both dimensions. Then, we searched for a principled representation of the relation of the credulity of a belief operator in both dimensions and the degree of protection of a secret that is formulated by use of this operator. We had a set of basic principles in mind we wanted to formulate. We discussed our preliminary findings several times with Gabriele Kern-Isberner and Joachim Biskup. These discussions helped us identifying issues in our considerations and pointed us to further directions of research. As one result we tightened our definitions of belief operators.

We continued with a more general research question. Given the uncertainty of the defending agent, it cannot be excluded that there are situations in which the agent cannot prevent the violation of a secret. Our new goal was to find a principled approach to classify actions in our considered setting. Cornelia Tadros looked into concepts from works on normative reasoning that deal with violations of norms. In our setting, secrecy can be seen as a norm that is induced by the secrecy constraints and a belief operator family with credulity order. We connected our consideration of secrecy and action selection to the
notion of betterness relations on actions in normative reasoning. This led us to the specification of a classification of actions with respect to secrecy.

I found out that the basic principles we were heading for from the beginning cannot hold in general in our considered setting. To find a solution, I considered the problem from a different perspective, considering the information that is available to the defending agent to classify possible actions and considering how this information can be used for the classification task. As a result, I developed the notion of violation sets and two new principles for the classification of actions (Principle I.1 and I.2) with respect to secrecy. Moreover, Cornelia Tadros came up with the idea of a minimality principle inspired by the rational closure for conditional knowledge bases, which resulted in Principle II. With these three principles we found a complete set of principles for the characterization of the classification task.

We further refined Principle I.2 as a result of discussions of Cornelia Tadros, Joachim Biskup and myself on the treatment of cyclic dependencies with respect to Principle II. Reconsidering our initial idea of the basic principles, I looked for weaker versions of these that are satisfiable in our setting. As a result, I came up with the Principles III and IV. Further, I sketched a proof that shows that the satisfaction of Principles III and IV follows from the satisfaction of Principles I.1, I.2 and II (Proposition 5.5.12). This sketch was then worked out by Cornelia Tadros and myself. It was Joachim Biskup who pointed out that we should show that the classification we characterized by use of the principles can be operationalized. He proposed the focused scenario we consider in the article, that is, the consideration of inform actions for a fixed point in time by a secrecy reasoner. He also proposed the use of the concrete and simple change operator.

The search for an operationalization resulted in the definition of a secrecy reasoner and the design of an algorithm to implement it. The first version of the algorithm of the secrecy reasoner was developed by myself. This algorithm was then further refined in discussions of Cornelia Tadros, Joachim Biskup and myself. Together we also devised the desired propositions with respect to the algorithm: that it always terminates, and returns a complete classification (Proposition 5.5.15); and that it satisfies all principles (Proposition 5.5.16). The proof of Proposition 5.5.15 and the part of the satisfaction of Principles I.1 and I.2 in the proof of Proposition 5.5.16 is my work. For the satisfaction of Principle II of Proposition 5.5.16 the first draft of the proof was my work, which was then worked out in detail by Cornelia Tadros and Joachim Biskup. Preliminary versions of the article [41] were proofread by Gabriele Kern-Isberner and Joachim Biskup. Joachim Biskup also wrote parts of the introduction and conclusion, and helped Cornelia Tadros and myself with the clear formulation of our ideas.
In this thesis the approach and results of the Sections 3 and 4 of the article [41] are integrated in the framework developed in the thesis to support the agent’s action selection. To this end, the sections have been revised and adapted to the setting and notation of the thesis.

The Angerona framework that is described in the Publication [161] was developed within the Project A5 “Exchange and Fusion of Information under Availability and Confidentiality Requirements in MultiAgent Systems” of the Collaborative Research Center SFB 876. It was implemented mainly by Tim Janus under my supervision as part of his work in the A5 Project. He also participated in discussions about the conceptualization of the implementation. Several additional approaches that are implemented in the Angerona framework are the result of final theses under my supervision, these are [3, 137, 19, 52, 131, 45]. Moreover, Angerona was used and extended by Daniel Dilger under the supervision of Cornelia Tadros and myself in an internship financed by the German Academic Exchange Service (DAAD); a report on this work can be found in [78]. Angerona was further extended by Pia Wierzoch, Stefan Rötner and Sebastian Homann as part of their work in the A5 Project under the supervision of Cornelia Tadros and myself.

The work on [160] was carried out within the project “Combining belief revision and argumentation for enhancing the reasoning capabilities of agents in multiagent systems”, supported by the German Academic Exchange Service DAAD. The main idea of the Publication [160] emerged from discussions of the authors of the article. In these discussions various ways to use argumentation in the belief revision process were considered. The idea to use argumentation to decide if and which parts of the input shall be accepted emerged. Looking at the belief revision literature I found out, that the selective revision framework constitutes a very good basis for our work. Matthias Thimm looked at the deductive argumentation framework. In close collaboration Matthias Thimm and myself then extended the selective revision framework and determined the appropriate properties for the use in combination with an argumentation approach. We devised new postulates for the selective revision framework and properties of the categorizer and accumulator. Then we showed the formal results of the publication. The examples result from the collaboration of Alejandro Garcia and myself. All authors proofread the publication.

The work on know-how in [229] and [157] is the result of a close collaboration of Matthias Thimm and myself. The work on motivation is based on the Diploma thesis of Regina Fritsch under the supervision of Gabriele Kern-Isberner and myself. The original approach has been thoroughly revised in collaboration of Matthias Thimm, Gabriele Kern-Isberner and myself which resulted in the Publication [159].
In this chapter we present an overview of important background for the following chapters. In Section 2.1 we start with an introduction to the theory of agents and in particular to abstract agent models and to the BDI agent architecture. Then, we introduce some knowledge representation formalisms that might be used by the agents we develop in this thesis. Propositional logic is introduced in Section 2.2, deductive argumentation in Section 2.3 and answer set programming in Section 2.4. In Section 2.5 we give a summary of the basics of belief revision theory.

2.1 AGENT MODELS

The research on intelligent agents started in the 1980s and gained momentum in the 1990s. Today, the field is well developed on diverse lines of research from the purely theoretical works to actually implemented systems and applications in a variety of domains [241, 248].

An agent is an entity which is capable to act autonomously towards its goals in its environment. The environment of an agent is usually given by a multiagent system, which consists of a set of agents that interact with each other and some representation of a physical environment that the agent can observe and manipulate partially. Hence the agent continuously receives new information from its dynamic environment. The agent has to be able to adapt and react to these changes while it pursues the realization of its goals. In this scenario a plethora of challenges for the design of such an agent arises.

For the conceptualization of intelligent agents two fundamental approaches can be distinguished: the formal modeling of the behavior of agents and multiagent systems; and the constructive, decompositional, approach leading to concrete agent architectures and systems. There is a big gap between both, the formal models can often not be implemented in any direct way, and the concrete architectures often lack a theoretical basis. In the next two sections we describe two typical representatives of both approaches, first an abstract notion of agents and then a compositional approach.

2.1.1 Abstract notion of agents

We introduce common concepts of abstract agents based on the presentation in [248]. On the abstract level systems $(X, Env)$ are formalized that consist of an agent $X$ and an environment $Env$. Formally,
the environment is modeled by a set of discrete environment states \( E = \{ e, e', \ldots \} \). The environment state is transformed by the actions of an agent from the set of possible actions \( A_c = \{ \alpha, \alpha', \ldots \} \). A run is a sequence of environment states, interleaved by actions, as follows:

\[
\text{run} : e_0 \xrightarrow{\alpha_0} e_1 \xrightarrow{\alpha_1} e_2 \xrightarrow{\alpha_2} e_3 \xrightarrow{\alpha_3} \ldots \xrightarrow{\alpha_{n-1}} e_n
\]

The set of finite runs given the sets \( E \) and \( A_c \) is denoted by \( R \), the subset of runs that end with an action is denoted by \( R^{A_c} \) and the subset of runs that end with an environment state with \( R^E \). An agent is a function that maps runs ending with an environment state to an action:

\[
\mathcal{X} : R^E \to A_c
\]

The effects of actions on the environment are modeled by a state transformer function

\[
\text{tr} : R^{A_c} \to \mathcal{P}(E).
\]

Hereby \( \mathcal{P}(S) \) denotes the power set of a set \( S \), i.e. the set of all subsets of \( S \). This formalization implies that agents as well as environments are history dependent since the next state/action is dependent on the entire run and not only on the last action/state. The transformer function returns a set of environment states, which models that the effect of the agent is non-deterministic. The agent on the other hand is assumed to be deterministic, i.e. the corresponding function returns a single action.

An environment \( \text{Env} \) is a triple \( \text{Env} = \langle E, e_0, \text{tr} \rangle \) with a set of environment states \( E \), an initial environment state \( e_0 \in E \) and a state transformer function \( \text{tr} \). For a system \( \langle \mathcal{X}, \text{Env} \rangle \) its set of possible runs \( R(\mathcal{X}, \text{Env}) \) is the set of runs of agent \( \mathcal{X} \) in the environment \( \text{Env} \). A run of agent \( \mathcal{X} \) in the environment \( \text{Env} = \langle E, e_0, \text{tr} \rangle \) is a sequence

\[
(e_0, \alpha_0, e_1, \alpha_1, e_2, \alpha_2, \ldots)
\]

such that \( \mathcal{X}(e_0) = \alpha_0 \) and for all \( i > 0 \)

\[
e_i \in \text{tr}((e_0, \alpha_0, e_1, \alpha_1, \ldots, e_{i-1}, \alpha_{i-1})) \text{ and } \alpha_i = \mathcal{X}((e_0, \alpha_0, \ldots, e_{i-1})).
\]

Hence in this formalization of abstract agents the behavior of an agent is represented with respect to an environment by its set of possible runs. This allows to formalize and prove abstract properties of agents in environments. However, it does not help with the conceptualization and realization of agents. In the next section we present the most popular conceptualization of rational agents.
2.1.2 The BDI Model

There are several general approaches for realizing intelligent agents, for an overview we refer to [248]. The most popular model for the realization of intelligent agents is the BDI model. It distinguishes between Beliefs, Desires, and Intentions as the main components of an agent’s state, the interactions of which determine its behavior.

This model originates from the work of the philosopher Michael E. Bratman [56] on practical reasoning and the role of intentions. This led to the BDI model first described by Bratman, Israel and Pollack in [57]. The BDI-model has been adopted by many others. Besides different versions for the general BDI architecture several frameworks for agent programming are based on the BDI paradigm. The first implemented and used system was the procedural reasoning system (PRS) [117]. It was used for fault detection in the NASA space shuttle Discovery and was later further developed and applied in various scenarios [117, 118]. It also forms the basis for current multiagent programming platforms [51]. On the analytical side, there has also been substantial work on developing logics to analyze BDI based systems [200, 196, 201, 194, 198, 197, 199].

In the following we present an overview of the original BDI architecture, on the basis of [57] and [247]. In this model the Beliefs represent the (plausible) beliefs the agent has concerning the current situation as well as its background information. The Desires represent what the agent desires to achieve in general but to which it has not committed, i.e., possible goals. Intentions are goals the agent has committed to, they are consecutively refined by the agent and lead to the next action the agent performs to achieve its current goals. Formally, sets of all possible sets of beliefs $L_B$, desires $L_D$ and intentions $L_I$ are defined, which are often formulae of a logical language. As already indicated by the symbols we also refer to, e.g., the set of possible beliefs, as a language. The current state of a BDI agent is then characterized by the triple $(B, D, I)$ of its currently held beliefs $B \in L_B$, desires $D \in L_D$ and intentions $I \in L_I$. The behavior of the agent is determined by its process of practical reasoning which is based on its mental state (its beliefs, desires, and intentions) and the percepts it receives. This process is realized by an agent cycle as depicted in Figure 2.1.1. The current beliefs of the agent are revised on the basis of the current percept $p \in Per$ by the belief revision function

$$brf : L_B \times Per \rightarrow L_B.$$  

On the basis of the revised belief and the current set of intentions the current options, i.e., the desires of the agent are determined by the function

$$options : L_B \times L_I \rightarrow L_D.$$
The options function generates the options to refine the currently held intentions of the agent in the light of its current beliefs. Recursively applied, the options function determines sub-goals for realizing some intention and then sub-goals for the newly adopted sub-goals and so on. This way the means-ends-reasoning of the agent is realized. The agent’s deliberation process, the process of choosing what to do, is realized by the filter function

\[
\text{filter} : \mathcal{L}_B \times \mathcal{L}_D \times \mathcal{L}_I \rightarrow \mathcal{L}_I.
\]

This function selects some of the current desires as new intentions and removes some of the former intentions of the agent to form the current set of intentions. Intentions are to be removed if they are successfully achieved or if they do not seem to be achievable at all or not at a reasonable cost. Note that therefore the new set of intentions is a subset of the union of the old intentions and the current desires. At last, the action function

\[
\text{act} : \mathcal{L}_I \rightarrow \text{Act}
\]
returns an action on the basis of a set of intentions. An intention is called an *atomic intention* if it can be directly satisfied by a single action.

The general BDI architecture defines an intuitive decomposition of the mental state and the functionality of an intelligent agent. However, it just describes the general architecture of an agent and leaves the further instantiation and solution of problems involved open. The belief revision function of a BDI agent or desirable properties of it are not specified or discussed in the original BDI literature. The means-ends reasoning process needs some form of a plan library to determine the sub-intentions for a given intention. It is also necessary to structure the set of intentions by some ordering, for example a stack, or a list of stacks. Further, the strength of commitment to an intention is an issue. The agent has to be committed to achieve its goals but it also has to reconsider its intentions and realize when it is worth dropping its current intention for the sake of other intentions or when they become unachievable. In most domains the options in the deliberation process of an agent can, and should, be compared based on some notion of utility. For more details on these problems see e.g. [248, 241].

We want to consider agents that use logical languages for knowledge representation and reasoning. We introduce propositional logic, which forms the basis for many other knowledge representation formalisms as well, in the next section.

### 2.2 Propositional Logic

Let $\mathbb{A}$ be a propositional signature, i.e., a set of propositional atoms. Let $\mathcal{L}_{\mathbb{A}}^{\text{prop}}$ be the corresponding propositional language generated by the atoms in $\mathbb{A}$ and the connectives $\land$ (and), $\lor$ (or), $\rightarrow$ (implication), and $\neg$ (negation). To simplify the presentation, we assume some arbitrary total order $\succ$ on the elements of $\mathcal{L}_{\mathbb{A}}^{\text{prop}}$ which is used to enumerate elements of each finite $\Phi \subseteq \mathcal{L}_{\mathbb{A}}^{\text{prop}}$ in a unique way, cf. [26]. For a finite subset $\Phi \subseteq \mathcal{L}_{\mathbb{A}}^{\text{prop}}$ the *canonical enumeration* of $\Phi$ is the vector $(\phi_1, \ldots, \phi_n)$ such that $\{\phi_1, \ldots, \phi_n\} = \Phi$ and $\phi_i \succ \phi_j$ for every $i < j$ with $i, j = 1, \ldots, n$. As $\succ$ is total the canonical enumeration of every finite subset $\Phi \subseteq \mathcal{L}_{\mathbb{A}}^{\text{prop}}$ is uniquely defined.

We use the operator $\vdash$ to denote classical entailment, i.e., for sets of propositional sentences $\Phi_1, \Phi_2 \subseteq \mathcal{L}_{\mathbb{A}}^{\text{prop}}$ we say that $\Phi_2$ follows from $\Phi_1$, denoted by $\Phi_1 \vdash \Phi_2$, if and only if $\Phi_2$ is entailed by $\Phi_1$ in the classical logical sense. For sentences $\phi, \phi' \in \mathcal{L}_{\mathbb{A}}^{\text{prop}}$ we write $\phi \vdash \phi'$ instead of $\{\phi\} \vdash \{\phi'\}$. We define the *deductive closure* $\text{Cn}^{\text{prop}}(\cdot)$ of a set of sentences $\Phi$ as

$$\text{Cn}^{\text{prop}}(\Phi) = \{\phi \in \mathcal{L}_{\mathbb{A}}^{\text{prop}} \mid \Phi \vdash \phi\}.$$
If $\Phi \vdash \bot$ we say that $\Phi$ is inconsistent. Two sets of sentences $\Phi, \Phi' \subseteq \mathcal{L}_{\text{At}}^{\text{prop}}$ are equivalent, denoted by $\Phi \equiv^P \Phi'$, if and only if $\Phi \vdash \Phi'$ and $\Phi' \vdash \Phi$.

We also use the equivalence relation $\equiv^P$ which is defined as $\Phi \equiv^P \Phi'$ if and only if there is a bijection $\sigma : \Phi \rightarrow \Phi'$ such that for every $\phi \in \Phi$ it holds that $\phi \equiv^P \sigma(\phi)$. This means that $\Phi \equiv^P \Phi'$ if $\Phi$ and $\Phi'$ are element-wise equivalent. Note that $\Phi \equiv^P \Phi'$ implies $\Phi \equiv^P \Phi'$ but not vice versa. In particular, it holds that e.g. $\{a \land b\} \equiv^P \{a, b\}$ but $\{a \land b\} \not\equiv^P \{a, b\}$. For sentences $\phi, \phi' \in \mathcal{L}_{\text{At}}^{\text{prop}}$ we write $\phi \equiv^P \phi'$ instead of $\{\phi\} \equiv \{\phi'\}$ if $\equiv \in \{\equiv^P, \equiv^\bot\}$.

For a set $S$ let $\mathfrak{P}(S)$ denote the set of multi-sets of $S$, i.e. the set of all subsets of $S$ where an element may occur more than once. To distinguish sets from multi-sets we use brackets ”(“ and ”)“ for the latter.

Propositional logic forms the basis for the deductive argumentation approach that we present in the next section.

### 2.3 Deductive Argumentation

Argumentation frameworks [24] allow for reasoning with inconsistent information based on the notions of arguments, counterarguments and their relationships. Since the seminal paper of Phan Minh Dung [83] interest has grown in research in computational models for argumentation. In this thesis we use the framework of deductive argumentation as proposed by Besnard and Hunter [26] to construct selection functions that decide which part of the input of a belief change operator should be accepted. The central notion of the framework of deductive argumentation is the notion of an argument.

**Definition 2.3.1 (Argument).** Let $\Phi \subseteq \mathcal{L}_{\text{At}}^{\text{prop}}$ be a set of sentences. An argument $A$ for a sentence $\alpha \in \mathcal{L}_{\text{At}}^{\text{prop}}$ in $\Phi$ is a tuple $A = (\Psi, \alpha)$ with $\Psi \subseteq \Phi$ that satisfies

1. $\Psi \not\vdash \bot$,
2. $\Psi \vdash \alpha$, and
3. there is no $\Psi' \subseteq \Psi$ with $\Psi' \vdash \alpha$.

For an argument $A = (\Psi, \alpha)$ we say that $\alpha$ is the claim of $A$ and $\Psi$ is the support of $A$.

Thus, in an argument $A = (\Psi, \alpha)$ for $\alpha$, the set $\Psi$ is a minimal set entailing $\alpha$. Given a set $\Phi \subseteq \mathcal{L}_{\text{At}}^{\text{prop}}$ of sentences there may be multiple arguments for $\alpha$. As in [26] we are interested in arguments that are most conservative.
**Definition 2.3.2 (Conservativeness).** An argument \( A = \langle \Psi, \alpha \rangle \) is more conservative than an argument \( B = \langle \Phi, \beta \rangle \) if and only if \( \Psi \subseteq \Phi \) and \( \beta \vdash \alpha \).

In other words, an argument \( A \) is more conservative than an argument \( B \) if \( B \) has an at least as large support (with respect to set inclusion) and a more general conclusion than \( A \). An argument \( A \) is strictly more conservative than an argument \( B \) if and only if \( A \) is more conservative than \( B \) but \( B \) is not more conservative than \( A \). If \( \Phi \subseteq L_{\text{At}}^{\text{prop}} \) is inconsistent there are arguments with contradictory claims.

**Definition 2.3.3 (Undercut).** An argument \( A = \langle \Psi, \alpha \rangle \) is an undercut for an argument \( B = \langle \Phi, \beta \rangle \) if and only if \( \alpha = \neg (\phi_1 \land \ldots \land \phi_n) \) for some \( \phi_1, \ldots, \phi_n \subseteq \Phi \).

If \( A \) is an undercut for \( B \) then we also say that \( A \) attacks \( B \). In order to consider only those undercuts for an argument that are most general we restrain the notion of undercut as follows.

**Definition 2.3.4 (Maximally conservative undercut).** An argument \( A = \langle \Psi, \alpha \rangle \) is a maximally conservative undercut for an argument \( B = \langle \Phi, \beta \rangle \) if and only if \( A \) is an undercut of \( B \) and there is no undercut \( A' \) for \( B \) that is strictly more conservative than \( A \).

**Definition 2.3.5 (Canonical undercut).** An argument \( A = \langle \Psi, \neg (\phi_1 \land \ldots \land \phi_n) \rangle \) is a canonical undercut for an argument \( B = \langle \Phi, \beta \rangle \) if and only if \( A \) is a maximally conservative undercut for \( B \) and \( \langle \phi_1, \ldots, \phi_n \rangle \) is the canonical enumeration of \( \Phi \).

It can be shown that it suffices to consider only the canonical undercuts for an argument in order to come up with a reasonable argumentative evaluation of some claim \( \alpha \) [26]. Having an undercut \( B \) for an argument \( A \) there may also be an undercut \( C \) for \( B \) which defends \( A \). In order to give a proper evaluation of some argument \( A \) we have to consider all undercuts for its undercuts as well, and so on. This leads to the notion of an argument tree.

**Definition 2.3.6 (Argument tree).** Let \( \alpha \in L_{\text{At}}^{\text{prop}} \) be some sentence and let \( \Phi \subseteq L_{\text{At}}^{\text{prop}} \) be a set of sentences. An argument tree \( \tau_\Phi(\alpha) \) for \( \alpha \) in \( \Phi \) is a tree where the nodes are arguments and that satisfies

1. the root is an argument for \( \alpha \) in \( \Phi \),
2. for every path \( [\langle \Phi_1, \alpha_1 \rangle, \ldots, \langle \Phi_n, \alpha_n \rangle] \) in \( \tau_\Phi(\alpha) \) it holds that \( \Phi_n \not\subseteq \Phi_1 \cup \ldots \cup \Phi_{n-1} \), and
3. the children \( B_1, \ldots, B_m \) of a node \( A \) consist of all canonical undercuts for \( A \) such that condition (2) above is not violated when these canonical undercuts are added as children.
Let $T(\mathbf{At})$ be the set of all argument trees.

An argument tree is a concise representation of the relationships between different arguments that favor or reject some argument $\mathbf{A}$. In order to evaluate whether a claim $\mathbf{q}$ can be justified we have to consider all argument trees for $\mathbf{q}$ and all argument trees for $\neg\mathbf{q}$. For an argument tree $\tau$ let $\text{root}(\tau)$ denote the root node of $\tau$. Furthermore, for a node $\mathbf{A} \in \tau$ let $\text{ch}_\tau(\mathbf{A})$ denote the children of $\mathbf{A}$ in $\tau$ and $\text{ch}_\tau^T(\mathbf{A})$ denote the set of sub-trees rooted at a child of $\mathbf{A}$.

**Definition 2.3.7 (Argument structure).** Let $\mathbf{q} \in L_{\mathbf{At}}^{\mathbf{prop}}$ be some sentence and let $\Phi \subseteq L_{\mathbf{At}}^{\mathbf{prop}}$ be a set of sentences. The argument structure $\Gamma_{\Phi}(\mathbf{q})$ for $\mathbf{q}$ with respect to $\Phi$ is the tuple $\Gamma_{\Phi}(\mathbf{q}) = (T^+, T^-)$ such that $T^+$ is the set of argument trees for $\mathbf{q}$ in $\Phi$ and $T^-$ is the set of argument trees for $\neg\mathbf{q}$ in $\Phi$.

The argument structure $\Gamma_{\Phi}(\mathbf{q})$ of a $\mathbf{q} \in L_{\mathbf{At}}^{\mathbf{prop}}$ gives a complete picture of the reasons for and against $\mathbf{q}$. The argument structure has to be evaluated in order to determine the status of sentences. We introduce the powerful evaluation mechanisms from [26] and give examples of how adequate and simple instantiations can be realized.

**Definition 2.3.8 (Categorizer).** A categorizer $\gamma$ is a function $\gamma : T(\mathbf{At}) \to \mathbb{R}$.

A categorizer is meant to assign a value to an argument tree $\tau$ depending on how strongly this argument tree favors the root argument. In particular, the larger the value of $\gamma(\tau)$ the better the justification of believing in the claim of the root argument. For an argument structure $\Gamma_{\Phi}(\mathbf{q}) = \{\tau^+_1, \ldots, \tau^+_n\}, \{\tau^-_1, \ldots, \tau^-_m\}$ and a categorizer $\gamma$ we abbreviate

$$\gamma(\Gamma_{\Phi}(\mathbf{q})) = (\gamma(\tau^+_1), \ldots, \gamma(\tau^+_n)), (\gamma(\tau^-_1), \ldots, \gamma(\tau^-_m)).$$

**Definition 2.3.9 (Accumulator).** An accumulator $\kappa$ is a function $\kappa : \Psi(\mathbb{R}) \times \Psi(\mathbb{R}) \to \mathbb{R}$.

An accumulator is meant to evaluate the categorization of argument trees for or against some sentence $\mathbf{q}$.

**Definition 2.3.10 (Acceptance).** We say that a set of sentences $\Phi \subseteq L_{\mathbf{At}}^{\mathbf{prop}}$ accepts a sentence $\mathbf{q}$ with respect to a categorizer $\gamma$ and an accumulator $\kappa$, denoted by

$$\Phi \models_{\kappa, \gamma} \mathbf{q} \text{ if and only if } \kappa(\gamma(\Gamma_{\Phi}(\mathbf{q}))) > 0$$

If $\Phi$ does not accept $\mathbf{q}$ with respect to $\gamma$ and $\kappa$ ($\Phi \not\models_{\kappa, \gamma} \mathbf{q}$) we say that $\Phi$ rejects $\mathbf{q}$ with respect to $\gamma$ and $\kappa$.

Simple instances of categorizers and accumulators are defined in the following example.
Example 2.3.11. Let \( \tau \) be some argument tree. The classical evaluation of an argument tree, as, e.g., employed in Defeasible Logic Programming [105], is that each leaf of the tree is considered “undefeated”. An inner node is “undefeated” if all its children are “defeated”. And an inner node is “defeated” if there is at least one child that is “undefeated”. This intuition can be formalized by defining the classical categorizer \( \gamma_0 \) recursively via

\[
\gamma_0(\tau) = \begin{cases} 
1 & \text{if } \text{ch}_T(\text{root}(\tau)) = \emptyset \\
1 - \max\{\gamma_0(\tau') | \tau' \in \text{ch}_T(\text{root}(\tau))\} & \text{otherwise}
\end{cases}
\]

Furthermore, a simple accumulator \( \kappa_0 \) can be defined via

\[
\kappa_0((N_1, \ldots, N_n), (M_1, \ldots, M_m)) = N_1 + \ldots + N_n - M_1 - \ldots - M_m.
\]

For example, a set of sentences \( \Phi \subseteq \mathcal{L}_{\text{At}}^{\text{prop}} \) accepts a sentence \( \alpha \) with respect to \( \gamma_0 \) and \( \kappa_0 \) if and only if there are more argument trees for \( \alpha \) where the root argument is undefeated than argument trees for \( \neg \alpha \) where the root argument is undefeated.

More examples of categorizers and accumulators can be found in [26].

Using those notions we are able to state for every sentence \( \phi \in \Phi \) whether \( \phi \) is accepted in \( \Phi \) or not, depending on the arguments that favor \( \alpha \) and those that reject \( \alpha \).

In the next section we introduce a logic programming formalism, which is another non-monotonic reasoning formalism. It has close connections to argumentation theory, as was already shown in [83].

2.4 Answer Set Programming

Answer set programming is based on the stable model semantics for logic programs. Different language versions are used, the basis are normal logic programs that feature default negation [113], extended logic programs feature strict and default negation[114], and disjunctive logic programs [112] feature disjunctions in the head of a rule. In this work we focus on extended logic programs under the answer set semantics based on [114].

Extended logic programs consist of rules over a set of atoms \( \text{At} \) using strong negation \( \neg \) and default negation \( \text{not} \). An atom is of the form \( p(t_1, \ldots, t_n) \) with \( p \) being a predicate of arity \( n \) and \( t_1, \ldots, t_n \) are terms. A term is a variable or a constant, no functions are allowed in standard answer set programming. We denote constants by lower case strings, and variables by strings that start with an upper case letter. A literal \( L \) can be an atom \( A \) or a negated atom \( \neg A \). The complement of a literal \( L \) is denoted by \( \neg L \) and is

- \( A \) if and only if \( L = \neg A \) and
Let $\mathcal{A}$ be the set of all atoms and $\mathcal{L}$ the set of all literals

$$\mathcal{L} = \mathcal{A} \cup \{\neg A \mid A \in \mathcal{A}\}.$$  

The set $\mathcal{L}_{\text{not}} = \{\neg L \mid L \in \mathcal{L}\}$ denotes the set of all default negated literals. The set of all literals and default negated literals is denoted by $\mathcal{L} = \mathcal{L} \cup \mathcal{L}_{\text{not}}$. A rule $r$ is written as

$$L \leftarrow L_0, \ldots, L_m, \neg L_{m+1}, \ldots, \neg L_n.$$  

where the head of the rule $H(r) = \{L\}$ is either empty or consists of a single literal and the body

$$\text{body}(r) = \{L_0, \ldots, L_m, \neg L_{m+1}, \ldots, \neg L_n\}$$

is a subset of $\mathcal{L}$. The body consists of a set of literals

$$\text{body}(r)^+ = \{L_0, \ldots, L_m\}$$

and a set of default negated literals denoted by

$$\text{body}(r)^- = \{L_{m+1}, \ldots, L_n\}.$$  

If $\text{body}(r) = \emptyset$, $r$ is a fact and if $H(r) = \emptyset$, $r$ is a constraint. A program without default negation is a strict program. For a given program $P$ we define the strict sub-program for it as

$$P_{\text{strict}}(P) = \{r \in P \mid \text{body}(r)^- = \emptyset\}.$$  

The language of rules constructed over the set of atoms $\mathcal{A}$ is referred to as $\mathcal{L}_{\mathcal{A} \mathcal{L}}$. A finite set of sentences from $\mathcal{L}_{\mathcal{A} \mathcal{L}}$ is called an extended logic program $P \subseteq \mathcal{L}_{\mathcal{A} \mathcal{L}}$.

Rules with variables are treated as rule schemata that represent the set of grounded rules resulting from grounding the variables with all possible combinations of constant symbols. Formally, given a program $P$ the Herbrand universe $\mathcal{U}_P$ comprises all constants occurring in $P$. For a given set of literals $\mathcal{L}$ we denote the set of grounded literals by $\mathcal{U}(\mathcal{L})$. The set of ground rules for the rule schema $r$ is given by replacing all variables in $r$ with all possible combinations of constants from $\mathcal{U}_P$ and denoted by $\text{ground}(r)$. The grounded version of a program $P$ is given by $\text{grnd}(P) = \bigcup_{r \in P} \text{ground}(r)$.

The semantics of extended logic programs is defined as follows. A state $S$ is a set of literals that is consistent, i.e., it does not contain any complementary literals $L$ and $\neg L$. A state $S$ is a model of a program $P$ if for all $r \in \text{grnd}(P)$

$$\text{if body}(r)^+ \subseteq S \text{ and body}(r)^- \cap S = \emptyset \text{ then } H(r) \cap S \neq \emptyset.$$
That is, a state is a model of a program if for all grounded rules, if the positive body of the rule is contained in the state and none of the negative body literals is contained in it, then the head has a non-empty intersection with the state. The formulation of the last condition as the requirement that the set consisting of the head literal intersected with the state has to be non-empty is important for the semantics of constraints. A constraint has an empty head such that this condition is unsatisfiable. This implies that the body of a constraint cannot be satisfied by any model. The reduct $P^S$ of a ground program $P$ relative to a set $S$ of literals is defined as

$$P^S = \{ H(r) \leftarrow B^+(r) \mid r \in P, B^- (r) \cap S = \emptyset \}.$$ 

An answer set of a program $P$ is a state $S$ that is the minimal model of $\text{grnd}(P)^S$. The set of all answer sets of $P$ is denoted by $\text{AS}(P)$.

A program $P$ is consistent if and only if $\text{AS}(P) \neq \emptyset$. Note, that we defined answer sets of a program based on a state, which does not contain complementary literals. There are other notions of answer sets in the literature according to which answer sets can contain complementary literals. In this case the answer set is usually defined to equal the set of all literals. It is be easy to adapt the notion of consistency to such definitions.

There are different notions of equivalence for logic programs [246]. Here we introduce the most important ones. For some fixed set of atoms $\text{At}$ two programs $P \subseteq L_{\text{At}}^{\text{asp}}$ and $P' \subseteq L_{\text{At}}^{\text{asp}}$ are:

- strongly equivalent, $P \equiv_{SE} P'$, iff for all programs $F$,
  $$\text{AS}(P \cup F) = \text{AS}(P' \cup F),$$
- uniformly equivalent, $P \equiv_{UE} P'$, iff for all sets of facts $F$,
  $$\text{AS}(P \cup F) = \text{AS}(P' \cup F),$$
- answer set equivalent, $P \equiv_{ASE} P'$, iff $\text{AS}(P) = \text{AS}(P')$, i.e., $F = \emptyset$.

If two programs are strongly equivalent, then they are also uniformly and ordinarily equivalent.

Up to this point we introduced different knowledge representation formalisms, in the following we introduce the theory of change of beliefs represented by some knowledge representation formalism.

2.5 BELIEF REVISION THEORY

The research area of belief revision is concerned with the question of how to change currently held beliefs in the light of new information. Research on this topic is fundamentally influenced by the seminal paper of Alchourrón, Gärdenfors and Makinson [5]. They formalized
rationality postulates for change operations, called the AGM postulates, and showed relations to constructions for change operations for propositional logic. In the time since then, the original postulates were discussed, modified, extended and adapted to various other settings, see [94] for an overview.

In the following we introduce the original formulation [5] of the basic set of postulates for the revision of a belief set, a deductively closed set of formulae, by a formula. Then we introduce an alternative formulation on the basis of epistemic states, which contain more information than belief sets. After that we describe postulates for belief bases, which are finite sets of propositional formulae. Belief bases contain more information than belief sets and can be seen as a special case of an epistemic state. Further, we introduce some common constructions of change operators, exemplarily for belief bases. Finally we give a brief overview of the work on the principle based consideration of change operations for logic programs.

2.5.1 Belief Sets

The AGM approach and many consequent work in the area studies the change of a belief set, a set of propositional formulae \( \Phi \) that is deductively closed, i.e., \( \text{Cn}^{\text{prop}}(\Phi) = \Phi \), by a propositional formula \( \phi \). Considering deductively closed belief sets allows to define rationality postulates and change operations on the knowledge level.

If new information is acquired it has to be incorporated into the current set of beliefs. Given a belief set \( \Phi \) and the new information being represented as a sentence \( \phi \), the operation of adding \( \phi \) to the current beliefs is called expansion and denoted by \( \Phi + \phi \). An expansion can be performed without problems if the new information \( \phi \) is consistent with \( \Phi \). The expansion is uniquely determined as \( \Phi + \phi = \text{Cn}(\Phi \cup \phi) \) given the six AGM postulates for expansion [5]. In the case of an inconsistency of \( \Phi \) and \( \phi \), conflicts arising from the addition of \( \phi \) to the current set of beliefs have to be resolved, which amounts to a revision of the beliefs. This means that some of the current beliefs have to be given up in order to obtain a consistent belief set. The AGM model defines six basic postulates a revision operator \( * \) should satisfy:

(k*1) \( \Phi * \phi \) is a belief set.
(k*2) \( \phi \in \Phi * \phi \).
(k*3) \( \Phi * \phi \subseteq \Phi + \phi \).
(k*4) If \( \neg \phi \notin \Phi * \phi \), then \( \Phi + \phi \subseteq \Phi * \phi \).
(k*5) \( \Phi * \phi \) is inconsistent iff \( \phi \) is inconsistent.
(k*6) If \( \phi \equiv \psi \), then \( \Phi * \phi = \Phi * \psi \).
Postulate (K*1) ensures, that the result the revision of a belief set by a formula is a belief set. Postulate (K*2) is also called the success postulate. It demands, that the new information is prioritized over all current beliefs such that the new information is accepted in any case. Postulate (K*3) formalizes that the new information added by an expansion is an upper bound for the new information added by the revision operation. Postulate (K*4) states that if the new information is consistent with the belief set, then the expansion is a lower bound for the revision operation. Together Postulates (K*3) and (K*4) imply that in case of the new information being consistent with the current beliefs the revision should yield the same result as the expansion operation. The objective of a belief revision is to remove conflicts and to generate a consistent belief set. Postulate (K*5) demands consistency of the result, unless the new information is inconsistent in itself, in which case Postulate (K*2) does not allow for a consistent belief set. Postulate (K*6) formulates, that the result of a revision operation should be independent of the actual syntactic formulation of new information and should lead to the same result for semantically equivalent new information.

2.5.2 Epistemic States

A belief set represents the set of beliefs an agent is committed to at some point in time. Belief sets lack any information on the structure of the beliefs. A representation of this structure is necessary to perform change operations that follow a foundational approach that consider the dependencies of beliefs [106, 127, 65]. A general representation is based on epistemic state that represents all information that is necessary for reasoning and most importantly a representation of conditional beliefs, i.e., beliefs that the agent adopts, conditioned on other beliefs or evidence. An epistemic state is often represented by a total pre-order on the set of interpretations of the considered propositional language [65], or as an ordinal conditional function that assigns natural numbers to interpretations [220, 143, 144]. In other works epistemic states consist of sequences of propositional formulae [49], or can be composed of different elements [43]. A common view is that a belief set can be generated from an epistemic state $\mathcal{K}$ by means of a belief operator $\text{Bel}$, such that the belief set is given by $\text{Bel}(\mathcal{K})$. In [65] the AGM postulates have been reformulated for epistemic states and and a change operator $\circ$ for epistemic states. There it is assumed that the belief set is represented as a single propositional formula. The basic postulates are as follows:

\begin{enumerate}
  \item[(R*1)] $\text{Bel}(\mathcal{K} \circ \mu) \models \mu$.
  \item[(R*2)] If $\text{Bel}(\mathcal{K}) \land \mu$ is satisfiable, then $\text{Bel}(\mathcal{K} \circ \mu) \equiv \text{Bel}(\mathcal{K}) \land \mu$.
  \item[(R*3)] If $\mu$ is satisfiable, then $\text{Bel}(\mathcal{K} \circ \mu)$ is satisfiable.
\end{enumerate}
[(R*4') If Bel(\mathcal{K}) \equiv^p \text{Bel}(\mathcal{K}') and \mu \equiv^p \mu', then
Bel(\mathcal{K} \circ \mu) \equiv^p \text{Bel}(\mathcal{K}' \circ \mu')]}

(R*4) If \mathcal{K} = \mathcal{K}' and \mu \equiv^p \mu', then Bel(\mathcal{K} \circ \mu) \equiv^p \text{Bel}(\mathcal{K}' \circ \mu')

Postulate (R*1) corresponds to Postulate (K*2), Postulate (R*2) to Postulates (K*3) and (K*4), Postulate (R*3) to Postulate (K*5), and Postulate (R*4) and to Postulate (K*6). The Postulate (R*4) is a weakening of Postulate (R*4') that only demands the revision results for equivalent inputs to be equivalent if the epistemic states are identical; instead of equivalent as demanded in the stricter formulation in Postulate (R*4'). This difference is characteristic for the use of epistemic states: The belief set alone does not contain sufficient information to determine the revision result, it depends on the exact epistemic state. The Postulates (R*1) to (R*4), without (R*4'), form the basis for the revision of epistemic states and are extended by additional postulates for iterated revision in [65].

The postulates for epistemic states are also defined on the belief set level, but it is taken into consideration that the belief set is generated by an epistemic state. In the next section we give an overview of the research on belief base revision.

2.5.3 Belief Bases

In another strain of research the change of belief bases has been considered. Belief bases are finite sets of formulas. They represent more information than belief sets since they allow to differentiate between explicit and inferred beliefs [127]. That is, they can be seen as a special form of epistemic states. Postulates for belief bases have been formulated on the level of the belief base, and not on the belief sets that are generated by belief bases. Belief base change theory has been mostly developed by Sven Ove Hansson [122, 123, 124, 127], and others, e.g., [183, 206, 119]. In the following we summarize the main postulates and ideas for the construction of belief base change operators on the basis of [127].

A base revision operator \ast changes a belief base \mathcal{B} \subseteq \mathcal{L}_{\text{prop}} by a sentence \phi \in \mathcal{L}_{\text{prop}} and returns the revised belief base \mathcal{B} \ast \phi. Moreover, an expansion operator + is defined for belief bases as the non-closing expansion operator defined as \mathcal{B} + \phi = \mathcal{B} \cup \{\phi\}. The basic set of postulates demanded for a belief base revision operator is the following:

\textbf{success}: \phi \in \mathcal{B} \ast \phi

\textbf{inclusion}: \mathcal{B} \ast \phi \subseteq \mathcal{B} + \phi

\textbf{vacuity}: If \mathcal{B} \cup \{\phi\} is consistent, then \mathcal{B} + \phi \subseteq \mathcal{B} \ast \phi
Consistency: If $\phi$ is consistent, then $\mathcal{B} \ast \phi$ is consistent

Relevance: If $\phi' \in (\mathcal{B} \cup \phi) \setminus (\mathcal{B} \ast \phi)$, then there is a set $H$ such that $\mathcal{B} \ast \phi \subseteq H \subseteq \mathcal{B} \cup \phi$ and $H$ is consistent but $H \cup \{\phi'\}$ is inconsistent

Uniformity: If for all $\mathcal{B}' \subseteq \mathcal{B}, \mathcal{B}' \cup \{\phi\}$ is inconsistent if and only if $\mathcal{B}' \cup \{\phi'\}$ is inconsistent, then $\mathcal{B} \cap (\mathcal{B} \ast \phi) = \mathcal{B} \cap (\mathcal{B} \ast \phi')$.

The Success postulate states that the new information should be part of the revision result, i.e., it should be prioritized over the information in the belief base. Inclusion demands that revision by some information should not introduce more information than expansion. Vacuity demands that if the new information is consistent with the belief base then no information should be discarded. Consistency postulates that if the new information is consistent in itself then the result of the revision is consistent as well. Relevance states that any discarded piece of information would have lead to inconsistency in a super set of the revision result. Finally, Uniformity says that the effect of revision on $\mathcal{B}$ is basically determined by subsets which are inconsistent with the new information.

The construction of belief base revision operators that satisfy the postulates specified above can be realized in the same way as belief set revision operators, with only slight differences as we describe in the following. Besides expansion and revision, contraction, denoted by $\neg$, which removes information from a belief base $\mathcal{B}$, is the third change operation considered in classical scenarios. It is linked to belief base revision via the Levi-Identity by use of a contraction operator $\neg$ and an expansion operator $+$:

$$\mathcal{B} \ast \phi = (\mathcal{B} \neg \phi) + \phi.$$ 

The Levi-Identity helps establishing connections between rationality properties of the contraction and the revision operator, respectively. A standard construction is to define a contraction $\mathcal{B} \neg \phi$ as the intersection of a selection of maximal sets not containing $\phi$. Formally, for a given belief base $\mathcal{B}$ and a sentence $\phi$ the set of remainder sets $\mathcal{B} \perp \phi$ is such that $X \in \mathcal{B} \perp \phi$ if and only if:

1. $X \subseteq \mathcal{B},$
2. $\phi \notin \text{Cn}^{\text{prop}}(X)$ and
3. there is no $X'$ such that $X \subseteq X' \subseteq \mathcal{B}$ and $\phi \notin \text{Cn}^{\text{prop}}(X').$

Let $\mathcal{B}$ be a set of sentences. A function $\gamma$ is a selection function for $\mathcal{B}$ if and only if for all sentences $\phi$

1. if $\mathcal{B} \perp \phi \neq \emptyset$ then $\emptyset \neq \gamma(\mathcal{B} \perp \phi) \subseteq \mathcal{B} \perp \phi$, and
2. if $\mathcal{B} \perp \phi = \emptyset$ then $\gamma(\mathcal{B} \perp \phi) = \{\mathcal{B}\}$. 


The partial meet contraction operator is then defined as

\[ \mathcal{B} \prec_{\gamma} \phi = \bigcap \gamma(\mathcal{B} \perp \phi). \]

It has been shown that a revision operator satisfies all of the above postulates if and only if it is constructible via the Levi-identity and a partial meet contraction operator.

Partial meet contraction can be applied to believe sets in the same way as for belief bases. The difference between the revision of belief sets and belief bases results from the difference of the expansion operator. For belief bases the non-closing expansion operator defined as \( \mathcal{B} + \phi = \mathcal{B} \cup \{\phi\} \) is used and for belief sets the closing expansion operator \( \mathcal{B} + \phi = \text{Cn}_{\text{prop}}(\mathcal{B} \cup \{\phi\}) \). This slight difference has implications for the resulting revision operator. These implications are reflected by the corresponding postulates for the revision of belief sets [5]. The postulates of Success and Consistency are identical and the postulates Inclusion and Vacuity only differ in the expansion operator. In addition to these four postulates the basic six AGM postulates contain the following two postulates:

(\(K^*1\)) \( \Phi * \phi \) is a belief set.

(\(K^*6\)) If \( \phi \equiv^p \psi \), then \( \Phi * \phi = \Phi * \psi \).

Postulate (\(K^*1\)) states that the revision result shall be a belief set, i.e., it shall be deductively closed. Postulate (\(K^*6\)) demands for irrelevance of syntax, that is, all logically equivalent formulae shall lead to the same change. The (\(K^*1\)) postulate is an inherent feature of the knowledge level approach and is definitely not appropriate in a base change framework. The idea of (\(K^*6\)) is that the result of a revision operation should only depend on the semantic content of the information and not its syntactical representation. This is also desirable for belief base operations in general as well, but is not satisfied by these.

This far we described different approaches of change operations primarily developed for propositional logic. In the next section we give an overview of the works that considered the comparison with or the application of these approaches to answer set programs.

2.5.4 Answer set programming and belief change

Belief dynamics within classical logics have been studied for over 25 years now [94]. Well defined sets of rationality postulates for different change operations have been defined. For logic programs, however, most existing approaches to dynamics are very pragmatic and lack a formal representation of requirements of the change process. Few works examined the formal properties of approaches to change logic programs. Most of these use the classic AGM postulates for the revision of belief sets for logic programs. The adequate definition of a
belief set, a consequence relation and a notion of equality is crucial but not at all trivial for the applicability of the classic postulates.

The most thorough account to study change operations to extended logic programs in the light of established postulates from belief revision theory can be found in [87]. In this work an epistemic state is represented by a sequence of logic programs $P = (P_1, \ldots, P_n)$. The revision of a sequence $P = (P_1, \ldots, P_n)$ by a program $P$ results in the sequence $(P, P) = (P_1, \ldots, P_n, P)$. The belief set is determined by constructing a single program $P_\alpha$ over an extended alphabet from the sequence. This program is called update program and resolves possible inconsistencies between the single programs giving priority to programs with higher indices. It generalizes several approaches from the literature that are based on the causal rejection principle [87].

The answer sets of this program, $AS(P_\alpha)$ are then projected to the alphabet of the programs $\text{At}$. For the projected answer sets the set of rules satisfied by all answer sets is determined and resembles the belief set for the epistemic state, i.e.:

$$\text{Bel}(P) = \bigcap_{S \in AS(P_\alpha)} \{ r \in L^{\text{asp}}_{\text{At}} | (S \cap \text{At}) \text{ is a model of } \{r\} \}$$

Based on this definition of an epistemic state and belief operator the authors considered adopted versions of the AGM postulates, postulates for belief update [141] and for iterated change [65]. The majority of all important postulates are violated, many also for the case in which the sequence consists of only a single program. Due to this, ASP specific postulates for change operators have been proposed in [87] and adopted by several authors for the evaluation of their approaches afterwards [75, 68, 74, 188].

A more successful approach of a relation to the AGM theory was achieved by the use of monotonic SE-Models first presented in [68]; and later on extended to merge operations [71] and to update operations in the style of Katsuno and Mendelson by Slota and Leite [216, 217]. Said work makes use of the semantic characterization of programs via SE-models and applies an adapted version of distance based revision operators from classic belief revision. This approach was shown to satisfy the majority of the adopted AGM postulates. It is, however, still an open question if the semantic approach based on SE-models is adequate for ASP. In [216] it has been pointed out that the SE-models for the programs $P_1 = \{p, q\}$ and $P_2 = \{p \leftarrow q, q\}$ are the same and therefore also the results of the revision by the program $Q = \{\neg q\}$. It holds that the sets of answer sets for both revision results are the same and have $\{p\}$ as the only answer set, i.e., $AS(P_1^{SE} Q) = AS(P_2^{SE} Q) = \{\{p\}\}$. While for $P_1$ this is a desired result, for $P_2$ it is not since $p$ is not justified if $q$ is not in the answer set.
2.5.5 Summary

In this chapter we introduced concepts and formalisms that are important for our considerations in the following chapters. We introduced the theory of agents, an abstract agent model and the BDI agent architecture in Section 2.1. Then, we introduced three different knowledge representation formalisms that are used in this thesis: propositional logic in Section 2.2, deductive argumentation in Section 2.3, and answer set programming in Section 2.4. Afterwards, in Section 2.5, we summarized important concepts of belief change theory for belief sets, epistemic states and belief bases.
In this chapter we develop our epistemic agent model. We argued in Section 1.2.1 that there is a need for an agent model that embraces abstract notions of agents as well as concrete ones such as the BDI architecture on the one hand; and one that integrates approaches to belief change and non-monotonic reasoning on the other hand.

We presented the typical notion of abstract agents in Section 2.1.1. It considers agents as functions that map an environment state to an action. A state transformer function produces the set of possible successor environment states. That is, these abstract agents do not possess an explicit internal state and the environment is assumed to be completely modeled and available to the agent. In contrast, the BDI model, as introduced in Section 2.1.2, defines an agent to have a mental state that contains representations of the agent’s current beliefs, desires, and intentions. The agent’s behavior is implemented by an agent cycle comprising four functions. These resort to the agent’s current percept and the components of the mental state, modify these, and determine the next action. The environment is not explicitly modeled and only accessible to the agent by means of percepts and actions.

The goal in this chapter is to define a general model of agents that can be used for the abstract analysis of agents, and that captures composed agent architectures such as the BDI model. Moreover, these modeled agents shall be based on logical knowledge representation, (non-monotonic) logical inference and belief change theory. We call them epistemic agents and their internal state an epistemic state. An epistemic state can consist of one or several epistemic components that are each based on a logical formalism and have a belief operator that determines a belief set for a given epistemic component. An epistemic component might be instantiated, for instance, by an extended logic program or a set of programs, both potentially in combination with a preference relation and a belief operator based on answer set semantics [112, 59, 87]. It might also be instantiated by an ordinal conditional function [220, 143], default logic [60], an argumentation formalism [24], a propositional set of sentences or a stratified propositional epistemic component [92], to name just a few.

Epistemic agents have an incomplete and uncertain view on the world and other agents. In particular, the state of the environment is not accessible to the agents, i.e., they have to rely on their subjective view on it. For each agent there is a set of percepts Per that it can process and a set of actions Act that it can perform. For our consid-
erations we focus our model on communication, realized by the interchange of speech acts. We follow a top-down approach to develop the structure and properties of an epistemic agent. We start with an abstract model of an agent with a state and then gradually concretize the components of an agent. These are then studied in more detail by defining sub-components, and their dependencies and interactions. This way we define an extended BDI agent model, which we call the BDI$^+$ model. The BDI$^+$ model extends the BDI model by a motivation component [159] and a know-how component [229].

We define basic instantiations of the functional component and some of the components of the epistemic state of this model. The resulting agent model leaves only an evaluation function for actions and the actual knowledge representation to be instantiated. It is thus a good basis to easily specify concrete agents on the basis of different knowledge representation formalisms. This includes different belief operators and change operators, or different evaluation functions. We can model for instance ASP agents or agents that evaluate actions with respect to the preservation of secrets. Along with the development of the formal model, we continuously formalize an instance of our model that is based on answer set programming.

Furthermore, we formalize families of belief operators that can be ordered, for instance, by their credulity. We formalize properties of these and consider operators for extension based formalisms. We also consider instantiations of belief operator families for propositional logic and answer set programming, of which we make use later on in this thesis. The remainder of this chapter is structured as follows. In Section 3.1 we start defining the basic notions of the agents and multiagent systems we consider. In particular we introduce communication as a special form of percept and action. Then we define the fundamentals of epistemic components and belief operators for our epistemic agents in Section 3.2. In Section 3.3 we define our general epistemic agent model. We start defining our ASP instance, which also serves as a running example. Based on this abstract model, in Section 3.5, we define the structure of the epistemic state and the basic functional component for a BDI$^+$-based model. We also define a more concrete basic BDI$^+$ agents in the same section. In Section 3.6 we elaborate on the concept of belief operators, which we introduced in Section 3.2. We develop general families of operators for forming beliefs in the light of incomplete information. Further, we develop general desirable properties of such operators and families thereof. We use the general perspective of extension-based, non-monotonic formalisms to formulate more concrete properties. A variety of approaches to non-monotonic reasoning are directly or indirectly based on a notion of extensions [173]. We give two concrete instantiations of belief operator families, a propositional one, and an ASP instance as a representative of an extension-based instance. In Section 3.7 we
discuss related work to the approaches presented in this chapter and in Section 3.8 we summarize and conclude.

3.1 COMMUNICATING AGENTS

In general actions of an agent in an environment have direct and indirect effects on the state of the environment [243]. The altered state of the environment is then, partially, perceived by the agent. Hereby an agent can perceive the effects of its own actions and evaluate if they were successful or if they failed. Actions that change the environment are called ontic actions. In contrast, epistemic actions only have an effect on the epistemic states of agents. For a more detailed discussion of the differences between ontic and epistemic actions see, e.g., [233]. In this thesis, we focus on communicating agents that only perform particular epistemic actions, which are called speech acts [212].

We abstract from the physical mediation of speech acts and assume that communication is direct and that sender, receiver, type and content are explicit. This also means, that we assume that every speech act is always received by the intended receivers. While communication is simple from a technical point of view, from the epistemic point of view it can be highly complex. Agents reveal information of different levels by transmitting a speech act. Besides the explicit informational content of a speech act, represented by a logical formula, they reveal meta-information such as the type of speech act, the sender, and receivers. Moreover, the context of a speech act is important for its interpretation. All of these aspects are relevant for the adequate processing of the speech act. A speech act of an agent generally has the effect of a change of the epistemic state of the receivers of the speech act. These changes are, in contrast to changes induced by ontic actions in a simulated or physical environment, not directly perceptible by agents through observation of changes in the environment. In particular, the agent performing a speech act cannot verify the success of its action directly, by observation of the anticipated changes in the physical environment. The agents have to be capable to reflect the anticipated changes implied by their actions in their own epistemic state.

Example 3.1.1. If Beatriz explains a complex and important task to Emma, she cannot see directly if Emma really understood what she has to do, and that she now intends to do it. Thus she cannot immediately verify if her speech act was successful.

We consider purely communicating agents such that each agent’s possible actions are given by a set of speech acts. The possible perceptions of each agent result from the union of all possible actions of other agents that are directed to the former agent.
We do not require that all agents use the same knowledge representation formalism. For the communication between agents, which potentially use different knowledge representation formalisms, we presuppose a common logical language $L_{\text{Base}}$, that all agents can process. In this thesis we consider this language to consist of the set of propositional literals $\text{Lit}$.

We consider multiagent systems that contain a set of interacting agents that are identified by an agent identifier. The set of agent identifiers of a system is denoted by $\text{Ag}$. We use a notion of speech acts that is a simplification of the FIPA specification [100]. The general form of the speech acts we consider is

$$\langle X_s, Y_r, \text{type}, \phi \rangle,$$

specifying the source $X_s \in \text{Ag}$, the receivers $\{Y_{r1}, \ldots, Y_{rn}\} \subseteq \text{Ag}$, the type of speech act $\text{type} \in \text{types}$ and the informational content $\phi \in L_{\text{Base}}$. We distinguish between requesting and informative types of speech acts. We define the type of a speech act $\text{type} \in \text{types}_1 \cup \text{types}_R$ whereby $\text{types}_1 = \{\text{inform}, \text{answer}\}$ is the set of informative speech acts and $\text{types}_R = \{\text{query}\}$ the set of requesting speech acts. The possible percepts and actions of communicating agents are given by sets of speech acts.

**Definition 3.1.2 (Perceptions and Actions for Communication).** The set of possible actions of an agent $X \in \text{Ag}$ is given by the set of speech acts

$$\text{Act}_X = \{ \langle X, Y_r, \text{type}, \phi \rangle \mid Y_r \in \text{Ag} \setminus \{X\}, \text{type} \in \text{types}, \phi \in L_{\text{Base}} \} \cup \epsilon.$$

That is, the possible actions of an agent are given by all speech acts in which the respective agent is the sender. The symbol $\epsilon$ represents the empty action, it formally gives the agent the possibility to do nothing. The set of possible percepts of agent $X$ is given by the speech acts it might perceive from other agents

$$\text{Per}_X = \{ \langle X_s, X, \text{type}, \phi \rangle \mid X_s \in \text{Ag}, \text{type} \in \text{types}, \phi \in L_{\text{Base}} \} \cup p_\epsilon.$$

This is the set of speech acts in which the respective agent is one of the receivers. The empty percept $p_\epsilon$ formally gives the agent the possibility to not receive any speech act.

**Example 3.1.3.** We consider our strike committee meeting example and the set of literals as the base language, i.e., $L_{\text{Base}} = \text{Lit}$. The agent Beatriz sends a speech act

$$\langle \text{Beatriz}, \text{Emma}, \text{query}, \text{attend}_\text{scm} \rangle$$

to agent Emma. The answer Emma should send to preserve her secret, that she intends to attend the strike committee meeting, is

$$\langle \text{Emma}, \text{Beatriz}, \text{answer}, \neg \text{attend}_\text{scm} \rangle.$$
Let $\text{Ag}$ be a set of agents and $\text{Lit}$ a set of literals. The set of all speech acts $\Sigma$ is defined as

$$\Sigma = \{ (x_s, x_r, \text{type}, L) \mid x_s, x_r \in \text{Ag}, \text{type} \in \text{types}, L \in \text{Lit} \} \cup \{ \epsilon, p_\epsilon \}. $$

The symbols for the empty action $\epsilon$ and for the empty percept $p_\epsilon$ are added for the pure technical reason to formalize not-acting and not-perceiving.

The sets of speech acts we consider here can be easily extended by other types of speech acts such as, e.g., perform, justify, propose, accept, agree. For our means this formalization is completely sufficient. In fact, almost all types of communication can be reduced to the basic set we consider here [248].

The logical content of a speech act has a relation to an epistemic component and the resulting belief set of an agent. A sending agent decides on the speech act it sends based on its relation to its beliefs, and a receiving agent incorporates the information from the received speech act into its epistemic component. In the next section we formalize epistemic components and belief operators.

### 3.2 Epistemic Components

We use epistemic components, i.e., finite sets of sentences of a logical language to formalize the knowledge representation and reasoning of an agent. An epistemic component can be seen as an epistemic state or a belief base as we considered for belief change in Section 2.5. An epistemic component forms the basis for logical inferences of the agent. The set of inferences from an epistemic component results in the agent’s belief set. We aim at facilitating the use of formalisms for non-monotonic reasoning in agent systems. Examples we have in mind are default logics [202], argumentation systems [24], various forms of logic programs [47], or ordinal conditional functions [220]. To allow for such a variety of formalisms for knowledge representation, we keep our concepts and notions independent of a particular formalism and make only some general assumptions. We fix a syntactic structure that is general enough to support a wide variety of such formalisms. All formalisms are based on an underlying base language $\mathcal{L}_B$ representing the basic vocabulary. This is typically a fragment of propositional logic. This base language is then used to define the epistemic component language $\mathcal{L}_E$. These two languages might be equal or the latter is an extension of the former, that is that the sentences of the former are, potentially, connected by additional constructors to form the latter language.

**Example 3.2.1**. For the ASP case, cf. Section 2.4, the base language are atoms and the epistemic component language are rules, which
An epistemic component is a set of sentences of the epistemic component language $L_E$. On the epistemic component a belief operator is applied to produce the set of currently held beliefs, the belief set $BS$, which is a set of sentences of the belief set language $L_{BS}$. The belief set language is also based on the base language and potentially built by use of some extra constructors, but usually not as rich as the epistemic component language. We consider agents that have incomplete information. Thus, given an epistemic component $E$ the agent has to decide which sentences it believes to be true. The set of such sentences forms its current belief set $BS$. To formalize this process we introduce belief operators.

**Definition 3.2.2 (Belief Operator).** A belief operator is a function

$$\text{Bel} : \mathcal{P}(L_E) \rightarrow \mathcal{P}(L_{BS})$$

that maps an epistemic component $E \subseteq L_E$ to a belief set $BS \subseteq L_{BS}$.

The general relations among the languages we introduced are illustrated in Figure 3.2.1. We assume that an agent $X$ has for each epistemic component $E$ a belief operator $\text{Bel}_X^E$ assigned to it. If an agent has just one epistemic component or if all epistemic components of an agent are of the same type and use the same operator we write $\text{Bel}_X$ to denote the agent’s belief operator.

We illustrate this general concept by use of a basic propositional instance and an ASP instance.

**Example 3.2.3.** For classical propositional logic the base language are the propositional atoms, i.e., $L_B = \text{At}$. The epistemic component, and belief set language are the language of propositional formulae,
i.e., \( \mathcal{L}_E = \mathcal{L}_{BS} = \mathcal{L}_{\text{prop}}^{\text{At}}. \) The belief operator is the propositional consequence operator: \( \text{Bel}^{\text{prop}} = \text{def} \ C^\text{prop}. \)

**ASP Instance 1.** The languages we just introduced are instantiated as follows for our running ASP instance. The base language of answer set programming is a set of propositional atoms \( \mathcal{L}_{\text{asp}}^\text{B} = \text{At}. \) The epistemic component language is the language of extended logic programs \( \mathcal{L}_{\text{asp}}^\text{EC} = \mathcal{L}_{\text{asp}}^\text{At}. \) It is constructed on the basis of \( \mathcal{L}_{\text{asp}}^\text{B} \) by means of the rule constructor \( \leftarrow \) and the default negation \( \not \) constructors resulting in rules of the form

\[
L_0 \leftarrow L_1, \ldots, L_n, \not L_{n+1}, \ldots, \not L_m.
\]

with \( L_i \in \text{Lit}, 0 \leq i \leq m \) with \( \text{Lit} = \{ \neg A \mid A \in \mathcal{L}_{\text{asp}}^\text{B} \} \cup \mathcal{L}_{\text{asp}}^\text{B} \), as defined in Section 2.4. Hence the belief set language is the set of literals \( \mathcal{L}_{\text{BS}}^\text{asp} = \text{Lit} \), which is constructed from the set of atoms \( \text{At} \) by the strict negation constructor.

An **ASP belief operator** is of the form \( \text{Bel}: \mathcal{P}(\mathcal{L}_{\text{asp}}^\text{At}) \rightarrow \text{Lit}, \) for instance defined as the skeptical operator \( \text{Bel}_{\text{skep}}(P) = \text{def} \ \cap \text{AS}(P) \), also called **cautious entailment**, e.g., in [112].

In this and the previous section we defined the fundamentals for the knowledge representation and interaction of our epistemic agents. In the next section we formalize our epistemic agent model.

### 3.3 Epistemic Agents

In the following we define our model of epistemic agents. Formally, we start with a definition of an **agent with state**, as sketched in [248]. We refine this abstract concept and consider composed states and functions to define our model of epistemic agents.

An agent is represented by its **agent identifier**. Let a multiagent system with a set of agent identifiers \( \text{Ag} \) be given. For each point in time the agent identifier \( X \in \text{Ag} \) points to the respective current **agent state** of \( X \). An agent state comprises an epistemic state \( \mathcal{K} \) and a functional component \( \mathcal{E} \). The epistemic state of an agent evolves during runtime of the agent. Its functional component does not change. The epistemic state is formulated in a language of epistemic states \( \mathcal{L}_E \). This language can, for instance, be the power set of an epistemic component language \( \mathcal{L}_E \), e.g., the set of all extended logic programs for a given set of atoms, or the set of total preorders or ordinal conditional functions for a given propositional language. An agent’s epistemic state contains the agent’s **know-that**, describing the agent’s beliefs about the world, as well as its **know-how**, representing information about how to achieve goals, cf. [215]. Further, it contains representations of the agent’s goals.

Each agent starts with an **initial epistemic state** \( \mathcal{K}^0 \). In each agent cycle an agent receives a percept \( p \in \text{Per} \). Upon reception of the speech
act it changes its epistemic state to incorporate the new information represented by this percept. As we argued in Section 3.1, a communicating agent has to be capable of changing its epistemic state upon the reception of an incoming percept, which changes its view on the system and leads to the agent’s decision for the next action; and on the basis of the action it intends to execute, such that its view on the system reflects the anticipated changes of the action. We model this by use of two separate change operators. The modifications to the epistemic state upon reception of a percept $p$ are realized by the change operator

$$\circ : \mathcal{L}_{ES} \times \text{Per} \rightarrow \mathcal{L}_{ES}$$

of the agent, i.e., the new state is given by $K^0 \circ p$. This new state determines the next action of the agent. This action is produced from the epistemic state by the function

$$\text{act} : \mathcal{L}_{ES} \rightarrow \text{Act}.$$ 

The action $\text{act}(K^0 \circ p)$ is executed in the environment and used as input for the change operator for actions

$$\circ^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES}.$$ 

This change operator modifies the epistemic state to reflect the anticipated changes of the execution of the action. Hence, an agent with current epistemic state $K$ has, after a complete agent cycle with percept $p$, the new epistemic state

$$K \circ p \circ^a \text{act}(K \circ p). \quad (3.3.1)$$

The action that is executed is $\text{act}(K \circ p)$. Hence, the functional component of an agent comprises the operators $\circ$, $\circ^a$ and $\text{act}$. This agent cycle is illustrated in Figure 3.3.1.

We assume a discrete representation of time, represented by natural numbers, as in other formalizations of multiagent system, e.g., in [89]. The agents are executed one after the other in an arbitrary but fixed order. With each execution of an agent cycle the time is increased by 1. At each point in time the state of an agent is given by an agent state as defined next.

**Definition 3.3.1 (Agent State).** Let Per be a set of percepts, Act a set of actions and $\mathcal{L}_{ES}$ a language of epistemic states. An agent state is a tuple $(K, \xi)$ comprising of an epistemic state $K \in \mathcal{L}_{ES}$ and a functional component $\xi = (\circ, \circ^a, \text{act})$ with:

$$\circ : \mathcal{L}_{ES} \times \text{Per} \rightarrow \mathcal{L}_{ES}, \circ^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES} \text{ and } \text{act} : \mathcal{L}_{ES} \rightarrow \text{Act}.$$ 

The functional component is part of the agent state even though it does not change over time. This way an agent is completely defined at each point in time by reference to its agent state.

---

1 For a discussion on the use of a discrete formalization of time see [89].
At each point in time, only one agent state changes and only one action is performed. A multiagent cycle consist of the execution of all agents in some order. For example, in a multiagent system with 10 agents the time increases by 10 in each multiagent cycle. The agents are assumed to have access to a clock that always provides the current time.

We illustrate the just described concept of a multiagent system by use of our running example. Agents that interact with a physical environment get percepts from the environment, starting with the percept of the initial state of the world. In the communication setting we consider here the percepts of agents result from the speech acts from other agents. Since we defined an agent cycle to start with the reception of a percept also the very first agent to be executed has, for this technical reason, to receive a percept even though no other agent has yet performed a speech act. We model this by the empty percept $p_e$, as introduced in Definition 3.1.2.

Example 3.3.2. We model the strike committee meeting example from Chapter 1 as a two agent system. The system contains the agent $\mathcal{E}$ for Emma and the agent $\mathcal{B}$ for Beatriz such that

$$\text{Ag} = \{ \mathcal{E}, \mathcal{B} \}.$$ 

The initial epistemic states are $\mathcal{X}_E^0$ and $\mathcal{X}_B^0$, the time is 0. The functional components are $\xi_E$ and $\xi_B$ such that the initial agent states are $(\mathcal{X}_E^0, \xi_E)$ and $(\mathcal{X}_B^0, \xi_B)$. Since the functional components are static, we identify the agent states by the respective epistemic states in the following. The complete scenario we describe here is illustrated in Figure 3.3.2.

We assume that the order of the execution of the agents is such that first $\mathcal{E}$ is executed and then $\mathcal{B}$. Hence, in the first multiagent cycle $\mathcal{E}$
Figure 3.3.2: Timeline for the scenario in Example 3.3.2.

is the first agent to be executed. For the technical reason explained above $E$ receives the empty percept $p^0_E$ such that:

$$K^1_E = K^0_E \circ p^0_E \circ a \text{act}(K^0_E \circ p^0_E),$$
$$K^1_B = K^0_B.$$ 

Now agent $E$ asks $B$ for the day of the strike committee meeting off. Let this action be denoted by

$$a^1 = \text{act}(K^0_E \circ p^0_E) = (E, B, \text{query, day_off}).$$

We assume that this action results in the percept $p^1$ for $B$ such that:

$$K^2_B = K^1_B \circ p^1 \circ a \text{act}(K^1_B \circ p^1),$$
$$K^2_E = K^1_E.$$ 

The action of agent $B$ is then to ask $E$ if she intends to attend the strike committee meeting. Let this action be denoted by

$$a^2 = \text{act}(K^1_B \circ p^1) = (B, E, \text{query, attend_scm}).$$

We assume that this action results in the percept $p^2$ for agent $E$. The new epistemic states are given as:

$$K^3_E = K^2_E \circ p^2 \circ a \text{act}(K^2_E \circ p^2),$$
$$K^3_B = K^2_B.$$ 

This continues in the same way for the interaction illustrated in Figure 3.3.2.

The agent’s behavior is determined by its initial epistemic state in combination with its functional component. Hereby, the implementation of the behavior can be realized by the epistemic state and the
3.3 Epistemic agents

reasoning based thereupon, or by the functional component. One extreme is a purely logic-based agent whose behavior is entirely defined by means of logical formulae represented in its epistemic state. The functional component of such an agent solely implements the interface to the environment and an inference operator for the logical formalism. Examples of languages for such agents are concurrent MetateM [97] and GOLOG [167]. As discussed in [248] such agents can also be built on the basis of various logical languages. The behavior of these agents entirely depends on the knowledge representation in the agent’s epistemic state and a belief operator that performs the agent’s reasoning, deliberation and means-ends reasoning. We do not consider purely logic-based agents in detail in this work. In the following example we sketch a purely ASP based agent to illustrate the idea of such an agent.

Example 3.3.3 (ASP Agent). We consider a purely logic based agent $\mathcal{X}$ based on ASP. Its epistemic state consists of a single epistemic component given by an extended logic program such that $\mathcal{L}_{\mathcal{E}S} = \mathcal{P}(\mathcal{L}_{\mathcal{ASP}})$. Its percepts and actions are represented as literals such that $\text{Per} \subseteq \text{Lit}$ and $\text{Act} \subseteq \text{Lit}$. The change operator is defined as $P \circ L = P \cup \{L\}$. The agent’s ASP belief operator $\text{Bel}_X : \mathcal{P}(\mathcal{L}_{\mathcal{ASP}}) \to \mathcal{P}(\text{Lit})$ is defined as $\text{Bel}_X(P) = \cap \text{AS}(P)$. The action operator is defined as $\text{act}(P) = a$ for some uniquely determined $a \in \text{Bel}_X(P) \cap \text{Act}$. The change operator for actions is defined to be the identity function $P \circ a \circ L = P$. 

The behavior of such an ASP agent is completely defined by an extended logic program and the belief operator. The change operator only adds percepts to the program, the action operator only transmits the determined action to the environment. The program has to handle conflicting information induced by the addition of the new percept. For more details on how this is done we refer to our work on this in [152] or the approaches of others, e.g., [15, 87, 7]. The act operator extracts the next action from the belief set of the agent, which is determined by the program and the application of the belief operator $\text{Bel}_X$. The change operator for actions is assumed to not change anything. For details on deliberation and planning with ASP we refer to our work on this in [157], or the work of others, e.g., [236, 111, 219].

The other extreme is an agent whose behavior is determined entirely by its functional component. In our model such an agent can be seen to only store the current percept in the epistemic state by means of the change operator and to map it to an action by the action operator. Hence the behavior of the agent is entirely determined by the action operator.

The intention of our agent model is to represent and facilitate the design of all agents in between the just described extremes.
3.4 Abstract Compound Agent

This far we described an abstract agent model. As motivated in the introduction of this thesis and of this section we aim at refining this abstract model to capture agent models that are based on epistemic states with several components and a functional component with functions modifying these components, e.g., as in the BDI model.

If an epistemic state consists of a single component we call it monolithic, and compound otherwise. Example 3.3.3 is also an example of an agent with a monolithic epistemic state. Epistemic states generally have to represent different types of knowledge. As mentioned above an agent’s epistemic state typically contains the agent’s know-that, as well as its know-how and a representation of the agent’s goals. BDI logics [200, 230] for instance use different modalities for beliefs, desires and intentions.

The most common approach for the design of agent models is to separate the different aspects to be represented in an epistemic state into different components. In the following we formalize a general concept of composed epistemic states and functional components. It generalizes the BDI model, extensions of it, and other compound models.

The BDI model, which we described in Section 2.1.2 (Page 19), is the most widely used agent model. It defines three separate components for the agent’s beliefs, desires, and intentions.

Example 3.4.1. According to the BDI model epistemic states are of the form $\mathcal{K}_{\text{BDI}} = (\mathcal{B}, \mathcal{D}, \mathcal{I})$ with the agent’s beliefs $\mathcal{B} \in \mathcal{L}_B$, a set of desires $\mathcal{D} \in \mathcal{L}_D$, a set of intentions $\mathcal{I} \in \mathcal{L}_I$. The language of BDI epistemic states is then $\mathcal{L}_{\text{BDI}} = \mathcal{L}_B \times \mathcal{L}_D \times \mathcal{L}_I$.

In general a compound epistemic state is a component, which again can either be atomic or compound. An atomic component $\mathcal{C}$ is an element from the component’s language $\mathcal{L}_C$, e.g., the power set of an epistemic component language $\mathcal{P}(\mathcal{L}_E)$. A compound component is a tuple of components, $\mathcal{C} = \langle C_1, \ldots, C_n \rangle$. The language of a compound component is a Cartesian product of languages: $\mathcal{L}_C = \mathcal{L}_{C_1} \times \cdots \times \mathcal{L}_{C_n}$. In particular, each component can be represented by use of a different knowledge representation formalism.

Example 3.4.2. An example of a composed language is the language $\mathcal{L}_{\text{BDI}} = \mathcal{L}_B \times \mathcal{L}_D \times \mathcal{L}_I$ of Example 3.4.1. These might, for example, be instantiated with the agent’s belief being represented by logic programs, i.e., $\mathcal{L}_B = \mathcal{P}(\mathcal{L}_{\text{asp}})$, and its desires and intentions by literals, i.e., $\mathcal{L}_D \subseteq \mathcal{P}(\text{Lit})$ and $\mathcal{L}_I \subseteq \mathcal{P}(\text{Lit})$.

The interaction of the components is realized by the functional component of the agent. In particular, for an epistemic state $\mathcal{K} \in \mathcal{L}_{ES}$
and a functional component \( \xi = (\circ, \circ^a, \text{act}) \), the change operators \( \circ : \mathcal{L}_{ES} \times \text{Per} \rightarrow \mathcal{L}_{ES} \) and \( \circ^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES} \) are single functions or compositions of functions. The action function is assumed to be atomic. That is, we define the change operators to be realized by a sequence of sub-functions. Each sub-function of a change operator modifies a single component or a set of components of the epistemic state, the next function operates on the epistemic state that results from the modifications of the previous functions. This concept formalizes the idea of an agent cycle. The following example illustrates such a composed agent cycle for the BDI model.

**Example 3.4.3.** Figure 3.4.1 illustrates how the BDI model can be realized as a compound model. In the BDI model we introduced in Section 2.1.2 the functions are of the following type. The current beliefs of the agent are revised on the basis of the current percept \( p \in \text{Per} \) by the belief revision function

\[
\text{brf} : \mathcal{L}_B \times \text{Per} \rightarrow \mathcal{L}_B.
\]

Then, on the basis of the revised beliefs and the current set of intentions, the desires of the agent are determined by the function

\[
\text{options} : \mathcal{L}_B \times \mathcal{L}_I \rightarrow \mathcal{L}_D.
\]

The agent’s deliberation process, the process of choosing what to do, of a BDI agent is realized by the filter function

\[
\text{filter} : \mathcal{L}_B \times \mathcal{L}_D \times \mathcal{L}_I \rightarrow \mathcal{L}_I.
\]
At last, the action function
\[ \text{act} : \mathcal{L}_I \rightarrow \text{Act} \]
determines the agent’s next action on the basis of a set of intentions. The change operator for actions \( \circ \) is not needed in this model such that we set to the identity function \( \text{id} \), i.e., \( \mathcal{K} \circ a = \mathcal{K} \).

As indicated in Figure 3.4.1, the functions \( \text{brf} \), \( \text{options} \) and \( \text{filter} \) together realize the agent’s change operator \( \circ \). The change operator changes the agent’s epistemic state upon the reception of a percept. The \( \text{brf} \) operator changes the beliefs of the agent given new information as its input. The functions \( \text{options} \) and \( \text{filter} \) do not directly use the incoming percept as input. The \( \text{options} \) function uses the beliefs that have already been changed by the percept as input to generate new desires. The \( \text{filter} \) function uses the changed beliefs and the changed desires as input to change the set of intentions accordingly. Hence, for the change of the epistemic state only the \( \text{brf} \) function processes the percept by adapting the beliefs component. The functions \( \text{options} \) and \( \text{filter} \) then realize the changes to the other components of the epistemic state on the basis of the already changed components.

In the following we formalize our general agent model with compound epistemic state and compound functional component. The general setup is illustrated in Figure 3.4.2. Formally, a compound functional component consists of a change operator that is a composition of operators, and an action function. The change operator is defined as

\[ \circ \overset{\text{def}}{=} \circ_1 \cdot \ldots \cdot \circ_k. \quad (3.4.1) \]

The function composition \( \cdot \) is defined as usual but with reversed order, i.e., the functions are applied in the order of the sequence of concatenation, formally

\[ f \cdot f'(x) = f'(f(x)). \quad (3.4.2) \]

The composed change operator is of the type \( \circ : \mathcal{L}_E \times \text{Per} \rightarrow \mathcal{L}_E \). In order for this function composition to be well-defined we require of the domains and co-domains of the sub-operations \( \circ_i : D_i \rightarrow \text{coD}_i, 1 \leq i \leq n' \) that:

1. \( D_1 = \mathcal{L}_E \times \text{Per} \)
2. \( \text{coD}_n = \mathcal{L}_E \)
3. for \( 1 < i < n' - 1 \): \( \text{coD}_{i-1} = D_i \).

For the BDI model, as shown in Example 3.4.3, the domains and co-domains of the sub-functions of the BDI model only contain those components that are either needed as the input or that are modified.
by the function. This definition of the inputs and outputs of the functions is intuitive and clarifies the role of the functions. To be used as a sub-function in a composed functional component as described above, the domain and co-domain of the sub-functions have to be extended such that also the components of the epistemic state that are not modified are included in both. We denote the extended version of a function $f$ by $f^\dagger$. These extensions are always possible since they only add components that are not modified to the domains and co-domains.

Example 3.4.4. The functions from Example 3.4.3 should be extended to

$$brf^\dagger : \mathcal{L}_{BDI} \times \text{Per} \rightarrow \mathcal{L}_{BDI} \times \text{Per},$$

$$\text{options}^\dagger : \mathcal{L}_{BDI} \times \text{Per} \rightarrow \mathcal{L}_{BDI} \times \text{Per},$$

$$\text{filter}^\dagger : \mathcal{L}_{BDI} \times \text{Per} \rightarrow \mathcal{L}_{BDI}.$$

With these extensions the functions satisfy the necessary conditions specified above for the function composition such that the operator $\circ_{BDI} =_{\text{def}} brf^\dagger \cdot \text{options}^\dagger \cdot \text{filter}^\dagger$ is well-defined. \hfill $\Diamond$
In this section we define compound agents with a composition in the style of the BDI model, which we presented in Section 2.1.2 and in examples in Section 3.3. Here, we extend this BDI model. Basically, we add two additional components to the epistemic state. One of these is a set of motives as we defined in [159]. Motives take the role of describing an agent’s personality by causing the generation of desires. The other additional component is a know-how base on the basis of our work in [229, 157]. It realizes a plan library as at least assumed implicitly in most BDI architectures as in the original proposal [57] and as made explicit by most instantiations of the BDI model, e.g., [117, 118, 51]. However, in contrast to other approaches our approach follows the ideas of Singh in [215] to enable the agent to reason about its planning capabilities in the same way as it can reason about any other of its beliefs by extending a BDI-based agent architecture to allow the representation of procedural beliefs explicitly as part of the agent’s logical beliefs, as we elaborated in [229, 157].

We call our BDI model with motivation and know-how a BDI$^+$ agent model. After these conceptual extensions we instantiate our model with basic realizations of all functions, which can easily be extended by use of more complex operators. The purpose of this basic instantiation is to have a concrete and versatile instantiation of the BDI$^+$ agent model that can be used to develop and analyze specialized agents on this basis, e.g., secrecy preserving agents or agents that use different forms of knowledge representation. Herein, the components and their interaction are instantiated such that only the actual knowledge representation is left to be instantiated.

The remainder of this section is structured as follows. In the next sections we introduce the concepts of motives (Section 3.5.1) and know-how (Section 3.5.2) for our BDI$^+$ agent model. Following on this we define the BDI$^+$ model in Section 3.5.3 and concretize it through our basic instantiations in Section 3.5.4.

### 3.5.1 Motives

Formal BDI models assume the desires of an agent to be given, as agents are typically situated in some constrained environment with limited capabilities and tasks. For a cleaner robot the two desires “I want to clean the room” and “I want to have a high battery level” might be completely sufficient to represent its setting. Generally, however, assuming desires to be given inhibits real autonomous behavior. Bringing agents into more complex environments demands for mechanisms that allow an agent to set its desires by itself. Looking at how humans handle their desires, motivation theory [179] explains how a being’s personality leads to the desires it wishes to satisfy. A motive
such as “benevolence” or “greed” is a basic characteristic of an agent’s personality leads to the creation (or abandonment) of some desire. We illustrate this intuition with a simple example.

Example 3.5.1. Given an agent competes with other agents for food, the motive “greed” would generate the desire of acquiring as much food as possible, while the motive “benevolence” would generate the desire of acquiring just as much food as really needed and to help that other agents acquire as much food as they need. Both motives might very well be present in the agent’s personality but with differing strengths. Moreover, these strength can change over time as the situation of the agent changes.

In [159] we developed a formal account for the incorporation of motivation into the BDI approach. Instead of assuming desires to be given, we assume that an agent has some set of basic motives that drives its behavior. Each motive of the agent is equipped with some weight and each motive is coupled with a set of desires that can be positively or negatively influenced by the motive. We give a formal account on the aggregation of the weights of the motives and these couplings in order to determine the desires the agent is motivated to follow. Furthermore, using the notion of reliability [157] we investigate how beliefs about actions (know-how) and beliefs about the world (know-that) might influence the deliberation based on motivation. More precisely, the motivation to follow some desire is strongly influenced by the current uncertainty of the situation of the agent. This uncertainty is reflected by the agent’s confidence in its ability to achieve its goals, as represented by its know-how and its view on the world. The more uncertain the situation, the more focused is the agent on satisfying its basic needs. We developed an approach to realize this shift of focus in [159]. Here, we use belief-desire couplings as a basic form of a motivational structure that we introduced in [159]. We also call belief-desire couplings motives in the following. By use of this basic version we define a clear, yet powerful, framework that can easily be extended to incorporate the full fledged approach.

A set of belief-desire couplings is denoted by $\mathcal{M}_b$ and used to generate new desires. Formally, $\mathcal{M}_b$ is a set of belief-desire couplings $(\phi, \Phi, \mu)$ that comprise a desire $D = (\phi, \mu) \in \mathcal{L}_D$ and a set of logical formulae $\Phi \subseteq \mathcal{L}_{BS}$. A desire is a tuple with a logical formula $\phi \in \mathcal{L}_{BS}$ and a motivation value $\mu \in [0, 1]$. We denote the power set of all possible belief-desire couplings by $\mathcal{L}_{\mathcal{M}_b}$. The semantics of a belief-desire coupling is that the desire $(\phi, \mu)$ is only created if all formulae in $\Phi$ can be verified by the beliefs of the agent.

Example 3.5.2. The employee Emma might have the desire to take the day of a strike committee meeting off when she is informed that there
is a strike committee meeting. This can be formalized by the belief-desire coupling

$$(\text{day\_off}, \{\text{scm, attend\_work}\}, 0.8).$$

The other extension of the BDI model we introduce is know-how. We introduce it in the next section, before we define the complete BDI agents with motivation and know-how.

3.5.2 Know-How

An agent has to determine how it can satisfy its goals. In the know-how approach we developed in [229, 157], high-level intentions are resolved down to atomic intentions by means of structural knowledge represented as know-how statements. An intention $I$ is atomic if it can be satisfied by the execution of a single action. In this process of refinement, the set of options, i.e., the set of possible sub-intentions for the realization of a given intention, has to be evaluated. On the basis of this evaluation, one of the best options is to be chosen.

We define a basic version of an intention operator based on a know-how base. A know-how base $\mathcal{KH}$ consists of a set of know-how statements

$$(I, (s_1, \ldots, s_n), \{c_1, \ldots, c_m\})$$

with a target goal $I$, a set of subgoals $(s_1, \ldots, s_n)$ and a set of conditions $\{c_1, \ldots, c_m\} \subseteq \mathcal{L}_{BS}$. The intuition of a know-how statement is that the intention $I$ can be satisfied by achieving the sub-goals $(s_1, \ldots, s_n)$ in the given order if the conditions $\{c_1, \ldots, c_m\}$ are satisfied in the beginning.

Example 3.5.3. Imagine a cleaner robot that pursues two goals: cleaning all rooms in a certain area, and maintaining a high battery level. It is crucial for the robot that it knows how to reach the charging station before beginning to clean the rooms at any time. Likewise, to effectively do its task the robot should be able to consider if it can return to the charging station in time when planning more than one step ahead.

Suppose the robot has the desire to clean all rooms in its area which is represented by cleaned_all. Suppose now that there are two rooms in its area, a hallway and a lounge, and that the robot shall verify that its battery is sufficiently charged before it starts cleaning these rooms. This knowledge can be captured by the know-how statement

$$kh_1 = (\text{cleaned\_all}, (\text{cleaned\_hallway}, \text{cleaned\_lounge}), \{\text{battery\_high}\}).$$
The subgoals of this know-how statement can be further resolved by other know-how statements, until the subgoals are atomic intentions. Let \( \mathcal{KH} \) of the robot be given by \( \mathcal{KH} = \{ kh_1, \ldots, kh_5 \} \):

\[
\begin{align*}
kh_2 &= (\text{cleaned_hallway, (at_hallway,} \\
       &\quad \text{vacuumed_hallway), \{bag_empty\}}) \\
kh_3 &= (\text{cleaned_lounge,} \\
       &\quad (\text{ordered_other_robot_to_clean_lounge,}} \\
       &\quad \{\text{other_robot_available}\}) \\
kh_4 &= (\text{cleaned_lounge, (at_lounge,} \\
       &\quad \text{free_lounge, vacuumed_lounge), \{\}}) \\
kh_5 &= (\text{free_lounge,} \\
       &\quad (\text{people_sent_away,} \{\text{at_lounge}\})
\end{align*}
\]

The know-how statement \( kh_2 \) states that in order to clean the hallway the robot has first to go to it, and then it has to do the actual vacuuming. This statement can only be applied by the robot, if its vacuum cleaner bag is empty. The other statements are interpreted in the same way. Note that the robot has two alternatives for the intention \text{clean_lounge}: Given that the helper robot \text{other_robot} is present, our robot can order another robot to do the job for it. Also note, that the fulfillment of the intention \text{at_lounge} in \( kh_4 \) is a prerequisite for the fulfillment of the intention \text{free_lounge} in \( kh_5 \). The intentions

\[
\text{at_hallway, at_lounge, vacuumed_hallway,} \\
\text{vacuumed_lounge, ordered_other_robot_to_clean_lounge,} \\
\text{and people_sent_away}
\]

are atomic intentions that can be fulfilled by executing the corresponding atomic action, e.g., a move action or an action to send away all present persons from the place of work.

For our basic instance of the agent model we define a basic version of the full know-how approach in the following. It keeps the presentation of the overall agent model clear and can be easily extended to the full approach. It still is expressive enough to model and capture many scenarios of, e.g., communicating agents.

We call a know-how statement \textit{direct} if it has exactly one sub-target, and if this is atomic. The power set of the set of all direct know-how statements is denoted by \( \mathcal{L}_{\\mathcal{KH}_b} \). A know-how base that consists only of direct know-how statements is called a \textit{basic know-how base} and denoted as \( \mathcal{KH}_b \).

\textit{Example 3.5.4.} In the strike committee meeting example \textit{Emma} knows how she can respond to the question of \textit{Beatriz} whether she intends to participate in the \textit{strike committee meeting}. Her basic know-how base might be the following. Note that for simplicity of presentation we slightly abuse notation by nesting predicates here.
\[ \mathcal{KN}_b = \{ \text{answered}_\text{query}(\text{attend}_\text{scm}), \]
\[ \text{answered}(\mathcal{B}, \text{attend}_\text{scm}), \text{attend}_\text{scm}), \]
\[ \text{answered}_\text{query}(\text{attend}_\text{scm}), \]
\[ \text{answered}(\mathcal{B}, \neg \text{attend}_\text{scm}), \neg \text{attend}_\text{scm}), \]
\[ \text{answered}_\text{query}(\text{attend}_\text{scm}), \]
\[ \text{answered}(\mathcal{B}, \text{refuse}), \emptyset) \} \]

This know-how base formalizes that satisfying the intention to answer the query for \text{attend}_\text{scm} can be accomplished by either answering \text{attend}_\text{scm}, if the agent believes that \text{attend}_\text{scm} holds, or by answering \neg \text{attend}_\text{scm}, if the agent believes that \neg \text{attend}_\text{scm} holds, or by refusing to answer.

In the next section we present our agent model of a BDI agent with motivation and know-how.

3.5.3 \textit{The BDI}^+ \textit{Agent Model}

We refine the epistemic agent model to define a compound epistemic BDI$^+$ agent model. That is, we define an epistemic state that contains components for the beliefs, desires, intentions, motives and know-how of the agent, and a functional component for this epistemic state.

A BDI$^+$ agent state is a tuple \( \langle \mathcal{X}_\text{BDI}^+, \mathcal{E}_\text{BDI}^+ \rangle \) with an epistemic state of the formepistemic state!BDI$^+$

\[ \mathcal{X}_\text{BDI}^+ = \langle \mathcal{B}, \mathcal{D}, \mathcal{I}, \mathcal{M}, \mathcal{KH} \rangle \]

with the agent’s beliefs \( \mathcal{B} \in \mathcal{L}_\text{B} \), a set of desires \( \mathcal{D} \in \mathcal{L}_\text{D} \), a set of intentions \( \mathcal{I} \in \mathcal{L}_\text{I} \), a set of motives \( \mathcal{M} \in \mathcal{L}_\text{M} \), and the agent’s know-how base \( \mathcal{KH} \in \mathcal{L}_\mathcal{KH} \). We denote the language of BDI$^+$ epistemic states as

\[ \mathcal{L}_\text{BDI}^+ = \text{def } \mathcal{L}_\text{B} \times \mathcal{L}_\text{D} \times \mathcal{L}_\text{I} \times \mathcal{L}_\text{M} \times \mathcal{L}_\mathcal{KH}. \]

Given the \( \mathcal{L}_\text{BDI}^+ \) language, the functions of a functional BDI$^+$ component \( \mathcal{E}_\text{BDI}^+ = (\circ_{\text{BDI}^+}, \circ^a_{\text{BDI}^+}, \text{act}_{\text{BDI}^+}) \) have the following types:

\[ \circ_{\text{BDI}^+} : \mathcal{L}_\text{BDI}^+ \times \text{Per} \to \mathcal{L}_\text{BDI}^+, \]

\[ \circ^a_{\text{BDI}^+} : \mathcal{L}_\text{BDI}^+ \times \text{Act} \to \mathcal{L}_\text{BDI}^+ \text{ and} \]

\[ \text{act}_{\text{BDI}^+} : \mathcal{L}_\text{BDI}^+ \to \text{Act}. \]

Agent components of the type of \( \mathcal{M} \) and \( \mathcal{KH} \) are usually assumed to be static. Here, we restrict our consideration of these components to the static case as well, our full consideration of these, including the dynamic treatment of them can be found in \[159\] and \[157\].

We structure the change operator into several sub-operations according to the components of the epistemic state and a set of percepts Per:
\( o_{\text{B}} : L_{\text{B}} \times \text{Per} \rightarrow L_{\text{B}}, \)
\( o_{\text{D}} : L_{\text{D}} \times L_{\text{B}} \rightarrow L_{\text{D}} \) and
\( o_{\text{I}} : L_{\text{I}} \times L_{\text{D}} \times L_{\text{I}} \times L_{\text{M}} \rightarrow L_{\text{I}}. \)

These operators can be generalized to domains and co-domains that are supersets of the original ones, as described in Section 3.3, such that they are defined for
\( o_{\text{D}}^{\dagger} : L_{\text{BDI}^+} \times \text{Per} \rightarrow L_{\text{BDI}^+} \times \text{Per}, \)
\( o_{\text{I}}^{\dagger} : L_{\text{BDI}^+} \times \text{Per} \rightarrow L_{\text{BDI}^+} \times \text{Per} \) and
\( o_{\text{I}}^{\dagger} : L_{\text{BDI}^+} \times \text{Per} \rightarrow L_{\text{BDI}^+}. \)

The change operation can then be represented as
\( o_{\text{BDI}}^+ = \text{def} \ o_{\text{B}}^{\dagger} \circ o_{\text{D}}^{\dagger} \circ o_{\text{I}}^{\dagger}. \)

That is, the state \( \mathcal{X}_{\text{BDI}^+} = (B, D, I, M, \emptyset) \) is changed by a percept \( p \) such that \( \mathcal{X}_{\text{BDI}^+} o_{\text{BDI}^+} p = o_{\text{I}}^{\dagger}(o_{\text{D}}^{\dagger}(o_{\text{B}}^{\dagger}(\mathcal{X}_{\text{BDI}^+} o_{\text{B}} p))). \)

The change operator for actions \( o^a \) can be generalized in the same way.
\( o_{\text{B}}^a : L_{\text{B}} \times \text{Act} \rightarrow L_{\text{B}}, \)
\( o_{\text{D}}^a : L_{\text{D}} \times L_{\text{B}} \rightarrow L_{\text{D}} \) and
\( o_{\text{I}}^a : L_{\text{I}} \times L_{\text{D}} \rightarrow L_{\text{I}}. \)

These operators can be generalized to domains and co-domains that are supersets of the original ones, as described in Section 3.3, such that they are defined for
\( o_{\text{D}}^{a\dagger} : L_{\text{BDI}^+} \times \text{Act} \rightarrow L_{\text{BDI}^+} \times \text{Act}, \)
\( o_{\text{I}}^{a\dagger} : L_{\text{BDI}^+} \times \text{Act} \rightarrow L_{\text{BDI}^+} \times \text{Act} \) and
\( o_{\text{I}}^{a\dagger} : L_{\text{BDI}^+} \times \text{Act} \rightarrow L_{\text{BDI}^+}. \)

The change operation can then be represented as
\( o_{\text{BDI}^+}^a = \text{def} \ o_{\text{B}}^{a\dagger} \circ o_{\text{D}}^{a\dagger} \circ o_{\text{I}}^{a\dagger}. \)

That is, the state \( \mathcal{X}_{\text{BDI}^+} = (B, D, I, M, \emptyset) \) is changed by actions \( \text{Act} \) such that \( \mathcal{X}_{\text{BDI}^+} o_{\text{BDI}^+}^a a = o_{\text{I}}^{a\dagger}(o_{\text{D}}^{a\dagger}(o_{\text{B}}^{a\dagger}(\mathcal{X}_{\text{BDI}^+} o_{\text{B}}^a a))). \)

The BDI\(^+\) agent cycle is illustrated in Figure 3.5.1. Note, that it is a concrete instance of the general agent cycle depicted in Figure 3.4.2 (Page 49). In the next section we concretise the agent model we just introduced and instantiate the functional component.
3.5.4 Basic BDI+ Agent Model

In the following we define basic instantiations of the operators of the functional component. This way we define fully functional agents and only leave the knowledge representation formalism and the approach to evaluate possible actions to be specified. We call the agent model basic because we use basic versions of the operator specification and use basic versions of motives and know-how and specific operators for these. Extended versions of the operators and components can be found in other works of ourself [159, 157].

A basic BDI+ agent state is a tuple \((\mathcal{K}_{\text{BDI}^+, b}, \xi_{\text{BDI}^+, b})\). The epistemic state is of the form

\[
\mathcal{K}_{\text{BDI}^+, b} = (\mathcal{B}, \mathcal{D}, \mathcal{I}, \mathcal{M}_b, \mathcal{K}_b)
\]

with the agent’s beliefs \(\mathcal{B} \in \mathcal{L}_B\), a set of desires \(\mathcal{D} \in \mathcal{L}_D\), a set of intentions \(\mathcal{I} \in \mathcal{L}_I\), a set of basic motives \(\mathcal{M}_b \in \mathcal{L}_M,b\), and the agent’s basic know-how base \(\mathcal{K}_b \in \mathcal{L}_K,b\). We denote the language of basic BDI+ epistemic states as

\[
\mathcal{L}_{\text{BDI}^+, b} = \text{def } \mathcal{L}_B \times \mathcal{L}_D \times \mathcal{L}_I \times \mathcal{L}_M,b \times \mathcal{L}_K,b.
\]

Given the language \(\mathcal{L}_{\text{BDI}^+, b}\), the functions of a functional basic BDI+ component \(\xi_{\text{BDI}^+, b} = (\circ_{\text{BDI}^+, b}, \circ_{\text{BDI}^+, b}, \circ_{\text{act}_{\text{BDI}^+, b}})\) are of the following types:

\[
\circ_{\text{BDI}^+, b} : \mathcal{L}_{\text{BDI}^+, b} \times \text{Per} \rightarrow \mathcal{L}_{\text{BDI}^+, b}
\]
The basic change operator is formed by the following composition:

\[ {\circ}_{BDI^+} : \mathcal{L}_{BDI^+} \times \text{Act} \rightarrow \mathcal{L}_{BDI^+} \]

The belief change operator \( {\circ}_{B} \) has to be a change operator for the knowledge representation formalism for which the model is instantiated. Since we leave the knowledge representation open here we cannot further define it at this point and come back to these in detail later.

In the following we instantiate the sub-operations \( {\circ}_{D,b} \) and \( {\circ}_{J,b} \).

The functions \( {\circ}_{D,b} \) and \( {\circ}_{J,b} \) denote the extended versions of the functions \( {\circ}_{D,b} \) and \( {\circ}_{J,b} \), as in Section 3.4.

**Desire Operator** \( {\circ}_{D,b} \)  
After the belief change operator has changed the agent’s beliefs according to the input percept the basic desire operator \( {\circ}_{D,b} \) uses the belief-desire couplings to determine the current set of desires in the light of the new beliefs. It is a function of the type

\[ {\circ}_{D,b} : \mathcal{L}_{M,b} \times \mathcal{L}_{B} \rightarrow \mathcal{L}_{D}. \]

It determines all belief-desire couplings whose condition is satisfied in the belief set formed from the changed beliefs of the agent. Formally it is defined as:

\[ {\circ}_{D,b} (M_{b}, B) = \{ (D, \mu) \mid (D, \Phi, \mu) \in M_{b}, \Phi \subseteq \text{Bel}_{X} (B) \} \]

**Intention Operator** \( {\circ}_{J,b} \)  
The intention operator uses the know-how of the agent to determine the options to satisfy the agent’s intentions. We use a basic options function that uses a basic know-how base to determine the current options. It is of the form

\[ \text{opt}_{b} : \mathcal{L}_{B} \times \mathcal{L}_{J} \rightarrow \mathcal{L}_{J}. \]
It determines all subgoals that are contained in a know-how statement for the agent’s current intention, if the conditions of the respective know-how statement are satisfied. Formally it is defined as follows:

\[
\text{opt}_b(\mathcal{B}, \mathcal{I}, \mathcal{KH}_b) = \{s \mid (I, (s), \{c_1, \ldots, c_m\}) \in \mathcal{KH}_b, \\
I \in \mathcal{I}, \{c_1, \ldots, c_m\} \subseteq \text{Bel}_{\mathcal{X}}(\mathcal{B})\}.
\]

We illustrate the basic options function in the following example.

**Example 3.5.5.** We consider the know-how base \(\mathcal{KH}_b\), which we defined in Example 3.5.4. For the set of intentions 

\[\mathcal{I} = \{\text{answered query}(\text{attend scm})\}\]

and the beliefs \(\mathcal{B} = \{\text{attend scm}\}\) the options given by \(\mathcal{KH}_b\) are

\[
\text{opt}_b(\mathcal{B}, \mathcal{I}, \mathcal{KH}_b) = \{\text{answered(attend scm)}, \text{answered(refuse)}\}.
\]

For the evaluation of options the most common method is to assign utilities to the options [98]. A qualitative form of utilities [98, 248] is given by a *preference relation on options* \(\succeq_{(\mathcal{X}, \mathcal{I})}\). Determining the utility/preference of an action can be complex and dependent on multiple criteria. Here, we assume that the set of options is finite, and that it is evaluated with respect to the current epistemic state by the evaluation operator. It takes the agent’s beliefs, desires and intentions, and a set of intentions as its input and outputs a partial order on the input set of intentions, i.e., it satisfies reflexivity, antisymmetry and transitivity. Formally, let \(\mathcal{B}\) be a set of beliefs, \(\mathcal{D}\) a set of desires, \(\mathcal{I}\) and \(\mathcal{I}'\) sets of intentions, then

\[
\text{eval} : (\mathcal{B}, \mathcal{D}, \mathcal{I}, \mathcal{I}') \mapsto \mathcal{P}(\mathcal{I}' \times \mathcal{I}')
\]

The result of the eval operator is a preference relation on the set of current options of the agent with respect to an epistemic state \(\mathcal{K}_{\text{BDI}^+} = \langle \mathcal{B}, \mathcal{D}, \mathcal{I}, \mathcal{M}, \mathcal{KH} \rangle\), such that:

\[
\succeq_{(\mathcal{K}_{\text{BDI}^+}, \mathcal{KH}_{\text{BDI}^+}, b)} \triangleq \text{eval}(\mathcal{B}, \mathcal{D}, \mathcal{I}, \text{opt}_b(\mathcal{B}, \mathcal{I}, \mathcal{KH}_b)).
\]

If the options under consideration are atomic, then they directly correspond to actions. Hence the evaluation of actions represents a special case of the evaluation of options. In the case of the evaluation of atomic intentions we identify the atomic intentions with the corresponding actions. We define the preferences on atomic intentions as options by defining preferences on the corresponding actions.

One of the maximally preferred options according to

\[
\succeq_{(\mathcal{K}_{\text{BDI}^+}, \mathcal{KH}_{\text{BDI}^+}, b)}
\]
is selected and committed to. We define the max function to determine the maximal elements of a set $X$ with respect to a preorder, i.e., a reflexive and transitive binary relation, $\preceq \subseteq \mathcal{P}(X \times X)$. We define the strict order $\prec$ from $\preceq$ as:

$$
\text{if and only if } x \geq y \text{ and } y \nRightarrow x.
$$

The max function is defined as:

$$
\max(X) = \{ x \in X | \text{there is no } x' \in X \text{ such that } x' > x \} \quad (3.5.6)
$$

Note that if $X$ is finite and $X \neq \emptyset$, then $\max_{\preceq}(X) \neq \emptyset$.

If there is more than one maximally preferred option, a decision for one of the maximally preferred options has to be made. To this end we assume a general selection function $\sigma$ that maps any nonempty set $X$ to one of its elements such that

$$
\sigma(X) \in X \text{ if } X \neq \emptyset. \quad (3.5.7)
$$

Since all elements of $X$ are maximally preferred, there is no information that could guide this selection. Hence this selection might, e.g., be at random. In the following we only consider non-empty sets of intentions.

The basic intention operator

$$
o^\text{b}_I : \mathcal{L}_B \times \mathcal{L}_D \times \mathcal{L}_I \times \mathcal{L}_K \rightarrow \mathcal{L}_I
$$

determines the maximally motivated desires. To formalize the set of maximally motivated desires we define the following function, with $\leq$ being the order on real numbers:

$$
\max_\mu(\mathcal{O}) = \{ \phi | (\phi, \mu) \in \mathcal{O}, \mu \in \max_{\preceq}(\{\mu | (\phi, \mu) \in \mathcal{O}\})\}.
$$

We further assume that there exists at least one belief-desire coupling that is satisfied, such that it is guaranteed that there is at least one maximally motivated desire. This assumption can, e.g., be guaranteed by defining a belief-desire coupling with an empty condition and the desire to be idle. The agent selects one of them by the selection function $\sigma$ and determines the options for it. We also assume that there exists at least one option for each desire. The agent evaluates the options by means of the eval function, and determines the maximally preferred options, and selects one of these. All together this results in the definition of the intention operator as given in Procedure 3.5.1.

As stated before we assume that an agent only has one intention at a time. Then, the act function can be defined to return the action corresponding to this intention, i.e., $\mathcal{A} \cap \text{AtInt} = \{I\}$ and

$$
\text{act}(\mathcal{K}_{\text{BDI}^+}) = \{I\}. \quad (3.5.8)
$$
**Procedure 3.5.1 Basic intention operator** $o^b_I$

**Input:** $\mathcal{B}, \mathcal{D}, \mathcal{I}, \mathcal{R}^b$

**Output:** Set of new intentions $\mathcal{I}'$

1. $\text{currentInt} := \{\sigma(\max_{\mu}(\mathcal{D}))\}$
2. $\text{options} := \text{opt}_b(\mathcal{B}, \text{currentInt}, \mathcal{R}^b)$
3. $\preceq(\mathcal{X}_{BDI^+, \mathcal{I}^+}, b) := \text{eval}(\mathcal{B}, \mathcal{D}, \mathcal{I}, \text{options})$
4. $\mathcal{I}' := \{\sigma(\max_{\preceq(\mathcal{X}_{BDI^+, \mathcal{I}^+}, b)}(\text{options}))\}$

**Example 3.5.6.** We continue the strike committee meeting scenario of Example 3.5.5 and assume Emma was just asked by Beatriz if she attends the scm. Her current maximally motivated desire is to answer this question, i.e., $\text{answered}(\text{attend_scm})$. The evaluation of the two options from Example 3.5.5 results in a preference relation such that

$$\text{answered}(\text{dontknow}) \preceq (\mathcal{X}_{BDI^+, \mathcal{I}^+}, b) \text{answered}(\text{attend_scm}).$$

The only maximal element is thus the atomic intention $\text{answered}(\text{attend_scm})$ and the action that directly satisfies this atomic intention is the speech act

$$\alpha(\text{answered}(\text{attend_scm})) = (\text{Emma, Beatriz, answer, attend_scm}).$$

The belief change operator $o^b_D$ has to be a change operator for the formalism for which the model is instantiated. Since we do not instantiate the knowledge representation here, we cannot further define it at this point and come back to these in detail later. For our basic instantiation we do not need the $o^D_B$ and $o^I_D$ operations since we focus on agents with only one goal at the same time and designed the $o_D$ and $o_I$ operators such that they determine this goal in each cycle. Hence, a basic change operator for actions comprises only a belief change operator for actions of the type $o_{BDI^+, b}^{a, \dagger} : \mathcal{L}_{BDI^+, b} \times \text{Act} \rightarrow \mathcal{L}_{BDI^+, b}$:

$$o_{BDI^+}^{a} = \text{def} \ o_{BDI^+}^{a, \dagger}.$$ (3.5.9)

The functional component $\xi_{BDI^+, b}$ we defined in this section is completely defined with the exception of the knowledge representation specific operators $o_{BDI^+}$, $\text{Bel}_X$, and $\text{eval}$. These are dependent on the considered application domain and have to be instantiated together with the actual knowledge representation and the domain knowledge of the agent.

In the following section we extend on our definition of belief operators for agents and formalize belief operator families, which are sets of belief operators with an order relation.
3.6 BELief OPERATORS FOR EPISTEMIC AGENTS

In Section 3.2 we introduced belief operators that determine the belief set of a given epistemic component (Definition 3.2.2, Page 40). In this section we extend the concept of belief operators and define families of ordered belief operators. We present an abstract model for belief operator families and discuss general properties for them. Then, we concretize it for classes of non-monotonic reasoning formalisms on the basis of extension families [173]. The belief operator determines which plausible inferences are drawn from the incomplete information given by an epistemic component. There are different ways to deal with incomplete information and to determine the inferences, which results in different belief operators. Different belief operators can for instance be more or less credulous such as the two operators of skeptical and credulous inference which are used in several formalisms [55], or the diverse types of extensions used in argumentation theory [20]. In general we consider a set of belief operators that can be ordered, e.g., by their credulity. Different agents might use the same knowledge representation formalism but different belief operators, and each agent might use different belief operators in different situations.

Example 3.6.1. In the strike committee meeting example Emma’s boss Beatriz might use a very credulous belief operator with respect to her employees attending strike committee meetings while Emma’s colleagues use a skeptical one. This means that given the same information Beatriz might infer that Emma intend to attend the strike committee meeting while her colleagues do not infer it.

We formalize different types of belief operators in an ordered family of belief operators from which an operator can be chosen.

Definition 3.6.2 (Belief Operator Family). A belief operator family is a pair \((\Xi, \preceq_{\text{bel}})\) consisting of a set of belief operators \(\Xi\) of the form \(\text{Bel} : \mathcal{P}(\mathcal{L}_E) \rightarrow \mathcal{P}(\mathcal{L}_{BS})\) and a preorder, i.e., a reflexive and transitive binary relation, \(\preceq_{\text{bel}}\) on \(\Xi\).

The definition of a family of belief operators abstracts from the underlying formalism and inference mechanism. It can be applied to a wide range of formalisms, from purely qualitative ones to quantitative ones. In the following, we define properties for belief operator families, i.e., properties on the belief operators of the belief operator family and properties of the preorder \(\preceq_{\text{bel}}\) of the belief operator family on the belief operators.

A rich landscape of properties of (non-monotonic) inference relations has been developed in several important works, e.g., [104, 173, 43]. Some of these inference relations and formalisms are semanti-
cally very strong in terms of the satisfaction of desirable properties. However, these formalisms are often not used in practice and the formalisms used in practice often do not satisfy the properties or do meet the assumptions need to apply the properties. Examples of such practical approaches are answer set programming [112] and structured argumentation systems [105, 192]. Hence in the following we require weaker assumptions and generalize basic properties to allow for a bigger variety of formalisms. A key difference of our setting from the typically considered setting is that we do not require a belief operator to satisfy categorical matching, i.e., that the domain and co-domain are equal. That is, we allow the languages of the epistemic component and the belief set to be different. We also do not demand that belief sets are deductively closed. We do not intent to cover the whole landscape of properties, but focus on the definition of a basic set of properties and consider these with respect to a propositional instance, and extension based formalisms in general and an ASP instance in particular.

We assume two important notions to be given by the respective formalism under consideration. We assume an adequate consequence operator for strict inferences from a given epistemic component, denoted by \( C_{\text{strict}} \). For the formalism prop this is the deductive closure for propositional logic \( C_{\text{prop}} \) as defined in Section 2.2.

**ASP Instance 2.** For our ASP instance we define a strict consequence operator for ASP as \( C_{\text{asp}}(P) = \cap \text{AS}(P_{\text{strict}}(P)) \). The strict program with respect to a given program is given by \( P_{\text{strict}}(P) = \{ r \in P \mid B(r)^- = \emptyset \} \), as defined in Section 2.4 (Page 25). Note that strict programs have at most one answer set.

Further, we assume that a notion of consistency is defined for epistemic components and for belief sets. The following instantiation for ASP shows an example of a formalism that needs two different notions of consistency.

**ASP Instance 3.** An ASP epistemic component \( P \subseteq \mathcal{L}_{A_L} \) a program, is consistent if \( \text{AS}(P) \neq \emptyset \). An ASP belief set \( S \), a set of literals, is consistent if it does not contain any complementary literals \( L \) and \( \neg L \), as defined in Section 2.4.

We define the following basic set of desirable properties of a belief operator Bel:

**Consistency**\(_{\text{Bel}}\). For all consistent epistemic components \( E \subseteq \mathcal{L}_E \) the resulting belief set \( \text{Bel}(E) \subseteq \mathcal{L}_S \) is consistent.

**Suprality**\(_{\text{Bel}}\). For all \( E \subseteq \mathcal{L}_E \) it holds that \( C_{\text{strict}}(E) \subseteq \text{Bel}(E) \).

**Right-Weakening**\(_{\text{Bel}}\). For all \( E \subseteq \mathcal{L}_E \) it holds that if \( \phi \in \text{Bel}(E) \) and \( \psi \in C_{\text{prop}}(\phi) \), then \( \psi \in \text{Bel}(E) \).
**Relative-left-absorption**$_{Bel}$ For all $E \subseteq \mathcal{L}_E$ it holds that
\[
\text{Bel}(E) = \text{Cn}^{\text{prop}}(\text{Bel}(E)) \cap \mathcal{L}_{BS}.
\]

Note that the last two properties are only applicable for formalisms for which the Cn$^{\text{prop}}$ operator can be applied to belief sets.

The Consistency$_{Bel}$ property is specific to our approach since it uses two notions of consistency, one for an epistemic component and one for a belief set. The property Suprality$_{Bel}$ is a generalization of the property Supraclassicality [173] and coincides with the latter for propositional logic. The property Right-Weakening$_{Bel}$ is the same as the property with the same name in, e.g., [173]. We just adapted it to our notation. The property of Relative-Left-Absorption$_{Bel}$ is a variant of the Left-Absorption property [173], the intersection with $\mathcal{L}_{BS}$ is not present in the latter. Both properties are equivalent if $\mathcal{L}_E = \mathcal{L}_{BS}$. If $\mathcal{L}_{BS}$ is a set of literals, as is the case for ASP, then the set of propositional consequences of the belief set is equal to the original belief set. This is formalized in the following example.

**Example 3.6.3.** For any $BS \subseteq \mathcal{L}_{BS} = \text{Lit}$ it holds that:
\[
\text{Cn}^{\text{prop}}(BS) \cap \mathcal{L}_{BS} = BS.
\]

After the definition of properties of the belief operators, we introduce a property of the relation $\preceq_{bel}$. In particular we formalize a set-inclusion-based credulity property. The intuition is that a belief operator Bel that is at least as credulous as another belief operator Bel$'$ infers all beliefs that Bel$'$ infers, and possibly more. This is formalized as:

**Credulity**$_{\preceq_{bel}}$ If Bel $\preceq_{bel}$ Bel$'$, then for all $E \in \mathcal{L}_E$ it holds that
\[
\text{Bel}(E) \subseteq \text{Bel}'(E).
\]

If $\preceq_{bel}$ satisfies Credulity$_{\preceq_{bel}}$, we call $\preceq_{bel}$ a credulity order and read Bel $\preceq_{bel}$ Bel$'$ as Bel$'$ is at least as credulous as Bel.

We say that a belief operator family satisfies a property for belief operators, e.g., Consistency$_{Bel}$, if all belief operators of the family satisfy the respective property. We say that a belief operator family satisfies a property for an order if its order on the belief operators satisfies it.

In the following we first define an exemplary belief operator family based on propositional logic. Then we elaborate on belief operator families based on extension families, and exemplify these by answer set programming.

**Propositional Instance 1.** We set $\mathcal{L}_E = \mathcal{L}_{BS} = \mathcal{L}_{\text{At}}^{\text{prop}}$ as the standard propositional language over a finite alphabet At, as introduced in Section 2.2 (Page 21). We define a set of belief operators
\[
\Xi^{\text{prop}} = \{\text{Bel}_p \mid p \in (0.5, 1]\}
\]
indexed by the threshold parameter $p$. Each operator calculates the
agent’s certainty in the truth of a formula $\phi \in \mathcal{L}$ as the ratio of its
models. The operator can be seen as accepting every formula as true
that holds in at least $p \cdot 100$ percent of those models (given by the
model operator $\text{Mod}$):

$$\text{Bel}_p(E) = \{ \phi \in \mathcal{L}^\text{prop} \mid r(\phi, E) \geq p \}$$

with $r(\phi, E) = \frac{|\text{Mod}(\phi) \cap \text{Mod}(E)|}{|\text{Mod}(E)|}$ (3.6.1)

The preorder is given as

$$\text{Bel}_p \preceq^\text{prop} \text{Bel}_{p'} \text{ if and only if } p' \leq p.$$  

A propositional epistemic component $E \subseteq \mathcal{L}^\text{prop}$ is consistent if it has
at least one model, i.e., $\text{Mod}(|E|) \neq \emptyset$. Note that the belief operators
presented here are only defined for consistent epistemic components.
A propositional belief set $BS \subseteq \mathcal{L}^\text{prop}$ is consistent if there does not
exist $\phi \in BS$ such that $\neg \phi \in BS$. The condition for consistency of
a belief sets is weaker than the consistency condition for epistemic
components. They coincide if the belief set is deductively closed. The
propositional belief operator family we consider here produces belief
sets that are not deductively closed, but all operators satisfy Consis-
tency as the following proposition shows.

Proposition 3.6.4. The pair $(\preceq^\text{prop}, \preceq^\text{bel})$ is a belief operator family that
satisfies the properties:

- Consistency$_{\text{Bel}}$, Suprality$_{\text{Bel}}$, Right-Weakening$_{\text{Bel}}$, and Credulity$_{\preceq^\text{bel}}$.

Proof. See Appendix A.1.1 on Page 223.

In the following we consider the construction of belief operator
families on the basis of extension families as introduced in [173]. A
variety of approaches to non-monotonic reasoning are directly based
on a notion of extensions, e.g., Reiter’s default logic [202], Poole’s de-
fault logic [191], Answer Set Programming [114], Truth Maintenance
Systems [80], or argumentation formalisms [83]. Other approaches
without an explicit notion of extensions can be reformulated to fit
into the extension perspective, for details see [173].

Here, we combine the formalization of extension families from
[173] with our concept of epistemic components and belief opera-
tors, and the corresponding languages. The original formulation of
extension families is as follows:

Definition 3.6.5. [173] Suppose a ’skeptical’ inference operation $C$ :
$\mathcal{P}(L) \to \mathcal{P}(L)$ by setting $C(A) = \cap \text{ext}(A)$, where $\text{ext}(A)$ is a family
of sets of propositions such that $\text{Cn}(A) \subseteq e$ for all $e \in \text{ext}(A)$. We call
the $e \in \text{ext}(A)$ extensions of $A$ under ext, and ext itself an extension
family function.
In our terminology an inference operation is a belief operator of the form \( \text{Bel} : \mathcal{P}(L_E) \rightarrow \mathcal{P}(L_{BS}) \) that is applied to an epistemic component and produces a belief set. Further, different logical formalisms might use different epistemic component and belief set languages. An extension \( e \subseteq L_{BS} \) resembles one possible set of beliefs given an \( E \subseteq L_{BS} \). Further, we do not demand that an extension is deductively closed. We exemplify this definition by an instantiation for ASP.

**ASP Instance 4.** For our ASP instance we represent an epistemic component as an extended logic program \( P \subseteq L_{asp} \). The extension family function is the answer set function \( AS \), which produces the set of answersets \( AS(P) \subseteq \mathcal{P}(\text{Lit}) \).

In the following we define properties of extension families based on the properties discussed in [173]. To this end, we assume an appropriate union operator \( \cup \) for the union of an epistemic component \( E \subseteq L_E \) with an extension \( e \subseteq L_{BS} \) such that \( E \cup e \subseteq L_E \). For formalisms for which \( L_E = L_{BS} \) this operator is the standard union operator for sets. For other formalisms this might be different; for example in the following instantiation of it for ASP.

**ASP Instance 5.** For a program \( P \) and a set of literals \( L \) we define the union operator such that it converts a set of literals into a program comprising these literals as facts, i.e., \( P \cup_{\text{asp}} L = \{ l \mid l \in L \} \).

The properties of extension family functions we consider in this work are formalized as follows:

**Suprality**\( _{\text{ext}} \): \( C^n_{\text{strict}}(E) \subseteq e \) for all \( e \in \text{ext}(E) \) and all \( E \subseteq L_E \).

**Relative-Left-Absorption**\( _{\text{ext}} \): \( e = C^n_{\text{prop}}(e) \cap L_{BS} \) for all \( e \in \text{ext}(E) \) and all \( E \subseteq L_E \).

**Closure**\( _{\text{ext}} \): \( e = C^n_{\text{strict}}(E \cup e) \) for all \( e \in \text{ext}(E) \) and all \( E \subseteq L_E \).

**Consistency**\( _{\text{ext}} \): Each \( e \in \text{ext}(E) \) is consistent for all consistent \( E \subseteq L_E \).

**Separation**\( _{\text{ext}} \): \( e \nsubseteq e' \) for all \( e, e' \in \text{ext}(E) \) and all \( E \subseteq L_E \).

As stated in Definition 3.6.5, in [173] all extension families are assumed to satisfy **Suprality**\( _{\text{ext}} \) with for propositional logic, i.e., **Supraclassicality**. As noted before, we do not require this in general since this would exclude formalisms such as ASP, which do not satisfy it. Therefore we define a version of the **Suprality**\( _{\text{ext}} \) postulate that makes use of an adequate consequence operator for the considered formalism. For the same reason we introduce the postulate **Relative-Left-Absorption**\( _{\text{ext}} \) for extension families in the same way we did for belief operators. We propose the **Closure**\( _{\text{ext}} \) postulate which demands that any extension is closed under consequences from the epistemic
component augmented by the extension under consideration. This is a common property for many extension-based formalisms. The properties $\text{Consistency}_{\text{ext}}$ and $\text{Separation}_{\text{ext}}$ are used in the same form in [173] and are satisfied by most but not all formalisms. For our ASP instance we can show the following.

Proposition 3.6.6. The ASP extension family function $\text{AS}$ satisfies the postulates $\text{Suprality}_{\text{ext}}, \text{Relative-Left-Absorption}_{\text{ext}}, \text{Closure}_{\text{ext}}, \text{Consistency}_{\text{ext}}$ and $\text{Separation}_{\text{ext}}$.

Proof. See Appendix A.1.1 on Page 224.

As mentioned before, the formalization in [173] is limited to skeptical inference operators, i.e., the set of inferences is formed by the intersection of all extensions. Here, we formalize that extension based belief operators result from the application of a combination operator, e.g., the intersection operator, $\text{comb} : \mathcal{P}(\mathcal{L}_{BS}) \rightarrow \mathcal{L}_{BS}$ to an extension family function $\text{ext}$. Given a set of combination operators $\Gamma$ and a set of extension family functions $\mathcal{E}$ a set of belief operators can be constructed as

$$\Xi(\mathcal{E}, \Gamma) = \{ \text{ext} \cdot \text{comb} \mid \text{comb} \in \Gamma, \text{ext} \in \mathcal{E} \}. $$

Hereby, the operator $\cdot$ denotes the function composition and is defined as in Equation (3.4.2) (Page 48), i.e.,

$$\text{ext} \cdot \text{comb}(\mathcal{E}) = \text{comb}(\text{ext}(\mathcal{E})).$$

For our ASP instance we use the singleton set of extension family functions $\mathcal{E}_{\text{asp}} = \{ \text{AS} \}$ and the commonly considered combination operators $\Gamma = \{ \cap, \cup \}$. These choices result in the following belief operator family.

ASP Instance 6 (ASP Belief Operator Family). The ASP belief operator family is given by $\Xi_{\text{asp}}^{\{\text{AS}\}} = \{ \text{Bel}_{\text{asp}}^{\text{skew}}, \text{Bel}_{\text{asp}}^{\text{cred}} \}, \text{Bel}_{\text{asp}}^{\text{cred}}(P) = \cup \text{AS}(P), \text{Bel}_{\text{asp}}^{\text{skew}}(P) = \cap \text{AS}(P)$ and

$$\Xi_{\text{asp}} = \{ \text{Bel}_{\text{asp}}^{\text{skew}}, \text{Bel}_{\text{asp}}^{\text{cred}} \}, \{ \text{Bel}_{\text{asp}}^{\text{skew}}, \text{Bel}_{\text{skew}}^{\text{cred}} \}, \{ \text{Bel}_{\text{asp}}^{\text{cred}}, \text{Bel}_{\text{cred}}^{\text{asp}} \}. $$

For short we also write $\Xi_{\text{asp}} = \Xi_{\text{asp}}^{\{\text{AS}\}}$.

For the ASP belief operator family we just defined we can show that the following properties hold.

Proposition 3.6.7. For the ASP belief operator family the following results hold:

1. $\text{Bel}_{\text{asp}}^{\text{skew}}$ satisfies $\text{Suprality}_{\text{Bel}}, \text{Consistency}_{\text{Bel}}$ and $\text{Relative-Left-Absorption}_{\text{Bel}}$.
2. $\text{Bel}_{\text{asp}}^{\text{cred}}$ satisfies $\text{Suprality}_{\text{Bel}}, \text{Relative-Left-Absorption}_{\text{Bel}}$. 
3. $\preceq_{\text{bel}}$ satisfies Credulity$_{\preceq_{\text{bel}}}$. 

Proof. See Appendix A.1.1 on Page 225.

The set of extension family functions can be extended by other semantics for extended logic programs [99], and extensions of it such as preferences [59] or sequences of programs [151, 8]. Combination operators can be build from the intersection or union of a subset of the set of extensions. The subset of extensions to be considered can be determined by preference information, for answer set programming several semantics for determining the preferences on answer sets have been developed, e.g., [58, 59, 181]. Argumentation theory is another well developed example of extension based formalisms. It features a particularly rich landscape of extension types [21].

3.7 RELATED WORK

The vast majority of agent models in the literature are either abstract and for instance formulated in a modal logic, e.g., interpreted systems [136] or the theoretical formulation of BDI agents [194]; or they are practical agent programming languages, see [51] for an overview. The BDI model is also realized in many practical models. There is, however, a big gap between the abstract consideration of agent models and practical systems in general, and the modal logic formulation of BDI agents and practical BDI systems in particular, as noted for instance in [200]. Several works are dedicated to narrow this gap, e.g., [182, 164, 195]. They intend to do so by using logic programming languages for the specification and execution of agents. Our model can also be instantiated with logic programming languages, and in fact we define instantiations based on answer set programming. In contrast to those works, our model of epistemic agents is not fixed to a BDI agent architecture or particular knowledge representation formalisms.

The work on agent models that comes closest to our approach is the KGP (Knowledge, Goals and Plan) model of agency [139, 140]. The internal state of KGP agents comprises a composed knowledge base, a goals, and a plan component, analogously to the components of the BDI model. The KGP model was motivated by the gap between the theory and practice of the BDI model and was designed to use logical approaches for the design of agents. A KGP knowledge base consists of different modules to support different reasoning capabilities such as planning or deliberation (called goal-decision in [139]). The agent cycle is controlled by a context-sensitive cycle theory which determines the execution order of a set of transitions. The transitions on the KGP model correspond to the sub-functions of the functional component in our model, the cycle theory to the composition of these. In our case, this composition is realized by a function composition that
does not change during runtime of an agent. The KGP model relies on abductive logic programing, logic programming and an event calculus approach to program an agent. It does not directly allow the use of other knowledge representation formalisms, other modules of the knowledge base, other capabilities or transitions. Thus the KGP model can be seen as a partial instantiation of our epistemic agent model that constraints the structure of the epistemic state and the functional component to the KGP model. Solely the context sensitive agent cycle cannot be modeled directly in our framework, since we use a fixed composition of the functional component. Indirectly, a context sensitive cycle could be realized inside the functions of the functional component.

Another flexible agent model with a focus on the use of (non-monotonic) knowledge representation has been proposed in [138]. It is an abstract component based agent model that is based entirely on argumentation theory. It is called integrated argumentation-based agent architecture (ABA). Each component is an argumentation system and the interaction between these components is organized by an argumentation system as well. No other knowledge representation formalisms are considered and also no instantiations of the abstract framework. In our framework it is possible to instantiate all components by argumentation formalisms as well, but the definition of an agent cycle has to be defined in terms of a composed functional component.

The BDI$^+$ model we presented is similar to various other BDI architectures [51]. Unique to our approach is the combination and integration of motivation and know-how, its flexibility with respect to the possibility to add further components and that it can be instantiated for a variety of knowledge representation formalisms.

Different types of belief operators and their properties have been subject of various works e.g., [104, 173, 43]. The formulation and usage of ordered families of such operators in the generality we present them here has, to our knowledge, not been proposed before. We have shown that and how we can incorporate the formalization of extension families [173] in our formalization of belief operators. The propositional belief operator family we present on Page 63 is based on the relation of the number of models in which the formula is satisfied, to the total number of models. The same idea is used in the random worlds approach [13] to define degrees of belief for formulae given a knowledge base. These degrees of belief are parametrized with the size of the world and a tolerance vector. Our definition uses a threshold $p$ for this relation to define belief operators, also we only consider propositional epistemic component in contrast to the statistical knowledge bases considered in [13].
3.8 conclusion

In this chapter we developed our general model of epistemic agents. It generalizes diverse agent architectures and combines an abstract agent model with composed agent architectures for the realization of agents. It can be used to capture other agent architectures from purely deductive agents with a monolithic epistemic state to structured ones such as the beliefs, desires, intentions (BDI) model. We stressed that a communicating agent has to have the ability to reflect the anticipated changes of its actions in its epistemic state to perform well and made this process explicit by the introduction of a change operator for actions $\delta^a$ a part of the agent cycle. Moreover, we developed an extended BDI agent model, named BDI$^+$ model, on the basis of our general epistemic agent model that incorporates motivation and know-how. We instantiated the BDI$^+$ model with basic operators and motivation and know-how components. This model can be fully instantiated by fixing the knowledge representation formalism and the evaluation function for the action selection.

In our epistemic agent framework we introduced epistemic components of an epistemic state. Epistemic components contain the information that is used by a belief operator to form a belief set. We elaborated on such belief operators and defined a general notion of belief operator families whose operators can be ordered based on how credulous the inference behavior is. The assumptions we make are general enough to capture a big variety of knowledge representation formalisms. We defined desirable properties for belief operators and ordered families of these. Our main focus hereby are non-monotonic reasoning formalisms that are based on extension families [173]. We further instantiated the knowledge representation formalisms for our epistemic agent model for propositional logic and answer set programming (ASP) [112] and formally showed which properties these instances satisfy.

The work presented in this chapter provides a framework for the development and the analysis of epistemic agents that are based on non-monotonic reasoning. It is general enough to consider abstract properties of agent systems and provides instantiations for concrete agent models. As one of these we presented our BDI$^+$ agent model that extends BDI agent models by a motivation and a know-how component. We presented basic versions of the operators of the model.
While we defined the composition of change operators for epistemic states in Chapter 3 we left the details of the operators for epistemic components unspecified. In this chapter, we develop a general concept of how the percepts of an agent are processed and used to change a particular epistemic component. We develop a model of compound belief change operations in the spirit of our general agent model presented in Section 3. Further, we relate it to existing approaches in belief change theory and develop new operators to match the requirements of our considered scenario. Hereby we extend the state-of-the-art in belief revision theory by extending existing operations and by combining them with non-monotonic logics in two ways; by developing operators by the use of, and for, non-monotonic logics. Moreover we narrow the gap between operators considered in belief change theory and operators that can be used in practical multiagent systems. We do so by integrating operators from belief change theory in our agent framework by our compound change operators, by implementing a selection function that enable the agent to evaluate new information, and by applying belief change theory to answer set programs, which are highly effective and used in practice.

We define a compound change operator that includes in particular an operator for the evaluation of incoming information. It has to determine if and to which degree, or in which form, the input shall be accepted. A general framework for this two step revision process has been presented in [96] under the name of selective revision. It defines a selective revision operator (called outer revision operation in the following) to comprise a selection function that determines the part and form of the input that shall be accepted, and a prioritized belief revision operator (called inner revision operation in the following) that revises the epistemic component with the output of the selection function, giving priority to the latter. This framework fits perfectly into our agent model. However, it has not been instantiated before we first presented our instantiation of it in [160], which forms the basis for the approach we present in the following. We generalize the original framework to inputs consisting not only of one single sentence, but consisting of a set of sentences. Operations that take sets of sentences as input are called multiple revision operations.

The construction and many of the results we present in this chapter are general for many forms of epistemic components. For more concrete properties and constructions we have to fix a particular formalization of epistemic components. We consider in particular the
change of non-deductively closed belief bases [142, 183, 122, 127, 128, 119]. We denote an epistemic component that is a belief base by \( B \). Especially for resource-bounded reasoning a finite belief base representation is essential. Moreover, belief base change theory complies well with the intuitions on how humans represent and change their beliefs [122, 127]. We instantiate the selective revision framework by the use of an approach of deductive argumentation for propositional belief bases, and apply belief base revision theory to answer set programs.

Also for the definition of change operators for answer set programming a multiple revision operator for answer set programs is needed. We apply the theory of base revision [127] to non-monotonic answer set programs, which has not been presented before our first presentation of ours in [154]. We reconsider the postulates from base revision for propositional belief bases with respect to non-monotonic belief bases in general, and answer set programming in particular. We modify and extend the set of postulates to capture the characteristics of non-monotonic formalisms. We compare the resulting postulates with postulates that have been developed specifically for change operations to answer set programs. Moreover, besides the declarative description, we develop constructions base revision operators by extending existing constructions for the propositional case, and we show that our constructions satisfy all of the desirable properties we consider.

The remainder of this chapter is structured as follows. In Section 4.1 we introduce our general composition of a change operator. In Section 4.2 we define properties of the selection function of the change operator and present our instantiation on the basis of the selective revision framework and argumentation theory. In Section 4.3 we elaborate on the inner revision operation of the change operator for non-monotonic logics and ASP in particular. In Section 4.4 we discuss related work and in Section 4.5 we conclude this chapter.

4.1 STRUCTURE OF BELIEF CHANGE OPERATIONS

Classically the problem considered in belief revision is that of adapting a belief set, or an epistemic state or a belief base, by a propositional formula. In addition, it is commonly assumed that the information represented by the input formula can be given priority over existing information such that the latter has to be accommodated to be consistent with the former. Such an operator is called prioritized revision operator. These are a idealized situations in which a simplified problem is considered. As the sheer amount of articles on this topic shows, this simplified problem already exposes a variety of technical problems and variations to explore. We want to make use of the research on this problem and integrate it into change operators that can
be used in agent systems. For the development of change operators for our epistemic agents we have to come up with solutions for our considered setting, that is:

(a) The epistemic state might be compound, not a single epistemic component
(b) The input of the change operator is a tuple that represents a speech act, not a propositional formula
(c) Other agents might not be credible, the input should not be generally accepted
(d) The epistemic components are not propositional and in particular based on non-monotonic logics

To address these challenges of our considered scenario we define a general construction of change operators for epistemic states in our framework. Hereby, we define sub-operations that correspond to operators which have been addressed theoretically in other works. This way we are able to benefit from existing results and to build on these.

To cover aspect (a) we use compound change operators that break the task of changing the entire epistemic state down to change operations on the individual epistemic components. For these we cover aspect (b) by introducing interpretation functions that interpret perceptions and produce a set of logical formulae. Since the result of the interpretation functions might be a set of sentences the following operators have to be able to operate with these as input, which is called multiple revision \([94, 95, 103]\) in the literature. To cover aspect (c) we need to use non-prioritized revision operators \([126]\), i.e., operators that do not give unconditional priority to the new information. In particular we adapt the non-prioritized revision approach of selective revision \([96]\) for our setting. In the selective revision approach a selection function on the revision input is used to decide in which form the input is to be accepted. While the theoretic work on this approach presents rationality postulates it does not give any constructional approach. We elaborate actual selection functions for belief bases by use of deductive argumentation in Section 4.2. To address aspect (d) we consider in particular the rationality postulates for propositional belief bases \([127]\) and adapt them to the non-monotonic formalims. We do this in Section 4.3 where we develop general properties for non-monotonic formalisms based on postulates for propositional belief bases, adapt and develop specific postulates for ASP, and develop constructive approaches for which we show that they satisfy our proposed properties.

We build on the general concept of compound change operator for epistemic states as introduced in Section 3.3. There the general change operator is defined as

\[ \circ =_{df} \circ_1 \cdots \circ_n. \]
The actual composition of the operator has to match the composition of the epistemic state of the agent.

**Example 4.1.1.** Our considered composition of the BDI\(^+\) agents lead to a change operator as defined in Section 3.5.3 for our BDI\(^+\) agent type:

\[
\circ_{\text{BDI}^+} = \text{def} \circ_B^I \cdot \circ_D^I \cdot \circ_I^I.
\]

And a change operator that modifies the epistemic state to reflect the anticipated changes of the execution of the action:

\[
\circ^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES}.
\]

That is, a BDI\(^+\)-epistemic-state \(\mathcal{K}_{\text{BDI}^+} = (\mathcal{B}, \mathcal{D}, \mathcal{I}, \mathcal{M}, \mathcal{R})\) is changed by a percept \(p\) such that \(\mathcal{K}_{\text{BDI}^+} \circ_{\text{BDI}^+} p = \circ_I^I(\circ_D^I(\mathcal{K}_{\text{BDI}^+} \circ_B^I p))\).

The further structure and properties of the particular change operators are left unspecified this far. In the following we consider the construction of a change operator for an epistemic component \(\mathcal{E} \subseteq \mathcal{P}(\mathcal{L}_E)\) and a set of speech acts \(\Sigma\). A percept might represent an act of communication between agents, as introduced in Section 3.1, and comprise information about the sender of the information, the recipients, and the logical content. The interpretation function has to process this complex information into some sentence or a set of sentences in the target language. For the interpretation of the input and interpretation in the language of the respective belief component we formally introduce **interpretation functions** as

\[
t : \Sigma \rightarrow \mathcal{P}(\mathcal{L}_E).
\]

The set of sentences resulting from the interpretation of the input speech act is then evaluated in the light of the respective belief base and decided if and to which extent it should be accepted. This is formalized by the explicit introduction of a **selection function** for an epistemic component \(\mathcal{E} \subseteq \mathcal{L}_E\) that determines, on the basis of the epistemic component, in which form an input set of sentences shall be accepted. It is formalized as

\[
f_E : \mathcal{P}(\mathcal{L}_E) \rightarrow \mathcal{P}(\mathcal{L}_E).
\]

The result of the selection function represents the information which shall be accepted and thus be incorporated into the belief base with priority over the information in the belief base. This task of incorporating new information into a belief base with priority given to new information is exactly the task mainly studied in classic belief revision theory. Thus, we can make use of results from this field. However, the result of the selection function is a set of sentences such that we have to consider multiple revision operations or generalize approaches to
the multiple revision case. The particular type of operation we are looking for is called prioritized multiple revision and we denote such an operator by

\[ * : \mathcal{P}(\mathcal{L}_E) \times \mathcal{P}(\mathcal{L}_E) \rightarrow \mathcal{P}(\mathcal{L}_E). \]

That is, we slightly abuse notation by using the \( * \) symbol for prioritized revision operators for single sentences and for sets of sentences as input. Hence in total, for an epistemic component \( E \subseteq \mathcal{L}_E \) and a speech act \( t \in \Sigma \) the change operation is given by

\[ E \circ_E t = E * f_E(t(t)) \]

The actual instantiations of the operators is highly dependent on the used formalism and the considered set of speech acts. The concrete set of speech acts is application-specific, such that interpretation functions should be designed with an application domain in mind. Hence, we postpone the further elaboration of the interpretation functions and treat the selection and the multiple prioritized base revision operators and their interaction in the following two sections. That is, in the following we consider epistemic components that are belief bases. We denote a propositional belief base by \( \mathcal{B} \) and a belief base for answer set programming by \( P \). As we note also in the following several formulations, constructions and results can be generalized to other forms of epistemic components.

### 4.2 Selective Revision

Selection operators have been introduced and studied in [96]. In that work, a selective revision operator \( *_{f_B} \) is defined by the composition

\[ \mathcal{B} *_{f_B} \phi = \mathcal{B} * f_B(\phi) \]  \hspace{1cm} (4.2.1)

with a selection function \( f \) and a prioritized base revision operator \( * \). We denote the selective revision operator \( *_{f_B} \) as the outer revision operator and the prioritized base revision operator \( * \) as the inner revision operator.

In [96], diverse properties for the selection functions are introduced and several results are proven that show how specific properties for the selection function and the inner prioritized revision translate to specific properties for the outer non-prioritized revision. However, no concrete implementations of the selection function (which is called a transformation function in [96]) are given in said work, nor in other works.

In this section we develop a specific implementation of a selection function that makes use of deductive argumentation [26], which we described in Section 2.3. A deductive argumentation theory is a set of propositional sentences and an argument for some sentence \( \phi \) is a
minimal proof for $\phi$. If the theory is inconsistent there may also be proofs for the complement of a sentence $\neg \phi$. In order to decide whether $\phi$ or $\neg \phi$ is to be believed, an argumentative evaluation is performed that compares arguments with counterarguments. We use the framework of [26] to implement a selection function for selective revision that decides for each individual piece of information whether to accept it as input for the prioritized inner revision or not, based on its argumentative evaluation. In particular, we consider the case that revision is to be performed based on a set of pieces of information instead of just a single piece of information. By doing so, we allow new information to contain arguments. As a result, an agent decides whether to accept some new information on the basis of its own evaluation of the information and the arguments that may be contained in this information. Consider the following example.

**Example 4.2.1.** Imagine the agent *Anna* wants to spend her holidays on Hawaii. She is aware of the fact that there has been some volcano activity on Hawaii recently but is convinced there is no immediate danger. Anna’s boss *Bob* doesn’t want Anna to go on vacation at this time of the year and tells her that she has to do some work here and should not go to Hawaii. However, Anna wants to go surfing and to go to Hawaii instead of staying at work. As a consequence she rejects Bob’s argument to stay and does not revise her beliefs. Consider now that *Carl*, a good friend of *Anna*, is a vulcanologist and tells Anna that there is actually an immediate danger of an eruption. Anna does not have sufficient arguments to defeat Carl’s information, thus accepts the new information and revises her beliefs accordingly. 

In the previous example the decisions of the agent Anna resulted in either accepting or rejecting the new information completely. However, it may also be the case that some of the new information is accepted and some is rejected. Consider the following example.

**Example 4.2.2.** Imagine Bob tells Anna that she has to stay for work because all her colleagues are having a vacation at the same time and she has to fill in for them. Suppose Anna knows that there is no work to do during her planned vacation as all clients of her company are on vacation as well. Then Anna would reject the conclusion of Bob’s argument that she has to stay, but might very well accept that all her colleagues will be on vacation as well.

The approach we develop here is capable of deciding whether to accept, reject, or partially accept some new information, based on deductive argumentation. In order to do so we extend the notions of selective revision to the problem of multiple base revision, i.e., the problem of revising a belief base (instead of a belief set) by a set of sentences in the following.
4.2 Selective Revision

We extend the approach of selective revision [96], which is formulated for belief sets and single formulae as input, to selective multiple (base) revision. That is, we consider the new information being represented by sets of formulae $\Phi \subseteq \mathcal{L}_{\text{At}}^{\text{prop}}$ instead of a single formula $\phi \in \mathcal{L}_{\text{At}}^{\text{prop}}$. Even though we target belief base operations our formalization of the postulates and construction of the operation, as well as the results are equally applicable for the belief set case, unless stated differently explicitly. This brings us to the following definition, in accordance with [96], of a change operator $\mathcal{B} *_{f_B} \mathcal{B} = \mathcal{B} * f_B(\Phi)$:

$$
\mathcal{B} *_{f_B} \mathcal{B} = \mathcal{B} * f_B(\Phi)
$$

with a selection function $f_B : \mathcal{P}(\mathcal{L}_{\text{At}}^{\text{prop}}) \rightarrow \mathcal{P}(\mathcal{L}_{\text{At}}^{\text{prop}})$ and some prioritized multiple base revision $*: \mathcal{P}(\mathcal{L}_{\text{At}}^{\text{prop}}) \times \mathcal{P}(\mathcal{L}_{\text{At}}^{\text{prop}}) \rightarrow \mathcal{P}(\mathcal{L}_{\text{At}}^{\text{prop}})$. In the following we define the general notions of a prioritized multiple base revision (inner revision operator), a non-prioritized multiple base revision (outer revision operator), and a selection function by means of postulates based on the considerations in [96]. Then we adapt a result of [96] showing that we obtain an outer revision operator, satisfying all desired properties by a selective revision construction with the defined inner revision and selection functions, which satisfy certain sets of properties. For this, we consider postulates from non-prioritized revision and the selective revision framework for the case of multiple base revision. At the same time we slightly adapt them to the case of multiple base revision.

The first property we consider is Extensionality, which we introduced for belief sets as the $(K^*6)$ postulate in Section 2.5.1 (Page 28). It expresses that equal inputs for the same belief base should lead to equal results, similarly as the Uniformity postulate in belief base revision theory, as introduced in Section 2.5.3 (Page 30). As discussed in Section 2.5, Extensionality is usually not considered for the problem of base revision as base revision is motivated by observing syntax and not (only) semantic contents. We include the postulate here to be compatible with the original formulation of selective revision for belief sets. Further we discuss and modify it to the case of multiple base revision. We phrase Extensionality for multiple base revision as follows:

**Extensionality**. If $\Phi \equiv^\mathcal{P} \Psi$, then $\mathcal{B} * \Phi \equiv^\mathcal{P} \mathcal{B} * \Psi$.

We denote postulates for multiple revision operations by a subscript $\Phi$. We defined two notions of equivalence for sets of propositional formulae, $\equiv^\mathcal{P}$ and $\triangleq^\mathcal{P}$, in Section 2.2. It holds that $\Phi \equiv^\mathcal{P} \Phi'$, if and only if it holds that $\Phi \vdash \Phi'$ and $\Phi' \vdash \Phi$. And it holds that $\Phi \triangleq^\mathcal{P} \Phi'$ if and only if there is a bijection $\sigma : \Phi \rightarrow \Phi'$ such that for every
\( \phi \in \Phi \) it holds that \( \phi \equiv^p \sigma(\phi) \), i.e., if \( \Phi \) and \( \Phi' \) are element-wise equivalent.

For the case of multiple base revision, the satisfaction of \textit{Extensionality} imposes that \( \mathcal{B} * \{a, b\} \equiv^p \mathcal{B} * \{a \land b\} \) as \( \{a, b\} \equiv^p \{a \land b\} \). It has been argued, that even for the belief set case \( \{a, b\} \) expresses that \( a \) and \( b \) are two independent pieces of information while \( \{a \land b\} \) expresses that they are not. Hence, both inputs might, and should, lead to different results, see e.g. [69] for a discussion. For our means and the inner revision operator we define the following weakened form of \textit{Extensionality}_\( \Phi \).

\textbf{Weak Extensionality}_\( \Phi \): If \( \Phi \equiv^p \Phi' \) then \( \mathcal{B} * \Phi \equiv^p \mathcal{B} * \Phi' \).

The property \textit{Weak extensionality}_\( \Phi \) only demands that the outcomes of the revisions \( \mathcal{B} * \Phi \) and \( \mathcal{B} * \Phi' \) are equivalent if \( \Phi \) and \( \Phi' \) are element-wise equivalent. This formulation does not have the same problem since \( \{a, b\} \not\equiv^p \{a \land b\} \). All other postulates are direct generalizations of the base revision postulates introduced in Section 2.5.3 (Page 30) for a set of sentences as input:

\textbf{Success}_\( \Phi \): \( \Phi \subseteq \mathcal{B} * \Phi \)

\textbf{Inclusion}_\( \Phi \): \( \mathcal{B} * \Phi \subseteq \mathcal{B} \cup \Phi \)

\textbf{Vacuity}_\( \Phi \): If \( \mathcal{B} \cup \Phi \) is consistent, then \( \mathcal{B} \cup \Phi \subseteq \mathcal{B} * \Phi \)

\textbf{Consistency}_\( \Phi \): If \( \Phi \) is consistent, then \( \mathcal{B} * \Phi \) is consistent

\textbf{Relevance}_\( \Phi \): If \( \Phi' \subseteq (\mathcal{B} \cup \Phi) \setminus (\mathcal{B} * \Phi) \), then there is a set \( H \) such that \( \mathcal{B} * \Phi \subseteq H \subseteq \mathcal{B} \cup \Phi \) and \( H \) is consistent but \( H \cup \Phi' \) is inconsistent

Given these postulates we can define the prioritized multiple base revision operator.

\textit{Definition 4.2.3.} A revision operator \( \ast \) is called a \textit{prioritized multiple base revision operator} if \( \ast \) satisfies \textbf{Success}_\( \Phi \), \textbf{Inclusion}_\( \Phi \), \textbf{Vacuity}_\( \Phi \), \textbf{Consistency}_\( \Phi \), \textbf{Relevance}_\( \Phi \), and \textbf{Weak extensionality}_\( \Phi \).

Having defined the inner revision operator we turn to the outer revision operator, the non-prioritized multiple base revision operator. For non-prioritized multiple base revision the properties \textbf{Inclusion}_\( \Phi \), \textbf{Consistency}_\( \Phi \), \textbf{Relevance}_\( \Phi \), and \textbf{Weak extensionality}_\( \Phi \) are desirable [126]. The \textit{Vacuity} postulate is also not desirable for selective revision since even if the new information is consistent with the belief base there might be non-logical reasons to reject parts of it. This is not the case for the \textbf{Success}_\( \Phi \) postulate since it demands to give absolute priority to the new information. \textbf{Success}_\( \Phi \) and \textbf{Vacuity}_\( \Phi \) can be replaced by weaker postulates, cf. [126]. Here, we consider the following two.

\textbf{Weak Success}_\( \Phi \): If \( \mathcal{B} \cup \Phi \not\vdash \bot \) then \( \mathcal{B} \star_f \Phi \vdash \Phi \).
consistent expansion. If $\mathcal{B} \subseteq \mathcal{B} \star_{f_B} \Phi$ then $\mathcal{B} \cup (\mathcal{B} \star_{f_B} \Phi) \vdash \bot$.

Note that Weak success, follows from Vacuity, and that Consistent expansion follows from Vacuity and Success, as shown in [96].

Definition 4.2.4. A revision operator $\star_{f_B}$ is called non-prioritized multiple base revision operator if $\star_{f_B}$ satisfies Inclusion, Consistency, Weak extensionality, Weak success, and Consistent expansion.

The last operator to be defined is the selection function. In [96] several properties for selection functions in the context of belief set revision are discussed. We rephrase some of them here slightly to fit the framework of multiple base revision. Let $\mathcal{B} \subseteq \mathcal{L}^{\text{prop}}_{A_t}$ be consistent and let $\Phi, \Phi' \subseteq \mathcal{L}^{\text{prop}}_{A_t}$.

\[
\text{inclusion}_{f_B} \quad f_{\mathcal{B}}(\Phi) \subseteq \Phi
\]

\[
\text{weak inclusion}_{f_B} \quad \text{If } \mathcal{B} \cup \Phi \text{ is consistent then } f_{\mathcal{B}}(\Phi) \subseteq \Phi
\]

\[
\text{extensionality}_{f_B} \quad \text{If } \Phi \equiv^p \Phi' \text{ then } f_{\mathcal{B}}(\Phi) \equiv^p f_{\mathcal{B}}(\Phi')
\]

\[
\text{consistency preservation}_{f_B} \quad \text{If } \Phi \text{ is consistent then } f_{\mathcal{B}}(\Phi) \text{ is consistent}
\]

\[
\text{consistency}_{f_B} \quad f_{\mathcal{B}}(\Phi) \text{ is consistent}
\]

\[
\text{maximality}_{f_B} \quad f_{\mathcal{B}}(\Phi) = \Phi
\]

\[
\text{weak maximality}_{f_B} \quad \text{If } \mathcal{B} \cup \Phi \text{ is consistent then } f_{\mathcal{B}}(\Phi) = \Phi
\]

In addition to the adapted postulates from [96] we also consider a weakened version of Extensionality.

\[
\text{weak extensionality}_{f_B} \quad \text{If } \Phi \equiv^p \Phi' \text{ then } f_{\mathcal{B}}(\Phi) \equiv^p f_{\mathcal{B}}(\Phi')
\]

The above properties are considered as possible properties for a selective revision operation and are not assumed to be satisfied by every such operator. For example, the property maximality states that $f_{\mathcal{B}}$ should not modify the set $\Phi$. Satisfaction of this property leads to the equivalence of the selective revision operator, as defined in (4.2.2), and the used prioritized revision operator, such that

\[
\mathcal{B} \star_{f_B} \Phi = \mathcal{B} \star f_{\mathcal{B}}(\Phi) = \mathcal{B} \star \Phi.
\]

As $\star$ is meant to be a prioritized revision function we lose the possibility for non-prioritized revision.

Here, we consider the postulates Inclusion, Weak extensionality, consistency preservation, and Weak maximality as desirable for a selection function. As for the multiple base revision operator, the satisfaction of Extensionality is not desirable for a selection function. The satisfaction of it would force the results for the inputs $\Phi = \{a, b\}$ and $\Phi' = \{a \land b\}$ always to be equal. This is not generally desirable since
\{a, b\} expresses that a and b are two independent pieces of information while \{a \land b\} expresses that they are not. Moreover, for the case of selection functions another problem with the satisfaction of Extensionality$_f$ arises. Consider again \(\Phi = \{a, b\}\) and \(\Phi' = \{a \land b\}\). It follows that \(\Phi \equiv^p \Phi'\) and if \(f_B\) satisfies Extensionality$_f$ this results in \(f_B(\{a, b\}) \equiv^p f_B(\{a \land b\})\). If \(f_B\) also satisfies Inclusion$_f$ it follows that \(f_B(\{a \land b\}) \subseteq \emptyset, \{a \land b\}\), i.e., that the entire input is accepted or none of it. This might be adequate in this case. However, for \(\{a, b\}\) it follows that \(f_B(\{a, b\}) \subseteq \emptyset, \{a, b\}\) and surely the options to keep at least one of the input elements should be also considerable here. Hence, for Weak extensionality$_f$ we demand \(f_B(\Phi)\) and \(f_B(\Phi')\) to be element-wise equivalent (in contrast to the property Weak extensionality$_\Phi$ for revision).

In general, if \(f_B\) satisfies both Inclusion$_f$ and Extensionality$_f$ it follows that either \(f_B(\Phi) = \emptyset\) or \(f_B(\Phi) = \Phi\) for every \(\Phi \subseteq \mathcal{C}^{\text{prop}}_{\Lambda_1}\) (as \(\Phi\) is equivalent to a \(\Phi'\) that consists of a single formula that is the conjunction of the formulae in \(\Phi\) such that, by Inclusion$_f$, only the options \(f_B(\Phi') = \emptyset\) or \(f_B(\Phi') = \Phi'\) are possible). As we are interested in a more graded approach to belief revision we want to be able to accept or reject specific parts of \(\Phi\) and not just \(\Phi\) completely. Consequently, we consider Weak extensionality$_f$ as a desirable property instead of Extensionality$_f$. Note that Extensionality$_f$ implies Weak extensionality$_f$ as \(\Phi \equiv^p \Phi'\) implies \(\Phi \equiv^p \Phi'\).

In [96] several representation theorems are given that characterize non-prioritized belief revision by selective revision via (4.2.2) and specific properties of * and \(f_B\). In particular, it is shown that a reasonable non-prioritized belief revision operator \(*_{f_B}\) can be characterized by an AGM revision * and a selection function \(f_B\) that satisfies Extensionality$_f$, Consistency preservation$_f$, and Weak maximality. We can carry over the results of [96] to the problem of multiple base revision and obtain the following result.

**Proposition 4.2.5.** Let * be a prioritized multiple base revision operator and let \(f_B\) satisfy Inclusion$_f$, Weak extensionality$_f$, Consistency preservation$_f$, and Weak maximality$_f$. Then \(*_{f_B}\) defined via (4.2.2) is a non-prioritized multiple base revision operator.

**Proof.** See Appendix A.1.2 on Page 226.

The Relevance$_\Phi$ postulate does not hold for \(\mathcal{B} *_{f_B} \Phi\) defined via (4.2.2) in general. It is arguable if relevance should hold, it would constrain the selection function by demanding, roughly, that it can only refuse pieces of information that would lead to inconsistency. However, for a selection function it makes perfect sense to reject the entire input if only a part of it is inconsistent with the belief base. Consider for example a set of convictions \(\mathcal{B}_R \subseteq \mathcal{B}\) of a belief base and the selection function \(f^0_B\) defined via \(f^0_B(\Phi) = \Phi\) if \(\mathcal{B}_R \cup \Phi\) is consist-
tent and \( f_B^0(\Phi) = \emptyset \) otherwise. The selection function \( f_B^0 \) satisfies all properties for selection functions except Maximalit\( y \). But it is easy to see that \( \mathcal{B} \ast f_B^0 \) defined via (4.2.2) using \( f_B^0 \) and a prioritized multiple base revision operator \( \ast \) fails to satisfy Relevance. This selection function might be desirable in settings in which the convictions are strongly believed and any information source that contradicts these convictions is regarded as not credible. While such an operation is arguably desirable in all cases, it is clearly desirable that the selective revision framework should be able to capture such an operator.

Up to here we extended the selective revision framework and characterized the operators we consider desirable. In the following, we aim at implementing a selective multiple base revision using deductive argumentation.

4.2.2 Selective Revision by Deductive Argumentation

The deductive argumentation framework presented in Section 2.3 (Page 22) allows to decide for each sentence \( \alpha \in \Phi \) whether \( \alpha \) is justifiable with respect to \( \Phi \). Here, we use this to define selection functions. The framework of deductive argumentation heavily depends on the actual instances of categorizers and accumulators, which are left uninstantiated in Section 2.3. Here, we demand minimal requirements of both functions to be used in a selection function.

Definition 4.2.6 (Well-behaving categorizer). Let \( \tau \) and \( \tau' \) be argument trees. A categorizer \( \gamma \) is called well-behaving if \( \gamma(\tau) > \gamma(\tau') \) whenever \( \tau \) consists only of one single node and \( \tau' \) consists of at least two nodes.

In other words, a categorizer \( \gamma \) is well-behaving if the argument tree that has no undercuts for its root is considered the best justification for the root.

Definition 4.2.7 (Well-behaving accumulator). Let \( \tau \) and \( \tau' \) be argument trees. An accumulator \( \kappa \) is called well-behaving if and only if \( \kappa((T^+,T^-)) > 0 \) whenever \( T^+ \neq \emptyset \) and \( T^- = \emptyset \).

This means, that if there are no arguments against a claim \( \alpha \) and at least one argument for \( \alpha \) in \( \Phi \) then \( \alpha \) should be accepted in \( \Phi \). Both, \( \gamma_0 \) and \( k_0 \) as defined in Section 2.3 are well-behaving as well as all categorizers and accumulators considered in [26]. If \( \Phi \) is consistent then every sentence \( \alpha \in \Phi \) is accepted by \( \Phi \) with respect to every well-behaving categorizer and well-behaving accumulator.

Let \( \mathcal{B} \subseteq \mathcal{L}_{At}^{prop} \) be a consistent set of sentences, and let \( \gamma \) be some well-behaving categorizer and let \( \kappa \) be some well-behaving accumulator. We consider a selective revision \( \ast_{f_B} \) of the form (4.2.2). In order to determine the outcome of the non-prioritized revision \( \mathcal{B} \ast f_B \) for
some $\Phi \subseteq \mathcal{L}_{\mathcal{A}t}^{\text{prop}}$ we implement a selection function $f$ that checks for every sentence $\alpha \in \Phi$ if $\alpha$ is accepted in $\mathcal{B} \cup \Phi$. Although $\mathcal{B}$ is consistent, the union $\mathcal{B} \cup \Phi$ is not necessarily consistent which gives rise to an argumentative evaluation. We consider the following two different selection functions based on deductive argumentation.

**Definition 4.2.8 (Skeptical Selection Function).** We define the **skeptical selection function** $S^{\gamma,k}_B$ via

$$S^{\gamma,k}_B(\Phi) = \{ \alpha \in \Phi \mid \mathcal{B} \cup \Phi \vdash_{\kappa,\gamma} \alpha \}$$

for every $\Phi \subseteq \mathcal{L}_{\mathcal{A}t}^{\text{prop}}$.

**Definition 4.2.9 (Credulous Selection Function).** We define the **credulous selection function** $C^{\gamma,k}_B$ via

$$C^{\gamma,k}_B(\Phi) = \{ \alpha \in \Phi \mid \mathcal{B} \cup \Phi \not\vdash_{\kappa,\gamma} \neg \alpha \}$$

for every $\Phi \subseteq \mathcal{L}_{\mathcal{A}t}^{\text{prop}}$.

In other words, the value of $S^{\gamma,k}_B(\Phi)$ consists of those sentences of $\Phi$ that are accepted in $\mathcal{B} \cup \Phi$ and the value of $C^{\gamma,k}_B(\Phi)$ consists of those sentences of $\Phi$ that are not rejected in $\mathcal{B} \cup \Phi$. There is a subtle, but important, difference in the behavior of those two selection functions as the following example shows.

**Example 4.2.10.** Let $\mathcal{B}_1 = \{ a \}$ and $\Phi_1 = \{ \neg a \}$. There is exactly one argument tree $\tau_1$ for $\neg a$ and one argument tree $\tau_2$ for $a$ in $\mathcal{B}_1 \cup \Phi$. In $\tau_1$ the root is the argument $A = \langle \neg a, \neg a \rangle$ which has the single canonical undercut $B = \langle \{ a \}, a \rangle$. In $\tau_2$ the situation is reversed and the root of $\tau_2$ is the argument $B$ which has the single canonical undercut $A$. Therefore, the argument structure for $\neg a$ is given via $\Gamma_{\mathcal{B}_1 \cup \Phi}(\neg a) = \langle \{ \tau_1 \}, \{ \tau_2 \} \rangle$. We use the categorizer $\gamma_0$ and accumulator $\kappa_0$ we defined in Example 2.3.11 (Page 2.3.11). It follows that $\gamma_0(\tau_1) = \gamma_0(\tau_2) = 0$ and

$$\kappa_0(\gamma_0(\Gamma_{\mathcal{B}_1 \cup \Phi}(a))) = \kappa_0(\langle 0, 0 \rangle) = 0.$$

It follows that $\mathcal{B} \cup \Phi$ is undecided about both $\neg a$ and $a$. Consequently, it follows that

$$S_{\mathcal{B}_1}^{\gamma_0,\kappa_0}(\Phi_1) = \emptyset$$

and

$$C_{\mathcal{B}_1}^{\gamma_0,\kappa_0}(\Phi_1) = \{ \neg a \}.$$

That is, if the evaluation of a formula is undecided, the skeptical selection function rejects the formula and the credulous selection function accepts it.

Let $*$ be some (prioritized) multiple base revision operator, $\gamma$ some categorizer, and $\kappa$ some accumulator. Using the skeptical selection
function we can define the skeptical argumentative revision \( \circ_{S}^{Y,k} \) following (4.2.2) via

\[
\mathcal{B} \circ_{S}^{Y,k} \Phi = \mathcal{B} \ast S_{\mathcal{B}}^{Y,k}(\Phi)
\]

(4.2.3)

for every \( \Phi \subseteq \mathcal{L}_{\text{prop}}^{\text{alg}} \) and using the credulous selection function we can define the credulous argumentative revision \( \circ_{C}^{Y,k} \) via

\[
\mathcal{B} \circ_{C}^{Y,k} \Phi = \mathcal{B} \ast C_{\mathcal{B}}^{Y,k}(\Phi)
\]

(4.2.4)

for every \( \Phi \subseteq \mathcal{L}_{\text{prop}}^{\text{alg}} \).

We exemplify these two types of argumentative revision operators by the following simple example.

**Example 4.2.11.** We continue Example 4.2.10. Let \( \ast \) be some prioritized multiple base revision operator. Then it follows that \( \mathcal{B}_{1} \circ_{S}^{Y,0} \Phi_{1} = \{a\} \) and \( \mathcal{B}_{1} \circ_{C}^{Y,0} \Phi_{1} = \{\neg a\} \).

Next we give a more complex example of a selective revision operation.

**Example 4.2.12.** We continue and formalize Examples 4.2.1 and 4.2.2. We consider the atoms \( \text{At} = \{s, h, l, m, f, v\} \) with the following informal interpretations.

- \( s \): Anna is a surf fanatic
- \( h \): Anna travels to Hawaii
- \( f \): Anna has financial problems
- \( l \): Anna takes a loan
- \( m \): Anna has a lot of money
- \( v \): There is volcano activity on Hawaii

Now consider Anna’s belief base \( \mathcal{B}_{1} \) given via

\[
\mathcal{B}_{1} = \{s, s \Rightarrow h, l, l \Rightarrow m, m \Rightarrow h, m \Rightarrow \neg f\}.
\]

Anna is a surf fanatic \( (s) \) and believes that a surf fanatic should travel to Hawaii \( (s \Rightarrow h) \). Anna has taken a loan \( (l) \), and taking a loan means having money available \( (l \Rightarrow m) \). Having money implies she should travel to Hawaii \( (m \Rightarrow h) \), and having money also implies she does not have financial problems \( (m \Rightarrow \neg f) \). Note that \( \mathcal{B}_{1} \vdash h \), i.e., from \( \mathcal{B}_{1} \) Anna concludes she should go to Hawaii.

Consider the new information \( \Phi_{1} = \{f, f \Rightarrow \neg h, v, v \Rightarrow \neg h\} \) stemming from communication with Anna’s mother. With \( \Phi_{1} \) the mother of Anna wants to convince Anna not to travel to Hawaii. In particular, \( \Phi_{1} \) states that Anna has financial problems \( (f) \), that having financial problems Anna should not travel to Hawaii \( (f \Rightarrow \neg h) \), that there is also volcano activity on Hawaii \( (v) \), and that given volcano activity Anna should not travel to Hawaii \( (v \Rightarrow \neg h) \).

As one can see there are several arguments for and against \( h \) in \( \mathcal{B}_{1} \cup \Phi_{1} \), e.g., \( \langle s, s \Rightarrow h, h \rangle, \langle f, f \Rightarrow \neg h, \neg h \rangle \). If follows that \( \mathcal{B}_{1} \cup \Phi_{1} \)
accepts \( f \Rightarrow \neg h \), but rejects \( f, v, \) and \( v \Rightarrow \neg h \) with respect to \( \gamma_0 \) and \( \kappa_0 \). Furthermore, \( B_1 \cup \Phi_1 \) accepts \( \neg f \) and rejects \( \neg v \) and \( \neg (v \Rightarrow \neg h) \) with respect to \( \gamma_0 \) and \( \kappa_0 \) which means that both \( v \) and \( v \Rightarrow \neg h \) are credulously accepted. Consequently, the values of \( S_{B_1}^{\gamma_0,\kappa_0} (\Phi_1) \) and \( C_{B_1}^{\gamma_0,\kappa_0} (\Phi_1) \) are given via

\[
S_{B_1}^{\gamma_0,\kappa_0} (\Phi_1) = \Phi_1 \setminus \{ f, v, v \Rightarrow \neg h \} \quad \text{and} \quad C_{B_1}^{\gamma_0,\kappa_0} (\Phi_1) = \Phi_1 \setminus \{ f \}.
\]

Let \( * \) be some prioritized multiple base revision operator and define \( \circ_S^{\gamma_0,\kappa_0} \) and \( \circ_C^{\gamma_0,\kappa_0} \) via (4.2.3) and (4.2.4), respectively. Then some possible revisions of \( B_1 \) with \( \Phi_1 \) are given via

\[
B_1 \circ_S^{\gamma_0,\kappa_0} \Phi_1 = \{ s, s \Rightarrow h, l, l \Rightarrow m, m \Rightarrow h, m \Rightarrow \neg f, f \Rightarrow \neg h \} \quad \text{and} \quad B_1 \circ_C^{\gamma_0,\kappa_0} \Phi_1 = \{ s, l \Rightarrow m, m \Rightarrow h, m \Rightarrow \neg f, f \Rightarrow \neg h, v \Rightarrow \neg h, v \}.
\]

Note that it holds that \( B_1 \circ_S^{\gamma_0,\kappa_0} \Phi_1 \vdash h \) and \( B_1 \circ_C^{\gamma_0,\kappa_0} \Phi_1 \vdash \neg h. \)

For the evaluation of our approach the sophisticated algorithms presented in [28] can be used. However, the underlying problems of deciding whether a set of propositional formulae is consistent is NP-complete and deciding whether it entails a given formula is co-NP-complete [107] such that no generally effective implementation can be expected.

For the selection functions \( S_B^{\gamma,\kappa} \) and \( C_B^{\gamma,\kappa} \) and the resulting revision operators \( \circ_S^{\gamma,\kappa} \) and \( \circ_C^{\gamma,\kappa} \) we can show the following results.

**Proposition 4.2.13.** Let \( \gamma \) be a well-behaving categorizer and \( \kappa \) be a well-behaving accumulator. Then the selection functions \( S_B^{\gamma,\kappa} \) and \( C_B^{\gamma,\kappa} \) satisfy Inclusion\(_t\), Weak inclusion\(_t\), Weak extensionality\(_t\), Consistency preservation\(_t\) and Weak maximality\(_t\).

**Proof.** See Appendix A.1.2 on Page 227.

In particular, note that both \( S_B^{\gamma,\kappa} \) and \( C_B^{\gamma,\kappa} \) do not satisfy either Consistency\(_t\) or Maximality\(_t\) in general. On the basis of the Propositions 4.2.5 and 4.2.13 the following corollary can be shown.

**Corollary 4.2.14.** Let \( \gamma \) be a well-behaving categorizer and \( \kappa \) be a well-behaving accumulator. Then both \( \circ_S^{\gamma,\kappa} \) and \( \circ_C^{\gamma,\kappa} \) are non-prioritized multiple base revision operators.

**Proof.** See Appendix A.1.2 on Page 228.

Hence, we have shown that our construction of a selection function on the basis of deductive argumentation leads to non-prioritized multiple base revision operator. In the next section we consider multiple base revision operators for answer set programming.
4.3 Multiple Base Revision for ASP

We described the state of the art of change operations for ASP in Section 2.5.4. While several approaches to find change operators that satisfy the AGM Postulates for belief sets or epistemic states have been made, there is no work on the consideration of the belief base approach for ASP apart the first publication our approach, which we present in the following, in [154].

We focus on the revision operation and base it on a consolidation operation, which can be used to specify other types of change operations as well. The well developed classical base revision approach has not been considered in the light of ASP before. In fact, we argue that the belief base approach is the intuitive one for ASP. AGM change operations on belief sets can be seen as operations on the knowledge level, abstractly describing how an ideal reasoner would change its beliefs. This underlies the assumption of a perfect reasoner while ASP’s main features are effective computation of finite programs with finite answer sets. The deductive closure, a crucial property of belief sets, is defined neither for programs nor for answer sets. Belief bases are more expressive; since on the knowledge level one cannot distinguish between inferred beliefs and fundamental, or self-supporting, ones. While this abstraction from the fundamental beliefs and their syntactic representation has advantages for the global picture of belief change we argue that ASP is primarily a syntax based approach. A key feature of ASP is that beliefs are formulated in form of easily understandable rules that allow for explicit exceptions and the explanation of inferences. From the base revision perspective the result of a change operation for ASP should be founded, understandable and close to the original syntax. As we described in Section 2.5.4 the SE-model based approach to the revision of answer set programs inspired by the AGM belief set approach [72] leads to unintuitive results from the ASP perspective. The example for this taken from [216] is as follows. Consider the programs $P_1 = \{p, q\}$ and $P_2 = \{p \leftarrow q, q\}$, they have the same SE-models and therefore also the results of the revision by the program $Q = \{\neg q\}$ are the same. It holds that the answer sets for $AS(P_1 \ast^{SE} Q) = AS(P_2 \ast^{SE} Q) = \{\{p\}\}$. While for $P_1$ this is a desired result, for $P_2$ it is not since $p$ is not justified if $q$ is not in the answer set.

Here, we present a general exploration of the application of classic base revision theory to change operations on ASP. We discuss ASP specific postulates from the literature in the light of a base revision approach, proofs of the relationships among both and formulation of adapted postulates. Finally, we develop a new base revision construction via a screened consolidation operator which is applicable to ASP. We make use of global selection functions that lead to the
definition of general operator that can be used iteratively. We prove a characterization theorem for our construction.

The remainder of this section is structured as follows. In the next section we develop base revision postulates for ASP, discuss them and relate them to specific postulates for change operations ASP from the literature. After that we present our construction of multiple base revision operators and show its applicability to ASP and the correspondence to the postulates.

4.3.1 Postulates for ASP Base Revision

In contrast to postulates for the revision of belief sets the postulates for belief base revision are formulated without the assumption of deductively closed sets, or belief operators that result in such as for the postulates for epistemic states, cf. Section 2.5. Hence they are applicable to other formalisms as propositional logic, in this case, extended logic programs. However, the crucial notion to be defined for this is the one of consistency of a set of formulae. Further, the appropriateness of the postulates for the considered formalism has to be evaluated and the postulates have to be adapted and extended accordingly.

Revision aims at solving conflicts between prior beliefs and the input on the basis of inconsistency. In the context of logic programs the decisive property of inconsistency is that the state of inconsistency of a program can change non-monotonically. While in the propositional case any superset of an inconsistent set of formulae is inconsistent, for an inconsistent logic program \( P \) there can be a superset \( Q \), \( P \subseteq Q \), such that \( Q \) is consistent. We illustrate this in the following example.

Example 4.3.1. The program \( P = \{a, \neg a \leftarrow \text{not } b\} \) is obviously inconsistent. \( P' = P \cup \{b \leftarrow \text{not } c\} \) is consistent with \( \text{AS}(P') = \{(a, b)\} \) while \( P'' = P' \cup \{c\} \) is inconsistent again.

We shall see the implications of this in the following.

We define base revision postulates for a multiple base revision operator \( * : \mathcal{P}(L_{ASP}) \times \mathcal{P}(L_{ASP}) \rightarrow \mathcal{P}(L_{ASP}) \) for ASP. The base revision postulates given in Section 2.5.3 (Page 30) can be directly translated to the logic programming case with \( * \) being the non-closing expansion \( P + Q = P \cup Q \). For \( * \) being a multiple base revision operator for logic programs we define the following postulates:

\textbf{success}_Q: Q \subseteq P * Q

\textbf{inclusion}_Q: P * Q \subseteq P + Q

\textbf{vacuity}_Q: \text{If } P + Q \text{ is consistent, then } P + Q \subseteq P * Q

\textbf{consistency}_Q: \text{If } Q \text{ is consistent, then } P * Q \text{ is consistent.}
relevance

\textbf{Relevance}_Q: \textit{If } t \in (P \cup Q) \backslash (P \ast Q), \textit{then there is a program H such that } P \ast Q \subseteq H \subseteq P \cup Q \textit{ and H is consistent but } H \cup \{t\} \textit{ is inconsistent.}

fullness

\textbf{Fullness}_Q: \textit{If } t \in (P \cup Q) \backslash (P \ast Q), \textit{then } P \ast Q \textit{ is consistent and } (P \ast Q) \cup \{t\} \textit{ is inconsistent.}

uniformity

\textbf{Uniformity}_Q: \textit{If for all } P' \subseteq P, P' \cup \{Q\} \textit{ is inconsistent if and only if } P' \cup \{R\} \textit{ is inconsistent, then } P \cap (P \ast Q) = P \cap (P \ast R)

The postulate of \textit{Fullness}_Q is a stronger version of \textit{Relevance}_Q and resembles a stronger requirement to the minimality of change.

\textit{Lemma} 4.3.2. \textit{If } \ast \textit{satisfies } \textit{Fullness}_Q, \textit{then it satisfies } \textit{Relevance}_Q.

\textit{Proof.} See Appendix A.1.2 on Page 228.

For the classical case \textit{Fullness}_Q is considered as too strong [127]. However for weaker logics it has also been proven to be useful, for instance for Horn logic in [73]. For logic programming it also does not have the same undesirable implications as we shall see later on.

Due to the non-monotonicity of inconsistency we have to adapt the postulates that base on a notion of consistency such that the adapted ones capture the same idea for ASP as the original ones have for the propositional case.

The first postulate based on the notion of consistency is \textit{Vacuity}_Q. The idea it implements, that if the expansion is consistent then no information shall be discarded, is equally captured for non-monotonic consistency.

The \textit{Consistency}_Q postulate expresses in the classical case that the outcome of the revision shall be consistent whenever possible. For classical propositional logic this is possible if and only if the input is consistent. Due to the \textit{Success}_Q postulate the inconsistent set of formulae has to be part of the revised belief base. For a propositional belief base it holds that it is inconsistent if there is a subset of it that is inconsistent. Hence any revision with an inconsistent input is inconsistent in the case of propositional logic. In logic programming, however, the input can be inconsistent, the \textit{Success}_Q postulate satisfied and yet the revision outcome can be consistent. This is shown by the following example.

\textit{Example} 4.3.3. Let \( P = \{b. , \neg a.\} \) and \( Q = \{a. , \neg a \leftarrow \text{not } b.\}\). The program \( Q \) is inconsistent but the revision \( P \ast Q = \{b. , a. , \neg a \leftarrow \text{not } b.\}\) is consistent and satisfies all postulates.

\hfill \Box

Hence we strengthen the \textit{Consistency}_Q postulate to adequately capture non-monotonic inconsistency by use of an appropriate premise for the possibility of consistency.
**NM-consistency** \( Q \): If there exists some consistent \( X, Q \subseteq X \subseteq P \cup Q \), then \( P \ast Q \) is consistent.

The postulate **NM-Consistency** \( Q \) is stronger than the **Consistency** \( Q \) postulate as we show in the following proposition.

**Proposition 4.3.4.** If a revision operator \( \ast \) satisfies **NM-Consistency** \( Q \), then it satisfies **Consistency** \( Q \).

**Proof.** See Appendix A.1.2 on Page 88.

The idea behind the postulates of **Relevance** \( Q \) and **Fullness** \( Q \) is to implement a notion of minimal change to obtain consistency. Due to the non-monotonicity of consistency, i.e., a superset of an inconsistent program can be consistent, the straightforward adoption from the classical case is not sufficient. In particular, the notion of consistency we consider here does not satisfy the following property: If \( P \) is consistent and for all \( r \in R \) it holds that \( P \cup \{ \overline{r} \} \) is inconsistent, then \( P \cup R \) is inconsistent. Here is a counterexample:

**Example 4.3.5.** Let \( P = \{ a \leftarrow b, \text{not} a, a \leftarrow c, \text{not} a, a \leftarrow b, c \} \) and \( R = \{ b, c \} \). Then, \( P \cup \{ b \} \) is inconsistent and \( P \cup \{ c \} \) is inconsistent but \( P \cup R \) is consistent. It follows that in this case, a revision operator \( \ast \) such that \( R \ast P = P \) satisfies **Fullness** \( Q \). Obviously, such an operator does not comply with the intention of the **Fullness** \( Q \) postulate.

This example shows that for the ASP case the consideration of single rules inappropriate. The complete program has to be considered. The idea of minimal change expressed in the **Fullness** \( Q \) postulate is that none of the discarded information can be added without losing consistency. For non-monotonic notions of consistency we formulate the following appropriate adaptation of **Fullness** \( Q \).

**NM-fullness** \( Q \): If \( R = (P \cup Q) \setminus P \ast Q \neq \emptyset \), then \( P \ast Q \) is consistent and for all \( R' \subseteq R \) it holds that \( (P \ast Q) \cup R' \) is inconsistent.

The postulate **NM-Fullness** \( Q \) is stronger than the **Fullness** \( Q \) postulate as we show in the following proposition.

**Proposition 4.3.6.** If a revision operator \( \ast \) satisfies **NM-Fullness** \( Q \), then it satisfies **Fullness** \( Q \) and **Vacuity** \( Q \).

**Proof.** See Appendix A.1.2 on Page 228.

The basic set of postulates for belief base revision as we introduced them in Section 2.5 (Page 27) have been accepted as characterizations of desirable revision operations for classical belief bases. The postulates can be applied to belief bases represented as logic programs as just shown. Next we consider further postulates for the connection of the revision on the program level and the resulting answer sets. Such
ASP specific postulates for change operators have been proposed in [87] and adopted by several authors for the evaluation of their approaches afterwards [75, 68, 74, 188]. For these postulates difference notions of equivalence of logic programs have been considered, see Section 2.4 (Page 25) for the definition of the different notions of equivalence. Those postulates base on the notion of ordinary equivalence based on the identity of the sets of answer sets (AS) in [87], on strong equivalence (SE) in [68] and partially on uniform equivalence (UE) [189] in [74]. Here, we generalize the postulates by formulating them with the notion of equivalence as a parameter, denoted by $\bullet$. We obtain the original postulates with $\bullet = \text{AS}$ but consider a family of equivalences $\bullet \in \{\text{AS, UE, SE, P}\}$; with $\equiv_P$ being the syntactic equivalence of programs, i.e., $P \equiv_{\text{SE}} P'$ if and only if $P = P'$. The equivalences are increasingly stronger with the order given above. More precisely, it holds that for any two programs $P$ and $P'$ that:

- if $P \equiv_P P'$ then $P \equiv_{\text{SE}} P'$,
- if $P \equiv_{\text{SE}} P'$ then $P \equiv_{\text{UE}} P'$ and
- if $P \equiv_{\text{UE}} P'$ then $P \equiv_{\text{AS}} P'$.

Thus apart from the original postulates we also consider stronger versions of these. This family of notions of equivalence can be extended by all intermediate notions as formalized in [246].

For one of the postulates, namely the Tautology postulate, we need to define the notion of tautological programs. For propositional logic tautologies are defined as being true in all interpretations. Formally a sentence $\phi_T$ is a tautology if and only if $\phi_T \in \text{Cn}^{\text{prop}}(\emptyset)$, due to $\text{Mod}(\emptyset) \subseteq \text{Mod}(\phi_T)$. We define a tautological program as follows.

\textbf{Definition 4.3.7.} Let $P$ be a program over the set of literals $\text{Lit}$. The program $P$ is \textit{tautological}, denoted by $P_T$, if and only if for each state $I \subseteq \text{Lit}$, for all rules $r \in P_T$ it holds that if $\text{body}^+(r) \subseteq I$ and $\text{body}^-(r) \cap I = \emptyset$ then $\text{head}(r) \in I$.

\textbf{Example 4.3.8.} The program $P_T = \{a \leftarrow a\}$ is tautological. \hfill $\Diamond$

Given this definition of we can formulate the generalized postulates for ASP revision from [87]:

\textbf{initialisation}. $\emptyset \star P \equiv_{\bullet} P$

\textbf{idempotence}. $P \star P \equiv_{\bullet} P$

\textbf{absorption}. $(P \star Q) \star Q \equiv_{\bullet} P \star Q$

\textbf{tautology}. $P \star P_T \equiv_{\bullet} P$

\footnote{For finite alphabets.}
**Disjointness**: If $P = P_1 \cup P_2$ and $P_1$ and $P_2$ have disjoint sets of literals, then $P \ast Q \equiv (P_1 \ast Q) \cup (P_2 \ast Q)$.

**Parallelism**: If $Q_1$ and $Q_2$ have disjoint sets of literals, then $P \ast (Q_1 \cup Q_2) \equiv (P \ast Q_1) \cup (P \ast Q_2)$.

The implications on the equivalences given above lead to implications of the resulting postulates. Most importantly we get that if an operator $\ast$ satisfies a postulate for some notion of equivalence, then it also satisfies the variants of the postulates for all weaker notions of equivalence, e.g., $\text{Initialisation}_P$ implies $\text{Initialisation}_{SE}$, $\text{Initialisation}_{UE}$ and $\text{Initialisation}_{AS}$. On the other hand, if $\ast$ is shown to violate $\text{Initialisation}_{AS}$, then it also violates $\text{Initialisation}_{UE}$, $\text{Initialisation}_{SE}$ and $\text{Initialisation}_P$. The same holds for all other postulates. In the following we only show results for the strongest version of a postulate and omit the implications of them. We obtain the following results for the connection of base revision postulates and ASP change postulates:

**Proposition 4.3.9.** Let $\ast$ be a revision operator on logic programs.

1. If $\ast$ satisfies $\text{Success}_Q$ and $\text{Inclusion}_Q$, then it satisfies $\text{Initialisation}_P$.
2. If $\ast$ satisfies $\text{Success}_Q$ and $\text{Inclusion}_Q$, then it satisfies $\text{Idempotence}_P$.
3. If $\ast$ satisfies $\text{Success}_Q$, $\text{NM-Consistency}_Q$, $\text{Inclusion}_Q$ and $\text{NM-Fullness}_Q$, then it satisfies $\text{Absorption}_P$.

**Proof.** See Appendix A.1.2 on Page 229.

Hence, we have just shown that the first three ASP postulates follow for all considered notions of equivalence from very basic base revision postulates. This supports the adequateness of the base revision approach for ASP. The remaining three ASP postulates do not follow from the base revision postulates and are in conflict with some of them. This might be due to the fact that they were formulated for approaches for handling update sequences of logic programs which were shown to “neither have update nor revision flavor” in the classical sense [87]. However, the underlying ideas of these postulates are useful and can be adapted to the base revision setting, as we show in the following.

The $\text{Tautology}_{AS}$ postulate is violated if the belief base is inconsistent before and consistent after revising by a tautology, as we illustrate in the following example.

**Example 4.3.10.** Let $P = \{a, \neg a\}$ and $Q = \{b \leftarrow b\}$ with $AS(P) = \emptyset$ and $AS(Q) = \emptyset$. For any revision operator $\ast$ satisfying $\text{Tautology}_{AS}$ we get $AS(P \ast Q) = \emptyset$, e.g., $P \ast Q = \{a, \neg a, b \leftarrow b\}$. Consistency$_Q$ on the other hand demands changes to make the belief base consistent.
For any revision operator $\ast'$ satisfying \textit{Consistency}_Q we get $\text{AS}(P \ast' Q) \neq \emptyset$. In this case $P \ast' Q = \{a., b \leftarrow .\}$ or $P \ast' Q = \{-a., b \leftarrow .\}$. \hfill $\diamond$

Thus $\text{Tautology}_{\text{AS}}$ cannot be satisfied by any operator satisfying \textit{Consistency}$_Q$ because of the case in which an inconsistent belief base is made consistent by the revision by a tautology. On the program level, i.e., with respect to $\equiv_P$, the $\text{Tautology}_P$ postulate is not compatible with the $\text{Success}_Q$ or the $\text{Vacuity}_Q$ postulate.

**Proposition 4.3.11.** Let $\ast$ be a revision operator on logic programs.

1. If $\ast$ satisfies \textit{Consistency}$_Q$, then it violates $\text{Tautology}_{\text{AS}}$.
2. If $\ast$ satisfies \textit{Success}$_Q$, then it violates $\text{Tautology}_P$.
3. If $\ast$ satisfies \textit{Vacuity}$_Q$, then it violates $\text{Tautology}_P$.

**Proof.** See Appendix A.1.2 on Page 229. \hfill $\square$

The $\text{Tautology}_{\text{AS}}$ in general addresses an important issue in ASP revision, namely that if the belief base is consistent, the revision by a tautology should not lead to any changes of the semantics. This is not satisfied by many approaches to dynamics in ASP. We adapt the $\text{Tautology}_{\text{AS}}$ postulate to be compatible with the \textit{Consistency}$_Q$ postulate. It is desirable that $\text{Tautology}_{\text{AS}}$ is satisfied, except for the case in which the belief base is inconsistent. To this end we introduce the following weakening of $\text{Tautology}$.

**consistent tautology** $\bullet$: If $P$ is consistent, then $P \ast P \equiv \bullet P$.

The problem of the approaches not satisfying the $\text{Tautology}$ postulate is that they make unnecessary changes not only for tautological revisions. Any revision by a program that has no semantic influence should not add any answer sets. This idea has been discussed in [9] and [237] and formalized for dynamic logic programming as the \textit{refined extension principle} [9]. Here we formalize this idea in the following postulate for all $\bullet$ equivalences:

**consistent irrelevance** $\bullet$: If $P$ is consistent and $P \equiv \bullet P \cup Q$, then $P \ast Q \equiv \bullet P$.

Clearly \textit{Consistent Tautology}$\bullet$ follows from \textit{Consistent Irrelevance}$\bullet$ if and only if for all $P \in \mathcal{P}(L_{\text{ASP}}^\text{AS})$, $P \cup P \equiv \bullet P$. This holds for $\equiv_{\text{AS}}$, $\equiv_{\text{UE}}$, $\equiv_{\text{SE}}$ but not for $\equiv_P$.

**Proposition 4.3.12.** If $\ast$ satisfies \textit{Consistent Irrelevance}$\bullet$ and $\bullet \in \{\text{AS}, \text{UE}, \text{SE}\}$, then $\ast$ satisfies \textit{Consistent Tautology}$\bullet$.

**Proof.** See Appendix A.1.2 on Page 230. \hfill $\square$
Consistent Irrelevance is a postulate formulating some form of minimal change on the semantical level. Two basic postulates for minimal change of the base revision postulates, Inclusion\(_Q\) and Vacuity\(_Q\), are sufficient to guarantee Consistent Irrelevance.

Proposition 4.3.13. If \(*\) satisfies Inclusion\(_Q\) and Vacuity\(_Q\), then it satisfies Consistent Irrelevance, for \(\bullet \in \{\text{AS}, \text{UE}, \text{SE}, \text{P}\}\).

Proof. See Appendix A.1.2 on Page 230.

From the previous two proposition follows directly that Inclusion\(_Q\) and Vacuity\(_Q\), are sufficient to guarantee Consistent Tautology\(\bullet\).

Corollary 4.3.14. If \(*\) satisfies Inclusion\(_Q\) and Vacuity\(_Q\), then it satisfies Consistent Tautology, for \(\bullet \in \{\text{AS}, \text{UE}, \text{SE}\}\).

Proof. See Appendix A.1.2 on Page 230.

These results are consistent with Proposition 4.3.11 which includes a negative result for the \(\bullet = \text{P}\) case of Corollary 4.3.14.

We consider Parallelism\(\bullet\) and Disjointness\(\bullet\), together since the underlying idea is similar. The idea of these postulates, that parts of programs with disjoint alphabets should be independent in the revision process, is generally desirable. The problem with Parallelism\(\bullet\) and Disjointness\(\bullet\), is that the respective third program \(Q\) (\(P\) respectively) can contain rules connecting the disjoint sets of literals such that inconsistencies arise in combination of both sets of literals but not based on a single one. Consider the following example which demonstrates that Disjointness\(\text{AS}\) is in conflict with the principle of minimal change in base revision.

Example 4.3.15. Let \(P = \{a, b\}\) such that \(P = P_1 \cup P_2\) with \(P_1 = \{a\}\) and \(P_2 = \{b\}\), and \(Q = \{\neg a \leftarrow b\}\). For the revision of \(P_1 \ast Q\) we can note that there is no conflict and \(\text{AS}(P_1 \cup Q) = \{\{a\}\}\) such that there is no need to change anything, such that \(P_1 \ast Q = P_1 \cup Q\) seems to be a reasonable revision. The same holds for \(P_2 \ast Q\) with \(\text{AS}(P_2 \cup Q) = \{\{b\}\}\). The Disjointness\(\text{AS}\) postulate demands that \(\text{AS}(P \ast Q) = \text{AS}((P_1 \ast Q) \sqcup (P_2 \ast Q))\). In this case \(\text{AS}((P_1 \ast Q) \sqcup (P_2 \ast Q)) = \emptyset\) which is clearly not a desirable outcome for \(\text{AS}(P \ast Q)\).

We can show the following conflicts of Parallelism\(\bullet\) and Disjointness\(\bullet\) with the base revision postulates.

Proposition 4.3.16. Let \(\ast\) be a revision operator on logic programs.

1. If \(\ast\) satisfies Success\(_Q\), Consistency\(_Q\) and Vacuity\(_Q\),
   then it violates Parallelism\(\text{AS}\).
2. If \(\ast\) satisfies Vacuity\(_Q\) and Consistency\(_Q\),
   then it violates Disjointness\(\text{AS}\).
Proof. See Appendix A.1.2 on Page 230. □

Disjointness_{AS} is in conflict with the minimal change of the revisions of P₁ * Q and P₂ * Q. In order to satisfy Disjointness_{AS} the revisions of P₁ * Q and P₂ * Q have to be cautious enough to anticipate possible inconsistencies with additional input. Here we consider that inconsistencies with some input should be handled by a revision operator applied to this input and not by a previous revision.

We weaken the postulates as follows:

weak disjointness\textbullet{}: If P = P₁ ∪ P₂ and P₁ and P₂ have disjoint sets of literals A₁ and A₂ and for each set of literals A_r of a rule r ∈ Q it holds A_r ∩ A₁ = ∅ or A_r ∩ A₂ = ∅, then P * Q ≡ _\bullet{} (P₁ * Q) ∪ (P₂ * Q).

weak parallelism\textbullet{}: If Q₁ and Q₂ have disjoint sets of literals A₁ and A₂, and for each set of literals A_r of a rule r ∈ P it holds A_r ∩ A₁ = ∅ or A_r ∩ A₂ = ∅, then P * (Q₁ ∪ Q₂) ≡ _\bullet{} (P * Q₁) ∪ (P * Q₂).

These weakened versions of Disjointness\textbullet{} and Parallelism\textbullet{} still express the idea of independence as formulated in the original postulates but are not in conflict with the proposed set of base revision postulates. They are also still strong enough such that they do not follow from the base revision postulate set. Therefore we add them to our set of desirable postulates. We show later that they are implied by a postulate for belief base consolidation operators.

To sum up, we have shown that all postulates for ASP revision that are not in conflict with the base revision setting follow from the base revision postulates. For those ASP revision postulates that are in conflict with the base revision postulates we gave adequately weakened versions. Therefore, in the next section we are looking for a constructive approach for an ASP multiple base revision operator defined as follows.

Definition 4.3.17. An ASP multiple base revision operator is a multiple base revision operator * that satisfies
Success_Q, Inclusion_Q, NM-Consistency_Q, Fullness_Q, Uniformity_Q, Weak Disjointness_P and Weak Parallelism_P.

As shown above, such an operator also satisfies
Vacuity_Q, Consistency_Q, Relevance_Q, Initialisation\textbullet{}, Idempotence\textbullet{}, Absorption\textbullet{}, Consistent Irrelevance\textbullet{},

for \bullet{} ∈ \{AS, UE, SE, P\}, and

Consistent Tautology\textbullet{},

for \bullet{} ∈ \{AS, UE, SE\}. 
4.3.2 Construction of ASP Base Revision

In Section 2.5.3 (Page 30) we described the well known construction of a revision operator \( \ast \) by means of a contraction operator \(-\) and an expansion operator \(+\). It is called the Levi-Identity and formally defined as:

\[
\mathcal{B} \ast \phi = (\mathcal{B} - \neg \phi) + \phi.
\]

The direct application of this construction for answer set programming does not work, because neither the negation nor the inference of a rule is defined and inconsistency cannot be reduced to complementary literals. Even in the very restricted case of a revision of some program \( \mathcal{P} \) by new information \( \mathcal{Q} = \{L\} \) consisting of a single fact, it would not be sufficient to contract such that \( \neg L \notin \mathcal{A}(\mathcal{P}) \).

So we have to look for different constructions which implement the idea of the Levi-Identity while being adequate for the ASP case. The idea of the Levi-Identity is, that after contracting by \( \neg \alpha \) the belief base is consistent with \( \alpha \). That is, the belief base is made consistent with the information to be added before adding it. This does not work in general for the logic programming case because the dependencies within a program are complex and cannot be anticipated without including the input program. The inconsistency of a program \( \mathcal{P} \) with a new program \( \mathcal{Q} \) can only be determined by considering \( \mathcal{P} \cup \mathcal{Q} \), as the interaction of rules of both programs generates the inconsistency. Base revision constructions of this type are called external revision since a sub-operation takes place outside of the original set. Hence the base revision construction for logic programs has to consider \( \mathcal{P} \cup \mathcal{Q} \) to determine inconsistency. From \( \mathcal{P} \cup \mathcal{Q} \) rules are removed such that the resulting program is consistent with \( \mathcal{Q} \). This idea amounts to the consolidation of \( \mathcal{P} \cup \mathcal{Q} \) under certain constraints. In the base revision literature the unary operator \(!\) is called a consolidation operator and results in a consistent subset of the input. A consolidation operator has been used in [125] to define semi-revision, which is defined as \( \mathcal{B} \rightarrow \alpha = (\mathcal{B} \cup \alpha) ! \). The problem with semi-revision for our means is that it is non-prioritized, i.e., the Success\(_{\mathcal{Q}}\) postulate is not satisfied in general.

We extend the idea of the semi-revision construction to be able to define a prioritized revision operator for logic programs. To this end we define a screened consolidation operator \(!_{\mathcal{R}}\) with \( \mathcal{R} \) being a set of core sentences that are immune to change like in screened revision [172]. We propose the following set of postulates for a screened consolidation operator:

\text{screen}\!: \mathcal{R} \subseteq \mathcal{P} !_{\mathcal{R}}.

\text{screen-consistency}\!: \text{If there exists some consistent } \mathcal{X}, \mathcal{R} \subseteq \mathcal{X} \subseteq \mathcal{P} \text{ then } \mathcal{P} !_{\mathcal{R}} \text{ is consistent.}
4.3 Multiple Base Revision for ASP

Inclusion: \( P !_R \subseteq P \)

Relevance: If \( r \in P \) and \( r \notin P !_R \), then there is a set \( P' \) such that \( P !_R \subseteq P' \subseteq P \) and that \( P' \) is consistent but \( P' \cup \{r\} \) is inconsistent.

Fullness: If \( r \in P \) and \( r \notin P !_R \), then \( P !_R \) is consistent and \( P !_R \cup \{r\} \) is inconsistent.

NM-Fullness: If \( R' = P \setminus P !_R \neq \emptyset \), then \( P !_R \) is consistent and for all \( R'' \subseteq R' \) it holds that \( P !_R \cup R'' \) is inconsistent.

Screen-Uniformity: Let \( R, R' \) and \( P \) be sets of rules and \( R \) and \( R' \) be consistent. If for all \( X \subseteq P \), \( R \cup X \) is consistent iff \( R' \cup X \) is consistent, then \( P \cap (P \cup R)!_R = P \cap (P \cup R')!_R \).

Note that as in the classic case satisfaction of Fullness implies satisfaction of Relevance.

Proposition 4.3.18. Let \( !_R \) be a screened consolidation operator. If \( !_R \) satisfies Fullness, then it satisfies Relevance.

Proof. See Appendix A.1.2 on Page 231.

Further, as we already showed for the corresponding revision postulates, the satisfaction of NM-Fullness implies the satisfaction of Fullness.

Proposition 4.3.19. Let \( !_R \) be a screened consolidation operator. If \( !_R \) satisfies NM-Fullness, then it satisfies Fullness.

Proof. See Appendix A.1.2 on Page 231.

We consider this as a basic set of postulates for a screened consolidation operation.

Definition 4.3.20 (Screened Consolidation). An operator \( !_R \) is an operator of screened consolidation if and only if it satisfies Screen, Screen-Consistency, Inclusion, NM-Fullness and Screen-Uniformity.

As stated before, the new postulates Weak-Disjointness and Weak-Parallelism do not follow from the basic set of belief base postulates. This is also true for the postulate set for screened consolidation presented here. In the following we show that the property of topic independence as defined in [125] implies both postulates. The formulation of topic independence bases on the notion of topicalizations, which we define in the next definition.

Definition 4.3.21. [125] Let \( P \) be a set and \( \mathcal{P}(P) \) the powerset of \( P \). A set \( \mathcal{B} \subseteq \mathcal{P}(P) \) is a topicalization of \( P \) if and only if:

1. \( P = \bigcup \mathcal{B} \)
2. If \( R \subseteq P \), then \( R \) is consistent if \( R \cap B \) is consistent for all \( B \in \mathcal{B} \).

A topicalization \( \mathcal{B} \) of \( P \) is hence a cover of \( P \) for which it holds that the consistency of each subset of \( P \) is only dependent on the consistency of its projection for each topic \( B \in \mathcal{B} \).

**Topic-Independence**: [125] If \( \mathcal{B} \) is a topicalization of \( P \), then
\[
P \setminus P!R = \bigcup_{B \in \mathcal{B}} (B \setminus B!R)
\]

The postulate of Topic-Independence demands that given a topicalization of \( P \) each rule that has been removed from \( P \) by the consolidation operation \( !_R \) is also removed from each topic \( B \in \mathcal{B} \) with \( r \in B \) by the respective consolidation of the topic and each rule removed by all consolidations of topics of \( P \) containing it is removed from \( P \).

**Definition 4.3.22.** Given a screened consolidation operator \( !_R \) we define a multiple ASP base revision operator as:
\[
P \circ Q = (P \cup Q)!_Q
\]

We can show that this construction leads to a multiple ASP base revision operator that satisfies all desirable properties, if \( !_R \) satisfies all desirable properties.

**Proposition 4.3.23.** Let \( \ast \) be a multiple base revision operator defined as \( P \ast Q = (P \cup Q)!_Q \). If \( !_R \) is a screened consolidation operator that satisfies Topic-Independence, then \( \ast \) satisfies Success\(_Q\), Inclusion\(_Q\), Vacuity\(_Q\), Consistency\(_Q\), NM-Consistency\(_Q\), Relevance\(_Q\), Fullness\(_Q\), NM-Fullness\(_Q\), Uniformity\(_Q\), Weak-Disjointness\(_P\) and Weak-Parallelism\(_P\).

**Proof.** See Appendix A.1.2 on Page 231.

We based the revision operation on a consolidation operation and characterized the latter by a set of postulates. We need a construction of a screened consolidation operator that is suitable for the application to logic programs. Two constructions of consolidation operations are available from belief base theory: partial meet and kernel consolidation [125]. We use a partial meet construction here. We start by defining a screened version of remainder sets for logic programs in which all remainder sets contain the screened set of rules.

**Definition 4.3.24** (Screened Remainder Sets). For sets of sentences \( P \) and \( R \) with \( R \subseteq P \) the set of screened consistent remainder sets of \( P \), denoted by \( P \perp ! R \) is such that for each \( X \in P \perp ! R \):

1. \( R \subseteq X \subseteq P \)
2. \( X \) is consistent
3. There is no \( X' \) such that \( X \subset X' \subseteq P \) and \( X' \) is consistent
The definition of screened remainder sets differs from the original formulation only in the first condition, which is \( X \subseteq P \) originally. In contrast to the classical case, the intersection of remainder sets of logic programs is not necessarily consistent due to the non-monotonicity of logic programs.

Example 4.3.25. Let \( P = \{ a \leftarrow b., \neg a., b. \leftarrow \neg a, \neg b \} \). The set of remainder sets with the empty screen are

\[
P \bot! \emptyset = \{ \{ a \leftarrow b., b. \leftarrow \neg a, \neg b \},
\{ \neg a., b. \leftarrow \neg a, \neg b \},
\{ a \leftarrow b., \neg a. \leftarrow \neg a, \neg b \} \}
\]

The intersection of the first two remainders, \( \{ b. \leftarrow \neg a, \neg b \} \), is consistent. The intersection of the first and the last remainder, \( \{ a \leftarrow b., \neg a. \leftarrow \neg a, \neg b \} \), is inconsistent.

This leaves us with the option of selecting exactly one of the remainders, which also has the advantage of leading implying less change. A selection function is specific to a certain belief base. To be able to iterate the change process we define a global selection function by making use of a two place selection function \([106]\) with the belief base as a parameter.

Definition 4.3.26 (Global maxichoice selection function). Let \( P \) be a set of sentences. The function \( \gamma_P \) is a selection function for \( P \) if and only if for all sets of sentences \( R \)

1. If \( P \bot! R \neq \emptyset \), then \( \gamma_P(P \bot! R) = X \) for some \( X \in P \bot! R \).
2. If \( P \bot! R = \emptyset \), then \( \gamma_P(P \bot! R) = P \).

A global maxichoice selection function is a function \( \gamma \) such that for each \( P \subseteq \mathcal{L}, \gamma(P, \cdot) = \gamma_P(\cdot) \) is a selection function for \( P \). We drop the index \( P \) if it is obvious.

A global maxichoice selection function is globally defined for all belief bases. Hence, in contrast to one place selection functions, global maxichoice selection functions are not specific to one particular belief base. This makes it possible to apply the resulting consolidation operator, and the resulting revision operator, iteratively. Moreover, properties of consolidation operators which connect the consolidation results of several dependent belief bases can only be expressed for global maxichoice selection functions. We define a screened maxichoice consolidation operation based on a global maxichoice selection function.

Definition 4.3.27. Let \( P \) and \( R \) be sets of sentences and \( \gamma \) a maxichoice selection function for \( P \). The operation \( P !_R \) such that

\[
P !_R = \gamma(P \bot! R)
\]
is a screened maxichoice consolidation based on $\gamma$.

In the following representation theorem we show that any screened maxichoice consolidation satisfies the set of postulates for screened consolidation and, moreover, that any operation satisfying these postulates can be constructed as a screened maxichoice consolidation.

Proposition 4.3.28. An operation $!_R$ is an operation of screened maxichoice consolidation if and only if it satisfies Inclusion, Screen-Consistency, Screen, NM-Fullness, and C-Uniformity.

Proof. See Appendix A.1.2 on Page 234.

Finally, we link maxichoice consolidation operation to the postulate Topic-Independence, by a notion of monotony for selection functions. First we define what it means for a global selection function to be monotone.

Definition 4.3.29. A global selection function $\gamma$ is monotone if and only if for all $P, P' \subseteq L$, if for each $X \in P \perp \emptyset$ there exists some $X' \in P' \perp \emptyset$ such that $P \setminus X = P \setminus X'$, then $P \setminus \gamma(P \perp \emptyset) = P \setminus \gamma(P' \perp \emptyset)$.

An operator of screened consolidation is monotone if and only if it is based on a monotone selection function.

Now we can show that monotone selection functions lead to consolidation operators that satisfy topic-independence.

Proposition 4.3.30. If a screened maxichoice consolidation operator is based on a monotone maxichoice selection function, then it satisfies Topic-Independence.

Proof. See Appendix A.1.2 on Page 235.

Hence, we just completed to show that our construction of a multiple ASP base revision operator on the basis of a screened maxichoice consolidation operator based on a monotone maxichoice selection function satisfy all of the desired properties.

4.4 RELATED WORK

In this chapter we elaborated a general conceptualization of the structure of change operations for epistemic agents. Such a general concept with a strong connection to belief change theory has, to the best of our knowledge, not been presented previously. In any multiagent programming framework percepts have to be interpreted and used to change the internal state of an agent. This is usually done specifically for the target system in each framework without following a general concept [51]. Closest to a general formulation of an interpretation
function comes the specification of semantics of agent communication languages. Diverse languages and semantics thereof have been developed, see [248] for an overview. For instance for the widespread Fipa ACL communication language the rational effect of each speech act is expressed by a logical formula of the SL language [101]. Hereby the intended effect of a speech act is specified, but autonomous agents cannot be guaranteed to adhere to this intended effect. That is, what the receiving agent makes out of a received speech act is dependent on that specific agent. This is exactly what we formalize here by means of the structure of the change operator, the effect of the interpretation function in combination with the selection and revision operator and the knowledge representation and reasoning of the agent.

In terms of related work for our work on the selective revision operation there are mainly two areas that are related. On the one hand, non-prioritized belief revision and on the other hand belief revision by argumentation. In relation to the former area we instantiated and extended the non-prioritized revision operator of selective revision presented in [96] towards multiple revision and to revision of belief bases.

In [126] an overview and classification of non-prioritized revision operators is given. By this classification selective revision is one of the most general non-prioritized revision operator of the type decision+revision. Moreover it allows for partial acceptance of the input, in contrast to most other approaches. Apart from decision+revision approaches there are expansion+consolidation approaches to non-prioritized belief revision. These perform a simple expansion by the new information, i.e. \( B \cup \Phi \), and then apply a consolidation operator \(!\) that restores consistency, i.e. \( B \ast \Phi = (B \cup \Phi)! \). This approach is limited to belief bases and cannot be used for belief sets. This is the case since inconsistent belief sets cannot be distinguished, they have to be deductively closed and they are inconsistent, hence (ex falso quodlibet) it follows that they consist of the entire propositional language \( \mathcal{L}_{prop}^{A_t} \), i.e., \( \text{Cn}(\bot) = \mathcal{L}_{prop}^{A_t} \). An instantiation of such an operator that is similar to the setup used in this section has been presented in [90]. The considered input to the revision consists of a set of sentences that form an explanation of some claim in the same form as the argument definition used here. However, as with all approaches of the type expansion+consolidation, new and old information are completely equal to the consolidation operator. In contrast, the approach presented here makes use of two different mechanisms to first decide about if, and which part, of the input shall be accepted just considering the new information, and then performing prioritized belief revision of the old information. Also, there are integrated choice approaches that do not feature a two step process but a single step process applying the same technique for the selection and revision process. Mostly these approaches need
some meta-information, e. g., an epistemic entrenchment relation, and thus differ on the basic process as well as on the information needed.

While there has been some work on the revision of argumentation systems, very little work on the application of argumentation techniques for the revision process has been done sofar, cf. [91]. In fact, the work most related to the work presented here makes use of negotiation techniques for belief revision [48, 251], without argumentation. In the general setup of [48] a symmetric merging of information from two sources is performed by means of a negotiation procedure that determines which source has to reduce its information in each round. The information to be given up is determined by another function. The negotiation ends when a consistent union of the information from both sources is reached. While this can be seen as a one step process of merging or consolidation in general, the formalism also allows to differentiate between the information given up from the first source and the second source. In [48], this setting is then successively biased towards prioritizing the second source which leads to representation theorems for operations that are equivalent to selective revision operators that satisfy Consistent expansion, and for classic AGM operators.

While those results are interesting, the negotiation framework used in [48] is very different from the argumentation formalism used here and also very different from the setup of selective revision. Moreover, the functions for the negotiation and concession are left abstract.

In [251] mutual belief revision is considered where two agents revise their respective belief state by information of the other agent. Both agents agree in a negotiation on the information that is accepted by each agent. The revisions of the agents are split into a selection function and two iterated revision functions which leads to operators satisfying Consistent expansion. The selection function is then a negotiation function on two sets of believes that represent the sets of belief that each agent is willing to accept from the other agent that might obey game theoretic principles. This setting has a very different focus as ours and also does not specify the selection function.

The majority of work on the dynamics in logic programming has focused on the implementation of syntactic inconsistency handling in sequences of logic programs via logic programs, e. g., [9, 75, 87, 252, 152, 151]. Most of these approaches have not been considered in a principled way. Some of them have been considered with respect to the AGM postulates for belief set revision and adaptations of these for logic programming. It was shown that they fail to satisfy most of them in [87]. Alternative postulates were developed thereupon, e. g., [87, 9]. We discussed these thoroughly in our work. In terms of the satisfaction of the AGM postulates for belief set revision semantic approach that make use of the monotonic SE-Models of logic programs where more successful and could be shown to satisfy them [68, 72, 30].
The closest work to a base revision approach for logic programs is the state transition system approach presented in [163] which was meant to satisfy base revision postulates for the revision, but no formal results are shown. In [133] the problem of belief base merging is considered for logic programs. In particular the syntactic approach of removed sets fusion for propositional belief base merging [132] is applied to belief bases represented by logic programs. The base revision approach and the corresponding postulates for it have not been considered, neither the postulates for change operations on ASP presented in [87]. Approaches to belief revision in other non-monotonic formalisms are often not based on principles and very specific to the underlying logic [245, 29]. A principle based approach to contraction operations in logic programs has been considered by us in [153].

4.5 Conclusion

In this chapter we fleshed out the general concept of a change operator, which we introduced in Chapter 3. We did so by proposing a compound change operator, and by elaborating on its sub-operations for belief bases in combination with non-monotonic reasoning.

The change operator for a belief base comprises an interpretation function, a selection function and a prioritized multiple base revision operator. The last two operators form a non-prioritized multiple base revision operator as an instance of the selective revision scheme. We described the functionality of the interpretation function we introduced.

Then, we took up the existing research on selective revision and combined it with deductive argumentation in order to implement selection functions that only accept those parts of the new information that are not refuted in the light of the belief base under consideration. We took some first steps in investigating the properties of our proposed construction and were able to show that the resulting operator complies with many desirable properties for non-prioritized revision. We discussed the performance of our operators by examples and compared our approach to related work.

Following on this we turned to the elaboration of multiple base revision operators as needed as the inner revision operator in combination with a selection function to form a non-prioritized multiple base revision. In particular, we developed a declarative description of multiple base revision operators for answer set programming. For this, we formalized adequate adaptations and extensions to the base revision postulates for propositional belief bases for the non-monotonic formalism of answer set programming. Further, we considered a set of postulates specific to ASP change operations proposed in [87]. We generalized these for different notions of equivalence of answer set programs and adapted them to our formalization of change opera-
tions. We showed that our adapted set of base revision postulates implies several of them. Moreover, we presented a novel constructive approach for a prioritized multiple base revision operator on the basis of a novel screened consolidation operation. We used a global selection function leads to a general revision operator that can be used iteratively. We proved a representation theorem for our construction. Moreover, we showed that the property of Topic Independence that has been formulated for propositional belief bases implies the ASP specific postulates of Weak Disjointness and Weak Parallelism. We defined a monotony property for selection functions on remainder sets and showed that monotone selection functions lead to consolidation operators that satisfy Topic Independence. The results we presented show that and how the base revision approach is applicable to non-monotonic formalisms, by example of answer set programming.

To sum up, we presented a complete view of the change process for epistemic components of epistemic agents, which we introduced in Chapter 3. We made use of, and extended, existing work in belief revision theory for some sub-operations of our considered change process. In particular we combined belief revision operators with non-monotonic formalisms. We concretized the abstract theory of selective revision by use of argumentation theory. Further, we applied the base revision scheme to non-monotonic formalisms in general and answer set programming in particular. We presented constructive approaches for the change operators we considered. These can be used in combination with the existing implementations of deductive argumentation and answer set programming. Hence these can be used in practical multiagent systems where uncertain dynamic information has to be handled adequately.
In this chapter, we present an approach to secrecy for autonomous epistemic agents with incomplete and uncertain information in a dynamic environment. Existing work on secrecy in multiagent systems is focused on the specification of strong notions of secrecy. It is based on the assumptions that complete information about the system is available and that agents are perfect reasoners. In addition, the notions of secrecy that are defined in this setting are very strict and cautious, which leads to high constraints on the information flow [121, 232].

The conditions in realistic scenarios of autonomous agents in dynamic, uncertain environments, however, stand in stark contrast to the assumptions of a complete view on the system and perfect reasoners. Furthermore, having to preserve secrecy restricts the possibilities of an agent to act and thereby to achieve its other goals. Hence, secrecy requirements that are way more cautious than necessary lead to an unnecessary loss of performance of the agents. Ideally, agents should be able to take secrecy into consideration and should be able to evaluate the effects of their actions with respect to secrecy in comparison with their utility – they should be secrecy aware. As also observed in [121] a major task for future work on secrecy is the “careful consideration of how secrecy definitions can be weakened to make them more useful in practice”.

While a substantial body of work on the definition of secrecy exists, mechanisms for secrecy preservation in multiagent systems are lacking. The only elaborate practical approaches to secrecy preservation can be found in the database community, e.g., [213, 32, 46, 38, 34]. These consider the inference problem in different database settings and also take meta-inferences of attackers into consideration. However, these are also based on the assumption of a complete view and a perfect attacking agent. Further, they are limited to a client-server interaction in which the client poses queries to the server, to which the server replies.

We develop a new agent-based notion of secrecy as well as a complete secrecy agent model and algorithms for it. Our approach differs largely from existing approaches to secrecy. In particular, this notion of secrecy is based on the uncertain information of an agent with limited reasoning capabilities. Moreover, our secrecy agent model incorporates secrecy into the agent’s reasoning and deliberation.

A defending agent has a view on the world-view of potential attacking agents, which we call an agent-view. In contrast to other works we
consider a symmetric setting in which all agents might have, individual, secrets with respect to other agents. We consider two dimensions of uncertainty for agent-views. The uncertainty of the attacking agent about the state of the world, the uncertainty of attacker’s world-view, and the uncertainty of the defending agent about the uncertain world-view of the attacking agent, uncertainty of defenders agent-view. Also, different from other approaches, we define a secret with respect to a particular reasoning behavior. This way we declare sensitive information, represented by a logical formula, as secret to different degrees. That is, a secret declares a logical formula to be kept secret, and a reasoning behavior, including meta-inferences, against which it shall be protected. We also consider that an agent might change its secrets during its course of action.

Based on this notion of secrets and uncertain agent-views we define a notion of a secrecy preserving agent that never performs any secrecy violating action. Further, we go beyond this strict preservation of secrecy and, realistically, consider agents that have to, or decide to, violate secrecy. In practical agent systems, agents are usually not assumed to have the means to maintain a state with certain properties [82]. They have to have the means to prevent violations as good as possible, to violate secrecy as little as possible, and to recover secrecy as good as possible. For this, we design agents to take secrecy into consideration in their reasoning and deliberation on all levels. We call such agents secrecy aware agents. Secrecy preserving agents are then a special case of secrecy aware agents.

We enable our secrecy aware agents to evaluate their options for action with respect to secrecy not only on a binary (secrecy violating or not) basis, but by ordering the considered options on the basis of their potential degree of secrecy violation as fine grained as possible. We do this in a principled manner by first determining a set of principles for such a classification of actions. Then, we develop constructive approach and present a classification algorithm that satisfies the principles.

We consider general settings for secrecy and define properties of these. In particular we consider settings in which an agent is able to preserve secrecy and what it takes to guarantee the preservation. We show that in general it is necessary to consider the possible future actions of the agents by use of notions from game theory. An agent has to act such that its attackers do not get a winning strategy to violate its secrecy.

We consider a query-answer setting that correspond to a client-server database scenario [213, 32, 46, 38, 34]. We show that the key result of [213], that it is necessary to protect the disjunction of all potentially secret formulae, also holds for our model in this setting. In our setting this result is a special case of our consideration of future actions and winning strategies of the attacker.
We consider different sets of options for action that an agent considers and preferences it has over alternative options based on secrecy and informativity. These considerations amount to the consideration of distortion strategies such as lying and refusing implemented in the literature on confidentiality in information systems [32] from an agent based perspective.

Apart from the consideration on the general level we develop concrete types of agents. In particular we instantiate our general model for the BDI paradigm as our focus for agent architectures, and ASP and propositional logic as our foci for (non-monotonic) knowledge representation and reasoning. We use our BDI+ agent model to define secrecy aware agents and instantiate them with ASP for the knowledge representation. We develop an ASP based approach to model the meta-information of speech acts and the meta-inferences of the agents. We exemplify our approaches by completely modeling our strike committee meeting example, which we introduced in Section 1. Furthermore, we compare our approach to the relevant, most important works from computer security, security in information systems, and multi-agent systems.

The remainder of this chapter is structured as follows. In Section 5.1 we motivate and describe the challenges we address and the properties we demand to be satisfied in our notion of agent-based secrecy. In Section 5.2 we formalize our notion of secrecy and secrecy preservation for epistemic agents based on the general epistemic agent framework we elaborated in Chapter 3. Then, we illuminate the role of change operations for secrecy in our setting in Section 5.3 and develop properties and operators for them. In Section 5.4 we elaborate on the possibilities and requirements for the preservation of secrecy by defining different types of settings. We define a game-theoretic notion of our secrecy scenario and show formal results for different settings. In Section 5.5 we turn to the deliberation of an agent and consider a general model of preferences on actions with respect to secrecy preservation. We define principles for the classification of action with respect to secrecy and devise an algorithm that satisfies all principles. In Section 5.6 we concretize our considerations by combining the BDI+ agents we defined in Chapter 3 with our secrecy model and define concrete ASP based BDI+ agents for secrecy preservation. We develop an ASP based representation of communication on the information and the meta-information level. We discuss relations to other works in Section 5.7 and conclude in Section 5.8.

5.1 Desiderata of Agent-Based Secrecy

In this section we introduce the fundamental ideas and properties of an agent-based notion of secrecy. We start by describing our scenario
and its challenges with respect to secrecy. Then, we motivate and illustrate the main aspects of our approach by means of examples.

In our considered scenario of an autonomous agent, agents reason under uncertainty about the state of the environment and possible courses of action. The agent pursues its goals by performing actions in the environment, in our case by exchanging speech acts with other agents. On the one hand, the exchange of information with other agents is often essential for an agent in order to achieve its goals, especially if the agent is part of a coalition. On the other hand the agent has a particular interested not to reveal specific pieces of information. Restriction of communication leads to a loss in performance of the individual agents, coalitions and the whole multiagent system. Therefore, a good solution of the implied conflict between the agent’s goal to preserve secrecy and its other goals is one that restricts communication as little as necessary. We investigate how an agent can preserve secrecy given its uncertainty and the dynamics of the multiagent system. We call an agent secrecy preserving if it never performs an action that leads to the violation of a secret. In practice, however, it is likely that it is not possible for an agent to protect all of its secrets, or that it has to violate some secrets to some degree in order to achieve important other goals. For this it is important that the agent takes secrecy into consideration when acting and is aware of the effects of its actions with respect to secrecy and only performs a secrecy violating action if there is no better option for its means. In particular the agent has to be able to distinguish between different degrees of secrecy violation. We call such an agent secrecy aware. In this work we elaborate on secrecy aware agents and on properties such that they are secrecy preserving.

For the consideration of secrecy in this scenario the agent has to be aware of, and be able to reason about, the information available to other agents and their reasoning on the basis of this information. The beliefs of an agent change continuously upon reception of new information. For a secrecy aware agent this implies that, besides the changes of the agent’s view on the world, the changes of the information available to other agents, changes to secrets, and the adaptation of the preferences on actions according to secrecy have to be considered. Secrets might, for instance, be changed if it is evident that they cannot be preserved in their current form and have to be weakened, or given up.

The fundamental questions for secrecy is the one of the definition of secrets and the definition of the secrecy preservation. We first motivate the requirements for the definition of secrets and for the definition of secrecy preservation by means of our example, as introduced in Chapter 1.

Example 5.1.1. Emma is working in a company for her boss Beatriz. She wants to attend a strike committee meeting (scm) next day and has to
ask her boss for a day off in order to attend. It is general knowledge that the agent Beatriz puts every agent who attends the scm on her blacklist of employees to be fired next. Emma has to communicate with Beatriz in order to achieve her goal of getting a day off, but wants to keep secret from Beatriz that she wants to attend the scm.

The first aspect of secrets we want to introduce and motivate is that they are not global, i.e., an agent has different secrets with respect to different agents.

Example 5.1.2. In our example, Emma wants to keep her attendance to the scm secret from Beatriz but not from other employees who also want to attend the scm.

Secrets are also not uniform with respect to their strength. That is, an agent should be able to declare pieces of sensitive information, represented by logical formulae as secret to different degrees. We represent these differences by declaring an inference behavior against which the formula should be protected. This inference behavior can be more or less credulous, whereby a more credulous inference behavior represents a higher degree of protection of the formula.

Example 5.1.3. Emma does not even want her boss Beatriz to be suspicious about her attending the scm (secret with respect to a credulous reasoner). She also does not want other employees that are against the strike to know that she attends the scm.

However, with respect to her colleagues she considers it sufficient that they do not know for sure that she attends the scm (secret with respect to a skeptical reasoner).

These differences in the strength of secrets arise naturally from the value of the secret information. The value of secret information depends on the severeness of the negative effects, or the cost, for the agent resulting from the disclosure of the secret information.

Secrets are also not static, they arise, change and disappear during runtime of an agent such that it has to be able to handle these changes adequately.

Example 5.1.4. If Emma realizes that Beatriz is suspicious about her attending the strike committee meeting her secret, with a credulous inference behavior, is violated. Then she should still try to keep Beatriz from being sure that she attends the meeting. This can be reflected by changing the inference behavior against which the information shall be protected from a credulous behavior to a skeptical one. This way her secret is weakened but not given up. If Emma gets to know that Beatriz overheard her phone call with the strike committee, and hence is sure thatEmma attends, Emma should give up her corresponding secret.
These considerations lead to the following formulation of properties of secrets:

(\text{S1}) Secrets can be held with respect to specific agents

(\text{S2}) Secrets can vary in strength

(\text{S3}) Secrets can change over time

Having formulated properties of secrets, we continue with the formulation of properties of a secrecy preserving agent. We assume a multiagent system with a set of agents $\mathcal{A}$. We use the agent identifier $\mathcal{X} \in \mathcal{A}$ to denote an arbitrary agent. Each agent has an epistemic state that contains a representation of the agent’s views of the view on the world of other agents in $\mathcal{A}$. For the presentation of the secrecy scenario we mostly focus on the interaction in a two agent system $\mathcal{A} = \{\mathcal{X}_1, \mathcal{X}_2\}$. When we model a concrete agent it has the role of the defending agent $\mathcal{D}$ and the other agent has the role of the attacking agent $\mathcal{A}$. Since we consider a symmetric scenario, in which all agents can be seen as defending agents and the other agents as attacking agents, we describe all agents this way. However, we formulate our definitions for the instantiated system general for arbitrary sets of agents. We do not explicitly consider the potential information flow between $\mathcal{A}$ and other agents. We do so implicitly by our consideration of uncertain, incomplete and changing views on other agents.

The intuitive formulation of our notion of secrecy preservation can be formulated as:

An agent $\mathcal{D}$ preserves secrecy if, in all possible situations, no secret formula $\phi$ that it believes to be true and that it wants to hide from agent $\mathcal{A}$ is, from $\mathcal{D}$’s perspective, believed by $\mathcal{A}$ in all possible situations after an action of $\mathcal{D}$ (given that $\mathcal{A}$ does not believe $\phi$ already).

That is, we declare secrets as potential secrets (cf. e.g., [36]). This means that the formula contained in a secret only has to be protected if it is believed to be true by the agent holding the secret.

The actual quality of secrecy preservation is highly dependent on the accuracy of $\mathcal{D}$’s attacker model, i.e., the view of $\mathcal{D}$ on agent $\mathcal{A}$ including its reasoning capabilities. It also depends on $\mathcal{D}$’s information processing and adaptation of its view on $\mathcal{A}$ in the dynamic scenario. This includes a model of the meta-inferences drawn by $\mathcal{A}$ from the behavior of $\mathcal{D}$ and the background information of $\mathcal{A}$. In particular, a secrecy aware agent $\mathcal{D}$ should have the following properties:

(\text{P1}) Agent $\mathcal{D}$ is aware of the information it communicated to other agents and the meta-information conveyed to agent $\mathcal{A}$ by its actions

(\text{P2}) Agent $\mathcal{D}$ simulates the reasoning of agent $\mathcal{A}$
(p3) Agent $D$ considers possible meta-inferences by $A$ from its own behavior.

A secrecy preserving agent should additionally have the following two properties:

(p4) Agent $D$ never performs an action that leads to secrecy violation.

(p5) Agent $D$ weakens secrets only if new percepts imply violations of secrets and only as much as necessary to be able to preserve secrecy.

These five properties are the foundation of our notion of secrecy preservation. As we shall see, the properties (P1) and (P5) are related to the belief change component of $D$, (P2) and (P3) are related to the way $D$ models $A$, and (P4) is related to all stages of the deliberation and means-ends reasoning behavior of $D$. In the remainder of this chapter, starting top-down with an abstract model, we elaborate the properties we describe here, formalize them, and show how they can be satisfied.

5.2 Abstract Agent Model for Secrecy

We build on the general model of an epistemic agent of Chapter 3 and start by defining secrecy relevant aspects of an epistemic state. In particular an epistemic state needs to contain a representation of the information available to other agents and a representation of the secrets of the agent. These can be represented explicitly, as components of the epistemic state, or implicitly as part of the information represented in a monolithic epistemic state. We capture both variants in our model by assuming that there are mappings from the epistemic state to epistemic components that represent certain aspects, such as the view on another agent.

A secrecy epistemic state $K^s_D$ is an epistemic state such that satisfies the following conditions: Agent $D$’s view on the world, its world-view, is an epistemic component given by

$$V_W(K^s_D) \in \mathcal{L}_W.$$  

The view agent $D$ has on the world-view of agent $A$, an agent-view, is an epistemic component given by

$$V_A(K^s_D) \in \mathcal{L}_V.$$  

The set of secrets of the agent is given by

$$S(K^s_D) \in \mathcal{L}_S.$$  

The world-view language $\mathcal{L}_W$, the agent-view language $\mathcal{L}_V$ and the language of secrets $\mathcal{L}_S$ are to be specified wrt. the used knowledge representation formalism.
In the following, we drop the subscript $D$ and the superscript $s$ from $K^s_D$, since it is clear that we consider the defending agent $D$ and secrecy epistemic states in this chapter. The world- and agent-view are epistemic components as introduced in Section 3.2 (Page 39). We assume that $D$ uses the belief operator $\text{Bel}_D : \mathcal{L}_W \rightarrow \mathcal{L}_{BS}$ to reason on its world-view.

Next, we detail our notion of secrets. Three aspects have to be specified. First, the information to be kept secret has to be expressed; this is done in the belief set language $\mathcal{L}_{BS}$. Second, the agent from which the information has to be kept secret has to be defined, as required in (S1), which is done by means of an agent identifier $X \in \text{Ag}$. Third, the strength of the secret, represented by the reasoning behavior towards which the information shall be protected, has to be expressed; as required in (S2). The reasoning behavior is represented by means of belief operators that are chosen from a given ordered family of belief operators $(\bowtie, \text{bel})$, as defined in Definition 3.6.2 (Page 61), for the agent-view language $\mathcal{L}_V$, i.e., all $\text{Bel} \in \Xi$ are of the type $\text{Bel} : \mathcal{L}_V \rightarrow \mathcal{L}_{BS}$. Further, we assume that $(\Xi, \preceq_{\text{bel}})$ satisfies credulity as defined in Section 3.6 (Page 61). Hence, in our framework secrets are triples specifying the information to be kept secret, the belief operator with respect to which the information shall be kept secret and the agent towards which the agent holds the secret.

**Definition 5.2.1 (Secrets).** A secret is a triple $(\phi, \text{Bel}, A)$ and consists of a formula $\phi \in \mathcal{L}_{BS}$, a belief operator $\text{Bel} : \mathcal{L}_V \rightarrow \mathcal{L}_{BS}$, $\text{Bel} \in \Xi$ and an agent identifier $A \in \text{Ag}$. The set of secrets of agent $D$ is denoted by $S(K_D)$. The language $\mathcal{L}_S$ is the set of all such triples.

We call a secret whose formula is believed by the agent holding the secret an active secret. A formula is a potentially secret formula if it is contained in a secret, and it is called a secret formula if it is contained in a secret and it is believed by the agent holding the secret. We call a formula sensitive if itself or its negation is contained in a secret. In the following we assume that $D$ believes all of the formulae of its secrets to be true, i.e., all secrets are active and all formulae of secrets are secret formulae. Further, we assume that for each formula $\phi$ there is at most one secret with respect to this formula in the set of secrets.

The semantics of a secret is that if agent $D$ has the secret $(\phi, \text{Bel}, A)$, i.e., $(\phi, \text{Bel}, A) \in S(K_D)$, and it believes $\phi$ to be true, i.e., $\phi \in \text{Bel}_D(V_W(K))$, then it does not want that it is possible to infer $\phi$ from its view on agent $A$ by use of the belief operator Bel, i.e., $\phi \notin \text{Bel}_A(V_A(K_D))$.

**Example 5.2.2.** We can formalize the secrets of Emma as $S(K_{Emma}) = \{(\text{attend}_\text{scm, Bel}_\text{cred}, B)\}$ with the proposition $\text{attend}_\text{scm}$ expressing that Emma intends to attend the strike committee meeting.
Since the belief operator family satisfies the "credulity" property for all \((V_A(\mathcal{X}_D))\) and all Bel, Bel' \(\in \Xi\) with Bel' \(\preceq_{bel}\) Bel it holds that if \(\phi \in \text{Bel}(V_A(\mathcal{X}_D))\), then \(\phi \in \text{Bel'}(V_A(\mathcal{X}_D))\).

If we consider the two secrets \((\phi, \text{Bel}, A)\) and \((\phi, \text{Bel'}, A)\) such that Bel' \(\preceq_{bel}\) Bel, we can thus note that whenever the first one is violated, then also the second one is violated. But not vice versa. Therefore, the protection of the formula \(\phi\) implemented by the secret \((\phi, \text{Bel}, A)\) is \textit{at least as strong as} the protection implemented by the secret \((\phi, \text{Bel'}, A)\), if Bel' \(\preceq_{bel}\) Bel. The choice of a more credulous belief operator represents a stronger protection of the formula than the choice of a more skeptical belief operator.

\textit{Example 5.2.3.} We formalize Example 5.1.4. We assume that Beatriz is "suspicious" about \(\phi\) if she infers \(\phi\) with the credulous belief operator Bel\(_{cred}\), and that she "is sure" about \(\phi\) if she infers \(\phi\) with the skeptical belief operator Bel\(_{skep}\). It holds that Bel\(_{skep}\) \(\preceq_{bel}\) Bel\(_{cred}\). Whether Emma has the secret \((\text{attend\_scm}, \text{Bel}_{cred}, B)\) or the secret \((\text{attend\_scm}, \text{Bel}_{skep}, B)\) might make a big difference. Assume that asking to get the day of the strike committee meeting off makes Beatriz being suspicious that Emma intends to attend the strike committee meeting but not certain. That is, the first secret would be violated but not the latter. If Emma has the first secret she can perform the action of asking for a day of without any restriction, if she has the second secret she cannot perform the same action without violating secrecy. Hence, this example shows that protecting the same formula with respect to a more credulous belief operator can lead to a stronger restriction on the actions of Emma.

The belief operator that is declared in a secret represents the most credulous reasoning behavior against which the agent wants to protect the formula declared in the secret.

\textit{Observation 5.2.4.} The properties (P2) and (P3) are addressed by the use of belief operators in combination with the agent-view and the change operators for the agent-view.

Secrecy is based on the subjective view \(V_A(\mathcal{X})\) agent \(\mathcal{D}\) has on the beliefs of agent \(A\). If secrecy is violated or not, only depends on the epistemic state of the defending agent. These considerations lead us to the following definition of a \textit{safe epistemic state}.

\textit{Definition 5.2.5 (Safe Epistemic State).} An epistemic state \(\mathcal{X}\) is \textit{safe} if and only if for all \((\phi, \text{Bel}, A) \in \mathcal{S}(\mathcal{X})\) with \(\phi \in \text{Bel}_D(V_W(\mathcal{X}))\) it holds that \(\phi \not\in \text{Bel}(V_A(\mathcal{X}))\).

For a given set of secrets, we call the subset of secrets whose formula is believed to be true by \(\mathcal{D}\) its \textit{active secrets}. We formalize these
as follows: Let $V_W$ be agent $D$'s world-view and $S$ its set of secrets, then

$$S_{\text{active}}(V_W, S) = \{ (\phi, \text{Bel}, A) \in S \mid \phi \in \text{Bel}_D(V_W) \}$$

(5.2.1)

is the set of active secrets with respect to $V_W$.

This far, we defined an epistemic state and a notion of a safe state for a fixed point in time. We want to define secrecy of an epistemic agent in a dynamic environment with the intuition that an agent preserves secrecy if it never performs any action that leads to an unsafe epistemic state. Given the agent’s uncertainty about the actual state of the world and about the actual state of other agents it might receive percepts that reveal that a secret is in fact violated. This notion of the preservation of secrecy is hence dependent on the subjective view of the defending agent.

To formalize this intuition of secrecy we have to be able to make statements about the general behavior of an agent. To this end we define the set of possible epistemic states of an agent with respect to an initial epistemic state of the agent and a set of possible percepts. An agent starts with its initial state and then receives percepts as a result of the actions of other agents. A sequence of percepts resembles the agent’s perspective on a run of the system. The percepts the agent receives are generated by the actions of the other agents of the multiagent system. We abstract away from the actual system and other agents and assume them to be represented by a set of possible percepts $\text{Per}$ for the agent. That is, we assume that this set contains all percepts that the agent could receive in the system from other agents.

In a system the percepts result from the interaction of the agents such that the sequences of percepts are determined by the behavior and interaction of all agents in the system. All agents have the capability to execute any speech act at anytime. Consequently an agent can receive any speech act that is in its set of percepts at any time such that it can receive all of its possible percepts in any order. We formalize the set of possible states of an agent with respect to a set of possible percepts. This way we can describe properties of the behavior of an agent with initial agent state, given a set of possible percepts. These considerations result in the following definition:

**Definition 5.2.6 (Possible states of an Agent).** Let $(\mathcal{X}_0, \xi)$ be an agent state such that $\xi = (o, o^a, \text{act})$ and the types of the operators are $o : \mathcal{L}_{\text{ES}} \times \text{Per} \rightarrow \mathcal{L}_{\text{ES}}$, $o^a : \mathcal{L}_{\text{ES}} \times \text{Act} \rightarrow \mathcal{L}_{\text{ES}}$ and $\text{act} : \mathcal{L}_{\text{ES}} \rightarrow \text{Act}$. We define the possible epistemic states of an agent with initial agent state $(\mathcal{X}_0, \xi)$ possible epistemic states $\Omega_\xi(\mathcal{X}_0, \text{Per})$, denoted as $\Omega_\xi(\mathcal{X}_0, \text{Per})$ recursively as follows:

For a single percept $p \in \text{Per}$ we define

$$\Omega_\xi(\mathcal{X}, p) = \{ \mathcal{X} \} \cup \{ \mathcal{X} \circ p \circ o^a \text{act}(\mathcal{X} \circ p) \},$$

for a sequence of percepts $(p_1, \ldots, p_n)$ it is
\[ \Omega_{\xi}(\mathcal{K}, (p_1, \ldots, p_n)) = \Omega_{\xi}(\mathcal{K}, p_1) \cup \Omega_{\xi}(\mathcal{K}, (p_2, \ldots, p_n)) \]

and for a set of percepts
\[ \Omega_{\xi}(\mathcal{K}^0, \text{Per}) = \bigcup \{ \Omega_{\xi}(\mathcal{K}^0, (p_1, \ldots, p_n)) \mid \{p_1, \ldots, p_n\} \subseteq \text{Per} \}. \]

An agent preserves secrecy if its initial agent state is such that no unsafe epistemic state can be reached by any possible progression of its epistemic states.

**Definition 5.2.7 (Secrecy-preserving Agent).** Let \((\mathcal{K}^0, \xi)\) be a secrecy agent state such that the functional component \(\xi = (o, o^a, \text{act})\) is of the type \(\mathcal{L}_{\mathcal{E}} \times \text{Per} \rightarrow \mathcal{L}_{\mathcal{E}}, \, o^a : \mathcal{L}_{\mathcal{E}} \times \text{Act} \rightarrow \mathcal{L}_{\mathcal{E}} \) and \(\text{act} : \mathcal{L}_{\mathcal{E}} \rightarrow \text{Act}\). We call an agent with an initial agent state \((\mathcal{K}^0, \xi)\) secrecy preserving if and only if for all \(\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) it holds that \(\mathcal{K}\) is safe.

**Observation 5.2.8.** The property (P3) is satisfied by this definition of a secrecy preserving agent.

The definition of secrecy preservation is dependent on the epistemic state of the agent and the agent’s way of information processing. For instance, an agent \(\mathcal{D}\) that does not reflect on the effects of its actions and that rejects any input information would never subjectively violate secrecy, as its view on \(\mathcal{A}\) is static, as the following example illustrates.

**Example 5.2.9.** If Emma ignores that Beatriz said that she has evidence that Emma is going to attend the strike committee meeting, then Emma would, from her point of view, not violate secrecy.

To exclude such irrational agents from our consideration we define and require basic properties of the epistemic states and the functional components of agents. As the example indicates in particular the operations that change the world-view of \(\mathcal{D}\) and the view on the world-view of \(\mathcal{A}\) are important to define rational secrecy aware agents.

### 5.3 Properties of Change Operations and Secrecy

In this section we define desirable properties of change operators and their effect on the resulting notion of secrecy. As defined in Section 3.3 the change operators of an agent are capable of changing the epistemic state of an agent on the basis of a percept, or on the basis of an action of the agent itself. Both operations should have different properties, which we detail in the following.

There are two causes for changes of the agent’s epistemic state, and thus two possible causes to become unsafe: after a change caused by a percept and after a change caused by an action of the agent. We demand, as formulated in (P4), that an agent’s epistemic state does not become unsafe by a change induced by its own actions. Thus, the
agent must not be able to preserve a safe epistemic state while acting by modifying its secrets. We formalize this by the following property.

**Secrets Action Invariance**$_{o}$ For all $a \in \text{Act}$ it holds that
\[ S(K \circ a) = S(K) \]

As given by the definition of possible states, Definition 5.2.6, the actions by which an epistemic state is revised are the actions of the agent itself. This revision realizes the agent’s consideration of the effects of its actions. The property Secrets Action Invariance$_{o}$ demands that no action of the agent should lead to a modification of the agent’s secrets.

**Example 5.3.1.** When Emma considers to say to Beatriz that she intends to attend the strike committee meeting and realizes that this would violate her secret, she should not just give up her secret to be able to perform the action and preserve secrecy. 

The defending agent has an uncertain view on the information that is available to an attacking agent. Further, it does not have complete control of the information flow, i.e., there might be other sources of information for $A$. Therefore, it is not possible for the defending agent to avoid violations of secrets based on information that comes from percepts. Hence, for the consideration of secrecy preserving agents we define the following property, requiring that the change of an epistemic state by a percept always results in a safe epistemic state.

**Acknowledgment**$_{o}$ For all $p \in \text{Per}$ it holds that $K \circ p$ is safe.

Consequently, the epistemic state of an agent with a change operator that satisfies Acknowledgment$_{o}$ can only become unsafe through the actions of the agent itself. This implies that all intermediate states, i.e., those after reception of a percept but before execution of an action, of the agent cycle are safe.

To be able to define further properties for the belief change operation of an epistemic state we decompose it into sub-operations on the epistemic state’s components. For epistemic components we use the decomposition into sub-operations as introduced in Section 4.1. Based on these we motivate and define properties with respect to secrecy preservation, which formalize and concretize the ideas given in (P1) and (P5).

As introduced in Section 4.1 the change operation for an epistemic component of the language $L_E$ for the set of speech acts $\Sigma$ is composed by three sub-operations:

\[ \circ L_E, \Sigma = \text{def } t_{L_E, \Sigma} \cdot f_{L_E} \cdot ^* L_E. \]

First the interpretation function $t_{L_E, \Sigma}$ interprets a speech act which results in a set of sentences of the language of the epistemic component under consideration. Then the selection function $f_{L_E}$ evaluates
the input and produces a set of sentences to be incorporated into the
epistemic component. The latter task is carried out by the inner
revision operator \( \ast L_E \). To ease the presentation, we disregard the se-
lection function \( f_L_E \) in the following and assume it to be part of the
inner revision operator, i.e., the inner revision operator might be a
selective revision operator as defined in Section 4.2.1 (Page 77).

We assume that for an epistemic state \( \mathcal{K} \) the world-view \( V_W(\mathcal{K}) \in \mathcal{L}_W \) and the agent-views \( V_A(\mathcal{K}) \in \mathcal{L}_V \) of the agent are epistemic com-
ponents and have epistemic component change operators \( *_{L_W} \) and
\( *_{L_V} \), respectively, assigned to them. Then we assume that there are
four interpretation functions that transform a speech act, as a per-
cept or action, into a set of sentences of the epistemic component
language of a world-view or an agent-view. In particular the inter-
pertion function \( t_W \) is for percepts for the world-view of the agent, the
function \( t_A^W \) for actions for the world-view, the function \( t_V \) one for
the percepts for an agent-view, and \( t_A^V \) for actions for an agent-view.

Secrets are changed on the basis of the agent’s changed beliefs and
views such that the update operator for secrets is dependent on these
and thereby indirectly also on the new information. Formally the se-
crets change operator has the form:

\[
*_{S} : \mathcal{L}_S \times \mathcal{L}_W \times \mathcal{L}_V \to \mathcal{L}_S
\]

We assume that the effect of \( \circ \) and \( \circ^a \) can be expressed by means of
the component specific operators, such that

\[
V_W(\mathcal{K} \circ p) = V_W(\mathcal{K}) *_{L_W} t_W(p), \quad \text{(5.3.1)}
\]
\[
V_A(\mathcal{K} \circ p) = V_A(\mathcal{K}) *_{L_V} t_V(p) \text{ and} \quad \text{(5.3.2)}
\]
\[
S(\mathcal{K} \circ p), = *_{S}(S(\mathcal{K}), V_W(\mathcal{K} \circ p), V(\mathcal{K} \circ p)) \quad \text{(5.3.3)}
\]

and

\[
V_W(\mathcal{K} \circ^a a) = V_W(\mathcal{K}) *_{L_W} t_A^W(a), \quad \text{(5.3.4)}
\]
\[
V_A(\mathcal{K} \circ^a a) = V_A(\mathcal{K}) *_{L_V} t_A^V(a) \text{ and} \quad \text{(5.3.5)}
\]
\[
S(\mathcal{K} \circ^a a) = S(\mathcal{K}). \quad \text{(5.3.6)}
\]

The changes to the set of secrets in order to achieve a safe epistemic
state should be minimal. That is, a secret should not be modified
without a reason. A reason is only given if the respective secret is
active and violated, then it should be weakened minimally such that
it is not violated anymore.

We consider weakening by replacing the belief operator of a secret
by a more skeptical belief operator. Only if there is no belief operator
that could be used as replacement in a secret such that the secret is not
violated, then the secret should be removed. The following property
formalizes these considerations.

\textbf{MIN-SECRET-WEEKNING}_{c} \quad \text{(5.3.7)}

If \((\phi, \text{Bel}, \mathcal{A}) \in S(\mathcal{K})\) and \((\phi, \text{Bel}, \mathcal{A}) \notin S(\mathcal{K} \circ p)\), then
1. \( \phi \in \text{Bel}(V_A(K \circ p)) \) and \( \phi \in \text{Bel}_D(V_W(K \circ p)) \)

2. if for some \( \text{Bel}' \in \Xi \) it holds that
   a) \( \phi \not\in \text{Bel}'(V_A(K \circ p)) \) and
   b) there is no \( \text{Bel}'' \in \Xi, \text{Bel}' \subseteq_{\text{bel}} \text{Bel}'' \) such that \( \phi \not\in \text{Bel}''(V_A(K \circ p)) \),
then \( (\phi, \text{Bel}', A) \in S(K \circ p) \).

Another secrecy relevant property of belief change arises from the changes to views of other agents. An agent should not be able to preserve secrecy by ignoring the effects of its own actions on the beliefs of potentially attacking agents. In particular the information for some agent \( A \) contained in an action of \( D \) should be incorporated into \( D \)'s view on \( A \). We formalize this for \( V_W(K) \) and \( V_A(K) \) being belief bases as follows:

\text{Awareness}_{o^a} \quad \text{If } a \in \text{Act} \text{ then } t_W^a(a) \subseteq V_W(K \circ^a a) \text{ and for each } A \in \text{Ag} \text{ it is } t_V^a(a) \subseteq V_A(K_D \circ^a a). \]

There might very well be actions that are not received by all agents and therefore should also not affect the view on all agents.

\text{Example 5.3.2.} If agent \( D \) communicates privately with some agent \( A \) it should change its view on \( A \) but not its view on other agents. \( \diamond \)

This is achieved by use of appropriate interpretation functions that select the relevant information for each agent. A more concrete analysis of change operations depends on the actual formalization of actions and percepts and the resulting interpretation function and their properties. We do this when we consider instantiations of the knowledge representation. This leads to the following observation.

\text{Observation 5.3.3.} The satisfaction of \text{Min-Secrecy-Weakening}_{o^a} \text{ relates to the satisfaction of property (S3) and (P5). The satisfaction of } \text{Secrets Action Invariance}_{o^a}, \text{Acknowledgment}_{o^a} \text{, and } \text{Awareness}_{o^a} \text{ of the change operator of an agent relates to the satisfaction of (P1), (P5) and (S3).} \)

The satisfaction of the properties (P1) to (P5) are not realized by single properties but depend on several aspects of our model, the observations above point out the most important ones. Property (P1) is addressed by the agent-view of the agent in combination with the change operator The meta-information part of property (P1) and property (P3) on meta-inferences can only be concretized in instantiations of the general model that feature definitions of meta-information and meta-inference.

The \text{Awareness}_{o^a} \text{ postulate for belief bases is related to the } \text{Success}_{o^a} \text{ postulate for multiple belief base revision operators, as defined in Section 4.2.1 (Page 77).}
**Observation 5.3.4.** Let $V_W(\mathcal{K})$ and $V_A(\mathcal{K})$ be belief bases, let $\circ^a$ be a change operator, let $\ast_{L_W}^a$, $\ast_{L_V}^a$ be multiple belief base change operators, and $t_W^a$ and $t_V^a$ interpretation functions such that Equations 5.3.1 and 5.3.2 are satisfied. If $\ast_{L_W}^a$, $\ast_{L_V}^a$ satisfy $\text{Success}_\phi$, then $\circ$ satisfies $\text{Awareness}_{\circ^a}$.

**Proof.** See Appendix A.1.3, Page 235.

In the following we consider the construction of a change operator for secrets that leads to the satisfaction of $\text{Min-Secrecy-Weakening}_0$, and that is independent from the used knowledge representation formalism. As specified by the properties $\text{Secrets Action Invariance}_0$ and $\text{Acknowledgement}_0$ secrets are only changed upon reception of percepts. The property $\text{Min-Secrecy-Weakening}_0$ formalizes that the secrets shall be modified minimally such that secrecy is preserved with respect to the modified set of secrets, i.e., they are weakened. A secret $(\phi, \text{Bel}, A)$ is violated in an epistemic state $\mathcal{K}$ if the formula $\phi$ is inferred by the belief operator $\text{Bel}$ from the agent-view on the attacker, i.e., if $\phi \in \text{Bel}(V_A(\mathcal{K}))$.

We weaken the secret by replacing the belief operator $\text{Bel}$ by a maximally credulous belief operator operator $\text{Bel}'$ such that the resulting secret is not violated. Only if there is no operator for which the secret is not violated the secret is removed from the set of secrets. We make use of the belief operator family $(\Xi, \leq_{\text{bel}})$ and the credulity order to determine a different belief operator $\text{Bel}'$ by which the secret formula cannot be inferred. The operator $\text{Bel}'$ cannot be more credulous than the operator $\text{Bel}$ since it would follow that $\text{Bel}(V_A(\mathcal{K})) \subseteq \text{Bel}'(V_A(\mathcal{K}))$ which implies that $\phi \in \text{Bel}'(V_A(\mathcal{K}))$. Hence, we determine a maximally credulous belief operator that is not as credulous as $\text{Bel}$ that does not violate the secret. Since this operator is not uniquely defined in general, since $\leq_{\text{bel}}$ need not be total, one of the maximal ones is selected.

The set of maximal belief operators of a set of belief operators $\Xi$ is given as:

$$\max(\Xi) = \{\text{Bel} \in \Xi \mid \text{there is no } \text{Bel}' \in \Xi \text{ such that } \text{Bel} \sim_{\text{bel}} \text{Bel}'\}.$$  

The selection of an arbitrary maximal operator is realized by a selection function $\sigma$ as introduced in Section 3.5.4 (Page 56). Given these considerations and the definition of $\max_{\leq_{\text{bel}}}(\Xi)$, we define a function for the selection of a minimally weakened belief operator next.

Let $V \in \mathcal{L}_V$ be an agent-view, $\phi \in \mathcal{L}_{BS}$ be a secret formula and $\text{Bel} \in \Xi$ a belief operator. The operator $\max_{\text{bel}}(\Xi, \leq_{\text{bel}})$ determines a belief operator from $\Xi$ for the arguments $V, \phi, \text{Bel}$ and is defined as follows:
\[
\text{maxbel}_{\{\leq_{\text{bel}}\}}(V, \phi, \text{Bel}) = \begin{cases} 
\phi \in \text{Bel}(V) \\
\mathcal{O}(\text{max}_{\{\leq_{\text{bel}}\}}(\{\text{Bel}' \in \Xi \mid \phi \notin \text{Bel}'(V)\})) \\
\downarrow \text{if not exists Bel}' \in \Xi \\
\end{cases}
\]

\[
\text{maxbel}_{\{\leq_{\text{bel}}\}}(V, \phi, \text{Bel}) =_{\text{def}} \begin{cases} 
\phi \in \text{Bel}(V) \\
\mathcal{O}(\text{max}_{\{\leq_{\text{bel}}\}}(\{\text{Bel}' \in \Xi \mid \phi \notin \text{Bel}'(V)\})) \\
\downarrow \text{if not exists Bel}' \in \Xi \\
\end{cases}
\]

If there is no belief operator in \(\Xi\) with respect to which \(\phi\) would not be inferred from \(V\) the dedicated symbol \(\downarrow\) is returned to indicate this case. Otherwise, the belief operator determined by the \(\text{maxbel}_{\{\leq_{\text{bel}}\}}\) function is, if it is different from \(\text{Bel}\), guaranteed to be not as credulous as \(\text{Bel}\), as we show in the following proposition.

**Proposition 5.3.5.** Let \(\Xi\) be a set of belief operators, \(V\) an agent-view and \((\phi, \text{Bel}, A)\) a secret. If \(\text{Bel}' = \text{maxbel}_{\{\leq_{\text{bel}}\}}(V, \phi, \text{Bel})\), \(\text{Bel}' \neq \downarrow\), then \(\text{Bel} \neq_{\text{bel}} \text{Bel}'\).

**Proof.** See Appendix A.1.3, Page 236.

The change operator for secrets \(\mathcal{S}\) uses the \(\text{maxbel}_{\{\leq_{\text{bel}}\}}\) function to determine the new belief operator for each secret and is defined as follows. Let \(\mathcal{S} \subseteq \mathcal{L}_{\mathcal{S}}\) be a set of secrets, \(V_{\mathcal{W}} \in \mathcal{L}_{\mathcal{W}}\) a world-view and \(V \in \mathcal{L}_{V}\) be an agent-view, then

\[
\mathcal{S}(\mathcal{S}, V_{\mathcal{W}}, V) =_{\text{def}} \{\mathcal{O}(\text{Bel}', A) \mid (\phi, \text{Bel}, A) \in \mathcal{S}(\mathcal{K}), \text{Bel}' = \text{maxbel}_{\{\leq_{\text{bel}}\}}(V, \phi, \text{Bel}), \text{Bel}' \neq \downarrow\}
\]

From Proposition 5.3.5 follows that secrets are only weakened and not strengthened. Strengthening secrets would imply limiting the possibilities of an agent to achieve its other goals more than by the declared secrets, i.e., more than necessary.

In the next definition we show that the specification of the change operator \(\mathcal{O}\) as defined in this section satisfies the properties postulated above.

**Proposition 5.3.6.** Let \(\mathcal{D}\) be an agent, with \(\mathcal{O}\) and \(\mathcal{O}^a\) defined as in Equations 5.3.1 to 5.3.6 (Page 115) with \(\mathcal{S}\) as defined in Equation (5.3.9) on Page 118 above and inner revision operators \(\mathcal{O}_{\mathcal{W}}\) and \(\mathcal{O}_{\mathcal{V}}\) satisfying Success\(_{\phi}\) (defined in Section 2.5). The change operator \(\mathcal{O}\) satisfies Acknowledgment\(_{\phi}\), Min-Secrecy-Weakening\(_{\phi}\), and the change operator for actions \(\mathcal{O}^a\) satisfies Secrets Action Invariance\(_{\phi}\), Awareness\(_{\phi}\).
Proof. See Appendix A.1.3, Page 236.

In this section we elaborated on the secrecy-relevant aspects of the change operator of an agent and gave a specification of it that is independent of the knowledge representation formalism to be used. In the next section we continue to study secrecy relevant aspects of the general model of epistemic agents.

5.4 CHARACTERIZATION OF SECRECY PRESERVING AGENTS

In this section we characterize secrecy preserving agents by means of properties. To this end we define a notion of settings in which we consider our agents. A setting is determined by the set of possible initial agent states and possible percepts. These parameters are chosen to satisfy certain properties for example that the considered change operators satisfy the properties specified in the previous section. A setting also restricts the possible initial agent-views and thereby the initial information available to attackers and their reasoning behavior.

We formalize such a setting as follows.

**Definition 5.4.1.** Let Per be a set of percepts, Act a set of actions and \( \mathcal{L}_{ES} \) a language of epistemic states. A setting \( \mathcal{T} \) with respect to Per and Act is determined by a tuple \((\Lambda, \mathfrak{f})\) that comprises a set of epistemic states \( \Lambda \subseteq \mathcal{L}_{ES} \), and a set of functional components \( \mathfrak{f} \) such that each \((o, o^a, \text{act}) \in \mathfrak{f} \) is of the type:

\[
o : \mathcal{L}_{ES} \times \text{Per} \rightarrow \mathcal{L}_{ES}, \quad o^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES} \quad \text{and} \quad \text{act} : \mathcal{L}_{ES} \rightarrow \text{Act}.
\]

The setting consists of all initial agent states with an epistemic state from \( \Lambda \) and a functional component from \( \mathfrak{f} \). Formally:

\[
\mathcal{T} = (\Lambda, \mathfrak{f}) =_{\text{def}} \Lambda \times \mathfrak{f}
\]

In this section we consider settings with functional components for which all change operators satisfy Secrets Action Invariance\(^a\) and Acknowledgement\(^a\) and for which a sub-setting is secrecy-preserving. A setting \((\Lambda, \mathfrak{f})\) is secrecy preserving, if for all \((\mathfrak{X}^0, \mathfrak{L}) \in (\Lambda, \mathfrak{f})\) an agent with initial agent state \((\mathfrak{X}^0, \mathfrak{L})\) is secrecy preserving. A setting \((\Lambda, \mathfrak{f})\) is partially secrecy preserving, if there is some sub-setting \((\Lambda', \mathfrak{f}') \subseteq (\Lambda, \mathfrak{f})\) that is secrecy preserving. We define properties of settings with the aim to characterize secrecy preserving agents in these.

5.4.1 Local Properties for Secrecy Preserving Agents

We start with the consideration of a property that enables agents that only consider their next action without consideration of future courses of action to be secrecy preserving.
Definition 5.4.2. Let $(\Lambda, \mathcal{F})$ be a setting such that $\Lambda \subseteq \mathcal{L}_{ES}$ and all $(o, o^a, act) \in \mathcal{F}$ are of the type $o : \mathcal{L}_{ES} \times \text{Per} \rightarrow \mathcal{L}_{ES}$, $o^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES}$ and $act : \mathcal{L}_{ES} \rightarrow \text{Act}$.

The setting $(\Lambda, \mathcal{F})$ is plain, if for all $(\mathcal{K}, \mathcal{E}) \in (\Lambda, \mathcal{F})$ for all safe epistemic states $\mathcal{K} \in \Omega_\mathcal{E}(\mathcal{K}, \text{Per})$ it holds that for all $p \in \text{Per}$ there is some action $a \in \text{Act}$ such that $(\mathcal{K} \circ p)^a$ is safe.

In a plain setting it hence holds that, in a safe epistemic state, there always is a secrecy preserving action available, no matter which actions have been performed previously. This implies that the choice of an action that results in a safe successor state does not influence the availability of secrecy preserving actions in the following. We call an action $a$ safe in the context of an epistemic state $\mathcal{K}$ if $\mathcal{K}^a$ is safe. For plain settings we can show that a local selection of safe actions of the functional component is sufficient to guarantee secrecy preservation.

Proposition 5.4.3. Let $(\Lambda, \mathcal{F})$ be a setting such that $\Lambda \subseteq \mathcal{L}_{ES}$ and all $(o, o^a, act) \in \mathcal{F}$ are of the type $o : \mathcal{L}_{ES} \times \text{Per} \rightarrow \mathcal{L}_{ES}$, $o^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES}$ and $act : \mathcal{L}_{ES} \rightarrow \text{Act}$.

If $(\Lambda, \mathcal{F})$ is plain, then any agent with an initial agent state $(\mathcal{K}^0, \mathcal{E}) \in (\Lambda, \mathcal{F})$ that has a safe initial epistemic state $\mathcal{K}^0$ and that selects a safe action if possible, i.e., for all $\mathcal{K} \in \Omega_\mathcal{E}(\mathcal{K}^0, \text{Per})$ and all $p \in \text{Per}$ if there is an $a \in \text{Act}$ such that $(\mathcal{K} \circ p)^a$ is safe, then $\mathcal{K} \circ p \circ o^a \text{act}(\mathcal{K} \circ p)$ is safe, is secrecy preserving.

Proof. See Appendix A.1.3, Page 237.

If it is not possible for the agent to select a safe action, it cannot preserve secrecy. In this case it should choose the action that violates secrecy as little as possible. We show how this is can be done in Section 5.5.2.

The requirement of a plain setting seems to be a very strong one since it requires the existence of a safe action in any epistemic state of the agent, no matter what the agent did previously. It is not as strong as it seems since in many environments this is satisfied, for instance in environments in which the empty action does not have any secrecy violating effects. We come back to this later. In the next section we consider secrecy preserving agents in settings that are not plain.

5.4.2 Look ahead and Secrecy Preserving Agents

In general agent $\mathcal{D}$ has to be able to avoid to maneuver itself into states in which it is left without a secrecy preserving action to choose. To this end $\mathcal{D}$ has to take possible future actions of itself and other agents into consideration when deciding on its next action. To formalize this, we formulate a game theoretic view on our setting on the
basis concepts from game theory [187]. We define a two-player game with a defending agent $D$ and an attacking agent $A$. Perceptions of the defending agent are assumed to be the actions of the attacking agent.

**Definition 5.4.4.** Let $\mathcal{L}_{ES}$ be a language of epistemic states, $\mathcal{K}_0 \in \mathcal{L}_{ES}$ an epistemic state, $\text{Per}$ a set of percepts, $\text{Act}$ a set of actions, and $\circ : \mathcal{L}_{ES} \times \text{Per} \to \mathcal{L}_{ES}$ and $\circ^a : \mathcal{L}_{ES} \times \text{Act}$ change operators. We define a two-player game $g_{\mathcal{L}_{ES}, \mathcal{K}_0, \text{Per}, \text{Act}, \circ, \circ^a}$ with a set of agents $\mathcal{Ag}_2 = \{D, A\}$, a game tree $T$, a player function $P$ and a set of utility functions $\mathcal{U} = \{u_D, u_A\}$. The game tree $T = (\mathcal{L}_{ES}, E, \mathcal{K}_0)$ comprises a language of epistemic states $\mathcal{L}_{ES}$, edges $E \subseteq \mathcal{L}_{ES} \times \mathcal{L}_{ES}$ and root $\mathcal{K}_0 \in \mathcal{L}_{ES}$. The parent of a node $\mathcal{K}$ is given by $\text{pa}(\mathcal{K})$. The player function $P : \mathcal{L}_{ES} \to \mathcal{Ag}_2$ is defined as

$$P(\mathcal{K}_0) = A \quad \text{and} \quad P(\mathcal{K}) = \begin{cases} A & \text{if } P(\text{pa}(\mathcal{K})) = D, \\ D & \text{if } P(\text{pa}(\mathcal{K})) = A. \end{cases} \quad (5.4.1)$$

The tuple $(\mathcal{K}, \mathcal{K}_{l-1})$ is an element of $E$ if and only if $\mathcal{K}_{l-1} = \mathcal{K} \circ p$ with $p \in \text{Per}$ and $P(\mathcal{K}) = A$, or $\mathcal{K}_{l-1} = \mathcal{K} \circ^a a$ with $a \in \text{Act}$ and $P(\mathcal{K}) = D$.

**Example 5.4.5.** Figure 5.4.1 sketches a game tree with the root node $\mathcal{K}_0$ and the possible actions $a$ of agent $D$ and the possible actions $p$ of agent $D$. The green edges indicate safe actions and the red edges actions that violate secrecy (only marked on the last level).  

\[\Diamond\]
Based on this formulation of a game we introduce the notion of a strategy of an agent and in particular the notion of a winning strategy of the attacking agent.

A path \( \pi \) is a sequence of nodes

\[
\pi = (\mathcal{K}_0, \ldots, \mathcal{K})
\]

such that \((\mathcal{K}_i, \mathcal{K}_{i+1}) \in E\) for all \( i \in [0, k-1] \). The set of paths is denoted by \( W \) and the sequence of the first \( i \), \( i \leq k \), elements of a sequence \( \pi \) is denoted by \( \pi[i] \). The utility functions \( \{u_D, u_A\} = U \) assign 0 or 1 to each path, formally \( u_X : W \rightarrow \{0, 1\} \) with \( u_D(\pi) = 0 \) if there exists \( X \in \pi \) which is not safe, else \( u_D(\pi) = 1 \). It is \( u_A(\pi) = 1 - u_D(\pi) \). That is, \( D \) gets a utility of 1 if it preserves secrecy with respect to \( \pi \) and a utility of 0 if not. For agent \( A \) it is the other way round.

A strategy for player \( X \) is a partial function \( s_X : W \rightarrow \Sigma \) which assigns to each finite path \( \pi = (\mathcal{K}_0, \ldots, \mathcal{K}_n) \) with \( P(\mathcal{K}_n) = X \), a percept \( p \) if \( X = A \) and \( p \in \{p' \mid (\mathcal{K}_n, \mathcal{K}_n \circ p') \in E\} \), and an action \( a \) if \( X = D \) and \( a \in \{a' \mid (\mathcal{K}_n, \mathcal{K}_n \circ a') \in E\} \).

A path \( \pi = (\mathcal{K}_0, \ldots, \mathcal{K}_n) \in W \) is called compliant with strategy \( s_X \) if for all \( \mathcal{K}_i \in \pi \) with \( 0 \leq i < n \) with \( P(\mathcal{K}_i) = X \) it is the case that, if \( X = D \): \( \mathcal{K}_{i+1} = \mathcal{K}_i \circ a \, s_D(\pi) \), and if \( X = A \): \( \mathcal{K}_{i+1} = \mathcal{K}_i \circ a \, s_A(\pi) \). A strategy \( s_X \) for player \( X \) is called a \emph{winning strategy} in state \( \mathcal{K} \) if for all paths \( \pi = (\mathcal{K}_0, \ldots, \mathcal{K}_n) \) with \( \mathcal{K}_0 = \mathcal{K} \) that are compliant with \( s_X \) the utility of \( X \) is \( u_X(\pi) = 1 \). That is, \( A \) has a winning strategy in state \( \mathcal{K} \) if it can, by means of a sequence of percepts for \( D \), force \( D \) into an unsafe state no matter what \( D \) does.

Example 5.4.6. In the game sketched in Figure 5.4.1 agent \( D \) should not choose the lower action in \( \mathcal{K}_0 \) since \( A \) has a winning strategy in the resulting state. The is, in that state \( A \) can choose the upper \( p \) which results in a state in which \( D \) is left with only secrecy violating actions (only red outgoing edges).

Definition 5.4.7. Let \( L_{ES} \) be a language of epistemic states, Per a set of percepts, Act a set of actions, and \( \circ : L_{ES} \times \text{Per} \rightarrow L_{ES} \), and \( \circ^a : L_{ES} \times \text{Act} \rightarrow L_{ES} \) change operators.

An epistemic state \( \mathcal{K} \) is \emph{sound} with respect to \( (L_{ES}, \text{Per}, \text{Act}, \circ, \circ^a) \) if \( A \) does not have a winning strategy in \( g_{L_{ES}, \mathcal{K}, \text{Per}, \text{Act}, \circ, \circ^a} \).

To ease readability, we omit the context of a sound state, i.e., ’wrt. \( (L_{ES}, \mathcal{K}, \text{Per}, \text{Act}, \circ, \circ^a) \)’, in the following, if the context is obvious. We assume in the following that initial epistemic states are sound.

The notion of a sound state generalizes the notion of a safe epistemic state by demanding that \( D \) should have a possibility to maintain a safe epistemic state, as the following lemma shows.
Lemma 5.4.8. Let \( \mathcal{K} \in \mathcal{L}_{ES} \) be an epistemic state, \( \text{Per} \) a set of percepts, \( \text{Act} \) a set of actions, and \( \circ : \mathcal{L}_{ES} \times \text{Per} \to \mathcal{L}_{ES} \) a change operator. If \( \mathcal{K} \) is sound with respect to \( (\mathcal{L}_{ES}, \mathcal{K}, \text{Per}, \text{Act}, \circ, \circ^{a}) \), then it is safe.

Proof. See Appendix A.1.3, Page 237.

We can show that an agent that avoids unsound states is not only secrecy preserving but that an agent has to avoid unsound states to be secrecy preserving. That is, maintaining a sound state is not only sufficient, it is necessary for secrecy preservation.

Proposition 5.4.9. Let \( (\Lambda, \mathcal{F}) \) be a setting for which \( \Lambda \subseteq \mathcal{L}_{ES} \) and all \( (\circ, \circ^{a}, \text{act}) \in \mathcal{F} \) are of the type \( \circ : \mathcal{L}_{ES} \times \text{Per} \to \mathcal{L}_{ES} \), \( \circ^{a} : \mathcal{L}_{ES} \times \text{Act} \to \mathcal{L}_{ES} \) and \( \text{act} : \mathcal{L}_{ES} \to \text{Act} \). An agent with initial agent state \( (\mathcal{K}^{0}, \xi) \in (\Lambda, \mathcal{F}) \) is secrecy preserving if and only if all states \( \mathcal{K} \in \Omega_{\xi}(\mathcal{K}^{0}, \text{Per}) \) are sound.

Proof. See Appendix A.1.3, Page 238.

For plain settings we required that there is a secrecy preserving option in any situation. Hence we can show that if the setting under consideration is plain, then any safe state is sound.

Proposition 5.4.10. Let \( (\Lambda, \mathcal{F}) \) be a setting that is plain and let \( (\mathcal{K}^{0}, \xi) \in (\Lambda, \mathcal{F}) \) be an agent state of this setting. Any epistemic state \( \mathcal{K} \in \Omega_{\xi}(\mathcal{K}^{0}, \text{Per}) \) that is safe, is also sound.

Proof. See Appendix A.1.3, Page 238.

The following proposition shows that in general an agent, that always selects an action that leads to a sound state is secrecy preserving.

Proposition 5.4.11. Let \( (\mathcal{K}^{0}, \xi) \) be the initial agent state of agent \( X \) with \( \xi = (\circ, \circ^{a}, \text{act}) \), \( \circ : \mathcal{L}_{ES} \times \text{Per} \to \mathcal{L}_{ES} \), \( \circ^{a} : \mathcal{L}_{ES} \times \text{Act} \to \mathcal{L}_{ES} \) and \( \text{act} : \mathcal{L}_{ES} \to \text{Act} \). If \( \mathcal{K}^{0} \) is sound, then if \( X \) selects sound actions, i.e., for all \( \mathcal{K} \in \Omega_{\xi}(\mathcal{K}^{0}, \text{Per}) \) and all \( p \in \text{Per} \) if there is some \( a \in \text{Act} \) such that \( (\mathcal{K} \circ p) \circ^{a} a \) is sound, then \( \text{act}(\mathcal{K} \circ p) \) is such that \( \mathcal{K} \circ^{a} \text{act}(\mathcal{K} \circ p) \) is sound, then \( X \) is secrecy preserving.

Proof. See Appendix A.1.3, Page 239.

Proposition 5.4.11 shows that a secrecy preserving agent has to be able to check whether an action it considers to execute leads to a sound state. This is equivalent to checking whether \( \mathcal{A} \) has a winning strategy, which is known to be a hard problem in general [210]. Hence, it is useful to determine cases in which the existence of a winning strategy can be excluded easier. We do this in the following section.
5.4.3 Reducing Look-ahead to Local Properties

In this section we define properties of a setting whose satisfaction imply that the setting is plain. A simple, yet important, property can be expressed informally as not doing anything does not do any harm. We formalize not doing anything by the empty action $\epsilon$ and require that it does not violate secrecy in all possible epistemic states.

Observation 5.4.12. Let $(\Lambda, \mathfrak{F})$ be a setting with $\xi = (\circ, \circ^a, \text{act}), \circ : \mathcal{L}_{\text{ES}} \times \text{Per} \to \mathcal{L}_{\text{ES}}, \circ^a : \mathcal{L}_{\text{ES}} \times \text{Act} \to \mathcal{L}_{\text{ES}}$ and $\text{act} : \mathcal{L}_{\text{ES}} \to \text{Act}$. Let $\epsilon \in \text{Act}$ be the empty action. If for all $K \in \Omega_{\text{ES}}(\Lambda, \text{Per})$ and all $p \in \text{Per}$ it holds that $(K \circ p) \circ^a \epsilon$ is safe, then $(\Lambda, \mathfrak{F})$ is plain.

Proof. See Appendix A.1.3, Page 239.

There are scenarios in which the empty action is either not available for the defending agent by design, or the empty action does have effects on the preservation of secrecy. The latter is the case if an agent is expected to react in a certain way by another agent, i.e., to follow a protocol. In these cases not reacting might reveal information which leads to the disclosure of a secret formula. In these cases secrecy is violated due to assumed meta-inferences of $A$. In the following we consider both scenarios for communicating agents.

5.4.3.1 Query-answer Protocol

We start with a simple query-answer Protocol in which in each round $A$ is posing a question to $D$, who then responds with an answer to it. $D$’s only available actions are to answer to each question with one of the defined answer values. From the point of view of agent theory this scenario seems to be very restricted. The defending agent is only reacting to answers posed to it. However, from the point of secrecy, this is already a complex task. It is the typical protocol in database theory in which secrecy has been studied intensively, see, e.g., [46, 38, 32].

For our consideration of $D$ as an epistemic agent this scenario is modeled by restricting the possible percepts and actions of $D$. The set of possible percepts of $D$ is:

$$\text{Per}^{QA} = \{(A, D, \text{query}, \phi) \mid \phi \in \mathcal{L}_{\text{Base}}\}.$$

And the set of possible actions of $D$ is:

$$\text{Act}^{QA} = \{(D, A, \text{answer}, \phi) \mid \phi \in \mathcal{L}_{\text{Base}}\}.$$

The used protocol on the basis of these actions and percepts is that a requesting speech act $(A, D, \text{query}, \phi)$ requests an answer of the form $(D, A, \text{answer}, \phi')$ with $\phi'$ representing an evaluation of $\phi$. We also indicate that a formula represents a formula with undetermined truth
value by \( \hat{\phi} \). Formally it is \( \phi' \in \text{evals}(\hat{\phi}) \), whereby \( \text{evals}(\hat{\phi}) \) is to be specified. In the following we consider \( \text{evals}_{\text{bool}}(\hat{\phi}) = \{\phi, \neg \phi\} \), representing the two truth values \text{true} and \text{false}. These possible answers correspond to the setting of a complete database [46]. For incomplete databases a third answer value exists which expresses undecidenedness with respect to the queried formula and is expressed by the value \text{unknown}.

From the game theoretic perspective, this setting gives the attacker \( A \) the possibility to ask a sequence of queries and \( D \) has to answer with an evaluation of the respective formula. If there is no combination of answers to a sequence of queries such that the resulting epistemic state of \( D \) is safe, then \( A \) has a winning strategy, and \( D \) is in a hopeless situation. A secrecy preserving agent \( D \) has to make sure that none of its actions leads to this situation.

In the database setting an important result with respect to the inference problem is the following. It has been shown that, roughly speaking, if the attacker knows which are the potentially secret formulae of the defender, and that the disjunction of all of these holds, and the defender is only allowed to answer \text{yes} or \text{no} to a question, then the defender is in a hopeless situation [46]. More precisely, it has been shown that the defender is in a hopeless situation if and only if these conditions hold. Intuitively this is the case since if the attacker knows the potential secrets of the defender and if it knows that the disjunction of all these secret formulae holds, then it can query all secret formulae in a sequence. The defending agent has to reply \text{yes} or \text{no} and is not allowed to violate consistency, which is impossible without violating secrecy if the disjunction of all secrets is known to hold by the attacker. Consequently, to protect secrecy, the disjunction of secrets has to be protected. If we transfer the restrictions of the database setup to our model, we can show that the same result holds for the resulting setting. To model the query-answer protocol as it is given in the database scenario [46] we define a setting on the basis of a set of restrictions to the epistemic states and functional components.

**Definition 5.4.13.** We define the query-answer setting \( \mathcal{T}^{QA} \) as the setting that comprises secrecy agent states and corresponding percepts, actions and belief operators that satisfy the following conditions:

1. All languages are instantiated by the standard propositional language: \( \mathcal{L}_W = \mathcal{L}_V = \mathcal{L}_{\text{BS}} = \mathcal{L}_{\text{Base}} = \mathcal{L}_{\text{prop}}^{\text{At}} \)

2. The belief operator family \( (\exists, \preceq_{\text{bel}}) \) consists only of the propositional consequence operator:
   \[ \exists = \{\text{Cn}^{\text{prop}}\} \text{ and } \preceq_{\text{bel}} = \{\text{Cn}^{\text{prop}}, \text{Cn}^{\text{prop}}\} \]

3. The interpretation function for the view on \( A \) is such that
a) queries do not have any effect: For all \((A, D, \text{query}, \phi) \in \text{Per}^{QA}\) it is \(t_V((A, D, \text{query}, \phi)) = \emptyset\)

b) answers are assumed to carry only their logical content as information: For all \((D, A, \text{answer}, \phi) \in \text{Act}^{QA}\) it is \(t_V((D, A, \text{answer}, \phi)) = \{\phi\}\).

4. The inner revision operator \(\ast_{L_V}\) is a propositional belief base change operator that satisfies \textit{Inclusion} and \textit{Vacuity}, as defined in Section 2.5.

5. \(D\) only answers queries for a formula \(\phi\) with either \(\phi\) or \(\neg \phi\): For all \(\mathcal{X} \in \mathcal{L}_{ES}\) and \((D, A, \text{query}, \phi) \in \text{Per}^{QA}\) it holds that

\[
\text{act}((\mathcal{X} \circ (A, D, \text{query}, \phi))) \in \{(D, A, \text{answer}, \phi), (D, A, \text{answer}, \neg \phi)\}
\]

6. \(D\) does not give answers that lead to the violation of consistency of the view on \(A\):

For all \(\mathcal{X} \in \mathcal{L}_{ES}\) and all \(p \in \text{Per}^{QA}\) it holds that

\[
V_A((\mathcal{X} \circ a \text{act}(\mathcal{X} \circ p))) \text{ is consistent.}
\]

In the database setting it is usually the case that secrets are static. Here this follows for our considered setting from the fact that the queries of the attacker do not lead to the violation of secrets of the defender. This is shown by the following lemma.

\textit{Lemma 5.4.14.} For each initial agent state \((\mathcal{X}^0, \xi) \in \mathcal{T}^{QA}\) it holds for all \(\mathcal{X} \in \Omega_{\xi}(\mathcal{X}^0, \text{Per}^{QA})\) that \(S(\mathcal{X}) = S(\mathcal{X}^0)\).

\textit{Proof.} See Appendix A.1.3, Page 240.

For the setting \(\mathcal{T}^{QA}\) we can now show that \(A\) has a winning strategy exactly if it believes the disjunction of all secret formulae. We use the following notation for the \textit{set of secret formulae}:

\[
F(S(\mathcal{X})) = \text{def} \{\phi \mid (\phi, \text{Bel}, A) \in S(\mathcal{X})\}.
\]

Remember that we assumed all secrets to be active.

\textit{Proposition 5.4.15.} For each initial agent state \((\mathcal{X}^0, \xi) \in \mathcal{T}^{QA}\) it holds for all \(\mathcal{X} \in \Omega_{\xi}(\mathcal{X}^0, \text{Per}^{QA})\) that \(\mathcal{X}\) is not sound wrt. \((\mathcal{L}_{ES}, \mathcal{X}, \text{Per}^{QA}, \text{Act}^{QA}, \circ, \circ a)\) if and only if

\[
(\bigvee_{\phi \in F(S(\mathcal{X}))} \phi) \in \text{Bel}(V_A(\mathcal{X})).
\]

\textit{Proof.} See Appendix A.1.3, Page 240.

This result is very important for the defined scenario since it reduces the computation of winning strategies of attackers to the evaluation of a logical formula.
Example 5.4.16. Suppose that Beatriz knows that if Emma wants to take a day off, then she wants to either attend a strike committee meeting or she has a job interview with another company. Both cases are secrets of Emma. Further suppose that Beatriz asks Emma if she wants to take a day off, and Emma is only allowed to answer with yes or no to questions.

If Emma answers yes, then she cannot answer to the questions if she intends to attend a strike committee meeting and if she intends to go to a job interview without violating a secret of her, or by contradicting the beliefs of Beatriz. Therefore, the only way to preserve secrecy for Emma is to answer with no to the first question; hereby avoiding that Beatriz believes in the disjunction of the two secret formulae. This way, however, Emma cannot satisfy her goal of getting the day of the strike committee meeting off. It is clear, that she has to violate one of her secrets in order to satisfy her goal. \(\diamond\)

Proposition 5.4.15 also implies that if we demand that agents have to protect the disjunction of their secret formulae by making it a secret formula itself, then we obtain a plain setting.

Corollary 5.4.17. Let \(\mathcal{T}_{QA}^\triangledown \subseteq \mathcal{T}_{QA}\) be the setting for which it holds that for all \((\mathcal{X}_0, \xi) \in \mathcal{T}_{QA}^\triangledown\) there is some \(\phi \in F(S(\mathcal{X}_0))\) such that \(\phi \equiv^p \bigvee_{\phi \in F(S(\mathcal{X}_0))} \phi\). The setting \(\mathcal{T}_{QA}^\triangledown\) is plain.

Proof. See Appendix A.1.3, Page 243. \(\square\)

The result formulated in the corollary is important in the restricted scenario of a query-answer protocol with only boolean answer values. However, it does not hold if the restrictions of this scenario are only slightly weakened. For the scenario in which a third answer value unknown is allowed protecting the disjunction of secrets is still sufficient, but not necessary [46]. For more realistic scenarios of autonomous agents the restrictions of this scenario are way too strong such that the result cannot be applied. In the following we consider the problem of preservation of secrets from the other side. That is, we do not consider what is necessary to protect a secret, but what is necessary to infer a secret for an attacking agent. We describe that if the empty action is an option for \(D\) than, in order to infer a secret, \(A\) has to make use of meta-inferences.

5.4.3.2  Meta-Inferences and Communication

Meta-inferences are inferences that are not based on explicit informational content of an action but on the context of its execution and information about the context. A very good example is the empty action, because it does has no explicit informational content and does not directly influence anything but still its meta-information can be used by an attacker to draw meta-inferences.
Example 5.4.18. Consider the situation in which Emma has asked for a day off and is now asked by Beatriz if she intends to attend the strike committee meeting. Further, Beatriz knows that Emma wants to keep secret that she intends to attend the strike committee meeting, if she does intend to attend. If Emma now does not say anything, then Beatriz infers from Emma’s behavior that the answer is yes. That is, Beatriz drew a meta-inference from the behavior of Emma.

In our model the meta-information carried by actions of the defending agent are interpreted by the interpretation function and represented in D’s view of A.

Example 5.4.19. Beatriz has to recognize that Emma does not answer her question if she intends to attend the strike committee meeting. This relates to the meta-information of the absence of an answer. Further Beatriz has background knowledge allowing her to draw the conclusion that Emma intends to attend the strike committee meeting. Emma has to be aware of this knowledge and reasoning of Beatriz in order to preserve secrecy.

In Section 5.1 we formulated these aspects by means of the principles P2 (simulation) and P3 (meta-inferences). It is essential that the modeling of the background information, reasoning methods and capabilities of the attacking agent meet reality as accurately as possible. Both over- and underestimation of the capabilities of an attacker is undesirable as the following example illustrates.

Example 5.4.20. Consider again the situation of Example 5.4.18. Emma has to estimate the reasoning behavior of Beatriz. Let Emma assume that Beatriz knows that she does not reply to any question that is related to sensitive information. That is, any question for which one of the possible answers would violate secrecy is not replied to. For example, Beatriz knows that if she asks whether Emma intend to attend the strike committee meeting, she would get not answer, independent of the fact whether Emma intends to attend or not. Under this assumption Beatriz has no reason to infer that Emma intends to attend or not. Under this assumption Beatriz has no reason to infer that Emma intends to attend the strike committee meeting. If this assumption of Emma is wrong, then Beatriz will infer that Emma attends the strike committee meeting from Emma’s refusal to answer her question. Then Emma overestimated the reasoning of Beatriz.

If Emma answers the question by switching the topic to, e.g., the weather, assuming that Beatriz will not notice her refusal to answer the question, she might be underestimating the reasoning of Beatriz, and possibly notice later that her secret is violated.

We consider the meta-inference as they are handled in the database setting. In the database setting meta-inferences are treated in a slightly extended version of the query-answer protocol in which D is also al-
lowed to answer refuse [38]. We assume that refuse is treated as a proposition of the used language, i.e., refuse ∈ ℒ_{prop}, and modify the assumption 5. in Section 5.4.18

5. D only answers queries for a formula φ with either φ, ¬φ or refuse: For all K ∈ ℒ_{ES} and ⟨D, A, query, φ⟩ ∈ Per it holds that

\[\text{act}(K ◦ ⟨A, D, query, φ⟩) \in \{(⟨D, A, answer, φ⟩,} \]
\[⟨D, A, answer, ¬φ⟩,} \]
\[⟨D, A, answer, refuse⟩\}.\]

It is then assumed that D answers refuse whenever any other answer would violate secrecy. That is, it satisfies: If there is a ∈ Act^QA \ ⟨D, A, answer, refuse⟩ such that K ◦ ⟨A, D, query, φ⟩ ⊙^a a) is not safe, then

\[\text{act}(K ◦ ⟨A, D, query, φ⟩) = ⟨D, A, answer, refuse⟩.\]

It is also assumed that A knows the exact behavior of D. It is argued that A cannot perform any meta-inference from a refusal since it knows that D would also refuse to answer if answering truthfully would not violate secrecy. The resulting setting is thus plain, even if the disjunction of the secret formulae is not protected. We illustrate this idea in our running example.

Example 5.4.21. Consider again that Emma is asked by Beatriz if she intends to attend the strike committee meeting and Emma does not answer this question. Then we assume that Beatriz knows that Emma does not answer any question for which there exists an answer that might violate secrecy. Given this knowledge, she does not draw any meta-inference and does not believe that Emma is interested in attending the strike committee meeting.

The assumption that A knows the potential secrets of D and knows that D does not answer any sensitive queries is not very realistic. For more general scenarios and especially without the assumption that the attacking agent has complete knowledge about the secrets and the decision making of the defending agent the modeling of the attacker has to be specific for a given scenario and knowledge representation formalism. Before we consider more specific instantiations of our model we consider general preference relations on options for action with respect to secrecy.

5.5 PREFERENCES ON OPTIONS FOR ACTION AND SECRECY

In the last sections we considered the existence of actions that do not violate secrecy, and we formalized that an agent that performs such actions preserves secrecy. We did not consider how an agent can
determine and select such actions. That is, what we do in this section. More generally speaking, we study the deliberation problem in the light of secrecy.

The agent has to decide on its course of action by deciding among different options. Options result from alternative goals, subgoals, and, ultimately, actions. We abstract from these differences and generally speak about options, and we consider in particular atomic intentions, that directly correspond to actions, or actions as options. We assume that an agent chooses its options in accordance with a preference relation on (a subset of) all possible options. For instance as in the BDI+ model we introduced in Section 3.5.4. We assume that our agents always consider the empty action as an option and, if answering a query, they always consider the two possible answer values as options to answer the query. These are minimal requirements of the set of options, an agent generally considers additional options as well.

The main question here is then which properties such a preference relation has to satisfy in order to guarantee preservation of secrecy. This is sufficient to define secrecy preserving agents, but as motivated before our secrecy aware agents shall be able to distinguish different levels of violation of secrecy as good as possible, given the information available to them. To this end we formulate a set of principles that shall be satisfied by a preference relation of a secrecy aware agent. Moreover, we define a constructive approach to generate a preference relation that satisfies all principles and we develop an algorithm for it.

5.5.1 General Model for Preferences on Actions

To consider the aspects of the evaluation with respect to secrecy separately from other aspects we employ a modular approach to the evaluation of options. The preferences on actions for secrecy preservation and those from other aspects that lead to preferences on actions, such as the current intentions of the agent, are then aggregated to form the overall preference relation of the agent. We assume each criterion to be independent from the others and to be reflected by a separate preference relation \( \succeq_{I(I, \xi)} \) that is induced by the current agent state \((X, \xi)\), for instance by means of a utility function [22]. One of these criteria is the violation of secrecy and is represented by the preference relation \( \succeq_{I(X, \xi)} \). These preferences are combined by an aggregation function to give a combined preference relation on options \( \succeq_{I(X, \xi)} \).

For simplicity of presentation we consider preference relations on actions in the following. These can be equally formalized for intentions. For atomic intentions \( \text{AtInt} \) the preference relation on actions can be directly used by considering \( \alpha(I) \succeq_{I(X, \xi)} \alpha(I') \), with \( I, I' \in \text{AtInt} \); since \( \alpha(I) \) uniquely determines the action for the atomic intention. We define the overall preference relation \( \succeq_{I(X, \xi)} \subseteq \text{Act} \times \text{Act} \) of the agent in
its current epistemic state $\mathcal{K}$ to be the result of the aggregation of different preference relations by some aggregation function $f_{agg}$, such that

$$\preceq_{(\mathcal{K}, \mathcal{L})} \equiv f_{agg}((\preceq^1_{(\mathcal{K}, \mathcal{L})}, \ldots, \preceq^n_{(\mathcal{K}, \mathcal{L})})).$$

(5.5.1)

The aggregation of preference relations is studied mostly in the field of social choice and voting e.g., in [61, 239, 54, 10, 226]. In difference to the aggregations studied in social choice, here we consider the aggregation of preferences over actions with respect to different criteria within one agent and not the aggregation of preferences of many agents. Hence we do not go into details on the general issues of preference aggregation and assume that a clear prioritization of the preference relations is given, cf. [249, 250], such that we can use a lexicographic aggregation function. For our means, we define a lexicographical aggregation function $f_{lex}$ as:

$$f_{lex}((\preceq^1_{(\mathcal{K}, \mathcal{L})}, \ldots, \preceq^n_{(\mathcal{K}, \mathcal{L})})) = \{(a, a') \mid \text{there exists } i, 1 \leq i \leq n \text{ such that}$$

$$\text{for all } j, 1 \leq j < i:$$

$$(a \preceq^j_{(\mathcal{K}, \mathcal{L})} a' \text{ or } (a \not\preceq^j_{(\mathcal{K}, \mathcal{L})} a' \text{ and } a' \not\preceq^j_{(\mathcal{K}, \mathcal{L})} a))$$

and $a \preceq^i_{(\mathcal{K}, \mathcal{L})} a'$

$$\}.$$ 

(5.5.2)

This aggregation function orders the actions giving priority to the preference relations according to their order. It prefers an action $a$ over an action $a'$ if the former is preferred over the latter by one of the relations $\preceq^i_{(\mathcal{K}, \mathcal{L})}$ and none of the higher prioritized relations $\preceq^j_{(\mathcal{K}, \mathcal{L})}$ with $j < i$ strictly prefers $a'$ over $a$.

We are especially interested in properties of the $\preceq^s_{(\mathcal{K}, \mathcal{L})}$ relation that represents the preferences on options with respect to secrecy, and how these carry over to the $\preceq_{(\mathcal{K}, \mathcal{L})}$ relation by means of the construction given in (5.5.1) with the lexicographic aggregation function as given in (5.5.2). Given the results from the previous section (Definition 5.4.7, Page 122) we know that, in order to guarantee strict secrecy preservation of an agent $\preceq_{(\mathcal{K}, \mathcal{L})}$ has to prefer actions that maintain a sound epistemic state. We formalize this requirement in the following property:

**Sound Preference** For all $p \in \text{Per}$ and all $a, a' \in \text{Act}$, if it holds that $\mathcal{K} \circ p \circ^a a$ is sound and $\mathcal{K} \circ p \circ^a a'$ is not sound, then $a' \preceq_{(\mathcal{K} \circ p, \mathcal{L})} a$.

(5.5.3)

For plain settings it is sufficient to maintain a safe epistemic state (Definition 5.2.5, Page 111), which translates to the following property of $\preceq_{(\mathcal{K}, \mathcal{L})}$.

**Safe Preference** For all $p \in \text{Per}$ and all $a, a' \in \text{Act}$, if $\mathcal{K} \circ p \circ^a a$ is safe and $\mathcal{K} \circ p \circ^a a'$ is not safe, then $a' \preceq_{(\mathcal{K} \circ p, \mathcal{L})} a$.

(5.5.4)
If the $\preceq^s_{(\mathcal{X},\mathcal{E})}$ relation satisfies sound preference, then $\preceq_{(\mathcal{X},\mathcal{E})}$ inherits the property if the aggregation function has the property that

$$\text{if } a' \preceq^s_{(\mathcal{X},\mathcal{E})} a \text{ then for } \preceq_{(\mathcal{X},\mathcal{E})} = f_{\text{agg}}(\preceq_{(\mathcal{X},\mathcal{E})}, \ldots)$$

it holds that $a' \preceq_{(\mathcal{X},\mathcal{E})} a$.

The lexicographical aggregation function $f_{\text{lexag}}$, apparently satisfied this property. Note that, as follows from Proposition 5.4.10 (Page 123), for plain settings any safe action is a sound action. In the following we focus on plain settings, if not stated otherwise.

Apart from the secrecy preference relation we introduce and define another preference relation as a representative for preferences originating from other criteria than secrecy. It gives preference to actions that are more informative for the receiver. That is, we model a cooperative agent that, besides protecting its own secrets aims to be as informative for other agents as possible. For an overview and discussion of informativity and utility see, e.g., [235]. Our use of an informativity relation in the secrecy context is similar to the concept of maximizing the availability of information under the preservation of secrecy, as considered in works on secrecy in information systems, see e.g., [32]. In [209] different types of lies are considered and preferences defined for these.

For our means we define the following preferences on our considered speech acts with respect to informativity. We consider truthful information most informative and untruthful information counter-informative. Further we consider the empty action to be neutral with respect to informativity, and querying as more informative than the empty action. These considerations lead to the following definition of $\preceq^a_{\mathcal{X}}$. Let $\mathcal{X}$ be an epistemic state, $\text{Bel}_X$ the belief operator of agent $X$, and $\text{Act}_X$ the agent’s possible actions, $\preceq^a_{\mathcal{X}}$ is the relation that satisfies the following properties:

1. for all $\langle \mathcal{X}, \mathcal{X}_r, \text{type}, \phi \rangle \in \text{Act}_X$ with $\text{type} \in \text{types}_1$:
   $$e \preceq^a_{\mathcal{X}} \langle \mathcal{X}, \mathcal{X}_r, \text{type}, \phi \rangle$$
   $$\text{if } \phi \in \text{Bel}_X(V_W(\mathcal{X}))$$

2. for all $\langle \mathcal{X}, \mathcal{X}_r, \text{type}, \phi \rangle \in \text{Act}_X$ with $\text{type} \in \text{types}_1$:
   $$\langle \mathcal{X}, \mathcal{X}_r, \text{type}, \phi' \rangle \preceq^a_{\mathcal{X}} e$$
   $$\text{if } \phi \notin \text{Bel}_X(V_W(\mathcal{X}))$$

3. for all $\langle \mathcal{X}, \mathcal{X}_r, \text{type}, \phi \rangle \in \text{Act}_X$ with $\text{type} \in \text{types}_R$:
   $$e \preceq^a_{\mathcal{X}} \langle \mathcal{X}, \mathcal{X}_r, \text{type}, \phi \rangle$$

4. $\preceq^a_{\mathcal{X}}$ is reflexive
5. $\preceq^a_{\mathcal{X}}$ is transitive
6. $\preceq^a_{\mathcal{X}}$ is minimal, that is, there is no $\preceq^b_{\mathcal{X}} \subset \preceq^a_{\mathcal{X}}$ that satisfies properties 1. to 5.
By Condition 1. honest speech acts are preferred over the empty action, by Condition 2. the empty action is preferred over insincere speech acts, and by Condition 3. requesting speech acts are preferred over the empty action. Further, the relation is reflexive, transitive, (Conditions 4. and 5.) and minimal with respect to Conditions 1. to 5. (Condition 6.). In the following we focus on the consideration of the secrecy preference relation \( \preceq_s^{(\mathcal{K}, \mathcal{E})} \) and the informativity relation \( \preceq_a^{(\mathcal{K})} \). For the aggregation we use the lexicographic aggregation operator with the order giving priority to secrecy over informativity, i.e.,

\[
\text{lex}_\text{agg}\left( (\preceq_s^{(\mathcal{K}, \mathcal{E})}, \preceq_a^{(\mathcal{K})}) \right).
\]

Hence, we know that \( \preceq_s^{(\mathcal{K}, \mathcal{E})} \) satisfies Safe Preference and that preference is given to honest answers, if secrecy is not violated by them.

Agents normally cannot consider all possible actions \( \text{Act} \) and restrict their evaluation to a small subset of all actions that is dependent on the current agent state of the agent \( \text{Act}'^{(\mathcal{K}, \mathcal{E})} \subseteq \text{Act} \), e.g., those that might lead towards the satisfaction of one of their goals. As we showed, a secrecy preserving agent has to execute a sound action. This demands that the considered subset of actions \( \text{Act}'^{(\mathcal{K}, \mathcal{E})} \) has to be such that if there is a sound action in \( \text{Act} \), then there is a sound action in \( \text{Act}'^{(\mathcal{K}, \mathcal{E})} \).

**Example 5.5.1.** If Emma is asked if she intends to attend the *strike committee meeting* then she should consider lying or not answering as an option in order be able to preserve secrecy.

We assume that an agent, when it considers to answer a query, always at least considers to answers with all possible truth values, and that it considers to not answer the query. In the following we consider two possible truth values for a formula \( \hat{\phi} \), that it is *true* or *false*. These are expressed as \( \text{evals}_{\text{bool}}(\hat{\phi}) = \{\phi, \neg \phi\} \). This means that an agent always considers to respond with a lie to a query since one of the truth values is not true; and it considers to refuse to answer by not acting. These two options resemble the two common distortion strategies lying and refusing that are considered in the literature on confidentiality in information systems, see [32] for an overview. Our agents may very well consider additional options to answer a query by answering with other formulae or by responding to a query with another query, or with an inform speech act.

An agent that chooses actions in accordance with a preference relation that satisfies sound preference, and that always considers a set of actions that contains a sound action is secrecy preserving.

**Proposition 5.5.2.** An agent with initial agent state \((\mathcal{K}^0, \mathcal{E}) \in (\Lambda, \mathcal{G})\) is secrecy preserving if for all \( \mathcal{K} \in \Omega_\mathcal{E}(\mathcal{K}^0, \text{Per}) \) and all \( p \in \text{Per} \):

a) \( \preceq_{(\mathcal{K}^0, \mathcal{E})} \) satisfies sound preference
b) if there is a sound action \( a \in \text{Act} \), then there is a sound action
\[ a' \in \text{Act}'(K, \mathcal{L}) \]

**Proof.** See Appendix A.1.3, Page 244.

It might not be possible for the agent to preserve secrecy, because there is no sound action or because it considers a set of options that does not contain the existing sound options.

If the agent chooses its actions according to a preference relation that does not satisfy sound or safe preference it might also prefer to perform a secrecy violating action over a non-secrecy violating, because the utility with respect to some goal out-ways the loss of utility due to the violation of secrecy. A motivating example for this scenario is the following.

**Example 5.5.3.** An information agent providing medical information about patients should not reveal confidential information about a patient without a good reason. This reason is, for instance, given if the information is crucial for the preservation of the respective patient’s health.

For these cases of, unavoidable or avoidable, violations of secrecy the \( \preceq^{\text{act}}_{(K, L)} \) relation should not only distinguish between actions that violate a secret and those that do not. It should distinguish the severity of the violation due to an action as fine grained as possible. This way it can support the agent’s decision making in these cases as good as possible. In the following we develop a preference relation that uses the available information as good as possible to distinguish actions with respect to secrecy. For this, in Section 5.5.2, we formalize some relevant notions to capture the violation of secrets, concrete a concrete change operator and a family of belief operators to be able to illustrate the concepts. Then, we develop general principles for the classification of actions with respect to secrecy in Section 5.5.3 and an algorithm for the construction of a preference relation satisfying it in Section 5.5.4.

### 5.5.2 Classification of actions with respect to secrecy

We want to evaluate the effects of a given finite set of actions \( \text{Act}' \) with respect to secrecy on the basis of an epistemic state \( K \). We consider the general case that the defending agent \( \mathcal{D} \) has an uncertain world-view, uncertainty of the world-view, and an uncertain view on the uncertain world-view of \( A \), the uncertainty of the agent-view. The uncertainty of \( \mathcal{D} \) about the world-view of \( A \) is represented by defining the view of \( \mathcal{D} \) on \( A \) to consist of a set of world-views. Formally, \( V_A(K_D) \) is a non-empty set of world-views. We focus on the evaluation of a set of actions for a given epistemic state. The effects of an
action are determined by the change operator $\circ^a$ such that we have to consider, for each action $a \in \text{Act}$, the resulting epistemic state $\mathcal{K} \circ^a a$. Further, to evaluate the effects with respect to secrecy we need to capture the information about the violation of secrets as good as possible. To this end we define violation sets of an action $a$ with respect to an epistemic state $\mathcal{K}$, denoted by $\text{vioAfter}(\mathcal{K}, a)$, which capture the violation of secrecy. They comprise all sets of secrets that are potentially violated in conjunction after the action has been performed in the given epistemic state.

**Definition 5.5.4 (Violation Sets).** Let $V_W$ be a world-view and $S$ a set of active secrets. We define the set of secrets in $S$ that are violated for world-view $V_W$:

$$\text{vio}(S, V_W) = \{(\phi, \text{Bel}, A) \in S \mid \phi \in \text{Bel}(V_W)\}.$$ 

We use the notion of violated secrets with respect to a single world-view to define the set of combinations of secrets that are potentially violated in $\mathcal{K}$ after action $a$:

$$\text{vioAfter}(\mathcal{K}, a) = \{\text{vio}(S(\mathcal{K} \circ^a a), V_W) \mid V_W \in V_A(\mathcal{K} \circ^a a)\}.$$ 

As noted before, we assume that all considered sets of secrets are sets of active secrets as defined in (5.2.1) (Page 112). We define the comparison of actions on the basis of their violation sets for a given epistemic state in the following. To illustrate our ideas we consider this classification for a simple instantiation of the change operator $\circ$ and for a simplified set of actions in the following. The approach works in the same way for general sets of actions and other change operators.

We restrict our consideration to inform speech acts (cf. Section 3.1). Since here the sender is always the defending agent and the receiver is always the attacking agent we leave out the sender and receiver identifier of the speech act and in the secrets. The set of speech acts is represented as:

$$\text{Act}_{\text{inf}} = \text{def} \{\text{inform}(\phi) \mid \phi \in \mathcal{L}_{BS}\}$$

For this set of actions we define simple instantiations of the change operator $\circ$. We assumed before (Page 115) that the effect of $\circ$ can be expressed by means of the component specific operators, such that

$$V_W(\mathcal{K} \circ^a a) = V_W(\mathcal{K}) \ast_{L_W} t_W^b(1),$$
$$V_A(\mathcal{K} \circ^a a) = V_A(\mathcal{K}) \ast_{L_V} t_V^b(1) \text{ and }$$
$$S(\mathcal{K} \circ^a a) = S(\mathcal{K}).$$
For $\text{Act}_{inf}$ we assume a change operator $\circ_{inf}^\alpha$ such that

\[
\begin{align*}
V_W(\mathcal{K} \circ_{inf}^\alpha \text{inform}(\phi)) &= V_W(\mathcal{K}), \\
V_A(\mathcal{K} \circ_{inf}^\alpha \text{inform}(\phi)) &= \oplus(V_A(\mathcal{K}), \text{inform}(\phi)), \\
S(\mathcal{K} \circ_{inf}^\alpha \text{inform}(\phi)) &= S(\mathcal{K}).
\end{align*}
\]

That is, we reduce the change operator to a simple expansion operation of the agent-view. This operator considers the effects of an action for all world-views in a set of world-views $\mathcal{W}$, which results in a set of hypothetically evolved world-views. These are determined by the agent-view append operator $\oplus$ as follows:

\[
\oplus(\mathcal{W}, \text{inform}(\phi)) = \{V_W \hat{+} \phi \mid V_W \in \mathcal{W}\}. \tag{5.5.6}
\]

To specify the world-view append operator $\hat{+}$ we have to define the language of world-view we consider here.

A world-view is represented as a sequence $\langle B; \phi_1, \ldots, \phi_n \rangle$ with two parts: the background knowledge $B$ as a set of sentences from a belief base language $\mathcal{L}_B$ and observations $\phi_1, \ldots, \phi_n$ from the corresponding belief set language $\phi_i \in \mathcal{L}_{BS}$. In this sense, agent $D$’s agent-view on $A$, denoted $V_A(\mathcal{K}_D)$, is a non-empty set $\mathcal{W} \subseteq \mathcal{P}(\mathcal{L}_{BB}) \times \mathcal{L}_{BS}^*$ of world-views. We also write $V(\mathcal{K})$ instead of $V_A(\mathcal{K}_D)$ in the following. We call this set $D$’s assumed world-views of $A$. This way, $D$ assumes that each $V_W \in \mathcal{W}$ could be held by $A$, but that each $V_W \in (\mathcal{P}(\mathcal{L}_{BB}) \times \mathcal{L}_{BS}^*) \setminus \mathcal{W}$ is not held by $A$. In this set, agent $D$ might have incorporated a priori assumptions or observations of $A$ as having been perceived by $D$.

We consider an expansion operator that appends the informational content of the speech act, the formula $\phi \in \mathcal{L}_{BS}$, to a sequence of formulae. The belief operator then computes a consistent belief set from this sequence. This approach to change operations is called immediate revision in the literature [106]. The following operator which is used by $D$ to anticipate the effect of its actions on the world-view of $A$:

\[
\hat{+} : \mathcal{P}(\mathcal{L}_{BB}) \times \mathcal{L}_{BS}^* \times \text{Act}_{inf} \rightarrow \mathcal{P}(\mathcal{L}_{BB}) \times \mathcal{L}_{BS}^* \text{ with }
\]

\[
\langle B; \phi_1, \ldots, \phi_n \rangle \hat{+} \text{inform}(\phi) =_{\text{def}} \langle B; \phi_1, \ldots, \phi_n, \phi \rangle. \tag{5.5.7}
\]

Since here we consider this operator only in the context of $D$ simulating changes to the world-view of $A$, it takes the inform speech acts as input, which are actions in this context. That is, we need only the change operator for actions $\circ^a$, and not the $\circ$ operator for percepts. For clarity of presentation of our main ideas, we assume that $B \cup \langle \phi_1, \ldots, \phi_n \rangle$ is consistent in the following. We assume that the belief operators of the secrets are taken from a belief operator family $\langle \Xi, \preceq_{\text{bel}} \rangle$ to be given that satisfies Consistency, Suprality and Credulity $\preceq_{\text{bel}}$ cf. Section 3.6.
Example 5.5.5. For the illustration of this classification we consider a propositional instantiation of the belief base and belief set language as the knowledge representation formalism as shown in Propositional Instance 1 (Page 63). To adapt the propositional belief operator family \((\Xi^\text{prop}, \preceq^\text{prop}_\text{bel})\) to the sequence based world-views we define

\[
\text{Mod}(\langle B; \phi_1, \ldots, \phi_n \rangle) = \text{def} \text{Mod}(B \cup \{\phi_1, \ldots, \phi_n\})
\]

such that the belief operators are defined as follows

\[
\text{Bel}_p(\langle B; \phi_1, \ldots, \phi_n \rangle) = \text{def} \{ \phi \in \mathcal{L} \mid r(\phi, \langle B; \phi_1, \ldots, \phi_n \rangle) \geq p \} \quad (5.5.8)
\]

with

\[
r(\phi, \langle B; \phi_1, \ldots, \phi_n \rangle) = \text{def} \frac{|\text{Mod}(\phi) \cap \text{Mod}(B \cup \{\phi_1, \ldots, \phi_n\})|}{|\text{Mod}(B \cup \{\phi_1, \ldots, \phi_n\})|}.
\]

Each operator calculates the agent’s certainty of the truth of a formula \(\phi \in \mathcal{L}^\text{prop}_{A_1}\) as the ratio of its models. The operator can be seen as accepting every formula as true that holds in at least \(p \cdot 100\) percent of those models (given by the model operator \(\text{Mod}\)).

We consider that agent \(A\) reasons about a particular person which can have several properties that are represented by the following set of propositions \(\mathcal{A}_1 = \{p_1, \ldots, p_4, s_1, s_2\}\). Considering \(A\)’s relationship to the person, agent \(\mathcal{D}\) assumes that \(A\) knows whether the person has properties \(p_1\) and \(p_2\), whereas \(\mathcal{D}\) does not know this about the person. Agent \(\mathcal{D}\) assumes that \(A\) has the following background knowledge:

\[
B = \{p_1 \land p_2 \land p_4 \Rightarrow s_1, p_2 \land p_3 \Rightarrow s_1, p_1 \land p_3 \Rightarrow s_2\}. \quad (5.5.9)
\]

The background knowledge \(B\) expresses that if the person has properties \(p_1, p_2\) and \(p_4\), then it also has property \(s_1\); if it has properties \(p_2\) and \(p_3\), then it also has property \(s_1\); and if it has properties \(p_1\) and \(p_3\), then it has property \(s_2\).

Thus, \(\mathcal{D}\) assumes that the following world-views could be held by \(A\):

\[
V_{W_1} = (B; p_1, p_2), \quad V_{W_2} = (B; p_1, \neg p_2), \quad V_{W_3} = (B; \neg p_1, p_2), \quad V_{W_4} = (B; \neg p_1, \neg p_2).
\]

Agent \(\mathcal{D}\) considers the properties \(s_1\) and \(s_2\) as secret formulae and has the following secrets towards \(A\):

\[
S = \{(s_1, \text{Bel}_{0.7}), (s_2, \text{Bel}_{0.6})\}.
\]

Hence, \(\mathcal{D}\) aims to protect property \(s_2\) towards a more credulous reasoning behavior than property \(s_1\), since \(\text{Bel}_{0.7} \preceq_{\text{bel}} \text{Bel}_{0.6}\).

We can now simplify the definition of violation sets for the focused setting we consider here. Let \(S \subseteq \mathcal{L}_S\) be a set of secrets, \(V_W \in \mathcal{P}(\mathcal{L}_{BB}) \times \mathcal{L}_{BS}^*\) a world-view and \(\alpha \in \text{Act}_{\text{inf}}\) an inform speech act.
The secrets in $S$ that are violated in world-view $V_W$ are defined as the set

$$\text{vio}(S, V_W) = \{(\phi, \text{Bel}) \in S \mid \phi \in \text{Bel}(V_W)\}.$$

As in the general case, we use this notion of violated secrets with respect to a single world-view to define the set of combinations of secrets from $S$ that are potentially violated with respect to a set of assumed world-views $W$ after action $a$:

$$\text{vioAfter}(S, W, a) = \{\text{vio}(S, V_W) \mid V_W \in \oplus(W, a)\}.$$

In words, each of these combinations, i.e., elements of the violation set $\text{vioAfter}(S, W, a)$ is a set of secrets that are jointly violated in the same world-view $W \in W$. In the context of an epistemic state $K$, we often use the notation

$$\text{vio}(K, V_W)$$

for $\text{vio}(S(K), V_W)$

and

$$\text{vioAfter}(K, a)$$

for $\text{vioAfter}(S(K), V(K), a)$.

We say that $D$ considers a secret potentially violated after action $a$ if the secret occurs in at least one set in $\text{vioAfter}(K, a)$.

Example 5.5.6. Agent $D$ wants to decide whether to reveal that the person has property $p_3$, or to reveal less by saying $p_1 \lor p_2 \lor p_3$, or to intentionally lie to $A$ about $p_3$ by saying $\neg p_3$. In the following we determine the violation sets for the three actions.

The assumed world-views of agent $A$ are given by Example 5.5.5 (Page 137). It thus considers one of the options

$$\text{Act}^0_{inf} = \{\text{inform}(p_3), \text{inform}(p_1 \lor p_2 \lor p_3), \text{inform}(\neg p_3)\}$$

to inform $A$, referred to as $a_1$, $a_2$ and $a_3$, respectively.

Agent $D$ evaluates the effect of each of its considered actions on the respective world-views, as defined in (5.5.6) as

$$\oplus(W, \text{inform}(\phi)) = \{V_W \uplus \phi \mid V_W \in W\}.$$

For the action $a_2 = \text{inform}(p_1 \lor p_2 \lor p_3)$ and the world-view $V_{W_1} = (B; p_1, p_2)$ the used $\uplus$ operation, as defined in (5.5.7) (Page 136) results in:

$$V_{W_1} \uplus a_2 = (B; p_1, p_2, p_1 \lor p_2 \lor p_3)$$

The belief operator family is the propositional one given in Example 5.5.5 (Page 137). We want to determine which of the secrets are violated in the hypothetically evolved world-views. To this end we
compute the ratios $r(s, V_W + a)$ for all combinations of a secret formula $s$, a world-view $V_W$ and an action $a$. The different belief operators only differ in their threshold value $p$.

Exemplarily we describe the computation of the ratio for the secret formula $s_1$ in the potential evolution of the world-view $V_{W1}$ by action $a_2$. We calculate the ratio

$$r(s_1, V_{W1} + a_2) = \frac{|\operatorname{Mod}(s_1) \cap \operatorname{Mod}(V_{W1} + a_2)|}{|\operatorname{Mod}(V_{W1} + a_2)|}.$$ 

The models of the potential evolution of the world-view $V_{W1}$ by action $a_2$ is given in the following. We represent a model of a set of formulae by the concatenation of all propositions and denoting negative truth values by a line over the proposition.

$$\operatorname{Mod}(\langle B; p_1, p_2, p_1 \lor p_2 \lor p_3 \rangle) = \\{ p_1, p_2, p_3, s_1, s_2, p_1, p_2, p_3, \overline{s}_1, s_2, p_1, p_2, p_3, p_4, s_1, s_2, p_1, p_2, p_3, p_4, \overline{s}_1, s_2, p_1, p_2, p_3, p_4, s_1, \overline{s}_2, p_1, p_2, p_3, p_4, \overline{s}_1, \overline{s}_2 \}.$$ 

Now we consider those of the models listed above that are also models of the secret formula $s_1$:

$$\operatorname{Mod}(\langle B; p_1, p_2, p_1 \lor p_2 \lor p_3 \rangle) \cap \operatorname{Mod}(s_1) = \{ p_1, p_2, p_3, p_4, s_1, s_2, p_1, p_2, p_3, \overline{s}_1, s_2, p_1, p_2, p_3, p_4, s_1, \overline{s}_2, p_1, p_2, p_3, p_4, \overline{s}_1, s_2, p_1, p_2, p_3, p_4, \overline{s}_1, \overline{s}_2 \}.$$ 

We can see that the ratio is $r(s_1, V_{W1} + a_2) = \frac{6}{8} = \frac{3}{4} = 0.75$. Consequently the secret $(s_1, \text{Bel}_{0.7})$ is violated since $r(s_1, V_{W1} + a_2) = 0.75 > 0.7$ such that $s_1 \in \text{Bel}_{0.7}(V_{W1} + a_2)$.

The ratios of all the combinations of actions $a_1$ and $a_2$ with all world-views are given in the following table. The effects of action $a_3$ are not shown in the table since after that action no secret is potentially violated. We can find the result we just calculated in the first cell. The gray background of a cell indicates a violation of the respective secret.
Given the complete table we can easily determine the combinations of secrets potentially violated after each action resulting in the following violation sets:

\[
\text{vioAfter}(\mathcal{K}_D, a_1) = \text{vioAfter}(\mathcal{K}_D, a_2) = \\
\{ (s_2, \text{Bel}(0.6)), (s_1, \text{Bel}(0.7)) , \\
\{ (s_2, \text{Bel}(0.6)), ((s_1, \text{Bel}(0.7)) , \\
\{ 0 \}
\]

and \(\text{vioAfter}(\mathcal{K}_D, a_3) = \{ 0 \} \).

Based on the notions we just introduced, we consider the classification of actions by natural numbers of a given set of actions with respect to secrecy. Formally, a classification is a function \(\text{cl} : \text{Act}^\prime_{\inf} \to \mathbb{N}_0\) such that \(\text{cl}^{-1}(0) \neq 0\). The lower the classification rank of an action, the lesser is the potential violation of secrecy by this action. We denote the set of all classifications of arbitrary finite subsets \(\text{Act}^\prime_{\inf}\) of actions by \(\text{Cl}\). Given such a classification \(\text{cl}\) of \(\text{Act}^\prime_{\inf}\) the canonical preference relation on \(\text{Act}^\prime_{\inf}\) based on \(\text{cl}\) is given by

\[
\preceq^\prime_{\text{cl}} \overset{\text{def}}{=} \{(a, a') \mid a, a' \in \text{Act}^\prime_{\inf} \text{ and } \text{cl}(a) \geq \text{cl}(a')\}.
\]

In the next section we develop a set of principles that describes how actions should be classified.

### 5.5.3 Principles for the classification of actions

In this section, we define how a defending agent \(D\) should classify a set of actions with respect to secrecy. We introduce several principles to this end. Before we do so, we introduce the notion of set-inclusion maximal sets of a set \(X\) of sets which we use for several definitions, it is denoted by

\[
\max_X := \{ S \in X \mid \text{there is no } S' \in X \text{ such that } S \subset S' \}.
\]
In the following we first give the intuition of the principles and then the formalization.

Principle I.1 (Avoid potential violations) intuitively expresses that the agent, \( D \), desires that as few secrets as possible are violated in its assumed world-views. Hence, an action \( b \) should be classified higher (worse) than another action \( a \) given an epistemic state \( K \) if after the former action more secrets are potentially violated in combination. Given the definition of violation sets in Definition 5.5.4, we formalize this comparison by the \( \sqsupseteq \) relation that is defined as follows:

\[
\text{vioAfter}(K, b) \sqsupseteq \text{vioAfter}(K, a) \quad \text{if and only if} \quad (5.5.11)
\]

1. for all \( S_a \in \text{vioAfter}(K, a) \) there exists \( S_b \in \text{vioAfter}(K, b) \) such that \( S_a \subseteq S_b \) and

2. there exists some \( S_a \in \max_{\subseteq} \text{vioAfter}(K, a) \) such that there exists some \( S_b \in \text{vioAfter}(K, b) \) with \( S_a \subseteq S_b \).

Example 5.5.7. Considering Example 5.5.6, it holds that

\[
\text{vioAfter}(K_D, a_1) \sqsupseteq \text{vioAfter}(K_D, a_3) \quad \text{and} \quad \text{vioAfter}(K_D, a_2) \sqsupseteq \text{vioAfter}(K_D, a_3),
\]

but \( \text{vioAfter}(K_D, a_1) \) and \( \text{vioAfter}(K_D, a_2) \) are not ordered by \( \sqsupseteq \). ◊

The \( \sqsupseteq \) relation does also not relate two actions if it lacks the information in \( K \) to compare combinations of secrets potentially violated after these actions. This is the case if in \( K \) for neither of two actions \( a \) and \( b \) the first condition for the relation \( \sqsupseteq \) is satisfied. In this case, there are secrets potentially violated after \( a \) in combination that are not violated in combination after action \( b \), and there is another set of secrets that is potentially violated after \( b \) in combination, but not after action \( a \). In such a case, it cannot be decided which action’s execution is better.

Example 5.5.8. The following pairs of violation sets, i.e., sets of sets of secrets that are violated in combination, are examples that are not ordered by \( \sqsupseteq \):

1. \( \{(s_1, \text{Bel}_0.7), \emptyset\} \) and \( \{(s_2, \text{Bel}_0.6), \emptyset\} \)

2. \( \{(s_1, \text{Bel}_0.7), \emptyset\} \) and \( \{(s_2, \text{Bel}_0.6), (s_3, \text{Bel}_0.5), \emptyset\} \).

In Case 1. the violations sets cannot be ordered even though the belief operators of the secret \( s_1, \text{Bel}_0.7 \) and \( s_2, \text{Bel}_0.6 \) can be ordered since the secret formulae are different and violations with respect to different formulae cannot be compared. Formally, the condition 1. of Equation (5.5.11) is violated since \( \{(s_1, \text{Bel}_0.7)\} \not\subseteq \{(s_2, \text{Bel}_0.6)\} \) and \( \{(s_1, \text{Bel}_0.7)\} \not\subseteq \emptyset \).
In Case 2, the violation sets cannot be compared even though in the first one only one secret is maximally violated and in the second one two secrets are maximally violated in combination. This is due to the fact that there is a secret in each of the violation sets that is not contained in the other and that violations with respect to different formulae cannot be compared. The sole number of violations is not sufficient to order violation sets. Formally, the condition 1. of Equation (5.5.11) is violated since \( \{(s_1, \text{Bel}_0.7)\} \not\subseteq \{(s_2, \text{Bel}_0.6), (s_3, \text{Bel}_0.5)\} \) and \( \{(s_1, \text{Bel}_0.7)\} \not\subseteq \emptyset \) and \( \{(s_2, \text{Bel}_0.6)\} \not\subseteq \{(s_1, \text{Bel}_0.7)\} \). 

Principle I.2 (Confine degrees of violations) addresses that the case that secrets might be violated to different degrees. Confining the degree of violation means that, if a secret formula could not be protected against inferences with \( \text{Bel} \) as desired, it should at least be protected against inferences with operators more skeptical than \( \text{Bel} \). To this end, we consider actions with the same effect concerning combinations of potentially violated secrets in an epistemic state \( K \), i.e., actions \( a, b \in \text{Act}' \) such that

\[
\text{vioAfter}(K, a) \sim \text{vioAfter}(K, b) \text{ defined as } \max_\subseteq \text{vioAfter}(K, a) = \max_\subseteq \text{vioAfter}(K, b). \quad (5.5.12)
\]

Such pairs of actions are incomparable with respect to the \( \sqsubseteq \) relation. But they can be compared with respect to the degrees of the violations of secrets as formalized in the following relation.

**Definition 5.5.9.** Let \( K \) be an epistemic state and \( a, b \in \text{Act}' \) such that \( \text{vioAfter}(K, a) \sim \text{vioAfter}(K, b) \). Action \( a \) has a lesser degree of potential violation than \( b \), written as \( a \prec_{vio} b \), if the following two conditions hold:

1. There exists \( S \in \max_\subseteq \text{vioAfter}(K, b) \) such that
   there exist \( (\phi, \text{Bel}_1) \in S \) and \( \text{Bel}'_1 \in \Xi \) with \( \text{Bel}'_1 \prec_{\text{bel}} \text{Bel}_1 \) such that the secret \( (\phi, \text{Bel}'_1) \) is potentially violated after action \( b \) in \( K \), but not after action \( a \).

2. There are no \( (\phi, \text{Bel}_2) \in S \) and \( \text{Bel}'_2 \in \Xi \) with \( \text{Bel}'_2 \prec_{\text{bel}} \text{Bel}_2 \) such that the secret \( (\phi, \text{Bel}'_2) \) is potentially violated after action \( a \) in \( K \), but not after action \( b \).

**Example 5.5.10.** The table in Example 5.5.6 shows that for each row for action \( a_2 \) in which there are secrets violated, there exists a row for action \( a_1 \) in which the same secrets are violated but with strictly higher ratios. This does not hold the other way round. From this follows that \( a_2 \prec_{vio} a_1 \), but not \( a_1 \prec_{vio} a_2 \).

Formally, this is the case since

\[
\text{vioAfter}(K_D, a_1) \sim \text{vioAfter}(K_D, a_2)
\]
holds such that the precondition of Definition 5.5.9 is satisfied. There is just one inclusion maximal violation set such that

\[ \max \subseteq \text{vioAfter}(\mathcal{K}_D, a_1) = \max \subseteq \text{vioAfter}(\mathcal{K}_D, D, a_2) = \{(s_2, \text{Bel}_{0.6}), (s_1, \text{Bel}_{0.7})\}. \]

For the secret \((s_2, \text{Bel}_{0.6})\) in \(\{(s_2, \text{Bel}_{0.6}), (s_1, \text{Bel}_{0.7})\}\) we obtain by replacing the operator \(\text{Bel}_{0.6}\) by the operator \(\text{Bel}_{0.7}\) that

\[ \text{vioAfter}(((s_2, \text{Bel}_{0.7})), V(\mathcal{K}), a_1) = \{(s_2, \text{Bel}_{0.7})\} \]
\[ \text{vioAfter}(((s_2, \text{Bel}_{0.7})), V(\mathcal{K}), a_2) = \emptyset. \]

Hence, the Condition 1. is satisfied for the consideration of \(a_2 \prec_{\text{vio}} a_1\). For the other secret \((s_1, \text{Bel}_{0.7})\) in \(\{(s_2, \text{Bel}_{0.6}), (s_1, \text{Bel}_{0.7})\}\) we obtain by replacing the operator \(\text{Bel}_{0.7}\) by the operator \(\text{Bel}_{0.8}\) that

\[ \text{vioAfter}(((s_1, \text{Bel}_{0.8})), V(\mathcal{K}), a_1) = \{(s_1, \text{Bel}_{0.8})\} \]
\[ \text{vioAfter}(((s_1, \text{Bel}_{0.8})), V(\mathcal{K}), a_2) = \emptyset. \]

Thus, there are no \((\phi, \text{Bel}_2) \in S \) and \(\text{Bel}'_2 \in \Xi \) with \(\text{Bel}'_2 \prec_{\text{bel}} \text{Bel}_2\) such that \((\phi, \text{Bel}'_2)\) is potentially violated after action \(a_2\) in \(\mathcal{K}\) but not after action \(a_1\). Hence, the Condition 2. is satisfied for the consideration of \(a_2 \prec_{\text{vio}} a_1\) and the Condition 1. is falsified for the consideration of \(a_1 \prec_{\text{vio}} a_2\). \(\diamond\)

If action \(a\) has a lesser degree of potential violation than action \(b\) it should be classified lower than the latter. However, the relation \(\prec_{\text{vio}}\) is not acyclic such that \(a \prec_{\text{vio}} b\) can be part of a cycle, i.e.,

there are actions \(a_1, \ldots, a_n \in \text{Act}_\text{inf}'\) such that

\[ a_1 = b, \ a_n = a \text{ and } a_i \prec_{\text{vio}} a_{i+1} \text{ for all } i \in \{1, \ldots, n-1\}. \]

In this case there is no justification to classify \(a\) lower than \(b\) and we call \(a\) and \(b\) **conflicting**.

Principle I.2 demands that if \(a\) has a lesser degree of potential violation than \(b\) and \(a\) and \(b\) are not conflicting, then \(a\) should be classified lower than \(b\). If \(a \prec_{\text{vio}} b\) and \(a\) and \(b\) are conflicting, then the principle accounts for this by requiring that \(a\) should be classified at least as low as \(b\).

Principle II (**Minimize classification**) requires that the classification should be as little restrictive as possible with regard to \(D\)'s possible other desires such as cooperative information sharing. The lower the classification rank of an action the less \(D\) is admonished to refrain from executing that action. In particular, with respect to secrecy no restriction is posed on all actions with a rank of 0.

Having described our core set of principles we now formalize these and describe a secrecy reasoner that outputs a classification of actions in accordance with the principles.
**Definition 5.5.11** (Secrecy Reasoner For Action Classification). A secrecy reasoner is a function \( sr : \mathcal{P}_{\text{fin}}(\text{act}) \times \mathcal{L}_{\text{ES}} \rightarrow \text{Cl} \) that is parameterized with a family \((\Xi, \preceq_{\text{bel}})\) of belief operators satisfying credulity. Hereby, \( \mathcal{P}_{\text{fin}}(S) \) denotes the set of finite subsets of \( S \). Thus, a secrecy reasoner takes a finite subset \( \text{Act}^\prime_{\text{inf}} \) of \( \text{Act}_{\text{inf}} \) and an epistemic state \( \mathcal{K} \) as input, and outputs a classification \( \text{cl} \) of \( \text{Act}^\prime_{\text{inf}} \). Moreover, the function \( sr \) has to fulfill the following principles:

**PRINCIPLE I.1: AVOID POTENTIAL VIOLATIONS**

Let \( a, b \in \text{Act}^\prime_{\text{inf}} \) be actions and \( \mathcal{K} \) an epistemic state such that

\[
\text{vioAfter}(\mathcal{K}, b) \sqsubseteq \text{vioAfter}(\mathcal{K}, a).
\]

Further, let \( \text{cl} = sr(\text{Act}^\prime_{\text{inf}}, \mathcal{K}) \) be the reasoner’s classification of \( \text{Act}^\prime_{\text{inf}} \) in \( \mathcal{K} \). Then, it holds that \( \text{cl}(b) > \text{cl}(a) \).

**PRINCIPLE I.2: CONFINDEGREES OF VIOLATIONS**

Let \( \mathcal{K} \) be an epistemic state and \( a, b \in \text{Act}^\prime_{\text{inf}} \) such that \( a \preceq_{\text{vio}} b \), then:

1. **Conflict Free**: If there do not exist actions \( a_1, \ldots, a_n \in \text{Act}^\prime_{\text{inf}} \) such that \( a_1 = b, a_n = a \) and \( a_i \preceq_{\text{vio}} a_{i+1} \) for all \( i \in \{1, \ldots, n-1\} \), then it holds that \( \text{cl}(b) > \text{cl}(a) \) with \( \text{cl} = sr(\text{Act}^\prime_{\text{inf}}, \mathcal{K}) \).
2. **Conflicting**: Otherwise, it holds \( \text{cl}(b) \geq \text{cl}(a) \).

**PRINCIPLE II: MINIMIZE CLASSIFICATION**

Given \((\Xi, \preceq_{\text{bel}})\) as parameter, let \( sr' \) be another function

\[
sr' : \mathcal{P}_{\text{fin}}(\text{Act}_{\text{inf}}) \times \mathcal{L}_{\text{ES}} \rightarrow \text{Cl}
\]

fulfilling Principles I.1 and I.2

Then, for all \( \text{Act}^\prime_{\text{inf}} \subset \text{fin} \text{Act}_{\text{inf}} \) for all \( \mathcal{K} \in \mathcal{L}_{\text{ES}} \) and for all \( a \in \text{Act}^\prime_{\text{inf}} \) it holds \( \text{cl}'(a) \geq \text{cl}(a) \) with \( \text{cl}' = sr'(\text{Act}^\prime_{\text{inf}}, \mathcal{K}) \) and \( \text{cl} = sr(\text{Act}^\prime_{\text{inf}}, \mathcal{K}) \).

Beside the core Principles I.1, I.2 and II we define two additional principles that express interesting and desirable properties for a secrecy reasoner. These principles can be shown to be consequences of the core principles. Both principles consider the cautiousness of a secrecy reasoner in classifying an action with least violation (classification rank 0). Again, we first describe the intuitive ideas of the principles and then formalize these.

Principle III (Be cautious towards credulous reasoners) follows the intuition that the more credulous \( \mathcal{A} \) is assumed to reason about a secret formula, the easier that sentence might be inferred because \( \mathcal{A} \) may accept more propositions as true and believe them. Thus, the more credulous the belief operator is in a secrecy constraint, the more cautious agent \( \mathcal{D} \) has to be while acting.
Principle IV \((\text{Be more cautious the more uncertain})\) bases on the general idea that being uncertain leads to cautious behavior. Here, the more world-views could be held by \(\mathcal{A}\) according to the assumed world-views, the more uncertain \(\mathcal{D}\) is about \(\mathcal{A}'\)'s actual situation.

**Principle III: Be cautious towards credulous reasoners**

Let \(\mathcal{K}\) and \(\mathcal{K}'\) be epistemic states with equal components possibly except for the sets of secrets that are of the following form:

\[
S(\mathcal{K}) = \{(\phi_1, \text{Bel}_1), \ldots, (\phi_n, \text{Bel}_n)\},
\]

\[
S(\mathcal{K}') = \{(\phi_1, \text{Bel}_1'), \ldots, (\phi_n, \text{Bel}_n')\}
\]

with \(\text{Bel}_i' \preceq \text{Bel}_i\) for all \(i \in \{1, \ldots, n\}\).

If there exist actions \(a, b \in \text{Act}^{\prime}_{\inf}\) such that

\[
vio\text{After}(\mathcal{K}, a) = \emptyset \quad \text{and} \quad vio\text{After}(\mathcal{K}', b) = \emptyset,
\]

then for the classifications \(\text{cl} = \text{sr}(\text{Act}^{\prime}_{\inf}, \mathcal{K})\) and \(\text{cl}' = \text{sr}(\text{Act}^{\prime}_{\inf}, \mathcal{K}')\) it holds that

\[
\{a \in \text{Act}^{\prime}_{\inf} \mid \text{cl}(a) = 0\} \subseteq \{a \in \text{Act}^{\prime}_{\inf} \mid \text{cl}'(a) = 0\}.
\]

In this formalization two sets of secrets \(S(\mathcal{K})\) and \(S(\mathcal{K}')\) are considered. It is assumed that both are identical up to the belief operators in the secrets. It is further assumed that the belief operator with respect to each secret formula in \(S(\mathcal{K})\) is at least as credulous as the belief operator with respect to the same formula in \(S(\mathcal{K}')\). Then the case is considered in which there exists an action for each set of secrets that does not violate any secret. In this case all actions with classification rank \(0\) do not violate any secret. In this case we can compare these sets of actions with rank \(0\) for different epistemic states on the basis of set inclusion. If there are no actions that do not violate any secret, actions with rank \(0\) with respect to different epistemic states might violate secrecy to very different degrees and cannot be related on the basis of set inclusion to make a statement about the cautiousness of the agent.

For the case of the existence of secrecy preserving actions, it is then demanded that all actions that are classified with rank \(0\) with respect to \(S(\mathcal{K})\) are also classified with rank \(0\) with respect to \(S(\mathcal{K}')\). The more actions are classified with rank \(0\) with respect to secrecy, the less restricted is the agent in its choice of actions.

**Principle IV: Be more cautious the more uncertain**

Let \(\mathcal{K}\) and \(\mathcal{K}'\) be epistemic states with equal components except for \(V(\mathcal{K}) \supseteq V(\mathcal{K}')\). If there exist actions \(a, b \in \text{Act}^{\prime}_{\inf}\) such that

\[
vio\text{After}(\mathcal{K}, a) = \emptyset \quad \text{and} \quad vio\text{After}(\mathcal{K}', b) = \emptyset,
\]
then for the classifications \(cl = sr(Act'_{inf}, \mathcal{K})\) and\(cl' = sr(Act'_{inf}, \mathcal{K}')\) it holds that
\[
\{a \in Act'_{inf} \mid cl(a) = 0\} \subseteq \{a \in Act'_{inf} \mid cl'(a) = 0\}.
\]

If \(V(\mathcal{K}) \supseteq V(\mathcal{K}')\) then an agent with epistemic state \(\mathcal{K}'\) is at least as uncertain about the world-view of \(A\) than an agent with epistemic state \(\mathcal{K}\). In this setting, as for Principle III, the case is considered in which there exists an action for each set of secrets that does not violate any secret. The principle formalizes that in this case the set of actions that are classified with rank 0 with respect to \(S(\mathcal{K})\) are also classified with rank 0 with respect to \(S(\mathcal{K}')\). As said above, the more actions are classified with rank 0 with respect to secrecy, the less restricted is the agent in its choice of actions.

The next proposition shows that the Principles III and IV are consequences of the core principles.

**Proposition 5.5.12.** Any function \(sr : \mathcal{P}_{fin}(Act) \times \mathcal{L}_{ES} \rightarrow \mathcal{Cl}\) that satisfies Principles I.1, I.2 and II also satisfies Principle III and Principle IV.

**Proof.** See Appendix A.1.3, Page 244. \(\square\)

After this declarative description of the classification task we turn to a constructive approach in the next section.

### 5.5.4 Algorithm for the classification of actions

In this section we present an algorithm, in Procedure 5.5.1, that implements a secrecy reasoner as defined in Definition 5.5.11. That is, it implements a function \(sr : \mathcal{P}_{fin}(Act) \times \mathcal{L}_{ES} \rightarrow \mathcal{Cl}\) being parameterized with a family \((\Xi, \leq_{\text{bel}})\) of belief operators with credulity order that takes as input a finite subset \(Act'_{inf}\) of \(Act_{inf}\) and an epistemic state \(\mathcal{K}\) and outputs a classification \(cl\) of \(Act'_{inf}\).

The main idea of the algorithm is to keep track of all not yet classified actions, denoted by unclass, while it iteratively assigns the currently considered (classification) rank to the actions of the input set of actions \(Act'_{inf}\). To this end, starting with a classification rank of 0, all actions for which there is no reason not to classify them with the current rank are assigned the current rank as their classification. Intuitively, a reason not to classify an action \(a\) with the current rank is given if more secrets are potentially violated in combination after \(a\) than after another unclassified action \(b\) (Principle I.1), or another unclassified action \(b'\) has a lesser degree of violation than \(a\), without a conflict (Principle I.2).

In addition to the definitions already introduced, the algorithm makes use of auxiliary sets to test the preconditions of Principle I.2, which we define in the following. For a given epistemic state \(\mathcal{K}\) the
algorithm determines the set of equivalence classes with respect to the equivalence relation ~ defined in (5.5.12) for an inspected set of actions A; this set is denoted by A/~. Only pairs taken from the same equivalence class might satisfy the precondition of Principle I.2 by definition. Further, the algorithm has to be able to test conflict freeness of a pair of actions a, b with a \( \prec_{\text{vio}} b \). For this, all (maximal) conflict sets \( \text{conflictSets}(A, \mathcal{K}) \) are computed for a given equivalence class A. Formally:

\[
\text{conflictSets}(A, \mathcal{K}) = \max_{\subseteq} \{ A' \subseteq A \mid \text{for all } a, b \in A', a \neq b \text{ exist } a_1, \ldots, a_n \in A' \text{ such that } a_1 = a, a_n = b \text{ and for all } i \in \{1, \ldots, n-1\}: a_i \prec_{\text{vio}} a_{i+1}. \}
\]

Note, that for any pair of actions \( \{a, b\} \subseteq A' \) such that

\[ A' \in \text{conflictSets}(A, \mathcal{K}) \]

for some A and \( \mathcal{K} \) with a \( \prec_{\text{vio}} b \) the condition conflict free of Principle I.2 is violated.

**Lemma 5.5.13.** Given some set of actions A and an epistemic state \( \mathcal{K} \). The set \( \text{conflictSets}(A, \mathcal{K}) \) is a partition of A, i.e.

1. \( \bigcup \text{conflictSets}(A, \mathcal{K}) = A \) and
2. for all \( CS, CS' \in \text{conflictSets}(A, \mathcal{K}) \), \( CS \neq CS' \) it holds that \( CS \cap CS' = \emptyset \).

**Proof.** See Appendix A.1.3, Page 247.

The algorithm presented in Procedure 5.5.1 consists of two nested repeat-until loops. The outer one determines in each execution the set of not yet classified actions for which Principle I.1 does not give a reason not to classify them with the currently considered classification rank. The inner one determines in each execution the set of actions out of the selected actions from the outer loop for which Principle I.2 does not give a reason not to classify them with the currently considered classification rank and classifies them.

The outer loop first determines the subset of currently unclassified actions best whose effects are not worse concerning combinations of potentially violated secrets than the effects of other unclassified actions (Principle I.1). Then, it constructs the auxiliary sets to check the precondition for Principle I.2. In particular, it creates a partitioning \( \text{eqbest} \) of the set \( \text{best} \) consisting of the equivalence classes wrt. \( ~ \). Then, an array \( \text{rank}[] \) is created that holds for each equivalence class \( A \in \text{eqbest} \) its currently considered classification rank. Each \( \text{rank}(|A|) \) is initialized in Line 9 by the minimal classification rank for which Principle I.1 does not give a reason to classify any action of A higher than any action that is already classified. In the for-loop from Line 11
Procedure 5.5.1 Secrecy Reasoner

**Input:** \( \text{Act}'_{\text{inf}}, \mathcal{K}, (\Xi, \preceq_{\text{bel}}) \)

**Output:** Array \( \text{cl} \) of classification ranks for actions \( a \in \text{Act}'_{\text{inf}} \)

1. \( \text{unclass} := \text{Act}'_{\text{inf}} \)
2. for each \( a \in \text{Act}'_{\text{inf}} \) do
   3. \( \text{cl}[a] := 0 \)
   4. end for
5. repeat
6.   \( \text{best} := \{ a \in \text{unclass} | \text{there is no } b \in \text{unclass such that } \text{vioAfter}(\mathcal{K}, a) \sqsupset \text{vioAfter}(\mathcal{K}, b) \} \)
7.   \( \text{eqbest} := \text{best} /\sim \)
8.   for each \( A \in \text{eqbest} \) do
9.     \( \text{rank}[A] := \max I\{ \text{cl}[a] | a \in \text{Act}'_{\text{inf}} \setminus \text{unclass} \) and \( \text{there is } b \in A \) such that \( \text{vioAfter}(\mathcal{K}, b) \sqsupset \text{vioAfter}(\mathcal{K}, a) \} + 1 \)
10. end for
11. for each \( A \in \text{eqbest} \) do
12.    \( \text{conflictSets} := \text{conflictSets}(A, \mathcal{K}) \)
13.    repeat
14.       \( \text{classSets} := \emptyset \)
15.       for each \( CS \in \text{conflictSets} \) do
16.         if there is no \( CS' \in \text{conflictSets} \) with \( CS' \neq CS \) such that \( a' \in CS' \) and \( a \in CS \) exist with \( a' \prec_{\text{vio}} a \) then
17.           \( \text{cl}[a] := \text{rank}[A] \) for all \( a \in CS \)
18.           \( \text{classSets} := \text{classSets} \cup \{ CS \} \)
19.         end if
20.       end for
21.     \( \text{conflictSets} := \text{conflictSets} \setminus \text{classSets} \)
22.     \( \text{rank}[A] := \text{rank}[A] + 1 \)
23.     until \( \text{conflictSets} = \emptyset \)
24.   end for
25. \( \text{unclass} := \text{unclass} \setminus \text{best} \)
26. until \( \text{unclass} = \emptyset \)

\(*\) We define \( \max(\emptyset) := -1 \), which is needed in the first iteration only.

To Line 24 each current equivalence class \( A \) is first partitioned into its conflict sets.

The for-loop from Line 15 to Line 20 is intended to determine all actions of the current equivalence class for which no other action in the same equivalence class exists such that this pair satisfies the precondition of Principle 1.2. This is done by comparing the conflict sets and either classifying all elements of the conflict set or none. This way all elements of a conflict set are classified with the same classification rank. The classified conflict sets of the currently considered equivalence class are stored in \( \text{classSets} \) and removed from the current set of
conflict sets after the termination of the for-loop over all conflict sets in Line 21.

If all actions in best are classified the condition in Line 23 is true and they are removed from the set of unclassified actions in Line 25. If all input actions are classified the condition in Line 26 is true and the algorithm terminates.

**Example 5.5.14.** We consider the execution of Procedure 5.5.1 for the running example, continuing Example 5.5.10.

**Iteration 1:**
Initially we have unclass := \{a_1, a_2, a_3\} in Line 1. As shown in Example 5.5.6 it holds that

\[
vioAfter(\mathcal{K}_D, a_1) = vioAfter(\mathcal{K}_D, a_2) \quad \text{and} \quad vioAfter(\mathcal{K}_D, a_1) \sqsubseteq vioAfter(\mathcal{K}_D, a_3)
\]

such that best := \{a_3\} and therefore also eqbest = \{\{a_3\}\}.

Since Act\_inf \setminus unclass = \emptyset it holds for all \(A\) that \(\text{rank}(A) = 0\). In Line 12 we get conflictSets = \{\{a_3\}\}. The conflict set \{a_3\} trivially satisfies the condition in Line 16 such that cla_3 = 0. Then \{a_3\} is removed from conflictSets such that conflictsSets = \emptyset. In Line 22 \(\text{rank}([a_3]) := 1\), which does not have any effect in this special case, and the inner repeat-until loop terminates.

**Iteration 2:**
For the second execution of the outer repeat-until loop unclass = \{a_1, a_2\}. Since

\[
vioAfter(\mathcal{K}_D, a_1) = vioAfter(\mathcal{K}_D, a_2)
\]

it follows that best := \{a_1, a_2\} and eqbest = \{\{a_1, a_2\}\}. Then, in Line 9 we get \(\text{rank}([a_1, a_2]) := 1\).

We already showed in Example 5.5.10 that it holds that \(a_2 \prec_{\text{vio}} a_1\) and that it does not hold that \(a_1 \prec_{\text{vio}} a_2\). This means that \(a_1\) and \(a_2\) are not in a cyclic dependency such that they are in different conflict sets. Therefore conflictSets = \{\{a_1\}, \{a_2\}\} in Line 12. The condition in Line 16 is satisfied for \{a_2\} but not for \{a_1\} such that action \(a_2\) is classified with \(\text{cla}_2 := 1\) in Line 17. The set \{a_2\} is added to classSets in Line 18, and the set classSets is removed from conflictSets in Line 21. Hence, conflictSets := \{\{a_1\}\} in Line 21. In Line 22 the currently considered rank is increased such that \(\text{rank}([a_1, a_2]) := 2\).

The next execution of the inner repeat-until loop begins. The only remaining conflict set \{a_1\} trivially satisfies the condition of Line 16 such that \(\text{cla}_1 = 2\) and conflictSets := \emptyset in Line 21. The inner repeat-until loop terminates. In Line 25 unclass := \emptyset so that the outer repeat-until loop and thus the algorithm terminates. The output classification is

\[
\text{cla}_1 = 2, \text{cla}_2 = 1, \text{cla}_3 = 0.
\]
We can show that the proposed algorithm terminates with a complete classification.

**Proposition 5.5.15.** If for all elementary operations of Procedure 5.5.1 algorithms that always terminate are given, then the algorithm always terminates and returns a complete classification.

**Proof.** See Appendix A.1.3, Page 247.

Further, we can show that the secrecy reasoner implemented by our proposed algorithm satisfies the Principles I.1, I.2 and II, and thereby also Principles III and IV.

**Proposition 5.5.16.** Procedure 5.5.1 satisfies the Principles I.1, I.2 and II, as given in Definition 5.5.11.

**Proof.** See Appendix A.1.3, Page 250.

In this and the previous two sections we developed declarative principles and an algorithm for the classification of actions with respect to secrecy under incomplete information. This way, we can generate a preference relation on actions with respect to secrecy, which is then used in combination with other preference relations that express the preferences on actions with respect to e.g., the utility with respect to the current goal of the agent. If the aggregation function of the preference relations is the lexicographic one we used before, then the agent violates secrecy only as little as possible from its perspective. Other aggregation operators might enable the agent to weigh the violation of secrecy of an action against the utility of it with respect to other goals such that it decides to violate secrets.

In the next section we develop secrecy aware agents based on the BDI model we developed in Section 3.5. The resulting agents then make use of the results of this and the previous two sections.

### 5.6 Secrecy BDI+ Agents

In this section we combine the basic BDI+ agent model as defined in Section 3.5.4 on Page 56 with the secrecy agent model presented in Section 5.2 and instantiate the resulting basic BDI+ secrecy agent model by ASP as the knowledge representation formalism. Using ASP we model the background knowledge and instantiate the functional components of the communicating agents to adequately process and reason on the basis of exchanged speech acts. Hereby we include the representation of the meta-information of speech acts and model meta-inferences of agents based thereupon. The interaction of beliefs, motives and know-how is also modeled by use of ASP. Finally, we use these ASP representations to completely model the SCM Scenario that we used throughout this thesis.
A basic $\text{BDI}^+$ secrecy agent state is a tuple $(\mathcal{K}^s_{\text{BDI}^+,b}, \xi^s_{\text{BDI}^+,b})$. It is a combination of the basic $\text{BDI}^+$ state presented in Section 3.5.3 and the secrecy state presented in Section 5.2. This means that the agent has all $\text{BDI}^+$ components, and its beliefs component consists of the secrecy components, i.e., world-view, agent-views, and the set of secrets. The $\text{BDI}^+$ secrecy agent model is illustrated in Figure 5.6.1, and formalized in the following. The epistemic state is a $\text{BDI}^+$ epistemic state

$$\mathcal{K}^s_{\text{BDI}^+,b} = \langle \mathcal{B}^s, \mathcal{D}, \mathcal{I}, \mathcal{M}_b, \mathcal{R}_b \rangle$$

(5.6.1)

whose beliefs component contains the secrecy components required for a secrecy setting. That is, the agent’s beliefs are of the form $\mathcal{B}^s = \langle V_{D,W}, \mathcal{V}, \mathcal{S} \rangle$ with the world-view of $\mathcal{D}$, $V_{D,W} \subseteq \mathcal{L}_W$, a set of views on the world-views of all other agents, agent-views $\mathcal{V}$, and a set of secrets $\mathcal{S}$. Agent views are of the form $V_{D,X}$, denoting that it is the view of agent $D$ on the world-view of agent $X$. The set of agent-views is then given by

$$\mathcal{V} = \{V_{D,X} \in \mathcal{L}_V \mid X \in \text{Ag} \setminus \{D\} \}. $$

(5.6.2)

In the two agent scenario we use for the presentation of our approach here, the set of agent-views has only one entry, the view of the defender on the other agent, the attacker. For this singleton set $\{V_{D,A}\}$ we also write $V_{D,A}$ in the following, by slight abuse of notation. The set of secrets is given by $\mathcal{S} \subseteq \mathcal{L}_S$.

We define the language of basic $\text{BDI}^+$ secrecy epistemic states as $\mathcal{L}^s_{\text{BDI}^+,b}$. A functional basic $\text{BDI}^+$ component $\xi^s_{\text{BDI}^+,b} = (s^s, a^s, \text{act})$
consists of change operators \( \circ^s \) and \( \circ^{a,s} \), and an execute operator act of the types
\[
\circ^s : \mathcal{L}^s_{\text{BDI}^+,b} \times \text{Per} \rightarrow \mathcal{L}^s_{\text{BDI}^+,b'} \\
\circ^{a,s} : \mathcal{L}^s_{\text{BDI}^+,b} \times \text{Act} \rightarrow \mathcal{L}^s_{\text{BDI}^+,b'} \\
\text{act} : \mathcal{L}^s_{\text{BDI}^+,b} \rightarrow \text{Act}.
\]

In Section 3.1 we already defined the speech acts for the base language of literals, which is the base language in our ASP setting as well. Hence, we use the same speech acts as defined in Definition 3.1.2 (Page 38) that define the possible actions and percepts of an agent \( X \in \text{Ag} \), these are:
\[
\text{Act}_X = \{ (X, X_r, \text{type}, L) : X_r \in \text{Ag} \setminus \{X\}, \text{type} \in \text{types}, L \in \text{Lit} \} \cup \epsilon. \quad (5.6.3)
\]
\[
\text{Per}_X = \{ (X_s, X_r, \text{type}, L) : \text{type} \in \text{types}_1 \cup \text{types}_R \}
\]
with \( \text{type} \in \text{types}_1 \cup \text{types}_R \) whereby \( \text{types}_1 = \{ \text{inform}, \text{answer} \} \) is the set of informative speech acts and \( \text{types}_R = \{ \text{query} \} \) the set of requesting speech acts. The symbol \( \epsilon \) denotes the empty action and \( \epsilon_\text{e} \) denotes the empty percept. The set of all speech acts as defined in (3.1.1) (Page 39) is:
\[
\Sigma = \{ (X_s, X_r, \text{type}, L) : X_s, X_r \in \text{Ag}, \text{type} \in \text{types}, L \in \text{Lit} \} \cup \{ \epsilon, \epsilon_\text{e} \}.
\]

Example 5.6.1. We recall our strike committee meeting example for speech acts in Section 3.1. In this, the agent \( \text{Beatriz} \) sends a speech act
\[
\langle \text{Beatriz}, \text{Emma}, \text{query}, \text{attend_scm} \rangle
\]
to agent \( \text{Emma} \). The answer of \( \text{Emma} \) is
\[
\langle \text{Emma}, \text{Beatriz}, \text{answer}, \neg \text{attend_scm} \rangle. \quad \diamond
\]

An ASP basic BDI secrecy agent state \( \langle \mathcal{L}^b_{\text{BDI}^+}, \mathcal{L}^b_{\text{BDI}^+} \rangle \) is a basic BDI secrecy agent state that is based on ASP. In the following we consider ASP basic BDI secrecy agents, hence we leave out the indices of the components of an agent to ease readability. The agent-view and world-view languages are the same, the one of extended logic programs:
\[
\mathcal{L}_V = \mathcal{L}_W = \mathcal{L}_{\text{asp}}.
\]
The secrets have literals as formulae and an ASP belief operator from the family \( \langle \mathcal{L}_{\text{asp}}^{\text{asp}}, \mathcal{L}_{\text{bel}}^{\text{bel}} \rangle \), defined in ASP Instance 6 (Page 66) as
\[
\mathcal{L}_{\text{asp}}^{\text{asp}} = \{ \text{Bel}_{\text{skep}}^{\text{asp}}, \text{Bel}_{\text{cred}}^{\text{asp}} \},
\]
\[
\text{Bel}_{\text{cred}}^{\text{asp}}(P) = \cup \text{AS}(P) \text{ and } \text{Bel}_{\text{skep}}^{\text{asp}}(P) = \cap \text{AS}(P), \text{ and}
\]
\[
\mathcal{L}_{\text{bel}}^{\text{bel}} = \{ (\text{Bel}_{\text{skep}}^{\text{asp}}, \text{Bel}_{\text{cred}}^{\text{asp}}), (\text{Bel}_{\text{skep}}^{\text{asp}}, \text{Bel}_{\text{skep}}^{\text{asp}}), (\text{Bel}_{\text{cred}}^{\text{asp}}, \text{Bel}_{\text{cred}}^{\text{asp}}) \}.\]
In the following we determine the sets of answer sets $\text{AS}(P)$ of a program $P$ as an intermediate step to determine the belief set for one of the belief operators. If there is just one answer set, then both operators have the same result. The belief set language is $\mathcal{L}_{BS} = \text{Lit}$.

The possible secrets for agent $X$ are then

$$\mathcal{L}_{S} = \mathcal{P}(((L, \text{Bel}, X) \mid L \in \text{Lit}, \text{Bel} \in \Sigma^{\text{asp}}, X \in \text{Ag} \setminus D)).$$

Further, the desires are of the form

$$\mathcal{L}_{D} \subseteq \mathcal{P}((L, \mu) \mid L \in \text{Lit}, \mu \in [0, 1])$$

and the intentions are literals $\mathcal{L}_{I} \subseteq \mathcal{P}$. The sets of percepts and actions are given by $\text{Per}_{D}$ and $\text{Act}_{D}$, respectively.

That is, in the ASP setting views are represented by extended logic programs, and desires and intentions are represented by literals. Note that by fixing these languages also the languages of the motivational structures $\mathcal{M}$, Section 3.5.1, and the set of possible know-how bases $\mathcal{KH}$, Section 3.5.2, are defined, since they are defined on the basis of the languages we just defined. In particular, a belief-desire coupling $(D, \Phi, \mu)$ comprises a desire $(D, \mu)$ and a set of logical formulae $\Phi \subseteq \mathcal{L}_{BS}$. A know-how statement

$$(I, (s_1, \ldots, s_n), (c_1, \ldots, c_m))$$

comprises a target goal $I$, a set of subgoals $(s_1, \ldots, s_n)$ and a set of conditions $(c_1, \ldots, c_m) \subseteq \mathcal{L}_{BS}$.

We illustrate the ASP instantiation by means of our strike committee meeting scenario in the following example.

Example 5.6.2. We start to model the scm scenario and concretize the formulation of the multiagent system we started in Example 3.3.2 (Page 43). The system contains the agent $E$ for Emma and the agent $B$ for Beatriz such that

$$\text{Ag} = \{E, B\}.$$ 

The initial epistemic states are $\mathcal{K}_{E}^0$ and $\mathcal{K}_{B}^0$. We consider $\mathcal{K}_{E}^0$ in more detail, it is:

$$\mathcal{K}_{E}^0 = \{V_{E,W}^0, V_{E,B}^0, S_{E}^0, D_{E}^0, J_{E}^0, M_{E}, \mathcal{KH}_{E}\}.$$ 

The superscript $0$ is used to emphasize that the component is the initial version, it represents the components at time $0$. The motivation and know-how components are static and therefore do not have this superscript.

Agent $E$ assumes that $B$ has the background knowledge $p_{bg}^B \subseteq V_{E,B}^0$: 

The table below represents the meta-information:

<table>
<thead>
<tr>
<th>Predicate</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>attend_work</td>
<td>Emma has to work the next day.</td>
</tr>
<tr>
<td>day_off</td>
<td>Emma gets the day off by Beatriz.</td>
</tr>
<tr>
<td>attend_scm</td>
<td>Emma intends to attend the strike committee meeting the next day.</td>
</tr>
<tr>
<td>blacklist</td>
<td>Emma is on the blacklist of Beatriz.</td>
</tr>
</tbody>
</table>

Table 5.6.1: Representation of meta-information

\[
p^\text{bg}\_B = \{ 
    r_1 : \text{attend\_work} \leftarrow \text{not } \neg \text{attend\_work}, 
    r_2 : \neg \text{attend\_work} \leftarrow \text{day\_off}, 
    r_3 : \text{day\_off} \leftarrow \neg \text{attend\_scm}, 
    r_4 : \text{day\_off} \leftarrow \text{attend\_scm}, 
    r_5 : \text{blacklist} \leftarrow \text{attend\_scm}, 
    r_6 : \text{blacklist} \leftarrow \text{not day\_off, not } \neg \text{attend\_work}. 
\}
\]

Table 5.6.1 lists the predicates of this program and their respective meanings. The program encodes that Emma normally goes to work \((r_1)\) and does not go to work if she has a day off \((r_2)\). She gets the day off only if she does not attend the strike committee meeting \((r_3\text{–}r_4)\). If she attends the scm she is put on the blacklist \((r_5)\). If she is absent without having the day off she is also put on the blacklist \((r_6)\). The set of answer sets of this program is \(\text{AS}(p^\text{bg}\_B) = \{\{\text{attend\_work}\}\}\).

Agent \(\mathcal{E}\) has the following background knowledge \(p^\text{bg}\_\mathcal{E} \subseteq V_{\mathcal{E},W}^0:\)

\[
p^\text{bg}\_\mathcal{E} = \{ 
    r_1 : \text{attend\_work} \leftarrow \text{not } \neg \text{attend\_work}, 
    r_2 : \neg \text{attend\_work} \leftarrow \text{day\_off}, 
    r_3 : \text{attend\_scm}. \}
\]

The set of answer sets of this program is

\(\text{AS}(p_\mathcal{E}) = \{\{\text{attend\_work, attend\_scm}\}\}\).

The secret of Emma is given as

\(S^0\_\mathcal{E} = \{\{\text{attend\_scm, Be}_{\text{asp}}^\text{asp}, B\}\}\).

The initial sets of desires and intentions of agent \(\mathcal{E}\) are empty

\(\mathcal{D}^0\_\mathcal{E} = \emptyset, \mathcal{I}^0\_\mathcal{E} = \emptyset\).

We define the know-how base and the motives, here represented by motive-desire couplings, of the agents later on. We can note, that given the answer set of \(\mathcal{E}'\)s view on the world-view of \(B\) it holds that \(\text{attend\_scm} \not\in \text{Be}_{\text{asp}}^\text{asp}(V_{\mathcal{E},B})\) such that \(K\_\mathcal{E}\) is safe. \(\Diamond\)
In the next sections we instantiate the functional component for ASP. First, we define the belief change operators, then the desire operator, and then the intention operator. After that, we define the complete functional component and we present the knowledge representation and attacker modeling for communicating ASP agents. Then, we show how all components play together in our model by showing that we can completely model our strike committee meeting example.

### 5.6.1 ASP BDI Belief Change

As defined in Section 3.5.3 (Page 54) the basic BDI change operator is realized by the sub-operators as illustrated in Figure 5.6.1 (Page 151). Formally the change operator for percepts is given as

\[
\langle B, D, I, M_b, R_{\theta_b} \rangle \circ_{BDI}^b p = \langle B \circ_D^b p, D \circ_D (B \circ_D^b p), \circ_{I}^b (I, B \circ_D^b p, D \circ_D (B \circ_D^b p)), M_b, R_{\theta_b} \rangle
\]

and the change operator for actions is given as

\[
\langle B, D, I, M_b, R_{\theta_b} \rangle \circ_{a, BDI}^b a = \langle B \circ_{a, D}^b a, D, I, M_b, R_{\theta_b} \rangle.
\]

The sub-operations \( \circ_D^b \) and \( \circ_I^b \) have already been defined in Section 3.5.4 (Page 56). We define the changes of the \( \circ_{asp}^b \) operator to the components of the beliefs component, in accordance with Equations (5.3.1) to (5.3.6) (Page 115). We realize the interpretation functions \( t_W, t_W^a, t_V \) and \( t_V^a \) for our ASP instance by a single interpretation function with three arguments

\[
t_{asp} : Ag \times Ag \times \Sigma \rightarrow L_{asp}^{A_f}.
\]

It takes two agent identifiers from Ag and a speech act from \( \Sigma \) as input and returns an extended logic program. The extended logic program represents the interpretation of the speech act from the perspective of the view of the first agent on the world-view of the second agent. If the agent identifiers are identical the program represents the speech act for the world-view of that agent. Hence it is

\[
\begin{align*}
t_W(p) &= t_{asp}(D, D, p), & t_W^a(a) &= t_{asp}(D, D, a), \\
t_V(p) &= t_{asp}(D, A, p) \text{ and } t_V^a(a) &= t_{asp}(D, A, a).
\end{align*}
\]

We realize the change operators of the agent by sub-operations, such that

\[
\langle V_{D, W}, V_{D, A}, S \rangle \circ_{D, W}^{asp} p = \langle V_{D, W} \ast_{D, W}^{asp} t_{asp}(D, D, p), V_{D, A} \ast_{D, W}^{asp} t_{asp}(D, D, p), *_{S} \{ S, V_{D, W} \ast_{D, W}^{asp} t_{asp}(D, D, p), V_{D, A} \ast_{D, W}^{asp} t_{asp}(D, A, p) \} \rangle
\]
The $*$ operator is the operator defined in Equation 5.3.9 (Page 118). The operator $*^{asp}$ is the multiple ASP base revision operator as presented in Section 4.3, Definition 4.3.22 (Page 96). Having defined the $*^{asp}$ and the $*^{S}$ operators, the interpretation function $t^{asp}$ is the only operator that has to be instantiated to complete the instantiation of the belief change operators $\circ^{asp}_{B}$ and $\circ^{a,asp}_{B}$.

Before we come to the definition of $t^{asp}$, we elaborate an ASP representation of the information conveyed by speech acts. In accordance with (P1), it represents information on two levels: on the one hand the actual information, that is the informational content of the speech act; on the other hand the meta-information about the speech act that has been performed, which includes especially the information about the sender and the type of speech act and information revealed by these parameters. We distinguish these two levels of information available to the agent. The first is the information about the actual state of affairs, the information-level, and the second is the information about the communication with other agents, meta-information-level.

Example 5.6.3. The speech act

$$\langle E, B, \text{answer}, \neg\text{attend}_\text{scm} \rangle$$

contains the information $\neg\text{attend}_\text{scm}$ expressing that $E$ does not intend to attend the strike committee meeting. The meta-information of the speech act is the information about the action itself. That is, that $E$ sent an answer to $B$ with the answer value $\neg\text{attend}_\text{scm}$. The time at which the agent executed or perceived the speech also belongs to the meta-information of the speech act. It is not explicitly represented in the speech act, but the agent is aware of the time when it registers a percept and when it executes an action. ⋄

Both levels have to be represented, evaluated and changed adequately. For the representation we use a modular ASP approach in which the representation of the information level and the meta-information level are formalized by ASP programs. Additional rules connect both levels and enable the agent to reason on the meta-information level, with effects on the information level. The representation of the information-level is straightforward since the base language are literals, which can be directly transformed into facts in a program. For the representation of the meta-information-level we introduce new literals that can be used to represent speech acts and the communication history. We denote the atoms for the representation of the meta-information level, the meta-information level alphabet, by $\text{At}_{meta}$ and the literals by
Lit\textsubscript{meta}. We denote the set of all other literals as the \textit{information level alphabet} \( \text{At}_{\text{inf}} = \text{def} \ \text{At} \setminus \text{At}_{\text{meta}} \) and the literals by \( \text{Lit}_{\text{inf}} \).

The interpretation function outputs the information contained in the considered ASP speech act on both levels. We define ASP literals representing that a speech act of type \( \text{type} \) has been received from some sender \( X_s \) with informational content \( L \) at time \( t \). The time is assumed to be given in form of increasing natural numbers for each agent cycle in the multiagent system, as we introduced in Section 3.3. We use the literal \( \text{time}(t) \) to express that \( t \) is a point in time, it is added with the current time \( t \) to the epistemic component of the agent in each cycle. Only one agent cycle is executed at the same time such that the time stamp of each executed speech act is unique. We represent the, grounded, literal \( L \) as an argument of another literal, i.e., we \textit{reify} the literals. For this we assume a function \( c \) that assigns a new and unique constant symbol to each grounded information level literal from \( \text{U}([\text{Lit}_{\text{inf}}]) \), e.g., we can use a literal \( L \) of the information level as an argument of the literal \( M \) of the meta-information level as \( M(c(L)) \).

This way the agent records the history of its interaction with other agents and takes this into consideration to draw inferences. We represent each speech act by a 4-ary literal \( \text{sa}(\cdot, \cdot, \cdot, \cdot) \) such that, each speech act of the form

\[
\langle X_s, X_r, \text{type}, L \rangle
\]

is represented by the literal

\[
\text{sa}(\text{type}, X_s, X_r, c(L), t).
\]

\textit{Example 5.6.4.} The first action in our SCM Example 3.3.2 (Page 43) at time 1,

\[
\langle \mathcal{E}, \mathcal{B}, \text{query, day\textunderscore off} \rangle,
\]

is thus represented by the literal

\[
\text{sa}(\text{query}, \mathcal{E}, c(\text{day\textunderscore off}), 1).
\]

In Table 5.6.2 we list all predicates for the representation of meta-information. There is a crucial difference of the semantics of the literal \( L \) depending on whether it is part of an informative or a requesting speech act. If it is part of an informative speech act, it is a statement that the literal \( L \) holds. If it is part of a requesting speech act, it is the request for the evaluation of the literal \( L \), and no statement about the truth value of the literal is made. Hence, the interpretation of a speech act depends on whether it is a requesting or informative speech act. Further it depends on the fact if it is represented for the interpreting agent’s world-view or for its view on the world-view of the other
The result of the interpretation function has three elements for percepts that are informative speech acts, i.e., type ∈ types₁. The first is the representation of the meta-information about the speech act, i.e., the predicate sa with the arguments representing the type, sender, literal and time of the speech act. The second element is the representation of the information-level, i.e., the literal contained in the speech act. The third element is the representation of the current time. For requesting speech acts, i.e., type ∈ types₉, the second element is left out, because a request is modeled not to contain information on the information-level. If the speech act under consideration is an action of D the second element is also left out for the world-view of D. That is, D records that it sent the speech act, but does not need to revise its world-view by its information-level content. If agent D lies, it should know how it lied, but should not revise its own beliefs by its lie. If an agent is not among the receivers of a speech act, then only the representation of the current time is contained in the result of the interpretation. If the percept is the empty percept also only the representation of the current time is contained in the result of the interpretation.

The following definition of an interpretation function distinguishes these cases and generates the appropriate program for each of these.
Definition 5.6.5 (Interpretation Function). Let \( t = (X_s, X_r, \text{type}, L) \) and the current time be \( t \). The interpretation function is defined as:

\[
\begin{align*}
\text{t}^{\text{asp}}(X, Y, t) &= \{ \text{sa}(\text{type}, X_s, X_r, c(L), t), L, \text{time}(t) \} \\
&\quad \text{if type} \in \text{types}_I, \\
&\quad X = Y \text{ and } X = X_r \\
&\quad \text{if type} \in \text{types}_I \\
&\quad X \neq Y \text{ and } Y = X_s \\
&\quad \text{if type} \in \text{types}_I \text{ and } X \neq Y \text{ and } X = X_s \\
&\quad \text{if } X = Y \text{ and } \text{type} \in \text{types}_R \text{ or } \text{type} \in \text{types}_I \\
&\quad \text{if type} \in \text{types}_R, \\
&\quad X \neq Y \text{ and } Y = X_s \\
&\quad \text{if type} \in \text{types}_R, \\
&\quad X \neq Y \text{ and } X = X_s \\
&\quad \text{else}
\end{align*}
\]

We call \( X \) the interpreting agent, and \( Y \) the other agent in the following. The first case is the case of the interpretation of an informative speech act, \( \text{type} \in \text{types}_I \), for the world-view of the interpreting agent, \( X = Y \), as a percept, \( X = X_r \). The result is a program comprising the representation of the meta-information about the speech act \( \text{sa}(\text{type}, X_s, X_r, c(L), t) \text{,} \) the representation of the logical content of the speech act \( L \text{,} \) and the representation of the current time \( \text{time}(t) \).

The second case is also for an informative speech act, but for the view on the world-view of the sender of the speech act, which is the other agent since \( Y = X_r \). The difference to the first case is that the speech act has been sent at time \( t - 1 \) by the other agent such that it is represented with this time in the agent-view. The logical content of the speech act is also represented, which means that the receiving agent assumes that the sender believes the information it sent itself. Since the sender is assumed to use a skeptical belief operator, believing a literal \( L \) means that it is in all answer sets. This is the case if if the fact \( L \) is added to the view on the sender.

The third case is for an informative speech act that is sent by the agent and is represented for the agent-view on the other agent as
a percept. The speech act is received, and represented, by the other agent at time \( t + 1 \), and also represented with this time in the agent-view on the other agent.

The fourth case represents three different cases which all lead to the same representation of the speech act. All have in common that the representation is for the world-view of the interpreting agent \( X \), and that the logical information of the speech act is not contained in the representation. The logical information of a speech act is not represented if

a) it is a requesting speech act and the interpreting agent is receiver or sender: requests do not inform about, but query for the literal they contain.

b) it is an informative speech act and the interpreting agent is the sender of it: an agent only keeps a record of the meta-information of the actions it performed.

The fifth case is for a requesting speech act, sent by the other agent, represented for the view on the other agent. As in the previous case requesting speech acts are represented by their meta-information and the representation of the time. The represented time is the time when the speech act was sent.

The sixth case is for a requesting speech act sent by the agent, represented for the view on the other agent. The represented time is the time the other agent receives the speech act.

The interpretation function still has to be defined for the empty action and the empty percept. For the empty action \( \varepsilon \) it is

\[
\text{t}_{\text{asp}}(X, Y, \varepsilon) = \begin{cases} 
 \{\text{time}(t)\} & \text{if } X = Y \\
 \{\text{time}(t + 1)\} & \text{if } X \neq Y 
\end{cases}
\]

and for the empty percept \( p_{\varepsilon} \) it is

\[
\text{t}_{\text{asp}}(X, Y, p_{\varepsilon}) = \begin{cases}
 \{\text{time}(t)\} & \text{if } X = Y \\
 \{\text{time}(t - 1)\} & \text{if } X \neq Y 
\end{cases}
\]

That is, for the empty action and the empty percept the agent only notes that the time has passed. As for before, for its view on the world-view of the other agent the agent records the time as the other agent records it. The next example illustrates the definition of the interpretation function.

**Example 5.6.6.** Consider the speech act \( (\mathcal{E}, \mathcal{B}, \text{query, day}_\text{off}) \) from Example 5.6.4, which is an action of \( \mathcal{E} \). In the belief change process of \( \mathcal{E} \) it is used as input for the interpretation function for its world-view:

\[
\text{t}_{\mathcal{W}}^0((\mathcal{E}, \mathcal{B}, \text{query, day}_\text{off})) = \text{t}_{\text{asp}}(\mathcal{E}, \mathcal{E}, (\mathcal{E}, \mathcal{B}, \text{query, day}_\text{off})) = \\
\{\text{sa(query, } \mathcal{E}, \mathcal{B}, c(\text{day}_\text{off}), 1), ., \text{time(1)}.\}. 
\]
The same speech act is also the input for the interpretation function for the agent-view on agent $B$: 

\[
t^a_V((E, B, \text{query}, \text{day}_\text{off})) = t^{asp}(E, B, (E, B, \text{query}, \text{day}_\text{off})) =
\{\text{sa(query, E, B, c(day}_\text{off}), 2), \text{time(2)}\}\]

Agent $B$ receives the speech act as its percept in its next agent cycle, at time 2. The agent’s interpretation function for its world-view is given as:

\[
t^a_W((E, B, \text{query}, \text{day}_\text{off})) = t^{asp}(B, B, (E, B, \text{query}, \text{day}_\text{off})) =
\{\text{sa(query, E, B, c(day}_\text{off}), 2), \text{time(2)}\}\]

And for the agent-view on agent $E$ the interpretation function is given as:

\[
t^a_V((E, B, \text{query}, \text{day}_\text{off})) = t^{asp}(B, E, (E, B, \text{query}, \text{day}_\text{off})) =
\{\text{sa(query, E, B, c(day}_\text{off}), 1), \text{time(1)}\}\]

Up to this point we have defined all main components of the belief change operators $\circ_{B^{asp}}^{asp}$ and $\circ_{B^{asp}}^{a,asp}$, as defined in (5.6.6). These are the ASP revision operator $\ast^{asp}$, the change operator for secrets $\ast^{S}$, and the interpretation function $t^{asp}$. We now turn to the definition of the desire operator in the next section.

### 5.6.2 Secrecy desire operator

The secrecy desire operator $\circ_{D,s}$ uses the belief-desire couplings to determine the current set of desires in the light of the new beliefs just as the basic desire operator we defined in Equation (3.5.3) (Page 57). The only difference in the secrecy BDI$^+$ model is that the beliefs component of the agent is compound, it is $\mathcal{B} = (V_{D,W}, V_{D,A}, S)$. The conditions of the belief-desire couplings have to be satisfied by the world-view of the agent, instead of the beliefs component:

\[
\circ_{D,s}(\mathcal{M}_b, (V_{D,W}, V_{D,A}, S)) =_{def} (5.6.7)
\]

\[
\{(D, \mu) | (D, \Phi, \mu) \in \mathcal{M}_b, \Phi \subseteq \text{Bel}_D(V_{D,W})\}
\]

Similarly the intention operator has to be adapted for the secrecy agent model, which we do in the next section.

### 5.6.3 Generation of Options

We defined the intention operator in Procedure 3.5.1 (Page 60), independently of the knowledge representation formalism. For the knowledge representation specific parts of the intention operator we have to define the set of possible intentions, the know-how of the agent
and the evaluation function. Further we have to slightly adapt the basic options operator $\text{opt}_b$, defined in Equation (3.5.4) (Page 58), to the secrecy BDI$^+$ model.

The basic options operator uses a basic know-how base to determine the current options and is of the form

$$\text{opt}_b : \mathcal{L}_B \times \mathcal{L}_I \times \mathcal{L}_{\mathcal{R}_b} \rightarrow \mathcal{L}_I.$$  

It determines all subgoals that are contained in a know-how statement for the agent’s current intention, if the conditions of the respective know-how statement are satisfied. For the use of this operator with respect to the secrecy BDI$^+$ model with a compound beliefs component $\mathcal{B} = (V_D,W,V_D,A,\mathcal{S})$ the conditions of the know-how statements have to be satisfied by the world-view $V_D$:

$$\text{opt}_s(\mathcal{B}, I, \mathcal{R}_b) = \{ s \mid I, \{ c_1, \ldots, c_m \} \in \mathcal{R}_b, \quad I \in \mathcal{I}, \{ c_1, \ldots, c_m \} \subseteq \text{Bel}_D(V_D)\}. \quad (5.6.8)$$

Having defined the $\text{opt}_s$ operator we continue with the definition of the set of possible intentions. An intention is of the form of a goal, which means that it characterizes a feature of a state that the agent aspires to make true. An example of such a property of a state is that $\text{informed}(X, c)$ holds in its belief set, meaning that it has informed agent $X$ about the literal that is represented by the constant $c$. All intentions that we consider in the following are described in Table 5.6.3. Each intention can be instantiated for each agent identifier and for each constant symbol representing a grounded literal from $\mathcal{U}(\mathcal{L}_{\text{inf}})$, cf. Section 2.4 (Page 25). This results in the following set of possible intentions of an agent:

$$\mathcal{I}^b = \{ \text{answered}(X, c), \text{informed}(X, c), \text{queried}(X, c) \\
| X \in \mathcal{Ag} \text{ and } c \in \bigcup(c(L) \mid L \in \mathcal{U}(\mathcal{L}_{\text{inf}})) \}$$

$$\cup \{ \text{sacted}(\text{type}, X, c) \mid \text{type} \in \text{types}_I \cup \text{types}_R, \quad X \in \mathcal{Ag} \text{ and } c \in \bigcup(c(L) \mid L \in \mathcal{U}(\mathcal{L}_{\text{inf}})) \}$$

$$\cup \{ \text{not}_\text{acted} \}$$

<table>
<thead>
<tr>
<th>Predicate</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>informed($X, c(L)$)</td>
<td>Intention to inform $X$ that $L$ holds</td>
</tr>
<tr>
<td>answered($X, c(L)$)</td>
<td>Intention to send the answer that $L$ holds to $X$</td>
</tr>
<tr>
<td>queried($X, c(L)$)</td>
<td>Intention to send a query for $L$ to $X$</td>
</tr>
<tr>
<td>sacted(type,$X$,c(L))</td>
<td>Intention to perform speech act of type $\text{type}$, receiver $X$, and information $L$</td>
</tr>
<tr>
<td>not_acted</td>
<td>Intention to not perform any action</td>
</tr>
</tbody>
</table>

Table 5.6.3: Considered intentions and their intuitive meanings
The intentions of the type sacted and the intention not_acted are atomic intentions and the corresponding actions are given by the function $\alpha$, introduced in Section 3.5.3 (Page 54), as follows (assuming that we model agent $D$):

\[
\begin{align*}
\alpha(\text{sacted}(\text{type}, X, c(L))) &= \langle D, X, \text{type}, L \rangle \\
\alpha(\text{not_acted}) &= \epsilon
\end{align*}
\]

**Example 5.6.7.** In Equation (3.5.8) (Page 59) we defined the action function of our agents as

\[
\text{act}(X) =_{def} \alpha(I).
\]

We consider the first cycle of agent $E$ in Example 3.3.2 (Page 43). The agent chooses to satisfy the atomic intention

\[
\text{sacted}(\text{query}, B, c(\text{day_off}))
\]

such that its action is given by

\[
\alpha(\text{sacted}(\text{query}, B, c(\text{day_off}))) = \langle E, B, \text{query, day_off} \rangle.
\]

After defining the possible intentions of an agent, we define the know-how of an agent on how to achieve these intentions. An agent can have the intention that it answers a query of agent $X$, that it informs $X$, or that it queries $X$ with respect to a literal represented by the constant $c$. For these intentions we define a basic know-how base, as introduced in Section 3.5.2 (Page 3.5.2), as follows:

\[
\begin{align*}
\mathcal{R}^{\text{asp}}_B &= \{ \langle \text{informed}(X, c(L)), \text{sacted}(\text{informed}, X, c(L)), \emptyset \rangle; \\
&\quad \langle \text{informed}(X, c(L)), \text{not_acted}, \emptyset \rangle; \\
&\quad \langle \text{answered}(X, c(L)), \text{sacted}(\text{answer}, X, c(L)), \emptyset \rangle; \\
&\quad \langle \text{answered}(X, c(L)), \text{sacted}(\text{informed}, X, c(\neg L)), \emptyset \rangle; \\
&\quad \langle \text{answered}(X, c(L)), \text{not_acted}, \emptyset \rangle; \\
&\quad \langle \text{queried}(X, c(L)), \text{sacted}(\text{query}, X, c(L)), \emptyset \rangle; \\
&\quad \langle \text{queried}(X, c(L)), \text{not_acted}, \emptyset \rangle \\
&\quad \langle \text{not_acted}, \text{not_acted}, \emptyset \rangle \\
&\mid L \in \mathcal{U}(\text{Lit}_{\text{inf}}) \} 
\end{align*}
\]

In the first line the know-how base expresses that the agent can inform agent $X$ by performing a corresponding inform speech act. It can do this in all situations, which is expressed by the empty set being the condition of the know-how statement. Alternatively it can execute the empty action.

Note that, through the evaluation of the empty action as an option we implement a method for the reconsideration of intentions [211].
If the agent decides that the empty action is the best option, it can be seen as dropping the corresponding intention. However, in the secrecy setting we consider, "performing" the empty action can have effects as well due to meta-inferences of A. Hence from the secrecy perspective it is adequate to consider it as an option for action. This also makes sense from the perspective of intention reconsideration since the evaluation of the empty action is assumed to consider the general utility of it in comparison to other actions, just as in other approaches to intention reconsideration.

The know-how base gives the agent three alternatives to answer a query for literal L. It can answer with L, it can answer with ¬L, or it can perform the empty action. Note that one of the first two options resembles a truthful answer and the other one a lie, and that the last option resembles a refusal to answer. For the realization of the intention to query for a literal, the agent can perform the corresponding query speech act, or it can perform the empty action.

The eval function generates and aggregates the two preference relations on actions \( s_{\{X, L\}} \) and \( a_{\{X, L\}} \). The \( s_{\{X, L\}} \) relation is based on a classification of actions as defined in (5.5.10) (Page 140). The classification is generated by a secrecy reasoner (Definition 5.5.11, Page 144) that is implemented by the algorithm presented in Procedure 25 (Page 148). The algorithm relies on the notion of violation sets which we defined in Definition 5.5.4, Page 135. Here, by slight abuse of notation, we define these for the ASP instance as follows. Let \( S \) be a set of active secrets, \( V_{DA} \) an agent-view and \( a \) an action, then

\[
\text{vioAfter}(S, V_{DA}, a) = \{\text{vio}(S, V_{DA}, a^{\text{asp}} t^{\text{asp}}(D, A, a))\}
\]

with

\[
\text{vio}(S, V_W) = \{(\phi, \text{Bel}, A) \in S \mid \phi \in \text{Bel}(V_W)\}.
\]

The difference to the previous formulation is that we consider agent-views here that are single world-views and not sets of world-views as considered before. Further, we instantiated the belief change operator for the agent-view with the ASP belief change operator for actions that we use for our ASP BDI instance.

The other preference relation, \( a_{\{X, L\}} \), is based on the informativity of the actions as defined in (5.5.5) (Page 132). In our causes agents to be as informative as possible while protecting their secrets. Further, it is an example of another criterion for the evaluation of actions in our compound preference relation on actions. For the aggregation we use the lexicographic aggregation operator (defined in (5.5.2), Page 131) with the order giving priority to secrecy over informativity, i.e.,

\[
f^{\text{lex}}_{\text{agg}}( (s_{\{X, L\}}, a_{\{X, L\}}))
\]

Hence, we know that \( s_{\{X, L\}} \) satisfies Safe Preference and that among the action with the same degree of violation preference is given to more informative actions.
In the following section we model meta-inferences on the basis of the representation of meta-information we developed in Section 5.6.1.

5.6.4 Modeling meta-inferences

We already introduced the two levels of information we model in Section 5.6.1. The meta-information level allows the agent to keep a record of the exchanged speech acts. This allows the agent to reason about the communication and to draw meta-inferences from it. On the information level the beliefs of the agent are expressed by means of literals. On the meta-information level these literals are expressed as constants that are the arguments of literals that express the meta-information. We further define rules that connect these two levels by inferring beliefs of the agent from meta-information. This way we model such patterns of meta-level reasoning for communicating agents.

Meta-inferences allow an agent to determine conspicuous behavior of another agent. We define ASP rules in the following that are used to define programs that represent a specific pattern of meta-inference and can be modularly added to a view on an attacker $A$. These rules are denoted by $r_m^i$ with the superscript $m$ denoting a meta-inference rule and the index $i$ being a natural number.

The most common form of conspicuous behavior are refusals or deflections.

Example 5.6.8. If Emma does not answer the query of Beatriz if she intends to attend the strike committee meeting and starts talking about the weather Beatriz will notice that Emma does not want to answer the question. From this Beatriz might draw the meta-inference that Emma does intend to attend the strike committee meeting.

We formulate a rule with a head literal representing that an agent $D$ did not reply to a requesting speech act sent to it by $A$. For this purpose we have to define which behavior of $D$ is considered as an answer to a given request. We do this by introducing the literal related$(\cdot,\cdot)$ that represents that two literals are related. Here, we use the related predicate to determine if the literal of an answer is related to the literal that was asked for. In our scenario valid answers to a query are to answer that the queried literal is true or false, expressed by sending an answer with the queried literal or with the negation of it. Hence we consider two literals $L$ and $L'$ related if and only if they represent values for the same atom, i.e., if and only if $L = \neg L'$ or $L = L'$.

Example 5.6.9. Answering that the weather is fine is not related to the query if Emma intends to attend the strike committee meeting.
We assume that any inform speech act containing a literal that is related to the literal of the preceding request is seen as an answer to that request. We model that an agent determines that the answer to a query has been refused if it has not received an answer related to the query within a defined response time $t_{\text{resp}} \in \mathbb{N}$. In the following we consider a response time of $t_{\text{resp}} = 2$. That is, if $A$ sent a query at time $t_1$ and at time $t_1 + t_{\text{resp}}$ it has not received an answer from $D$, then $A$ assumes that the request is not going to be answered. This is modeled in the following rule schema in which we assume $V, V'$ to be variables representing constants that represent literals on the information level, and that $T_1$ and $T_2$ are variables representing natural numbers that represent time. Remember that variable names start with an upper-case letter and constants with a lower-case letter.

$$
\begin{align*}
\forall m : \text{refused}(D, V) \leftarrow & \text{sa(query, } A, D, V, T_1), \\
& \neg \text{sa(answer, } D, A, V', T_2), \\
& \text{at}(T_2), \text{related}(V, V'), T_2 \geq T_1 + t_{\text{resp}}. 
\end{align*}
$$

Having determined that a request has been refused by $D$, agent $A$ can base inferences on this. We call an agent $A$ a secret aware attacker if it knows which are the potentially secret formulae of $D$. That is, $A$ knows the formulae but not if $D$ believes them or not, i.e., it does not know which secrets are active. We represent the potentially secret formulae by meta-level literals $\text{has\_secret}(D, c(L))$, cf. Table 5.6.2. We define a program for a given set of secrets containing the corresponding potentially secret formulae as facts. This program is formalized as

$$
\text{P}_{S}(\mathcal{S}(\mathcal{K}_D)) = \{ \text{has\_secret}(D, c(L)) \mid (L, \text{Bel}, A) \in \mathcal{S}(\mathcal{K}_D) \}.
$$

We consider a secret aware attacker $A$ that believes that $D$ has a secret with the potentially secret formula $L$. $A$ does not know if $L$ holds, and recognizes that $D$ refuses a request with respect to $L$. On the basis of this behavior $A$ infers that $L$ holds. We formalize this meta-inference with the help of the following rule:

$$
\forall m : \text{holds}(V) \leftarrow \text{has\_secret}(D, V), \text{refused}(D, V).
$$

We call an attacker that infers that a potentially secret formula holds if a query for it has been refused refusal sensitive.

Example 5.6.10. If Beatriz realizes that Emma does not want to answer the question if she intends to attend the strike committee meeting, then she believes that Emma does intend to attend the strike committee meeting.

Hence, for agents with attackers that are secret aware and refusal sensitive there are cases in which not answering violates secrecy. This
means in particular that the empty action is not always secrecy preserving.

We have described the knowledge representation on two levels, the information and the meta-information level, for which we introduced the two alphabets \( A_{\text{inf}} \) and \( A_{\text{meta}} \). In the following we describe how we connect both levels to allow for meta-inferences, i.e., to allow inferences on the meta-information level to lead to implications on the information level. On the meta-information level a literal \( L \) is represented by means of a constant symbol \( c(L) \). That this literal holds is represented by the meta-information level literal \( \text{holds}(c(L)) \). By means of Rule \( r^m_3 \) the literal \( \text{holds}(c(L)) \) is inferred. This is an inference on the meta-information level, but we want the attacking agent to infer information on the information level from its meta-information. We create a connection from the meta-information level to the information level by defining corresponding rules that form the program \( P_{\text{link}} \). This program also formalizes the \textit{related} concept we consider here by defining two literal constants to be related if and only if they are complements of each other or equal. The program is formalized for a given set of information level atoms \( A_{\text{inf}} \) as follows:

\[
P_{\text{link}}(A_{\text{inf}}) = \{ A_{\text{inf}} \leftarrow \text{holds}(c(A)); \\
\neg A_{\text{inf}} \leftarrow \text{holds}(c(\neg A)); \\
\text{related}(c(A), c(\neg A)). \mid A \in A_{\text{inf}} \}
\]

\[
\cup \{ \text{related}(V', V) \leftarrow \text{related}(V, V'); \\
\text{related}(V, V) \leftarrow \text{related}(V, V'); \\
\text{at}(T) \leftarrow \text{time}(T), \neg \text{time}(T'), T < T'. \}
\]

The program consists of the union of two sets, the first set is generated for all given atoms, the second consists of rule schemata, i.e., rules with variables. With the first two rules of the program directly connects the representation that an information level literal holds on the meta-information level to the fact that the literal holds on the information level. The third rule adds the meta-information level literal \( \text{related}(c(A), c(\neg A)) \) for all atoms of the information level. The first two rule schemata represent the symmetric and reflexive closure of the \textit{related} concept. The last rule schema determines the current time as the maximal time point.

We define programs based on the meta level rules and programs defined above. We then use these defined programs to define properties of attacker models.

\textit{Definition} 5.6.11. Given an ASP agent \( \mathcal{D} \) with initial epistemic state \( K^0_{\mathcal{D}} \) and a given set of atoms \( A_{\text{inf}} \). We first define the following programs:

\[
- P^{\text{meta}}_{S^{\text{aware}}} = P_{\text{link}}(A_{\text{inf}}) \cup P_S(S(K^0_{\mathcal{D}}))
\]
\[ P_{\text{meta R-sensitive}} = \{ r_1^m, r_2^m \}. \]

An attacker modeling \( V_A(\mathcal{A}_D^0) \) is

- secret aware if \( P_{\text{meta S-aware}} \subseteq V_A(\mathcal{A}_D^0) \),
- refusal sensitive if \( P_{\text{meta S-aware}} \cup P_{\text{meta R-sensitive}} \subseteq V_A(\mathcal{A}_D^0) \).

In the following we consider an attacking agent that is refusal sensitive and secret aware and attacker models of \( \mathcal{D} \) that reflect this. Then \( \mathcal{D} \) has to reply to queries for sensitive formulae from \( A \) in order to be secrecy preserving; otherwise \( A \) infers the secret formula by means of the meta-reasoning introduced above.

We showed how we can model meta-inference by means of ASP. In the following we focus on the meta-inference on the basis of sensitive queries. In particular we make the following assumptions:

1. the empty action is always safe, except the defender is expected to answer a query with respect to some sensitive formula.
2. In the latter case lying by answering the negation of the secret formula is safe.

These assumptions guarantee that there is always a safe action, such that the setting we consider is plain.

In the next section we consider the generation and selection of desires and options of our agents with respect to secrecy and for our considered setting.

5.6.5 Deliberation and secrecy preservation

We have shown in Proposition 5.5.2 (Page 133) that an agent has to consider a subset of all possible actions \( \text{Act}_{(\mathcal{A}, \xi)}' \subseteq \text{Act} \) as its options that contains a secrecy preserving action in order to be secrecy preserving. This was formalized by the following condition of Proposition 5.5.2:

2. if there is a sound action \( a \in \text{Act} \),
   then there is a sound action \( a' \in \text{Act}_{(\mathcal{A}, \xi)}' \).

From the assumptions 1. and 2. above follows that the agents we consider here satisfy this condition if

a) they always consider the empty action as an option,

b) in case they have received a query with respect to a sensitive formula they consider to answer this query for all possible evaluations of the formula.
We show next how this can be achieved.

In general, a BDI agent performs actions that contribute towards the satisfaction of its goals. Hence, to respond to a query with an appropriate answer the agent has to have the goal to answer the query and then it has to decide to satisfy the goal by means of one of the appropriate answers. This means that secrecy has to be considered not only in the option generation but also in the desire generation.

For our basic BDI\(^+\) agents, defined in Section 3.5.4 (Page 56), this means that the agent has to generate the desire to answer the query by means of its motivation component. Moreover, this desire has to be selected as the agent’s current intention such that the options for its realization are considered. This is achieved by guaranteeing that the desire is the one with the highest motivational value. We guarantee this by requiring that the defending agent’s motivations contain the following belief-desire coupling

\[
(\text{answered}(\mathcal{A}, V), \text{open\_sens\_query}(\mathcal{A}, V), 1),
\]

and by requiring that no other belief-desire coupling with a motivational value of 1 exists. The belief desire coupling contains the condition

\[
\text{open\_sens\_query}(\mathcal{A}, V).
\]

We define meta-inference rules from the meta-information about the received queries in the world-view of \(\mathcal{D}\). It is inferred if \(\mathcal{D}\) has received a query with respect to a sensitive formula, and has not yet answered it. This is realized by assuming that the world-view of \(\mathcal{D}\) contains the program \(P_S(\mathcal{S}(\mathcal{K}))\) and the rules:

\[
\begin{align*}
\text{r}_{m3}^m & : \text{open\_sens\_query}(\mathcal{A}, V) \leftarrow \text{open\_query}(\mathcal{A}, V), \\
& \quad \text{has\_secret}(\mathcal{D}, V''), \\
& \quad \text{related}(V, V'').
\end{align*}
\]

\[
\begin{align*}
\text{r}_{m3}^m & : \text{open\_query}(\mathcal{A}, V) \leftarrow \text{sa}(\text{query}, \mathcal{A}, \mathcal{D}, V, T_1), \\
& \quad \text{not \text{sa}(answer, \mathcal{D}, \mathcal{A}, V'', T_2),} \\
& \quad \text{related}(V, V''), \text{time}(T_2), T_1 \leq T_2.
\end{align*}
\]

The body of rule \(\text{r}_{m3}^m\) is satisfied if \(\mathcal{D}\) has received a query from \(\mathcal{A}\), and has not sent an answer with a literal that is related to the queried literal to \(\mathcal{A}\). Then \(\mathcal{D}\) has an open query with respect to \(\mathcal{A}\) and the queried literal. The body of rule \(\text{r}_{3}^m\) is satisfied if \(\mathcal{D}\) has an open query with respect to \(\mathcal{A}\) and a literal that is related to one of its potentially secret formulae.

We assume that the motives of \(\mathcal{D}\) contain the following motives to answer queries containing the before mentioned motive to answer sensitive queries, and a motive to answer queries in general:
\[ M_{\text{answer}} = \text{def} \{(\text{answered}(X, V), (\text{open_sens_query}(X, V)), 1), (\text{answered}(X, V), (\text{open_query}(X, V)), 0.6)\} \]

That is, we assume that \( M_{\text{answer}} \subseteq M_b \).

By means of \( M_{\text{answer}} \) in combination with the rules \( r_3^m \) and \( r_3^m \) and the assumption that no other belief-desire coupling with a motivational value of 1 exists we made sure that, in case of an open sensitive query the agent has the intention to answer this query. Then, the know-how base \( \mathcal{KH}^{\text{asp}} \) provides three possible actions for the satisfaction of the intention, to answer with the literal, the negation of the literal, or to perform the empty action. Agent \( D \) then evaluates these three options with respect to secrecy and selects one of the least secrecy violating ones. If a secrecy preserving existing option exists the agent will perform a secrecy preserving one. We demanded in the Assumptions 1. and 2. that there always exists a secrecy preserving action such that the secrecy ASP BDI\(^+\) agents preserve secrecy, in our considered setting.

In the next section we illustrate our complete secrecy ASP BDI\(^+\) model by means of our strike committee meeting example.

### 5.6.6 Complete modeling of the scm example

**Example 5.6.12.** We completely model the strike committee meeting example by use of the secrecy ASP BDI\(^+\) model we developed. Hereby we build on the partial model given in Example 5.6.2. First we define the initial epistemic states of the two agents \( E \) for Emma and \( B \) for Beatriz, these are

\[ X^0_E = \langle \{V^0_{E,W}, V^0_{E,B}, S^0_E\}, D^0_E, J^0_E, M_E, \mathcal{KH}_E \rangle \]

and

\[ X^0_B = \langle \{V^0_{B,W}, V^0_{B,E}, S^0_B\}, D^0_B, J^0_B, M_B, \mathcal{KH}_B \rangle. \]

We assume that the view of \( E \) on the world-view of \( B \) is accurate and complete, such that it is the same as the world-view of \( B \), i.e., \( V^0_{E,B} = V^0_{B,W} \). In Example 5.6.2 (Page 153) we defined the program \( p_{B}^{bg} \) and stated that \( p_{B}^{bg} \subseteq V^0_{E,B} \). The complete view on the world-view of \( B \) comprises the program \( p_{B}^{bg} \) and the meta-information level rules defined above. The resulting program is therefore:

\[ V^0_{B,W} = V^0_{E,B} = p_{B}^{bg} \cup P_{\text{meta}}^{R\text{-sensitive}} \cup P_{\text{meta}}^{S\text{-aware}} \cup \{r_3^m, r_3^m\} \cup P_{\text{link}}(At) = \{
\]

\[ \begin{align*}
   r_1 : \text{attend\_work} & \leftarrow \text{not \neg attend\_work}. \\
   r_2 : \neg \text{attend\_work} & \leftarrow \text{day\_off}. \\
   r_3 : \text{day\_off} & \leftarrow \neg \text{attend\_scm}. \\
   r_4 : \text{day\_off} & \leftarrow \text{attend\_scm}. \\
   r_5 : \text{blacklist} & \leftarrow \text{attend\_scm}.
\end{align*} \]
To keep the presentation of the programs comprehensible we do not list the rules of \( P_{\text{link}}(\text{At}) \). Also for the answer sets we leave out the literals stemming from \( P_{\text{link}}(\text{At}) \), unless they are important for the illustration of some aspect. We indicate the omission by “...”.

The set of answer sets of \( V_E^{0,B} \) is given as

\[
AS(V_E^{0,B}) = \{ (\text{attend\_work, has\_secret}(E, attend\_scm), ...) \}.
\]

We now turn to the representation of the world-view of \( E \). In Example 5.6.2 (Page 153) we defined the program \( P_{E}^{\text{bg}} \) and stated that \( P_{E}^{\text{bg}} \subseteq V_E^{0,W} \). The complete view on the world-view of \( E \) comprises the program \( P_{E}^{\text{bg}} \) and the meta-information level rules defined above:

\[
V_E^{0,W} = P_{E}^{\text{bg}} \cup \text{meta-R-sensitive} \cup \text{meta-}^{\text{8-aware}} \cup \{ r_1^{m}, r_2^{m}, r_3^{m}, r_4^{m} \} \cup P_{\text{link}}(\text{At}) = \{
\]
\[
r_1: \text{attend\_work} \leftarrow \text{not} \neg \text{attend\_work}.

r_2: \neg \text{attend\_work} \leftarrow \text{day\_off}.

r_3: \text{attend\_scm}.

r_4: \text{has\_secret}(E, attend\_scm).

r_5: \text{refused}(B, V) \leftarrow \text{sa}(\text{query, } B, E, V, T_1), \not\text{sa}(\text{answer, } B, E, V', T_2), \text{at}(T_2), \text{related}(V, V'), T_2 \geq T_1 + t_{\text{resp}}.

r_6: \text{has\_secret}(B, V), \text{refused}(B, V).

r_7: \text{open\_sens\_query}(B, V) \leftarrow \text{open\_query}(B, V), \text{has\_secret}(E, V'), \text{related}(V, V').

r_8: \text{open\_query}(B, V) \leftarrow \text{sa}(\text{query, } B, E, V, T_1), \not\text{sa}(\text{answer, } B, E, V', T_2), \text{related}(V, V'), \text{at}(T_2), T_1 \leq T_2.

\}

\]

\( P_{\text{link}}(\text{At}) \)
Now we define the view of $B$ on the world-view of $E$. We assume that $B$ knows the world-view of $E$ apart from the fact that $E$ intends to attend the strike committee meeting:

$$V_{B,E}^0 = V_{E,W}^0 \setminus \{\text{attend\_scm}.\}.$$ 

The set of answer sets of the initial view of $E$ on the world is

$$AS(V_{E,W}^0) = \{\{\text{attend\_scm,}
\text{has\_secret}(E, \text{attend\_scm}),
\text{attend\_work}, \ldots \}\}$$

and the set of answer sets of the initial view of $E$ on the world-view of $B$ is

$$AS(V_{B,E}^0) = \{\{\text{has\_secret}(E, \text{attend\_scm}),
\text{attend\_work}, \ldots \}\}$$

Agent $E$ has the initial set of secrets

$$S_E = \{(\text{attend\_scm, Bel}\_asp\_skep, B)\},$$
as in Example 5.6.2. $B$ does not have any secrets, such that

$$S_B = \emptyset.$$ 

The static know-how base of both agents is given by the ASP know-how base in Equation (5.6.9) (Page 163), i.e.,

$$KH_E = KH_B = KH^{asp}.$$ 

The set of motives of $E$ is given by the motives to answer queries $\mathcal{M}_{answer}$ as given in (5.6.11), $E$’s motive to ask for the day of the strike committee meeting off, if it has to work that day, and the motive to not act with the minimal motivation value.

$$\mathcal{M}_E = \mathcal{M}_{\text{answer}} \cup \{(\text{queried}(B, c(\text{day\_off})), \{\text{scm, attend\_work}, 0.8),
\{\text{not\_acted}, 0, 0\})
= \{(\text{answered}(X, V), \{\text{open\_sens\_query}(X, V)\}, 1),
\{\text{answered}(X, V), \{\text{open\_query}(X, V)\}, 0.6),
\{\text{queried}(B, c(\text{day\_off})), \{\text{scm, attend\_work}, 0.8),
\{\text{not\_acted}, 0, 0\})

The last motive lets an agent perform the empty action if there is no other motive with a satisfied condition and higher motivation value.

The set of motives of $B$ is given by the motives to answer queries $\mathcal{M}_{\text{answer}}$, the motive to ask an employee if she attends the strike committee meeting, if the employee asks for that day off, and the motive to not act:
The initial sets of desires of $\mathcal{E}$ and $\mathcal{B}$ are initially empty, i.e.,

$$D_0^\mathcal{E} = D_0^\mathcal{B} = \emptyset.$$ 

Both agents do not have any intentions initially, such that

$$I_0^\mathcal{E} = I_0^\mathcal{B} = \emptyset.$$ 

The belief operators of the agents are

$$\text{Bel}_\mathcal{B} = \text{Bel}_\mathcal{E} = \text{Bel}_{\text{asp}}^\mathcal{E}.$$ 

We completely defined both initial epistemic states. They are both safe: for $\mathcal{K}_0^\mathcal{E}$ it holds that $\text{attend\_scm} \notin \text{Bel}_{\text{asp}}^\mathcal{E}(V_0^\mathcal{E}, \mathcal{B})$, and $\mathcal{K}_0^\mathcal{B}$ is safe since $S(\mathcal{K}_0^\mathcal{B}) = \emptyset$.

In the following we show that and how this two agent system with the just defined initial agent states leads to the interaction we described in Example 3.3.2 (Page 43), which is illustrated again in Figure 5.6.2.

Before we do this we make a few notes on the way in which we present the run of the agent system. Since at each point in time only one of the agents is executed and since $\mathcal{E}$ is executed first it is $\mathcal{K}_t^\mathcal{E} = \mathcal{K}_{-t+1}^\mathcal{E}$, if $t$ is odd; and $\mathcal{K}_t^\mathcal{B} = \mathcal{K}_{-t+1}^\mathcal{B}$, if $t$ is even. For the same reason speech acts sent by one agent a time $t$ are received by the other agent at time $t + 1$. 

![Figure 5.6.2: Timeline for the scenario in Example 3.3.2.](image)
We structure the presentation of the interaction of the two agents by the time, i.e., $t = 1, t = 2, \ldots$, in each time step one agent cycle is performed. The agent cycle is illustrated in Figure 5.6.1 (Page 151). Each agent cycle consists of the execution of the operators $\circ, \text{act}$ and $\circ^a$, in this order. We use paragraphs for each operator.

We use the super-script $t_p$ to denote that the epistemic state, or components of it after the change by the incoming percept and before the change by the agent’s action. That is, for an epistemic state $\mathcal{K}^t$ we denote $\mathcal{K}^t \circ p$ as $\mathcal{K}^{(t+1)p}$ and $\mathcal{K}^{(t+1)p} \circ^a \text{act}(\mathcal{K}^{(t+1)p})$ as $\mathcal{K}^{t+1}$, and the components accordingly. The secrets, intentions and desires are not indexed this way since they are not changed by $\circ^a$. The motives and the know-how base do not change. The description of the execution of the $\circ$ operator is again structured into its sub-operations $\circ_{\mathcal{B}}, \circ_{\mathcal{D}}$ and $\circ_{\mathcal{I}}$, as also illustrated in Figure 5.6.1 (Page 151).

We start with the description of the agent cycle of $\mathcal{E}$ in time step 1. We present the steps of the first agent cycle in detail and focus on the relevant steps in the presentation following agent cycles, to keep the presentation of the example clear.

$t = 1$: In its first agent cycle agent $\mathcal{E}$ does not perceive anything, represented by the empty percept $p_{\mathcal{E}}$.

$\mathcal{K}^0_{\mathcal{E}} \circ p_{\mathcal{E}}$: As defined in Section 3.5.3 (Page 54) and Section 5.6.1 the change operator $\circ$ is realized by three sub-operators, such that $\circ = \circ_{\mathcal{B}} \cdot \circ_{\mathcal{D}} \cdot \circ_{\mathcal{I}}$:

$\circ_{\mathcal{B}}$: The belief change operator first changes the world-view, then the agent-view and then the secrets, as defined in Equation (5.6.6) (Page 155). The change operators for the views are realized by two sub-operators, the interpretation operator for ASP $t^{\text{asp}}$ that interprets a speech act and outputs an answer set program (Definition 5.6.5, Page 158), and an ASP multiple base revision operator $*^{\text{asp}}$ that revises the view by the program output of the interpretation operator (Definition 4.3.17, Page 93). The secrets are changed by the secrets change operator $*^{\mathcal{S}}$ that is defined in Equation 5.3.9 (Page 118).

The interpretation function for the world-view of $\mathcal{B}$ and for the view of $\mathcal{B}$ on $\mathcal{E}$ leads to the following results:

$$t^{\text{asp}}(\mathcal{E}, \mathcal{E}, p_{\mathcal{E}}) = \{\text{time}(1)\}$$

and

$$t^{\text{asp}}(\mathcal{E}, \mathcal{B}, p_{\mathcal{E}}) = \{\text{time}(0)\}.$$

The revision operation for the world-view is thus

$$V^0_{\mathcal{E},W} *^{\text{asp}} \{\text{time}(1)\}.$$
The \(^{asp}\) operator satisfies \textit{Inclusion} and \textit{Vacuity}, which we defined in Section 4.3.1, Page 86 as:

\textit{Inclusion}: \(P \ast Q \subseteq P \cup Q\)

\textit{Vacuity}: If \(P \cup Q\) is consistent, then \(P \cup Q \subseteq P \ast Q\)

From the satisfaction of these postulates and since \(V_{E,W}^0 + \{\text{time}(1)\} = V_{E,W}^0 \cup \{\text{time}(1)\}\) is consistent it follows that

\[ V_{E,W}^{1_p} = V_{E,W}^0 \ast^{asp} \{\text{time}(1)\} = V_{E,W}^0 \cup \{\text{time}(1)\}. \]

The same holds for \(E\)'s view on the world-view of \(B\), such that

\[ V_{E,B}^{1_p} = V_{E,B}^0 \ast^{asp} \{\text{time}(0)\} = V_{E,B}^0 \cup \{\text{time}(0)\}. \]

As noted before, we determine the sets of answer sets of the epistemic components since they form the basis for the computation of the belief sets for both belief operators (\(\text{Bel}_{\text{skep}}\) and \(\text{Bel}_{\text{cred}}\), defined in ASP Instance 6, Page 66) we consider here. If there is just one answer set, then the belief sets given by both operators are equal to this answer set, i.e., if \(AS(P) = \{I\}\), then

\[ \text{Bel}_{\text{skep}}(P) = \cap AS(P) = \text{Bel}_{\text{cred}}(P) = \cup AS(P) = I. \]

For the clear presentation of the evolution of the answer sets of the different views we order the answer sets by first listing the literals that are facts in the program, then the literals that are inferred. We order both parts according to the order in which they appeared in the answer set of the respective view. Further, we print the literals that have already been part of the previous version of the answer set of the considered view in gray, and those that were part of the previous version, but are in the current version crossed out.

The sets of answer sets are:

\[ AS(V_{E,W}^{1_p}) = \{\{\text{attend_scm}, \text{has_secret(E, attend_scm)}, \text{time}(1), \text{attend_work}, \text{at}(1), \ldots\}\} \]

and

\[ AS(V_{E,B}^{1_p}) = \{\{\text{has_secret(E, attend_scm)}, \text{time}(0), \text{attend_work}, \text{at}(0), \ldots\}\} \]
If there is just one answer set, then the belief set is equal to the answer set for both belief operators such that the secret of $E$ is not violated, since

$$\text{attend}_{-\text{scm}} \not\in \text{Bel}_{\text{skew}}(\text{AS}(V^p_{E,W})).$$

No secret is violated such that, since $*$ satisfies the Min-Secrecy-Weakening property, (5.3.7) Page 115, the set of secrets of $E$ is not changed by the $*$ operator (as defined in (5.3.9), Page 118), i.e.:

$$S^1 = *_S(S^0, V^p_{E,W}, V^p_{E,B}) = S^0$$

$\circ D$: On the basis of the changed belief component, the desire operator generates the current desires of the agent. The secrecy desire operator is defined as

$$\circ D, s(M_b, (V_D,W, V_D,A), \Phi) = \{ (D, \mu) | (D, \Phi, \mu) \in M_b, \Phi \subseteq \text{Bel}_D(V_D,W) \}$$

in Equation (5.6.7) (Page 161).

The conditions of all belief-desire couplings in $M_E$ are checked, with

$$M_E = \{ (\text{answered}(X, V), \{\text{open\_sens\_query}(X, V)\}, 1),
(\text{answered}(X, V), \{\text{open\_query}(X, V)\}, 0.6),
(\text{queried}(B, c\ (\text{day\_off})), \{\text{scm, attend\_work}\}, 0.8),
(\text{not\_acted}, 0, 0) \}.$$

Only the conditions of the third and fourth belief-desire coupling are satisfied, since $\{\text{scm, attend\_work}\} \subseteq \text{AS}(V^p_{E,W})$. Hence, the resulting current set of desires is

$$D^1_E = \{ (\text{queried}(B, c\ (\text{day\_off})), 0.8), (\text{not\_acted}, 0) \}.$$

$\circ I$: The intention operator is defined in Procedure 3.5.1 (Page 60), the optb operator is adapted to the secrecy setting in Section 5.6.8. The intention operator first sets a maximally motivated desire as the agent’s current intention. Since there is only one desire this one is selected, it is the unique maximally motivated desire. Then, the options for the satisfaction of this intention are generated by the know-how base $\text{KH}_{b}^{asp}$ (see (5.6.9), Page 163) of the agent. The options are the subgoals of all know-how statements whose conditions are satisfied, these are

$$\text{sacted}(\text{query, B, c\ (day\_off)}) \text{ and not\_acted}.$$
For the construction of the $\preceq^s_{(\mathcal{K}, \xi)}$ relation for each option $a$ the hypothetically evolved world-view $V_{E, B}^{A, a} \ast_{asp} t_{asp}(D, A, a)$ is constructed and the violation of secrets with respect to it considered, as defined in Equation (5.6.10) (Page 164). The currently active secrets are given as $S_{active}(V_{E, W}^{1, p}, S^1) = S^1$ since $\text{attend}_\text{scm} \in \text{Bel}_E (V_{E, W})$. In both hypothetically evolved world-views no active secret is violated:

$$\text{vioAfter}(S_{active}(V_{E, W}^{1, p}, S^1), V_{E, B}^{1, p}, \alpha(\text{sacted}(\text{query}, B, \text{c(day_off)))) = \text{vioAfter}(S_{active}(V_{E, W}^{1, p}, S^1), V_{E, B}^{1, p}, \alpha(\text{not acted})) = \{\emptyset\}$$

Both options are secrecy preserving and classified with rank 0. Hence they are equally preferred with respect to the $\preceq^s_{(\mathcal{K}, \xi)}$ relation, i.e.,

$$\alpha(\text{sacted}(\text{query}, B, \text{c(day_off))))^s = \alpha(\text{not acted}).$$

By the $\preceq^a_{\mathcal{K}}$ relation, as defined in (5.5.5) (Page 132), the first one is preferred to the second one, i.e.

$$\alpha(\text{not acted}) \preceq^a_{\mathcal{K}} \alpha(\text{sacted}(\text{query}, B, \text{c(day_off))))$$

For the aggregated preference relation, by the lexicographic aggregation operator,

$$\preceq_{(\mathcal{K}, \xi)} = \text{def}^{\text{lex}}_{\text{agg}} (\preceq^s_{(\mathcal{K}, \xi)}, \preceq^a_{\mathcal{K}})$$

(cf. (5.5.2), Page 131) we thus get that

$$\alpha(\text{not acted}) \preceq_{(\mathcal{K}, \xi)} \alpha(\text{sacted}(\text{query}, B, \text{c(day_off))))$$

and consequently

$$\mathcal{I}_E = \{\sigma(\max_{\preceq_{(\mathcal{K}, \xi)}}(\text{options}))\} = \{\text{sacted}(\text{query}, B, \text{c(day_off)})\}$$

**act:** As defined in Equation (3.5.8) (Page 59) the act function is given as:

$$\text{act}(\mathcal{K}) = \text{def} \alpha(1).$$

The speech act that directly satisfies the only atomic intention of the agent is executed, this is:

$$\alpha(\text{sacted}(\text{query}, B, \text{c day_off})) = (\mathcal{E}, B, \text{query}, \text{day off})$$

$\mathcal{K}_{E}^{1, p} \circ^a (\mathcal{E}, B, \text{query}, \text{day off})$.

The $\circ^a$ operator only changes the beliefs of an ASP secrecy BDI$^+$ agent, as defined in Equation (3.5.9) (Page 60). That is, $\circ^a = \circ^a_{\text{scm}}$. By this operation $\mathcal{E}$ changes its views to reflect the changes implied by the action it just executed.
The change operator for actions is defined in Equation 5.6.6 as

\[
(V_D, W, V_D, A, S) \circ_{\mathcal{B}}^{\text{asp}} a = (V_D, W \circ_{\mathcal{B}}^{\text{asp}} t^{\text{asp}} (D, D, a),
V_D, A \circ_{\mathcal{B}}^{\text{asp}} t^{\text{asp}} (D, A, a),
S).
\]

The results of the interpretation function applied to the given speech act for the world-view of \( \mathcal{E} \) and the interpretation function for the view of \( \mathcal{E} \) on the world-view of \( \mathcal{B} \) are

\[
t^{\text{asp}}(E, E, (E, B, query, day_{off})) = \{ \text{sa(query, E, c(day_{off}), 1)}, \text{time(1)} \},
\]
and

\[
t^{\text{asp}}(E, B, (E, B, query, day_{off})) = \{ \text{sa(query, E, c(day_{off}), 2)}, \text{time(2)} \}.
\]

Both programs are consistent with the world-view of \( \mathcal{E} \) such that

\[
V^{1}_{E, W} \circ_{\mathcal{B}}^{\text{asp}} \{ \text{sa(query, E, c(day_{off}), 1)}, \text{time(1)} \} = V^{1}_{E, W} \cup \{ \text{sa(query, E, c(day_{off}), 1)}, \text{time(1)} \} = V^{1}_{E, W}.
\]

and

\[
V^{1}_{E, B} \circ_{\mathcal{B}}^{\text{asp}} \{ \text{sa(query, E, c(day_{off}), 2)}, \text{time(2)} \} = V^{1}_{E, B} \cup \{ \text{sa(query, E, c(day_{off}), 2)}, \text{time(2)} \} = V^{1}_{E, B}.
\]

The sets of answer sets are:

\[
\begin{align*}
AS(V^{1}_{E, W}) &= \{ \{ \text{attend scm}, \\
&\quad \text{has_secret(E, attend scm)}, \\
&\quad \text{time(1)}, \\
&\quad \text{sa(query, E, c(day_{off}), 1)}, \\
&\quad \text{attend_work}, \\
&\quad \text{at(1), \ldots } \} \\
\end{align*}
\]

and

\[
\begin{align*}
AS(V^{1}_{E, B}) &= \{ \{ \text{has_secret(E, attend scm)}, \\
&\quad \text{time(0)}, \\
&\quad \text{sa(query, E, c(day_{off}), 2)}, \\
&\quad \text{time(2)}, \\
&\quad \text{attend_work}, \\
&\quad \text{open_query(E, c(day_{off}))}, \\
&\quad \text{at(2), \ldots } \} \\
\end{align*}
\]

From the agent-view of \( \mathcal{E} \) on \( \mathcal{B} \) it thus follows that \( \mathcal{B} \) has an open query with respect to \( \mathcal{E} \) and the literal \( \text{day_{off}} \).
It holds that the secret of $\varepsilon$ is not violated, since

$$\text{attend}_\text{scm} \notin \text{Bel}_{\text{skp}}(\text{AS}(V_{\varepsilon,B}^1)).$$

In the following we describe only the relevant steps in the presentation of the agent cycles. In particular we leave out the detailed presentation of the belief change operation. The result of the interpretation operator results directly from its definition. The revision operation is reduced to the union operation since the interpretation result is always consistent with the respective view in this example. We do list the sets of answer sets, which give a concise presentation of the changes.

$t = 2$:

$$K_B^0 \circ (\varepsilon, B, \text{query, day_off}):$$

\text{agent } B: Agent $B$ receives the query for the day off from $\varepsilon$ and changes its beliefs component accordingly. The resulting sets of answer sets are:

$$\text{AS}(V_{B,W}^{2p}) = \{(\text{has_secret}(\varepsilon, \text{attend}_\text{scm}), \text{sa}(\text{query}, \varepsilon, c(\text{day_off}), 2),$$

$$\text{attend}_\text{work},$$

$$\text{open}_\text{query}(\varepsilon, c(\text{day_off})),$$

$$\text{at}(2), \ldots)\}\$$

and

$$\text{AS}(V_{B,E}^{2p}) = \{(\text{has_secret}(\varepsilon, \text{attend}_\text{scm}),$$

$$\text{sa}(\text{query}, \varepsilon, c(\text{day_off}), 1),$$

$$\text{attend}_\text{work},$$

$$\text{at}(1), \ldots)\}\$$

The belief set of the world-view of agent $B$ now contains the literal $\text{open}_\text{query}(\varepsilon, c(\text{day_off}))$ that denotes that $B$ has not answered the query for a day off from $\varepsilon$. Since $B$ has no secrets, no secret is violated.

\text{agent } D: The conditions of all belief-desire couplings in $M_B$ are checked, with

$$M_B = \{(\text{answered}(X, V), \{\text{open}_\text{sens_query}(X, V)\}, 1),$$

$$\text{answered}(X, V), \{\text{open}_\text{query}(X, V)\}, 0.6),$$

$$\text{queried}(\varepsilon, c(\text{attend}_\text{scm})),$$

$$\{\text{open}_\text{query}(\varepsilon, c(\text{day_off})), 0.8\}$$

$$\{\text{not}_\text{acted}(\emptyset, 0)\}.$$
The conditions of the second, third and fourth belief-desire coupling are satisfied in this case, such that the desire operator generates the following set of desires

\[ \mathcal{D}_B^2 = \{(\text{queried}(E, c(\text{attend\_scm})), 0.8), \]
\[ (\text{answered}(E, c(\text{day\_off})), 0.6), \]
\[ (\text{not\_acted}, 0)) \].

The intention \( \text{queried}(E, c(\text{attend\_scm})) \) results from the maximally motivated desire. The options for its realization, as given by \( \mathcal{KH}_{b^{\text{asp}}} \) in Equation (5.6.9) (Page 163), are

\[ \text{sacted(query, } E, c(\text{attend\_scm})) \text{ and not\_acted}. \]

Both options do not lead to the violation of any secrets, but, since it is more informative, the former is preferred over the latter by the \( \preceq_X^a \) relation (Equation (5.5.5), Page 132) such that

\[ \mathcal{J}_B^2 = \{\text{sacted(query, } E, c(\text{attend\_scm}))\}. \]

**act:** The executed action is

\[ \alpha(\text{sacted(query, } E, c(\text{attend\_scm}))) = (B, E, \text{query, attend\_scm}). \]

\[ \mathcal{K}_{B^{\text{asp}}}^2 \circ^a \langle B, E, \text{query, attend\_scm} \rangle: \]

**A change:** \( B \) changes its views to reflect the changes implied by the action it just executed. The sets of answer sets of the changed world and agent-view are:

\[ \mathcal{AS}(V_B^{2}, W) = \{ \text{has\_secret}(E, \text{attend\_scm}), \]
\[ \text{sa(query, } E, c(\text{day\_off}), 2), \]
\[ \text{sa(query, } B, c(\text{attend\_scm}), 2), \]
\[ \text{attend\_work}, \]
\[ \text{open\_query}(E, c(\text{day\_off})), \]
\[ \text{at}(2), \ldots \} \]

and

\[ \mathcal{AS}(V_B^{2}, E) = \{ \text{has\_secret}(E, \text{attend\_scm}), \]
\[ \text{sa(query, } E, c(\text{day\_off}), 1), \]
\[ \text{sa(query, } B, c(\text{attend\_scm}), 3), \]
\[ \text{attend\_work}, \]
\[ \text{open\_query}(B, c(\text{attend\_scm})), \]
\[ \text{open\_sens\_query}(B, c(\text{attend\_scm})), \]
\[ \text{at}(3), \ldots \} \]

The belief set of the view on \( E \) contains the new literals expressing that \( E \) has not answered the sensitive query if it intends to attend the strike committee meeting from \( B \). The epistemic state is safe since there is no secret.
\[ t = 3: \]

\[ \mathcal{K}^1_{\mathcal{E}} \circ (\mathcal{B}, \mathcal{E}, \text{query, attend_scm}) : \]

\[ \circ_{\mathcal{B}} : \] The sets of answer sets are:

\[
\begin{align*}
\mathcal{A}S(\mathcal{V}^3_{\mathcal{E}, \mathcal{W}}) &= \{ \text{attend_scm,} \\
& \quad \text{has_secret}(\mathcal{E}, \text{attend_scm}), \\
& \quad \text{sa}(\text{query, c(day\_off), 1}), \\
& \quad \text{sa}(\text{query, B, c(attend_scm), 3}), \\
& \quad \text{attend\_work}, \\
& \quad \text{open\_query}(\mathcal{B}, c(\text{attend_scm})), \\
& \quad \text{open\_sens\_query}(\mathcal{B}, c(\text{attend_scm})), \\
& \quad \text{at}(3), \ldots \} \}
\end{align*}
\]

and

\[
\begin{align*}
\mathcal{A}S(\mathcal{V}^3_{\mathcal{E}, \mathcal{B}}) &= \{ \text{has_secret}(\mathcal{E}, \text{attend_scm}), \\
& \quad \text{sa}(\text{query, c(day\_off), 2}), \\
& \quad \text{sa}(\text{query, B, c(attend_scm), 2}), \\
& \quad \text{attend\_work}, \\
& \quad \text{open\_query}(\mathcal{E}, c(\text{day\_off})), \\
& \quad \text{at}(2), \ldots \} \}
\end{align*}
\]

The world-view of \( \mathcal{E} \) contains the a new literal expressing that \( \mathcal{E} \) has not answered the sensitive query if it intends to attend the strike committee meeting from \( \mathcal{B} \).

The secret of \( \mathcal{E} \) is active but not violated since:

\[ \text{attend\_scm} \notin \text{Bel}_{\text{skip}}(\mathcal{A}S(\mathcal{V}^3_{\mathcal{E}, \mathcal{B}})). \]

It follows that the set of secrets of \( \mathcal{E} \) is not changed by the \( *_{\mathcal{B}} \) operator (as defined in (5.3.9), Page 118), i.e.:

\[ S^3_{\mathcal{E}} = *_{\mathcal{B}}(S^1_{\mathcal{E}}, \mathcal{V}^3_{\mathcal{E}, \mathcal{W}}, \mathcal{V}^3_{\mathcal{E}, \mathcal{B}}) = S^1_{\mathcal{E}} \]

\[ \circ_{\mathcal{D}} : \] The conditions of the belief-desire-couplings

\[ (\text{answered}(\mathcal{B}, \text{attend\_scm}), \text{open\_sens\_query}(\mathcal{B}, \text{attend\_scm}), 1) \]

and

\[ (\text{not\_acted}, 0, 0) \]

are satisfied such that

\[ \mathcal{D}^3_{\mathcal{E}} = \{(\text{answered}(\mathcal{B}, \text{attend\_scm}), 1), (\text{not\_acted}, 0)\} \]
\[ \odot 3: \] Agent \( \mathcal{E} \) has the intention to answer the sensitive query. The intention answered(\( \mathcal{B}, \text{attend\_scm} \)) can be satisfied by satisfying the atomic intentions

\[
\text{sacted}(\text{answer}, \mathcal{B}, c(\text{attend\_scm})), \text{ or } \\
\text{sacted}(\text{answer}, \mathcal{B}, c(\neg\text{attend\_scm})), \text{ or } \\
\text{not\_acted}.
\]

All these options are evaluated with respect to secrecy. The currently active secrets are given as \( s_{\text{active}}(V_{\mathcal{E}, \mathcal{W}}, S^3) = S^3 \) since \( \text{attend\_scm} \in \text{Bel}_{\mathcal{E}}(V_{\mathcal{E}, \mathcal{W}}) \).

For each option \( a \) the hypothetically evolved world-view \( V_{\mathcal{E}, \mathcal{B}}^{3p} \) is constructed and the violation of secrets with respect to it considered, as defined in (5.6.10) (Page 164). We consider these for the three options considered here in the following:

1.) \( \alpha(\text{sacted}(\text{answer}, \mathcal{B}, c(\text{attend\_scm}))) \):
   The first option leads to the addition of the fact \( \text{attend\_scm} \) to \( V_{\mathcal{E}, \mathcal{B}}^{3p} \) such that
   \[ \text{attend\_scm} \in \cap AS(V_{\mathcal{E}, \mathcal{B}}^{3p} \ast^{\text{asp}} t^{\text{asp}}(D, A, a)). \]
   The secret is thus violated.

2.) \( \alpha(\text{sacted}(\text{answer}, \mathcal{B}, c(\neg\text{attend\_scm}))) \):
   The second option leads to the addition of the fact \( \neg\text{attend\_scm} \) to \( V_{\mathcal{E}, \mathcal{B}}^{3p} \) such that
   \[ \neg\text{attend\_scm} \in \cap AS(V_{\mathcal{E}, \mathcal{B}}^{3p} \ast^{\text{asp}} t^{\text{asp}}(D, A, a)). \]
   The secret is not violated in this case.

3.) \( \alpha(\text{not\_acted}) \):
   The third option leads to
   \[ t^{\text{asp}}(\mathcal{E}, \mathcal{B}, e) = \{\text{time}(4).\} \]
   Since \( \mathcal{B} \) is refusal sensitive, Definition 5.6.11 (Page 167) secrecy is violated by this option. In particular, from the following subset of \( V_{\mathcal{E}, \mathcal{B}}^{3p} \) follows \( \text{attend\_scm} \):
holds(\(c(\text{attend\_scm})\)) \iff \text{has\_secret}(E, c(\text{attend\_scm}))).

\text{has\_secret}(E, c(\text{attend\_scm})) \iff \text{refused}(E, c(\text{attend\_scm})).

\text{attend\_scm} \iff \text{holds}(c(\text{attend\_scm})). \subseteq V_{E,B}^3

Agent \(E\) has not answered the query such that it holds

\(\text{not\_sa}(\text{answer}, E, B, V', 4),\)

with \(V' \in \{c(\text{attend\_scm}), c(\neg \text{attend\_scm})\}\). It follows that \(E\) has refused to answer the sensitive query for \(\text{attend\_scm}\), represented by the meta-information literal \(\text{refused}(E, c(\text{attend\_scm}))\). It further follows that the meta-information literal \(\text{holds}(c(\text{attend\_scm}))\) holds and is used by the linking rule to infer that \(\text{attend\_scm}\) holds. Therefore it holds that

\(\text{attend\_scm} \in \cap AS(V_{E,B}^3, \ast^{asp} t^{asp}(D, A, a)).\)

such that the secret is violated. That is, the third option would violate secrecy by the meta-inference that results from not answering the query of \(B\) for a sensitive formula of \(E\).

The violation sets for the considered options are:

\[
\begin{align*}
\text{vioAfter}(S^3, V_{E,B}^3, \alpha(sacted(\text{answer}, B, c(\text{attend\_scm})))) &= \text{vioAfter}(S^3, V_{E,B}^3, \alpha(\neg\text{acted})) \\
&= \{(\text{attend\_scm}, Bel^{asp}_{\text{skep}}, B)\}
\end{align*}
\]

and

\[
\begin{align*}
\text{vioAfter}(S^3, V_{E,B}^3, \alpha(sacted(\text{answer}, B, c(\neg\text{attend\_scm})))) &= \{\emptyset\}
\end{align*}
\]

Hence, we get the following preferences with respect to secrecy:

\[
\alpha(\text{sacted}(\text{answer}, B, c(\text{attend\_scm}))) \gg_{(X,K)} \alpha(\text{not\_acted}) \\
\gg_{(X,K)} \alpha(\text{sacted}(\text{answer}, B, c(\neg\text{attend\_scm})))
\]

There is exactly one maximal element according to the \(\gg_{(X,K)}\) relation. Since the lexicographic aggregation operator with highest priority given to the \(\gg_{(X,K)}\) relation is used, the maximal element of the \(\gg_{(X,K)}\) relation is the same.

Hence the new set of intentions of \(E\) is

\[
\mathcal{I}_E^3 = \{\sigma(\text{max}_{\text{\scriptsize{\gg}_{(X,K)}}}(\text{options}))\} = \\
\{\text{sacted}(\text{answer}, B, c(\neg\text{attend\_scm}))\}.
\]

\textbf{act:} The action that \(E\) executes is

\[
\alpha(\text{sacted}(\text{answer}, B, c(\neg\text{attend\_scm}))) = \\
\langle E, B, \text{answer}, \neg\text{attend\_scm} \rangle.
\]

\(K_{E}^{3p} \circ a (E, B, \text{answer}, \neg\text{attend\_scm}):\)
$\mathcal{A}^\epsilon_{\mathcal{B}}$: $\mathcal{E}$ changes its views to reflect the changes implied by the action it just executed. The resulting sets of answer sets are:

$$AS(V^3_{\mathcal{E}, \mathcal{W}}) = \{\{\text{attend}_\text{scm},$$
$$\text{has}_\text{secret}(\mathcal{E}, \text{attend}_\text{scm}),$$
$$\text{sa}(\text{query}, \mathcal{E}, c(\text{day}_\text{off}), 1),$$
$$\text{sa}(\text{query}, \mathcal{B}, c(\text{attend}_\text{scm}), 3),$$
$$\text{sa}(\text{answer}, \mathcal{E}, c(\neg\text{attend}_\text{scm}), 3),$$
$$\text{attend}_\text{work},$$
$$\text{open}_\text{query}(\mathcal{B}, c(\text{attend}_\text{scm})),$$
$$\text{open}_\text{sens}_\text{query}(\mathcal{B}, c(\text{attend}_\text{scm})),$$
$$\text{at}(3), \ldots\}\}$$

and

$$AS(V^3_{\mathcal{E}, \mathcal{B}}) = \{\{$$
$$\text{has}_\text{secret}(\mathcal{E}, \text{attend}_\text{scm}),$$
$$\text{sa}(\text{query}, \mathcal{E}, c(\text{day}_\text{off}), 2),$$
$$\text{sa}(\text{query}, \mathcal{B}, c(\text{attend}_\text{scm}), 2),$$
$$\text{sa}(\text{answer}, \mathcal{E}, c(\neg\text{attend}_\text{scm}), 4),$$
$$\neg\text{attend}_\text{scm},$$
$$\text{attend}_\text{work},$$
$$\text{open}_\text{query}(\mathcal{E}, c(\text{day}_\text{off})),$$
$$\text{day}_\text{off},$$
$$\neg\text{attend}_\text{work},$$
$$\text{at}(4), \ldots\}\}$$

The shown changes in the world-view of $\mathcal{E}$ reflect that after responding with $\neg\text{attend}_\text{scm}$ to $\mathcal{B}$, agent $\mathcal{E}$ has answered the sensitive query. The fact $\neg\text{attend}_\text{scm}$. is added to its view on agent $\mathcal{B}$, such that $\text{day}_\text{off}$ follows. From $\text{day}_\text{off}$ again $\neg\text{attend}_\text{work}$ follows. The resulting epistemic state is safe, since the only secret is not violated.

$t = 4$:

$\mathcal{K}_{\mathcal{B}}^2 \circ (\mathcal{E}, \mathcal{B}, \text{answer}, \neg\text{attend}_\text{scm})$:

$\mathcal{B}^\mathcal{A}$: Agent $\mathcal{B}$ revises its beliefs on reception of the percept. The resulting sets of answer sets are:

$$AS(V^4_{\mathcal{B}, \mathcal{W}}) = \{\{$$
$$\text{has}_\text{secret}(\mathcal{E}, \text{attend}_\text{scm}),$$
$$\text{sa}(\text{query}, \mathcal{E}, c(\text{day}_\text{off}), 2),$$
$$\text{sa}(\text{query}, \mathcal{B}, c(\text{attend}_\text{scm}), 2),$$
$$\text{sa}(\text{answer}, \mathcal{E}, c(\neg\text{attend}_\text{scm}), 4),$$
$$\neg\text{attend}_\text{scm},$$
$$\text{attend}_\text{work},$$
$$\text{at}(4), \ldots\}\}$$
open_query(E, c(day_off)),
day_off,
¬attend_work,
at(4), ...
\)

and
\[
\text{AS}(V_{B,E}^{4p}) = \{ \text{has_secret}(E, \text{attend_scm}), \text{sa}(\text{query}, E, c(\text{day_off}), 1), \text{sa}(\text{query}, B, c(\text{attend_scm}), 3), \text{sa}(\text{answer}, E, c(\neg \text{attend_scm}), 3), 
\neg \text{attend_scm},
\text{attend_work},
at(3), ... \} \]

Agent $B$ receives the answer to its query, which adds $\neg \text{attend_scm}$ to its world-view. From $\neg \text{attend_scm}$ follows $\text{day_off}$, and from $\text{day_off}$ follows $\neg \text{attend_work}$.

$\odot D$:
The current belief set of $B$’s world-view contains
\[
\text{open_query}(E, c(\text{day_off}))
\]
such that the desire operator results in the set of desires:
\[
\mathcal{D}^1_B = \{ \{ \text{answered}(E, c(\text{day_off})), 0.6 \}, \{ \text{not_acted}, 0 \} \}
\]

$\odot I$:
The options for the satisfaction of the intention resulting from the maximally motivated desire, $\text{answered}(E, c(\text{day_off}))$, are
\[
\text{sacted(\text{answer}, E, c(\text{day_off}))},
\text{sacted(\text{answer}, E, c(\neg \text{day_off}))}, \text{and}
\text{not_acted}.
\]

All three actions are secrecy preserving, since $B$ has no secret. The most informative, because it is honest, and therefore maximally preferred action of these according to $\succeq^p_B$ is the first one:
\[
\mathcal{J}^1_B = \{ \sigma(\max_{\succeq^p_B}(\text{options})) \} = \{ \text{sacted(\text{answer}, E, c(\text{day_off}))} \}
\]

$\text{act}$: The action that $B$ executes is
\[
\alpha(\text{sacted(\text{answer}, E, c(\text{day_off}))}) = \langle B, E, \text{answer, day_off} \rangle.
\]
\[
\mathcal{K}^{4p}_{B} \circ^a (B, E, \text{answer, day_off}):
\]
The resulting sets of answer sets are:

\[ \text{AS}(V_{B,W}^4) = \{ \langle \text{has\_secret}(E, \text{attend\_scm}) \rangle, \text{sa}(\text{query}, E, c(\text{day\_off}), 2), \text{sa}(\text{query}, B, c(\text{attend\_scm}), 2), \text{sa}(\text{answer}, E, c(\neg \text{attend\_scm}), 4), \neg \text{attend\_scm}, \text{sa}(\text{answer}, B, c(\text{day\_off}), 4), \text{open\_query}(E, c(\text{day\_off})), \text{day\_off}, \neg \text{attend\_work}, \text{at}(4), \ldots \rangle \} \]

and

\[ \text{AS}(V_{E,\bar{B}}^4) = \{ \langle \text{has\_secret}(E, \text{attend\_scm}) \rangle, \text{sa}(\text{query}, E, c(\text{day\_off}), 1), \text{sa}(\text{query}, B, c(\text{attend\_scm}), 3), \text{sa}(\text{answer}, E, c(\neg \text{attend\_scm}), 3), \neg \text{attend\_scm}, \text{sa}(\text{answer}, B, c(\text{day\_off}), 5), \text{day\_off}, \text{attend\_work}, \neg \text{attend\_work}, \text{at}(5), \ldots \rangle \} \]

The resulting epistemic state is safe since there is no secret.

\[ t = 5: \]

\[ \mathcal{K}_E^3 \circ \langle B, E, \text{answer, day\_off} \rangle: \]

The resulting sets of answer sets are:

\[ \text{AS}(V_{E,W}^5) = \{ \langle \text{attend\_scm,} \text{has\_secret}(E, \text{attend\_scm}) \rangle, \text{sa}(\text{query}, E, c(\text{day\_off}), 1), \text{sa}(\text{query}, B, c(\text{attend\_scm}), 3), \text{sa}(\text{answer}, E, c(\neg \text{attend\_scm}), 3), \text{sa}(\text{answer}, B, c(\text{day\_off}), 5), \text{day\_off}, \text{attend\_work}, \neg \text{attend\_work}, \text{at}(5), \ldots \rangle \} \]

and

\[ \text{AS}(V_{E,B}^5) = \{ \langle \text{has\_secret}(E, \text{attend\_scm}) \rangle, \]
Agent $E$ receives the answer informing it that it has the day off. Consequently it follows $\neg$attend_work. The resulting epistemic state is safe, since the only secret is not violated.

\textbf{ act: } The agent’s action is therefore

$$\alpha(\text{not\_acted}) = \epsilon.$$ 

\textbf{$\mathcal{X}_{E}^{-5} \circ \mathcal{A}_{E}:$}

The resulting sets of answer sets are:

$$\mathcal{A}\mathcal{S}(V_{E,W}^{5}) = \{ \text{attend\_scm,}
\text{has\_secret}(E, \text{attend\_scm}),
\text{sa(query, } E, \text{c(day\_off), 1),}
\text{sa(query, } B, \text{c(attend\_scm), 3),}
\text{sa(answer, } E, \text{c(} \neg \text{attend\_scm), 3),}
\text{sa(answer, } B, \text{c(day\_off), 5),}
\text{day\_off,}
\neg \text{attend\_work,}
at(5), \ldots \} \}.$$ 

and

$$\mathcal{A}\mathcal{S}(V_{E,B}^{5}) = \{ \text{has\_secret}(E, \text{attend\_scm}),
\text{sa(query, } E, \text{c(day\_off), 1),}
\text{sa(query, } B, \text{c(attend\_scm), 3),}$$
The resulting epistemic state is safe, the only secret is not violated.

At this point it is clear that in the following both agents continue to exchange empty actions and that their views will not change apart from the representation of time. Hence $E$ has the day_off and has preserved its secrets.

We have just shown that and how we can use our secrecy ASP BDI agent model to simulate the motivating example about the strike committee meeting that we introduced in the introduction and formalized throughout this thesis. In the next section we discuss the related approaches to the work we presented in this chapter. Then we conclude.

## 5.7 Related Work

Secrecy (also called confidentiality or privacy in other works) has been studied intensively, foremost from a theoretical perspective on the specification and verification of secrecy preserving computing systems. In this domain of computer security several definitions of secrecy properties have been proposed, e. g., [176, 177, 120, 221]. Later, general frameworks for the formulation of such properties have been developed, most notably the MAKS framework [174] and the runs-and-systems framework [121]. Modal logics have also been used to reason about secrecy, see e. g., [11, 232]. Also the runs-and-systems framework has a modal logical interpretation on the basis of interpreted systems [121]. The runs-and-systems framework is the most general framework, and the most appropriate for multi-agent systems. We elaborate on the relation of our framework to the runs-and-systems framework in Section 5.7.1.

The works on the formal specification and verification of secrecy do not provide constructive approaches for the design and the implementation of secrecy preserving systems. Constructive approaches to secrecy preservation in logic based systems have been developed mainly for the problem of secrecy preserving query answering, also called controlled query evaluation, or in a more general form controlled interaction execution. The general question hereby is how an information system or knowledge base can answer queries, being as informative as possible, while preserving secrecy. Hereby, the inference problem [93] is
considered. In contrast to the problem of access control that demands that the direct access to sensitive information has to be prevented, the inference problem demands that the collection of sufficient information to infer the sensitive information has to be prevented. In the database setting the controlled query evaluation (CQE) framework [213] considers ways to preserve secrecy while answering queries from a user to a database. This framework has been extensively studied and extended by Biskup et al., see e.g., [31, 35, 39, 33, 37, 34, 38, 40], for an overview see [32]. In a more generalized form it is called controlled interaction execution (CIE) framework. We elaborate on the relation of the CIE framework to our work in Section 5.7.2. We discuss other works in the field of secrecy preserving query answering that are interesting with respect to our work in Section 5.7.3.

Only few works on the consideration of secrecy in agent theory have been conducted. These are focused on the consideration of the problem of secrecy preserving query answering and secrecy in some other specific problem areas have also been considered for agent systems. Another concept from agent theory that is related to the work we presented here are maintenance goals. We discuss these approaches in Section 5.7.4.

5.7.1 Runs-and-systems base secrecy

The most general and accepted framework for definitions of secrecy in multiagent systems is the one of Halpern and O’Neill [121]. It generalizes several other notions of secrecy and forms a basis for discussions of general issues of secrecy. In [36] Biskup and Tadros generalized the notions of Halpern and O’Neil by their policy-based notion of secrecy. In this section we discuss the runs-and-systems framework and notions of secrecy based on it in relation to our work.

In [121] Halpern and O’Neill base their work on secrecy on the runs-and-systems framework [89]. A system $\mathcal{R}$ is a set of runs $r$. A run is a sequence of global states. Global states of a system are identified using the two dimensions of runs $r$ and time-points $m$ such that a point is given by $(r, m)$ and the corresponding global state is denoted by $r(m)$. A global state consists of all local states of all agents $Ag = \{X_1, \ldots, X_n\}$, such that

$$r(m) = (s_{X_1}, s_{X_2}, \ldots, s_{X_n}).$$

The local state of agent $X$ in a global state $r(m)$ is given by $r_X(m)$. The set of all points of a system $\mathcal{R}$ is denoted by $\mathcal{PT}(\mathcal{R})$. The view of agent $X \in Ag$ at point $(r, m)$ on the system $\mathcal{R}$, called $X$-information set, is defined as the set of points that it considers possible in $(r, m)$, i.e., all points that are consistent with the local state of the agent:

$$\mathcal{K}_X(r, m) = \{(r', m') \in \mathcal{PT}(\mathcal{R}) \mid r'_X(m') = r_X(m)\}. $$
In [121] several qualitative notions of secrecy are presented which all base on the principle that an agent $D$ maintains secrecy with respect to an agent $A$ if and only if for all possible points $(r, m) \in PT(R)$ agent $A$ cannot rule out secrecy relevant information $I_D$ of $D$. The idea is that $I_D$ describes a (secrecy-)relevant property of agent $D$ that needs to be protected. The strongest notion of secrecy is the one of total secrecy in which $I_D$ is the set of all possible local states of $D$.

**Definition 5.7.1** (Total Secrecy [121]). Agent $D$ maintains total secrecy with respect to $A$ in system $R$ if, for all points $(r, m)$ and $(r', m') \in PT(R)$ it holds that $K_A(r, m) \cap K_D(r', m') \neq \emptyset$.

This notion of secrecy inhibits any information flow and, as stated in [121], “for almost any imaginable system, it is, in fact, too strong to be useful.”

**Example 5.7.2.** In our example, total secrecy would imply that Beatriz is not allowed to believe that Emma knows her own name since all information is declared secrecy relevant.

Several weaker notions of secrecy are presented in [121] that restrict the amount of relevant information $I_D$ of agent $D$. In total f-secrecy relevant information is defined by relevant values of $D$ such that not the entire local state is relevant. In C-secrecy an $A$-allowability function explicitly defines a set of points $A$ is allowed to rule out in each point. The most general definition of secrecy is policy-based secrecy presented in [36]. In policy-based secrecy the relevant information of agent $D$ is defined by a set $I_D$ of sets of $D$-information sets $I_D$, i.e., $I_D = \{I^1_D, I^2_D, \ldots\}$. The construction via sets of information sets allows for a more expressive formulation of relevant information. It can be expressed that out of a set $I_D$ some local states can be excluded but not all, which allows to formulate disjunctive of information. That is, every set of $D$-information sets characterizes some relevant property and the set of all relevant properties of agent $D$. This is formalized by a $D$-possibility policy.

**Definition 5.7.3** ($D$-Possibility Policy [36]). A $D$-possibility policy policy is a function:

$$PT(R) \rightarrow \mathcal{P}(\mathcal{P}(\mathcal{P}(\mathcal{P}(PT(R))))$$

such that policy$(r, m) := \{I^1_D, I^2_D, \ldots\}$ contains sets $I_D$ of $D$-information sets.

Policy-based secrecy is then defined as follows.

---

2 In [121] the attacking agent $A$ is denoted by $i$ and the defending $D$ by $j$. 
Definition 5.7.4 (Policy-based Secrecy [36]). If policy is a $\mathcal{D}$ -possibility policy, agent $\mathcal{D}$ maintains policy-based secrecy with respect to agent $\mathcal{A}$ in $\mathcal{R}$ if, for all points $(r, m) \in \mathcal{PT}(\mathcal{R})$ and for all $I^\mathcal{D}_D \in \text{policy}(r, m)$:

$$
\mathcal{K}_A(r, m) \cap \bigcup_{I_D \in I^\mathcal{D}_D} I_D \neq \emptyset
$$

That is, no property of $\mathcal{D}$ characterized by an $I^\mathcal{D}_D$ should be ruled out by another agent. Note that each $I_D$ and each $I^\mathcal{D}_D$ is dependent on the considered point $(r, m)$.

C-secrecy and total f-secrecy have been shown to be special cases of policy-based secrecy in [36]. It has been shown in [121] that separability [178] and generalized non-interference [176] are stricter than C-secrecy and total f-secrecy, which are special cases of policy-based secrecy. In [36] the close relation of policy-based secrecy to opaque-ness properties of function views as defined in [134] is shown. Hence, the most expressive definition of runs-and-systems based secrecy is the one of policy-based secrecy. In [155] we showed that and how we can express policy-based secrecy in an epistemic agent-based system.

There are several fundamental differences between the concept of runs-and-systems based secrecy and ours. Most strikingly the runs-and-systems model models the entire agent systems from a global perspective and for all possible global states and evolutions thereof. Our notion of agent-based secrecy is focused on the local state of an agent. Further, in runs-and-systems based notions of secrecy the defending agent $\mathcal{D}$ needs to have complete information about the attacking agent $\mathcal{A}$ in order to satisfy runs-and-systems based notions of secrecy. This is unrealistic in any practical multiagent system. Moreover, in practical multiagent systems it seems natural that several agents have secrets and should be able to preserve secrecy. In particular $\mathcal{A}$ should be designed symmetrically and should be able to have secrets with respect to $\mathcal{D}$. Moreover, both should be able to preserve secrecy at the same time. This is impossible if both have a complete view on the other. In our notion of agent-based secrecy the defending agent can have an uncertain and incomplete view on the information available to each attacking agent and the preservation of secrecy is dependent on the view $\mathcal{D}$ has on the attacking agents. This corresponds to a realistic setting of an autonomous agent in a multi-agent system.

Secrecy in the runs-and-systems model is preserved if an attacking agent can not exclude all states of a defined set. This resembles a skeptical inference behavior of the attacking agent. Our notion of agent-based secrecy is explicitly based on families of belief operators that resemble different inference behaviors. Each secret can be protected against a different belief operator. Moreover we consider the weakening of secrets and violations to different degrees on the basis of the order among different belief operators.

Another difference between the notion of runs-and-systems based secrecy and our notion of agent based secrecy is the definition of
secret information. The information to be kept secret in runs-and-systems based secrecy is implicit. The relevant information is specified and does not represent secrets but information not to be ruled out, that is, information agent $A$ has to consider possible. In comparison to the notion of secrets in our framework this means that all information is to be kept secret in which some relevant information is ruled out. Formally, this means that if $J = \{I_1, \ldots, I_l\} \subseteq \mathcal{P}(\mathcal{R})$ characterizes relevant information, the set of secret information is given by

$$\Gamma(J) = \{I \mid \exists I' \in J, I = \mathcal{P}(\mathcal{R}) \setminus I'\}.$$ 

This set of secrets in form of information-sets forms the basis for the secrets of agent $D$. The formulation of secrets in policy-based secrecy specifies the information an attacking agent shall believe. Hence if we consider our running example we have.

**Example 5.7.5.** Beatriz should not be able to rule out that Emma does not attend the strike committee meeting. Hence $\neg$attend _scm is security relevant information.

### 5.7.2 Controlled interaction execution

In the framework for controlled interaction execution (CIE) [32] a logic-based client-server system with a confidentiality policy is considered. The policy contains potential secrets that are formulae that should not be inferred by an attacker if they are satisfied in the defender’s knowledge base. Clients pose queries, and update-requests, to the server, which reacts to these. A censor component inspects the potential answer of the information system to a query, given the history of queries and answers, and the client’s assumed background knowledge. In case of secrecy violation by the original answer of the information system the censor modifies the answer. In CIE considered options for modifications are lying and refusing. An answer is a lie if it is an answer value for the query that is inconsistent with the actual database instance. In the case of a refusal, a refusal notification is sent as a dedicated answer value, e.g., refuse. Various instances of this setting have been studied that differ in several parameters. One is the type of information system that is considered, for instance propositional and relational, complete and incomplete databases are considered. Others parameters are the considered interaction language (e.g., open/closed queries, update requests), the policy language (e.g., propositional or modal logic) and the types of censor (lying, refusal, combined).

In the CIE setting several assumptions are made. One assumption is an open design. That is, the attacker (client) is assumed to know the potential secrets of the defender, i.e., the potentially secret formulae but not whether they hold in the knowledge base of the defender.
Further, the attacker is assumed to know the particular algorithm (including any distortion strategy) of the defender (censor / information system). The attacker is assumed to be a skeptical reasoner with unlimited computational power. These assumptions allow the attacker to apply meta-inferences on the basis of the defender’s reactions. The effectiveness of the devised censor functions depends crucially on these assumptions.

In our approach we do not make any of these assumptions in general. We explicitly model the information available to the attacker and we explicitly model its reasoning capabilities. This way we capture a more realistic and accurate attacker model. The resulting approach is less restrictive and more flexible.

The considerations with respect to meta-inference in the CIE setting are interesting in our setting as well. In the following we summarize the main results for the fundamental strategies of a censor in the CIE framework [32] and then relate them to our approach.

**Uniform Lying** The uniform lying censor returns a different answer value than the actual answer value of the database if returning the actual value would violate secrecy. For the uniform lying censor it has been shown that, in order to avoid hopeless situations, the protection of the secret formulae is not sufficient to guarantee preservation of secrecy; but protecting the disjunction of the secrets as well guarantees preservation of secrecy.

**Uniform Refusing** The uniform refusing censor returns a notification that the last request will not be answered if returning the correct answer would violate secrecy. For the uniform refusing censor it has been shown that it allows meta-inferences if it only refuses to answer if the truthful answer would violate secrecy. This is due to the assumption of an open design by which the attacker knows the censoring algorithm of the defender and its potential secrets. That is, the attacker knows that if the defender refuses to answer, then answering truthfully would violate a secret. From this it can possibly infer that a potential secret is actually true. It has been shown that this is not possible if the censor refuses to answer a query whenever answering with an answer-value could violate one of its potential secrets, independently of whether they actually hold or not.

**Lying + Refusing** A combined lying and refusal censor is also devised. It combines the advantage of the uniform lying censor that not all alternative answer values and their effect on secrecy have to be considered (as has to be for the uniform refusing censor) with the advantage of the uniform refusing censor that the disjunction of potential secrets does not have to be protected (as has to be for the uniform lying censor). It does not protect the disjunction of secret
formulae and lies if answering the truthful evaluation would violate secrecy and the lie would not. If the truthful evaluation and all possible lied answer values would violate secrecy the censor refuses to answer. Since the refusal is independent of the actual answer value, it does not allow the meta-inference described in the context of the uniform refusing censor.

In our approach the agents can perform arbitrary sequences of speech acts, of which we considered the types

inform, query, and answer.

Further, they can “not act” by performing the empty action. The agent always generates and considers a set of alternative options for action, evaluates them and performs a maximally preferred one according to its evaluation. It evaluates all options with respect to secrecy. Hereby it is not restricted to answer with an evaluation of a query to a query but might consider to send some other answer or inform action, or respond with a query. It evaluates all options with respect to secrecy, not only by considering an action to be secrecy violating or not but by classifying the action with respect to secrecy. This evaluation gives the means to minimize the violation of secrecy if it is unavoidable, or necessary to accomplish an important goal.

The scenario of query answering and the strict preservation of secrecy is hence a special case of our scenario. If we model the query answering scenario the defending agent receives a query, generates the goal to answer this query, and then considers its possible actions to realize this goal. We consider an answer to a query as refused if the empty action is performed after a query has been received. We assume that an agent always considers not to act (resembled by the empty action) as an option. It evaluates if the empty action is preferable over the other actions that are options. Our agents prefer to execute actions that violate secrecy as little as possible, and among these it prefers actions that are as informative as possible. When considering to answer a query for the evaluation of some formula \( \phi \) the agent generates at least the following options to answer:

a) to answer truthfully with the evaluation of \( \phi \),

b) to answer with any alternative evaluation of \( \phi \),

c) to not answer by executing the empty speech act.

The first option should, in a cooperative setting, be the preferred one by the agent, if it is not violating secrecy. The second option is a lie and the third is seen as a refusal to answer. Hence, our agents always consider at least all of the options that are considered in the CIE setting. In our approach the CIE strategies are addressed as follows:
uniform lying  We showed in Proposition 5.4.15 (Page 126) that if we restrict our scenario and agent to a propositional query-answer scenario we can prove that an agent in this scenario is secrecy preserving if and only if it protects the disjunction of secrets.

uniform refusing  We do not generally assume that the attacking agent has information about the potentially secret formulae of the defending agent and its answering behavior. In our approach we protect secrecy on the basis of the attacker model of the defending agent. We developed attacker models on the basis of answerset programming in Section 5.6. We showed in Section 5.6.4 that if we model an attacker that has this information we can model meta-inferences from a refusal with respect to questions for sensitive formulae. If we model an attacking agent that knows that the defending agent refuses to answer any queries with respect to sensitive formulae in any case, then it cannot perform meta-inferences from the refusal, as for the propositional case.

lying + refusing  We defined a preference relation on options in Section 5.5 and in particular a preference order $\preceq^\text{K}$ based on the informativity of the options in (5.5.5) (Page 132) that prefers the empty action, i.e., refusing, over lying. If we change this relation to a relation that prefers lying over refusing we would get an agent that shows the same behavior as the Lying+Refusing censor.

We have illustrated how our approach of agent based secrecy relates to important aspects of the CIE approach, which is the most sophisticated approach in the field of secrecy preserving query answering. In the following section we consider other works on secrecy preserving query answering and interesting aspects of these.

5.7.3  Secrecy preserving query answering

In [224] the general problem of secrecy preserving query answering with multiple querying agents that pose queries to a single knowledge base is considered. The interaction of the querying agents is modeled by a communication graph. It is assumed that an agent shares all answers it received from the knowledge base with its direct successors in the graph, but it does not share answers received from other agents with another agent. The secrets are different for different agents. No background knowledge or reasoning capabilities of the agents are modeled. Secrecy is considered under the open world assumption and preserved by responding with unknown whenever responding with yes or no would violate secrecy. This is realized by constructing and maintaining a secrecy envelope. It contains for each agent a subset of the knowledge base such that if it is removed from the knowledge base the secret can not be inferred from the resulting
knowledge base. Queries are answered according to the knowledge base from which the secrecy envelope with respect to the considered agent is subtracted. The setup used in this work is simpler than the one considered in our approach or in the CIE setting. The interesting aspect of this work, that is not present in other works, is the modeling of the interaction of several attacking agents. The used model on the basis of communications graphs is quite simple, but would make a good first step towards the extension of our agents to consider the interaction of several attacking agents.

In [79] multi-context systems are used to model a knowledge base and a set of users with background knowledge and secrets. The secrets of the users define the information to be kept secret from other agents. The authors show how a multi-context system can be constructed to compute privacy preserving answers to queries from users to the knowledge base. An instance based on default logic is exemplarily shown. Only a one-step process of computing answers for a given query is considered. The computed answers are guaranteed to be privacy preserving but are not necessarily maximal. This work considers a very simplified secrecy setting, but is interesting since it considers a general framework for the use of non-monotonic logics in the context of secrecy.

In [135] the authors consider the problem of privacy preserving data publishing for answer set programming. They show how an abduction framework for extended disjunctive logic programs can be used to compute a privacy preserving version of a given program with respect to a secrecy policy. This work considers an approach to secrecy that is based on modifying a knowledge base such that the resulting knowledge base can be directly used to answer any queries. That is, it considers a preprocessing approach to secrecy, in contrast to the dynamic approach that is considered in our approach and others. In a preprocessing approach potentially less information is available as in a dynamic approach for a specific query sequence. Further, it is not applicable for complex interacting agents in a dynamic environment. The interesting aspect of this work with respect to our work is its use of an answer set programming based approach to compute the secrecy preserving version of a logic program. The abductive approach determines the possible options to modify a logic program such that no secret is entailed, on the basis on a set of abducibles. In our approach the know-how of the agent represents the options for these modifications. As part of future work it would be interesting to see how the abductive approach could be used to determine options for action in the light of look ahead planning of an agent. That is, if the agent considers sequences of actions it could perform to achieve some goal it could determine options for these actions by means of abductive reasoning. It would be interesting to investigate how these
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approaches can be combined and to make use of the abductive approach in a dynamic setting.

5.7.4 Secrecy and Agent models

The design and implementation of secrecy aware agents has not been considered in the general form we present here. Different forms of secrecy have been considered for specialized application domains only. In the following we discuss the most relevant of these works.

Logic programming has also been considered in combination with agents and secrecy in [171]. There, secrecy is considered in a distributed abductive logic programming system. It models agents that have to collaboratively compute consistent answers to a query and protect their private information at the same time. Secrecy is expressed by means of the specification of private and askable literals which are used in a distributed abduction algorithm. That is, the considered problem is an access control problem rather than an inference problem. There is no attacker modeling, no considered inferences or meta-inferences. Also, no general agent model and general actions are considered.

In [238] and [102] secrecy is considered in distributed constraint satisfaction problems with application to distributed meeting scheduling. No explicit secrets are considered, but a quantitative assessment of privacy loss on the basis of number of possible states is defined which can be used to define secrecy vs. efficiency tradeoffs. No agent model is considered, but the assessment of privacy loss is somewhat related to our concept of the classification of actions with respect to secrecy.

The closest to the general consideration of secrecy in agent models are the works on the integration of the CIE approach, which we discussed above, into agent models. In [39] it is proposed to use a censor component, which is external to the agent cycle, to control the agent’s actions prior to execution and modifying them if necessary. While this might be adequate for censoring the answers of a database, it is not adequate in agent theory since it contradicts the autonomy of an agent in its decision making. Moreover, it is very restricted in its possibilities since the censor is not involved in the deliberation or planning of the agent. This approach is discussed for a scenario of negotiating agents. Moreover, the actual realization of this approach is left open in [39].

In her dissertation, [222], Cornelia Tadros considers a defending agent that reacts to iterated query, revision and update requests from an attacking agent. For the definition of secrecy similar assumptions as in the CIE setting are made, i.e., complete information and unlimited computational power of the attacker. In this context she considers non-monotonic reasoning formalisms and belief change operators
from belief revision theory of the agents are considered. However, also there, the CIE approach is used as an external control instance of the agent that modifies the agent’s actions. No complete agent model or agent-based notion of secrecy, as we consider in this work, is considered.

In contrast to these works that use a censor component to control the agent’s behavior, we consider the design of secrecy aware agents. That is, we integrate secrecy into the agents’ reasoning, deliberation and means-end reasoning processes to achieve general autonomous secrecy preserving agents apt to perform well in a dynamic setting.

Our integration of secrecy into the agent’s deliberation and means-ends reasoning is comparable to the consideration of secrecy as a kind of maintenance goal of the agent. A maintenance goal is represented by a maintenance-condition, which the agent aims to keep satisfied. In most of works in agent theory and practical systems that consider maintenance goals only reactive maintenance goals are considered. If the maintenance-condition of a reactive maintenance goal is violated the agent starts acting towards its recovery. For instance, if the battery level of a robot drops below a set threshold it moves to the charging station. This approach is obviously not appropriate for the preservation of secrecy. Proactive maintenance goals on the other hand are taken into consideration by the agent’s reasoning and make anticipation of the actions of the agent necessary to prevent the violation of the maintenance-condition. This formulation seems to be more adequate to capture the preservation of secrecy. However, only little work on proactive maintenance goals exists. Most of these focus on the definition and formalization of different types of maintenance goals that can be elegantly formulated by means of modal logics, e.g., linear temporal logic formulae.

Few more practical approaches to proactive maintenance goals exist. In proactive maintenance goals are considered for agents based on the agent programming language GOAL. The authors specify the semantics of a maintenance goal on the basis of an n-step look-ahead operator which is assumed to be capable of determining the possible next n steps of the run of the agent. The actions of the agent are then constrained to those that maintain the condition that the maintenance-condition is not violated in any of the possible next n steps. Other works also rely on such a look-ahead operator, e.g., the future operator in [82]. However, no constructive approach for such an operator is described, it is assumed to be given.

Secrecy has not been considered as a maintenance goal and the existing approaches to maintenance goals only specify the semantics of maintenance goals abstractly and do not address the issue of the design of agents with proactive maintenance goals. The examples used in the literature consist of simple physical agents. As we have shown, agent based secrecy calls for an appropriate epistemic state of the
agent that includes the specification of secrets, views of the information available to other agents. Belief change operators, different belief operators and an involved evaluation of options with respect to secrecy are needed. Moreover, in contrast to agents that perform ontic actions considered in the literature on maintenance goals, with respect to secrecy there do not generally exist actions that can be used to “undo” other actions. For example, in the literature on maintenance goals an unload action is considered that recovers from a state in which the maximum load of a container has been exceeded, or a charge_battery action that recovers from a state in which the battery level is too low.

In our approach of agent based secrecy we defined secrecy aware agents and secrecy preserving agents. The former are required to “do their best” to preserve, and recover, secrecy and the latter are demanded to never violate a secret by their actions. Our definition of a safe epistemic state can be seen as our maintenance-condition and our semantics with respect to a strictly secrecy preserving agent is that this condition is always satisfied. While this, agent based, definition is very weak from the point of view of the literature on secrecy it has been deemed too strong in the literature on maintenance goals for agents. The proposed weaker conditions, such as always eventually or always after k steps, in the latter field have mostly also been dismissed as being too strong in practice. In [82] it is argued that an agent should have proactive and reactive methods for maintenance goals available since it is highly unlikely that the proactive approach is capable of avoiding that the maintenance-condition is violated in practice. Our approach of secrecy aware agents captures both methods. The proactive part is captured since the agent simulates the effects of its actions before it performs them. This way the action selection of the agent is constrained. The reactive part is captured by the classification of action with respect to secrecy. If secrecy is violated the agent chooses the actions that recover secrecy as good as possible. Secrecy in our approach is a dynamic maintenance goal due to the change operator for secrets. In other works the dynamics of proactive maintenance goals are not addressed.

5.8 conclusion

In this chapter we presented an approach to secrecy from the perspective of an epistemic agent. In this perspective, the information of an agent is uncertain and incomplete, and the agent acts in a dynamic environment with other agents. The agent is interested in achieving its goals, and has to take care to violate its secrets as little as possible. We call such agents secrecy aware agents. These agents are secrecy preserving, if it is possible in their setting. This is mostly not the case in uncertain dynamic environments. In case this is not possible, the
agent does its best to violates secrecy as little as possible, and it tries to restore secrecy if that is feasible. We presented a thorough theoretical, conceptional and practical account of secrecy from this perspective.

We used our general epistemic agent model, which we presented in Chapter 3, to define an epistemic agent model for secrecy. It makes use of non-monotonic reasoning and well founded belief change operators. We defined secrets that specify the reasoning behavior against which a formula shall be protected, based on the families of (non-monotonic) belief operators we introduced in Chapter 3. We used the credulity order on belief operators to compare the strength of secrets, and to weaken them. We defined a notion of secrecy preserving agents that are required to never perform a secrecy violating action. Then we elaborated on aspects of the change operators, which we formalized in Chapter 4, with respect to secrecy, and defined a set of postulates for these. We further developed a change operator for secrets that minimally weakens secrets.

We formulated the notion of a setting and a game theoretic formulation of winning strategies with respect to secrecy. We defined sound states as states in which the attacking agent does not have a winning strategy. Based on this definition we showed that the defending agent has to maintain a sound state in order to be secrecy preserving. We defined a setting for a typical query-answer scenario used in works on secrecy in databases. For this setting we showed that, as was shown in the literature on secrecy in databases, an agent is secrecy preserving if and only if it protects the disjunction of its potentially secret formulae. In our formulation of secrecy this means that, for this scenario, determining if the attacker has a winning strategy is realized by checking if the disjunction of secrets is preserved. Further, we formalized plain settings in which an agent does not have to consider future actions, and considered these in the following.

We defined a preference relation on the options for action of an agent that forms the basis for the agent’s deliberation. The relation is constructed by an operator that aggregates several preference relations with respect to different aspects. In particular, we defined a lexicographic aggregation operator and two preference relations, one with respect to secrecy and one with respect to informativity. We based the preference relation with respect to secrecy on a numerical classification of actions. For secrecy aware agents that cannot preserve secrecy, the fine grained classification of possible actions with respect to the violation of secrecy is essential to not violate secrecy more than necessary. We formalized a set of principles for such a classification with respect to two dimensions of uncertainty of the defenders view on the attacker. One is the uncertainty of the world-view of the attacker, and the other is the uncertainty of the defender’s view on the world-view of the attacker. These principles consider the amount
of potentially simultaneously violated secrets as well as their degree of violation on the basis of the credulity order on belief operators. Further, we formalized principles for the intuitions that a defending agent should be the more cautious the more uncertain it is, and the more cautious the more credulous the reasoning behavior is against which it protects its secret formulae. We showed that these last two principles are implied by the first three principles. Moreover, we developed an algorithm and proved that it satisfies all principles. We also proved that the algorithm terminates and that it produces a complete classification.

We considered a complete agent model for secrecy aware agents on the basis of the basic BDI+ agent model we presented in Chapter 3. We instantiated this agent model by use of ASP and the ASP change operator that we presented in Chapter 4. Based on ASP we elaborated a representation of the information available to communicating agents on two levels, the information level and the meta-information level. Further we developed patterns of meta-inferences based on the meta-information of the agents that lead to inferences on the information level. In particular, we formalized the meta-inference of an attacking agent if the defending agent does not answer a query with respect to a sensitive literal. This meta-inference makes it necessary that the defending agent considers to answer a query with respect to sensitive information. To realize such a behavior the agent has to consider secrecy already on the level of its motives. For this, we introduced motives to answer such queries in combination with meta-information level rules that determine if the agent has been queried for a sensitive literal. Further, we showed that and how we can model our strike committee meeting example that we introduced in the introduction and that we used for illustration throughout the thesis.

We discussed in detail the relation of our approach to related work. In particular, we discussed the relation to two important frameworks, the abstract framework for secrecy in multiagent systems by Halpern and O’Neill [121], and the work on controlled interaction execution by Biskup et al. [32]. Moreover, we discussed the relation to other interesting works on secrecy preserving query answering and pointed out interesting aspects for further work. We also discussed other approaches to secrecy for practical agents, and work on maintenance goals in multiagent systems.

To sum up, we developed a novel notion and framework of secrecy in multiagent systems that is agent-based and apt for the setting of agents with uncertain information in a dynamic environment. It formulates the notion of secrecy aware agents as the adequate and necessary general notion for this setting, in which agents often cannot be guaranteed to preserve secrecy. We established a sound theoretical basis for our framework and developed constructive approaches for the realization of secrecy aware, and secrecy preserving, agents. As a
complete concrete instance we developed secrecy aware agents on the basis of an extended BDI model and a sophisticated ASP knowledge representation. Our work forms a substantial basis for further theoretical investigation as well as the implementation of secrecy aware agents.
In this chapter we present the ANGERONA multiagent programming framework for the implementation of knowledge-based agents with a strong focus on flexibility, extensibility, and compatibility with diverse knowledge representation formalisms. It supports the development of epistemic agents, that is, agents based on logical formalisms for knowledge representation and reasoning. For these it supports the use of belief change operators based on belief change theory. Moreover, it facilitates the development of diverse agents with respect to their architecture and knowledge representation. It allows the formation of multiagent systems comprising heterogeneous agents which interact in a common simulated environment.

A variety of logical formalisms with different expressivity and computational properties have been developed for knowledge representation with the agent paradigm in mind, for an overview see, e.g., [55, 234]. Especially non-monotonic formalisms are designed to deal with incomplete information and to enable an agent to act in uncertain environments. Moreover, the field of research on belief change has been working on solutions on how to change an agent’s beliefs in the light of new information for over 25 years already, for an overview see, e.g., [94]. Yet, very little of the approaches developed in these two fields of research are available in practical multiagent frameworks. The ANGERONA framework narrows the gap between theoretical considerations of knowledge representation, reasoning and belief change on the one side, and practical multiagent frameworks on the other side. Existing agent programming frameworks are also largely fixed to a certain agent model and knowledge representation formalism. The ANGERONA framework allows to easily implement many different agent models, it provides tools to implement these from scratch, it provides different variants and extensions of BDI agent models and allows to easily modify, mix and extend these.

The ANGERONA framework is based on the conceptual work on the epistemic agent model we elaborated in Chapter 3. In this model, an agent comprises an epistemic state and a functional component that can both be composed. This model is realized on the basis of a plug-in architecture. The epistemic state and the functional component are based on knowledge representation plug-ins and on operator plug-ins, and tied together by an XML based script language and configuration files. The plug-in for the functional component is based on the general ANGERONA operator interface and the corresponding operators provided by the angerona framework. For the
knowledge representation plug-ins we build on the Tweety library for knowledge representation [227]. The Tweety library contains interfaces and implementations for diverse knowledge representation formalisms with inference and change operators for them. Tweety is under active development, in which we participated. It currently contains implementations for: first-order logic [55], ordinal conditional functions [190, 143], relational conditional logic [146], probabilistic conditional logic [205], relational probabilistic conditional logic [145], Markov logic [204], epistemic logic [89], description logic [12], deductive argumentation [26], structured argumentation frameworks [228], defeasible logic programming [105], probabilistic argumentation [225], answer set programming [112, 154], and more. For a comprehensive overview of the Tweety library see [227]. The Tweety library is also open source and available at sourceforge\(^1\). Angerona is open source and available at github\(^2\).

The Angerona agent architecture can be freely defined by specifying the types of operators to be used and their order of execution. This way Angerona allows to easily design different types of agents. Not only the used language for knowledge representation can differ, but also to which amount an agent’s functionality is logic based. It is, for instance, easily possible to realize the agent’s deliberation and means-ends reasoning by Java operators and simple data components, or by simple Java operators which make use of logical formalisms, e.g., answer set programming (ASP) [112], ordinal conditional functions (OCF) [220], argumentation formalisms [24], or propositional logic or horn logic, or any other formalism from the Tweety library.

While the general Angerona framework allows for a high degree of flexibility it also allows to define partially instantiated plug-ins and default agent configurations, which represent sub-frameworks with more predefined structure and functionality. The latter might fix the general agent cycle by specifying the types of operators to be used and provide different implementations for these. Hence, the sub-frameworks provide more support for easy and rapid development of agents. We distinguish three different roles of users in the Angerona framework:

- the core developer that uses Angerona as a toolkit to define its own agent types;
- the plug-in developer that uses provided agent types, instantiates them with given plug-ins, and potentially implements its own plug-ins or modifies existing ones;
- and the knowledge engineer that defines the background and initial knowledge, and all other initial instances of the components of the agents.

\(^1\) http://sourceforge.net/projects/tweety/
\(^2\) https://github.com/Angerona
ANGERONA provides default implementations for BDI style agents and diverse extensions that can be modularly used to build agents. These realize the BDI\textsuperscript{+} agent type presented in Section 3.5. This defines a sub-framework for the development of knowledge based BDI\textsuperscript{+} agents in general and for those presented in this thesis in particular. We implemented almost all approaches presented in this thesis, and several others, in ANGERONA and ran simulations with them. These implementations include in particular an implementation of the BDI\textsuperscript{+} agent model presented in Chapter 3, extensions of it towards the full know-how approach [229, 157] and the full motivation approach [159], and of the complete secrecy agent model, and the ASP instantiation of it we presented in Chapter 5. Also the change operators presented in Chapter 4 are implemented, among several others. Alternative instances that use propositional logic or ordinal conditional functions for knowledge representation, reasoning and change have been implemented in ANGERONA as well. Several, mostly secrecy, scenarios and simulations are available. ANGERONA also features a plug-in interface for different environments, with a communication environment for agents as defined in Section 3.1 implemented. A graphical user interface (GUI) allows the selection, execution, observation, and inspection of multi-agent simulations. The GUI can be extended by plug-ins to feature displays of specific knowledge representation formalisms, for instance dependency graphs [4]. The angerona framework has been used, and continually is used, and extended in several final thesis, e.g., in [3, 137, 19, 52, 131, 244], and in an internship financed by the German Academic Exchange Service (DAAD), see [78] for a report of the internship.

In the next section we introduce the main theoretical concepts of the ANGERONA framework. Following on this we describe how these are realized in the agent framework of ANGERONA. Then we describe the multiagent framework of ANGERONA in the following section. Afterwards, we describe how the secrecy aware BDI and ASP BDI agents we developed in Section 5.6 are implemented in the ANGERONA framework. Finally, we discuss our framework and its relation to other frameworks, and conclude.

6.1 Agent Framework

The ANGERONA agent framework is designed to implement the general agent model as introduced in Section 3.3. In this model an agent has an epistemic state $K$ and a functional component $\xi$. The epistemic state can be a composition of different general epistemic components, and other components. Epistemic components are based on a knowledge representation formalism. This formalism also specifies the family of belief operators that can be used to infer the belief set for the given epistemic component, and the change operator for epis-
temic components. The functional component comprises an ordered composition of operators that operate on and change the epistemic state of the agent. The resulting general perspective on an agent is illustrated in Figure 6.1.1, which is the same as Figure 3.4.2 (Page 49).

ANGERONA agents consist of agent components which can be epistemic components, i.e., epistemic components with associated operators, and other data components, or functional components, i.e., operators used in the agent cycle. Epistemic components are based on the epistemic plug-in. Operators for the agent cycle are based on the operator plug-in. For the realization of plug-ins in ANGERONA we use the Java Simple Plugin Framework (JSPF) [193].

Example 6.1.1. We model for instance the BDI$^+$ agent instance from Section 3.5.3. A BDI$^+$ agent state is a tuple $(X_{BDI^+}, \xi_{BDI^+})$ with the epistemic state being of the form

$$X_{BDI^+} = (B, D, I, M, \alpha)$$.

This epistemic state is directly realized by means of corresponding epistemic components from epistemic plug-ins, for instance the ASP or the OCF plug-in. The functional component comprises the opera-
tors $\circ_B$, $\circ_D$, $\circ_T$, $\circ_a$, act. These are realized by corresponding operators from the operator plug-in.

The class diagram in Figure 6.1.2 illustrates the realization of the conceptual model in the ANGERONA framework. An ANGERONA agent contains an epistemic state and a list of operators. An epistemic state consists of agent components. One type of agent components are epistemic components, which are defined via an epistemic plug-in. The epistemic plug-in implements the interfaces of the Tweety library, in particular those for an epistemic component, a belief base, a formula, a change operator and a belief operator. Different belief operators might be available for the same formalism. Different agents might use the same knowledge representation formalism but different belief operators.

ANGERONA implements the concept of epistemic components, the reasoning and change operators presented in this thesis. The belief operator families with ordering we introduced in Section 3.6 are implemented in ANGERONA by a belief operator family class. Several instances are also implemented, including the ASP instance. Each belief operator corresponds to the implementation of a reasoner of the Tweety library.

We implemented a full fledged epistemic plug-in for ASP. It is capable of using several ASP solver such as clasp [108], DLV [77, 85, 165], DLV-Complex [62], and smodels [184]. It provides parsers for the different language versions of ASP by means of JAVACC [147]. Different belief operators and belief change operators are implemented and can be used, in particular the ASP change operator presented in Section 4.3 is implemented and an ASP and argumentation based selection function on the basis of the approach presented in Section 4.2. Also the approaches presented in [75, 76, 152] are implemented.

Moreover, ASP-based version of know-how for hierarchical planning and reasoning about know-how as presented in [157] is implemented. For the visualization of ASPs as extended dependency
graphs and explanations graphs, based on [4], are implemented as a GUI plug-in.

The agent cycle of an agent is realized by operators provided by operator plug-ins. Operators in ANGERONA exist on two fundamental levels of abstraction. Operator types represent types of operators, e.g., a change operator. By means of operator types we can define the agent cycle for an agent type without instantiating the concrete operators to be used. An operator is a class that implements a particular operator type, e.g., an ASP change operator. There might be several operators with the same operator type implemented, e.g., ASP change operators for the approaches [75, 76, 152, 154]. The knowledge engineer can select which operator shall be used for which of its agents in the respective agent configuration files.

The agent cycle of an ANGERONA agent is specified by means of the ANGERONA Script Markup Language (ASML). ASML is an XML format, which features operator invocation and basic control structures to design sequences of these. It also supports access to variables in a given context, which is normally provided by the agent. For the operator invocation in ASML only the operator type is specified in the ASML file, the concrete operator instance is specified in the agent configuration file. Listing 1 shows a simple ASML example script for a BDI-style agent. The ASML language also features basic control structures such as assertions, conditions and loops. For a full reference of ASML see [162].

Listing 1: Simple BDI Agent Cycle in ASML

```xml
<asml-script name="BDICycle">
  <operator type="ChangeBeliefs">
    <param name="percept" value="$percept" />
    <param name="beliefs" value="$beliefs" />
    <output>beliefs</output>
  </operation>

  <operator type="ChangeDesires">
    <param name="beliefs" value="$beliefs" />
    <param name="desires" value="$desires" />
    <output>desires</output>
  </operator>

  <operator type="ChangeIntentions">
    <param name="desires" value="$desires" />
    <param name="intentions" value="$intentions" />
    <output>intentions</output>
  </operator>

  <execute action="$action" />
</asml-script>
```

By use of these the BDI cycle could be modified by replacing the simple invocation of the Intention Change operator in Listing 1 by a
loop that iteratively refines the current plan until the next action is determined.

Listing 2: Loops and Conditions in ASML

```xml
<assign name="running" value="TRUE" />
<while condition="$running==TRUE">
  <operator type="Intention Change">
    <param name="plan" value="$plan" />
    <output>action</output>
  </operation>
  <conditional>
    <if condition="$action==null">
      <operator type="SubgoalGeneration">
        <param name="plan" value="$plan" />
        <output>running</output>
      </operator>
    </if>
    <else>
      <assign name="running" value="FALSE" />  
    </else>
  </conditional>
</while>
```

The AGERONA framework contains the implementation of the BDI agents we developed in Section 3.5, default operators for these, the base versions of presented in 3.5.4, and sophisticated operators. These operators include the full know-how approach we introduced in Section 3.5.2 and worked out by means of answer set programming in [157], the full motivation approach we introduced in Section 3.5.1 and worked out in [159].

The secrecy BDI agents and the secrecy ASP BDI agents that we introduced in Chapter 5 are also implemented in the AGERONA framework. The secrecy BDI agent model is illustrated in Figure 6.1.3. It refines the belief component of the BDI agents that now consists of the agent’s view on the world, views on the world-views of other agents, and a representation of its secrets. The change operator then changes all components of the beliefs. This agent model can then be instantiated by use of different knowledge representation formalisms. This far, we used propositional logic, ordinal conditional functions, and answer set programming to instantiate it and run simulations.

In this scenario we make use of several of AGERONA’s particular features. We build on the BDI sub-framework provided by AGERONA and refine the composition of the epistemic state. The views on other agents are epistemic components such that for each agent a different knowledge representation formalism and different belief operators can be used. Changes to the views on other agents are performed by operators from the epistemic plug-in used for the respective view. We also implemented operators that change the secrets of an agent.
in the light of new information. We used different knowledge representation plug-ins for the agent instantiations. For the ASP instance we build on the ASP know-how [157] implementation of the intention-update operator in ANGERONA and extended it to take the secrets into consideration. The report system and the GUI serve well to inspect the evaluation process of actions with respect to secrecy since the internal, change operations can be observed. This is, for instance, very useful to trace the temporarily considered changes to views on other agents in the process of the evaluation of actions and their effect on secrecy. Figure 6.2.2 shows the resource view and an example ASP epistemic component view from the strike committee meeting secrecy scenario.

6.2 MULTIAGENT FRAMEWORK

The multiagent framework of ANGERONA is what is commonly referred to as the middleware of agent programming frameworks. It organizes and starts the execution of the individual agents and the environment and implements the interaction between these. The execution order of the agents, the multiagent cycle, is flexible. The default is the sequential execution of agents such that each agent gets the percepts from the previous multiagent cycle, and not those created by the execution of agents in the same cycle. This way the order of the execution of agents does not matter.
The environment in ANGERONA is formed by the set of agents in the system and the environment behavior. The environment behavior might range from a communication infrastructure that delegates the speech acts between agents, similar to, e.g., [23], to a simulator for physical environments [242, 243]. It is implemented in form of an environment plug-in which allows to use external environment simulators, or to develop new ones. The interrelation of the environment classes is shown in Figure 6.1.2. The environment behavior for communicating agents, as introduced in Section 3.1, is implemented as the default behavior in ANGERONA. The actions of agents are speech acts and are transmitted to the receiver agents as their percept. Since different agents might use different knowledge representation formalisms in ANGERONA a common logical language has to be determined for which each agent has an appropriate interpretation function. As a language that is appropriate for agents that use such different formalisms as ASP and OCF we chose nested logic programs [169] as common language for the agents. It supports both, propositional logic and its connectives as well as conditional or rule like connectives, and default negation. However, this is only the default implementation, any other language might be used as common communication language.

ANGERONA also features a versatile graphical user interface (GUI). It is based on a docking panes approach which allows to display various aspects in different panes, which tile the window. The tiling can be changed individually. Panes can be grouped by means of tabs or be detached from the main window to form new windows that might be moved to a secondary screen. The plug-in architecture of ANGERONA allows for UI plug-ins, which allow the development of plug-ins for the specific visualization of components stemming from plug-ins such as the representation of epistemic components specific

![Figure 6.2.1: Angerona GUI - Overview](image-url)
to the used formalism, potentially with alternative views such as text-based and graph-based perspectives. For example for ASP we implemented a representation based on explanation and extended dependency graphs, as presented in [4].

Another important feature of the user interface is the report system used in ANGERONA. The report defines an interface to post new report entries and to query the existing ones. A report entry consists of the identifier of its poster, the tick (number of multiagent cycle) and the realtime (system time) in which it was posted, a call-stack and an optional attachment in form of an epistemic component. Poster of report entries can be the agent, one of its operators or one of its epistemic components. The queries to the report then allow to construct a timeline of posts with filters based on the poster, the type of attachment and the call-stack; for instance to inspect the changes of an agent’s beliefs during runtime. The report system is extensively used by the GUI to allow for the inspection on the level of an agent cycle and of a multiagent cycle. Every pane that displays the content of an epistemic component uses the report system to provide a timeline for its displayed component.

Figure 6.2.1 shows the GUI after a variant of the strike committee meeting scenario simulation has been selected and run. The window is tiled by three docking panes, the resource pane to the left, the workspace pane to the right and the status pane at the bottom. The resources are displayed in a tree-view and are given by agent configuration files, epistemic component configuration files, simulations templates and resources of a loaded simulation. The resources of a simulation are typically given by its agents and their components. The workspace pane has its default tab, which views the report for the current simulation. Resources of the resource pane are opened and displayed as an additional tab of the workspace pane by double-clicking
on them. The status pane displays the current status of ANGERONA and holds buttons to load and run a simulation.

Figure 6.2.2 shows how an agent component can be selected and inspected in the strike committee meeting scenario by example of the view of the employee (Emma) on the world view of the boss (Beatriz), which is an extended logic program. The logic program of the epistemic component is shown as well as its answer sets and the corresponding belief set that is produced by the selected belief operator. The controls at the top allow for the navigation through the timeline of the epistemic component given by the current report. It is shown how many entries for the epistemic component exist in the entire report, how many ticks the report covers, and how many entries for the epistemic component exist in the currently selected tick. The controls allow the navigation on the basis of these three parameters. The changes to the epistemic component with respect to the previous report entry for the epistemic component are shown by highlighting new parts in green and missing parts in red. These controls and the form of representation allows to not only inspect the epistemic component but also to track its evolution throughout the simulation.

6.3 RELATED WORK

A multitude of multiagent programming frameworks has been proposed. Most of these are rather theoretical studies and relatively few, but still a lot, have been actually implemented and are available. A good overview of the most prominent available frameworks is given in [51]. An even more extensive list of such frameworks can be found in [1]. These frameworks haven been build with very different goals in mind and by use of very different means. In the following we survey those coming closest to the ANGERONA frameworks main features. These are:

1. to provide a means to build agents capable of using (different) non-monotonic knowledge representation and reasoning techniques,

2. to allow for flexible agent cycles,

3. to allow multiple levels of use and customization of the framework,

4. to feature the development of secrecy aware and secrecy preserving agents.

We have shown in this thesis that and how we realized these goals. In the following we discuss the existing frameworks being closest to satisfying some of these goals.
With respect to non-monotonic knowledge representation, to our knowledge, the only formalism that has been used in practical multiagent systems is ASP. But most implemented works on ASP agents treat only the planning problem independently of the rest of the agent, e.g., in the APLAgent Manager [16] or the DLV\(^k\) system [86]. In the literature several proposals for the design of an agent entirely based on ASP have been made, e.g., [164, 182]. However, for these no implemented systems or documentation on how to implement such a system are available. To the best of our knowledge, there are only two complete and available multiagent programming frameworks that facilitate the use of ASP for knowledge representation, namely Jazzyk [186] and GOAL [130, 148]. Both of them also feature a modular approach with respect to knowledge representation.

A Jazzyk agent consists of several knowledge bases, which are realized by knowledge representation modules and an agent program. The agent program consists of a set of rules of the form “when Query, then Update”. The knowledge representation modules implement the Query and Update methods. The semantics of the agent programs is based on the Behavioural State Machines approach developed for Jazzyk on the basis of abstract state machines [53]. The knowledge representation modules allow to use different knowledge representation formalisms, and an implemented ASP module is available. With respect to belief operators it implements credulous and skeptical ASP querying. But with respect to belief change it only supports a pure addition of new formulae to the knowledge base and no actual belief change. The only other existing available KR module is based on the Ruby programming language which cannot be considered as a logic based knowledge representation formalism.

The GOAL Framework [130, 148] also features the specification of modules for knowledge representation and allows, in principle, for the use of different knowledge representation formalisms. There are general interfaces for knowledge representation, but we could not find implementations or examples for any formalism other than Prolog. The agent programs used in GOAL feature a clear syntax and semantics, but are rather inflexible with respect to the use of different agent cycles and architectures. The structure is fixed, goals are defined explicitly and are blindly committed to.

There are no other multiagent frameworks that consider the development of secrecy aware and secrecy preserving agents with explicitly represented secrets and views on other agents, as considered in ANGERONA. The closest implemented frameworks on the consideration of privacy in multiagent systems consider rather specific problems in distributed problem solving. The DAREC\(^2\) system [171] considers the problem of a group of agents that have to collaboratively compute consistent answers to a query and protect their private information at the same time. Confidentiality is expressed by means
of the specification of private and askable literals which are used in a
distributed abduction algorithm based on state passing. In [238] quan-
titative privacy loss is considered in distributed constraint satisfaction
problems.

6.4 CONCLUSION

In this chapter we presented the ANGERONA framework for the imple-
mentation of knowledge-based agents. It bases on the epistemic agent
concept we introduced in Chapter 3. It realizes the general concept by
means of a flexible plug-in architecture and an XML based scripting
language called ANGERONA Script Markup Language (ASML). Agents
comprise an epistemic state that can be composed of epistemic com-
ponents and a functional component. The epistemic components are
realized by the epistemic plug-in and the operators of the functional
component by the operator plug-in. The agent cycle in ANGERONA
is specified by means of the ASML script in combination with the
operator interface.

The distinction between operator types and their implementation
in combination with predefined agent cycles, e.g., the BDI cycle, al-
 lows for multiple levels of use and customization. By means of the
operator type concept the BDI\textsuperscript{+} agent model we introduced in Chap-
ter 3 is realized as a sub-framework of ANGERONA. Furthermore the
secrecy BDI\textsuperscript{+} model we introduced in Chapter 5 is realized this way.

The epistemic plug-ins use the Tweety library for knowledge repre-
sentation [227]. This way all knowledge representation formalisms of
Tweety can be used for ANGERONA agents. We extended the Tweety
library by our own plug-ins and in particular the ASP plug-in. The
ANGERONA framework ASP Plug-in supports the use of various ASP
solvers and different extensions thereof, such as DLV-complex. On the
basis of the latter a planning component on the basis of know-how
[157, 229] is implemented. ANGERONA implements the change opera-
tor concept we developed in Chapter 4. Further the selective revision
operator by deductive argumentation and the belief base change op-
erator for ASP we presented in the same chapter are implemented.

Moreover, many other approaches are implemented in ANGERONA.
For the ANGERONA framework, plug-ins for ASP, OCF and proposi-
tional logic can be used in several available complete simulations.
ANGERONA is open source and available at github\textsuperscript{3}.

\textsuperscript{3} https://github.com/Angerona
CONCLUSION

In the following we first summarize the content of this thesis, then recapitulate our main contributions, and finally we discuss some further and future work.

7.1 SUMMARY

In this thesis we contributed to and combined the fields of research in multiagent systems, non-monotonic reasoning, belief revision and secrecy. In a nutshell, we defined a general model of epistemic agents in Chapter 3. Then we elaborated on the integration of non-monotonic reasoning, belief revision and secrecy on the basis of the general epistemic agent model in Chapters 3, 4, and 5. And then, in Chapter 6 we presented a multiagent framework that implements the general concept of epistemic agents, and that implements all concepts presented in this thesis. In the following we summarize these chapters in more detail.

In Chapter 3 we developed a general model of epistemic agents. This model unifies diverse agent architectures and allows for the specification and realization of agent models. We focused on communicating agents and agents that make use of logical knowledge representation formalisms. For these we defined a set of speech acts by means of which our agents interact. Then, we introduced epistemic components and belief operators for the epistemic state of the agent. This includes in particular the formalization of belief operators for (non-monotonic) reasoning, ordered families of these and properties for those. Further, we defined concrete instances on the basis of answer set programming and propositional logic. We formalized the decomposition of the agent’s epistemic state and functional component of an agent into epistemic components and sub-functions for the realization of compound agent models. We developed the BDI+ agent model as an instance of the general compound model. This agent model is based on the well known BDI agent model and extends it by a motivation and a know-how component that we developed. We further concretized this agent model by defined a basic instance of the BDI+ model.

In Chapter 4 we first developed the general structure of belief change operations for epistemic agents. In this approach, the new information is first interpreted by an interpretation function that returns a set of sentences. This set is then evaluated in the light of the information represented in the considered epistemic component by
means of a selection function that decides which part of the input shall be accepted. This resulting set is then used by a prioritized revision operator to change the epistemic component accordingly.

The operation that consists of the last two steps, i.e., selection and revision, is called a selective revision operator in the literature. We built on the selective revision framework and extended it to multiple revision operations that take sets of sentences as input. Further, we presented the first construction of non-trivial selection functions, and that by use of non-monotonic deductive argumentation. We formally proved that our selection functions satisfy a set of desirable properties and lead to a proper selective revision operator.

With respect to the prioritized revision operator, we studied the applicability of the base revision approach to non-monotonic belief bases in general and ASP in particular. We developed a set of desirable postulates for a multiple ASP base revision operator on the basis of the postulates for propositional base revision and ASP specific postulates. Then we developed a constructive approach by defining a new screened consolidation operator, which we also characterized by a set of postulates. For this operator we defined a construction for it on the basis of screened remainder sets and a global selection function. The latter leads to a general operator that can be iterated. We proved a representation theorem for the resulting consolidation operator. Moreover, we showed that the ASP specific postulates of Weak Disjointness and Weak Parallelism are implied by the property of Topic Independence from the belief base revision literature. We also defined the property of monotony for selection functions on remainder sets and showed that monotone selection functions lead to consolidation operators that satisfy Topic Independence.

In Chapter 5 we developed a novel, subjective, agent-based notion of secrecy. For this we used and build on our epistemic agent framework. We developed a notion of secrets and of secrecy preservation of an agent. And we introduced a secrecy agent model and elaborated various aspects of agent models with respect to secrecy. Hereby we developed secrecy aware agents that are capable to take secrecy into consideration and that are aware of the effect of their actions with respect to secrecy. Secrecy aware agents are secrecy preserving whenever it is feasible. If it is possible form them, in their settings these can be shown to be secrecy preserving.

We defined properties of change operators with respect to secrecy for the change of the world-view of an agent, the agent-view of an agent, and the change of the secrets of an agent. Further we defined a secrets change operator that satisfies the minimality of change property we demand for it.

We defined properties of settings, as well as necessary and sufficient properties of agents to guarantee the preservation of secrecy. As part of this, we developed a game-theoretic formulation of the con-
consideration of future actions of the defending and the attacking agent. In this formulation the defending agent has to ensure that the attacking agent does not have a winning strategy to get to know one of its secrets. We showed that this requirement can be ensured without the consideration of future actions in some settings. For a query-answer setting we showed that the attacking agent has a winning strategy if and only if it knows that the disjunction of the potentially secret formulas of the defender holds.

Moreover, we considered the evaluation of options for action with respect to secrecy in detail. We defined a set of principles for the classification of actions with respect to secrecy that use the available information as well as possible to determine a fine grained and justified classification of the actions. This classification is needed for agents that do not only distinguish if secrecy is violated or not, but can distinguish between degrees of violation, such as secrecy aware agents that might have to violate secrecy. In addition to the principle based characterization we devised an algorithm for the classification of a set of actions that satisfies all of our declared principles.

Further, we built on our BDIm+ agent model to construct complete secrecy aware agents. We showed that and how motives and know-how have to be considered with respect to secrecy. We elaborated the complete instantiation of the basic BDIm+ model by use of ASP. For this, we developed ASP representations for meta-information and meta-inferences. We showed that and how the strike committee meeting example from the introduction can realized by use of the secrecy ASP BDIm+ agents. Finally, we discussed the relation of our notion of secrecy to other important works on secrecy in multiagent systems and in information systems detail.

In Chapter 6 we presented the multiagent programming framework ANGERONA. We described its general architecture and how it realizes the epistemic agent model presented in Chapter 3 and the instances based on the results of Chapters 4 and 5.

### 7.2 Main Contributions

In the introduction we motivated and described several challenges and the contributions that we make with respect to these. Picking up the motivation and the structure of the introduction we recapitulate main contributions of this thesis in the following.

The work in this thesis is motivated by the strike committee meeting example and the main research question:

*How can secrecy be formalized and realized for practical agents with incomplete information in a dynamic environment?*

There is a lot of thorough work on the topic of secrecy for multiagent systems. The definitions of secrecy are very strict and are based on
strong assumptions. Further these works only consider multiagent systems abstractly. There is also a lot of thorough work on the topic of secrecy in information systems. It considers mostly query answering in client-server architectures. There is, however, no work on a general notion of secrecy for practical, knowledge-based agents.

General and flexible concept for developing epistemic agents

Hence we started from scratch to approach the topic of secrecy from the perspective of a bounded rational agent with incomplete information. We argued, that we need a general model of agents that is strongly based on logical knowledge representation and reasoning, and that can be instantiated and used to develop practical agents. The agent needs to handle incomplete information, which calls for non-monotonic reasoning formalisms, and it needs to change its information adequately, which calls for belief change operators. We called the agents satisfying these properties epistemic agents and we developed a general epistemic agent model. In this model we focused on communicating agents and stressed that these have to have the ability to reflect the anticipated changes of its actions in its epistemic state to perform well. To this end, we introduced of a change operator for actions $\circ^a$ as a part of the agent cycle.

Non-monotonic reasoning formalisms for epistemic agents

We elaborated on (non-monotonic) belief operators and defined a general notion of belief operator families whose operators can be ordered based on how credulous the inference behavior is. Further, we defined desirable properties for belief operators and ordered families of these. The assumptions we made are general enough to capture a big variety of knowledge representation formalisms. In particular we included formalisms for which effective solvers exist, such as answer set programming.

Belief change operators and non-monotonic reasoning

We contributed to the field of the combination of belief revision and non-monotonic reasoning by developing change operators that use non-monotonic reasoning in the belief revision process, and by developing belief change operations for non-monotonic formalisms. We defined the first complex instantiation of selection functions in the selective revision framework. To this end we used a deductive argumentation framework. For the selection functions and for the resulting selective revision operators we formally proved the satisfaction of a set of desirable properties.

We developed a belief base approach for answer set programming. For this we considered and adapted postulates from propositional base revision and specific postulates for change operations of answer
set programs. Moreover, we defined a new construction based on a screened consolidation operator and showed a representation theorem for it. We could also show that an independence property for consolidation operators implies, for our construction, the satisfaction of ASP specific independence properties.

Agent-based secrecy and secrecy aware agents

On the basis of the epistemic agent framework we developed a theoretical definition of secrecy preserving agents as a special case of more practical secrecy aware agents. We also consider the violation of secrecy by an agent and develop a model that is capable to handle such violations. In particular we developed principles and an algorithm to classify actions with respect to secrecy. We defined a game theoretic formulation for our notion of secrecy and showed for a query-answer setting the attacking agent has a winning strategy if and only if it knows that the disjunction of the potentially secret formulas of the defender holds. Hereby we showed that this important result from the work on secrecy for databases [213] is a special case of our formulation of winning strategies.

We elaborated on belief change, the consideration of future actions and action selection with respect to secrecy independently of a concrete agent model. Additionally we built secrecy aware ASP BDI agents that model patterns of meta-inferences of an $A$. We related our work in particular to the formulations of secrecy in the runs-and-systems framework of Halpern and O’Neil and to the works of Biskup et al. on controlled interaction execution. And we discussed further related work. By our work, we showed that the consideration of secrecy in practical agents is complex and demands for a thorough consideration in the agent’s functioning on all levels.

Epistemic agent programming framework ANGERONA

We developed the ANGERONA\textsuperscript{1} multiagent programming framework on the basis of our epistemic agent model. It is general framework for the implementation of autonomous agents with different agent architectures and different knowledge representation formalisms. It contains implementations of virtually all approaches presented in this thesis, and several others, e.g., [75, 76, 152, 131, 244, 4, 229, 157, 159]. Further it integrates the Tweety\textsuperscript{2} library for knowledge representation which contains implementations of many knowledge representation formalisms.

7.3 Further and future work

In the presentation of our work in this thesis we, naturally, did not consider all aspects in full detail, but focused on the aspects that are

\textsuperscript{1} https://github.com/Angerona
\textsuperscript{2} http://sourceforge.net/projects/tweety/
most relevant for the topic of this thesis. For instance, we defined a comprehensive, but basic instance of the BDI\textsuperscript{+} model. The next step lies in consideration of the BDI\textsuperscript{+} model instantiated with the full approaches of know-how and motivation, which we published in [157] and [159] respectively. In particular, with respect to secrecy this allows for the modeling and handling of more complex scenarios. The know-how component realizes a hierarchical planning component. The thorough consideration of secrecy and planning is an interesting topic for future work in itself. We already laid the foundations for this by the integration of the know-how approach in our BDI\textsuperscript{+} agent model. Further considerations in this direction can be found in our publication [162] and the diploma thesis [137].

Another interesting aspect for future work is the consideration of the communication of more than two agents and the modeling of information flow and the implications with respect to secrecy. We already noted in Section 5.7.3 (Page 195) that a first step would be to integrate a communication graph of all agents as the one used in [224].

The change operator that we introduce for our agents enables the agents to decide if and to which extent they want to accept information from other agents. This can be augmented by models of the credibility of the information, as we considered in [223]. Moreover the communication models can be combined with the credibility of information, which we considered in [158]. Future work lies in the inclusion of these approaches in the consideration of secrecy aware agents.

With respect to our work on belief change operators future work lies in the extension of the results to other formalisms, for instance the formulation of argumentation based selection functions for answer set programming. First results on this can be found in the master’s thesis [131]. It would also be interesting future work to extend the base revision approach to answer set programming we presented to non-prioritized change operations and merge operators.

The ANGERONA framework can be used to simulate more complex scenarios and can be extended by the implementation of new approaches. Moreover, different approaches, agent models and knowledge representation formalisms can be directly compared in one multiagent system. First steps in this direction can be found in our report [78]. ANGERONA agents that combine planning by means of our know-how approach [157] with secrecy have been developed in the diploma thesis [137]. In the bachelor’s thesis [52] ANGERONA has been used to model secrecy in an e-market scenario as a possible application area of our secrecy approach. The implementation of agents in a physical environment in ANGERONA has been started in the bachelor’s thesis [19]. The agents in that thesis are based on the BDI\textsuperscript{+} model with the full motivation component as defined in our work in [159].
A.1 PROOFS

A.1.1 Proofs for Chapter 3

Proposition 3.6.4. (On Page 64) The pair \((\Xi^{\text{prop}}, \preceq_{\text{bel}}^{\text{prop}})\) is a belief operator family that satisfies **Consistency**, **Suprality**, **Right-Weakening** and **Credulity** \(\preceq_{\text{bel}}\).

**Proof.**

**Consistency:**
Let the epistemic component \(E \subseteq L^{\text{prop}}_{A_t}\) be consistent, i.e., \(\text{Mod}(E) \neq \emptyset\) and \(\text{Bel}_p \in \Xi^{\text{prop}}\). For any \(\phi \in \text{Bel}_p(E)\) it holds by definition of \(\text{Bel}_p\) that
\[
\frac{|\text{Mod}(\phi) \cap \text{Mod}(E)|}{|\text{Mod}(E)|} > 0.5.
\]
For the models of the negated formula \(\neg \phi\) it holds that \(\text{Mod}(\neg \phi) \cap \text{Mod}(E) = \text{Mod}(E) \setminus \text{Mod}(\phi)\). Consequently it holds that
\[
\frac{|\text{Mod}(\neg \phi) \cap \text{Mod}(E)|}{|\text{Mod}(E)|} \leq 0.5
\]
and therefore by definition of \(\text{Bel}_p\) it holds that \(\neg \phi \not\in \text{Bel}_p(E)\). Hence we showed that all \(\text{Bel}_p \in \Xi^{\text{prop}}\) satisfy **Consistency**.

**Credulity:**
Let the epistemic component \(E \subseteq L^{\text{prop}}_{A_t}\) be consistent, i.e., \(\text{Mod}(E) \neq \emptyset\) and \(\text{Bel}_p \in \Xi^{\text{prop}}\). By definition of propositional consequence it holds that \(\text{Cn}^{\text{prop}}(E) = \{ \phi \subseteq L^{\text{prop}}_{A_t} \mid \text{Mod}(E) \subseteq \text{Mod}(\phi) \}\). For each \(\phi \in \text{Bel}_p(E)\) it holds that
\[
\frac{|\text{Mod}(\phi) \cap \text{Mod}(E)|}{|\text{Mod}(E)|} \leq p \leq p'
\]
such that \(\phi \in \text{Bel}_{p'}(E)\) and consequently \(\text{Bel}_p(E) \subseteq \text{Bel}_{p'}(E)\), as was to be shown.

**Suprality:**
Let the epistemic component \(E \subseteq L^{\text{prop}}_{A_t}\) be consistent, i.e., \(\text{Mod}(E) \neq \emptyset\). By definition of propositional consequence it holds that
\[
\text{Cn}^{\text{prop}}(E) = \{ \phi \subseteq L^{\text{prop}}_{A_t} \mid \text{Mod}(E) \subseteq \text{Mod}(\phi) \}\).
This implies that for all $\phi \in \text{Cn}_{prop}(E)$ it holds that
\[
\frac{|\text{Mod}(\phi) \cap \text{Mod}(E)|}{|\text{Mod}(E)|} = 1
\]
such that $\text{Cn}_{prop}(E) = \text{Bel}_p(E)$. It follows from the definition of $\preceq_{\text{bel}}$ and its satisfaction of *credulity* that for all $\text{Bel}_p \in \mathcal{Z}_{prop}$ it holds that $\text{Bel}_p(E) \subseteq \text{Cn}_{prop}(E)$, which was to be shown.

**Right-Weakening:**

Let the epistemic component $E \subseteq \mathcal{L}_{At}^{prop}$ be consistent, i.e., $\text{Mod}(E) \neq \emptyset$, and $\phi \in \text{Bel}_p(E)$. It holds by definition of $\text{Cn}_{prop}$ that $\text{Cn}_{prop}(E) = \{ \phi \in \mathcal{L}_{At}^{prop} \mid \text{Mod}(E) \subseteq \text{Mod}(\phi) \}$. Hence, for all $\psi \in \text{Cn}_{prop}(\phi)$ it holds by transitivity of $\preceq$ that $\text{Mod}(\phi) \subseteq \text{Mod}(\psi)$ and therefore
\[
p \preceq \frac{|\text{Mod}(\phi) \cap \text{Mod}(E)|}{|\text{Mod}(E)|} \leq \frac{|\text{Mod}(\psi) \cap \text{Mod}(E)|}{|\text{Mod}(E)|}.\]

Consequently $\psi \in \text{Bel}_p(E)$, which proves the claim. \(\square\)

**Proposition 3.6.6.** (On Page 66) In our ASP instance the extension family function $\text{AS}$ satisfies the postulates *Suprality*, *Relative-Left-Absorption*, $\text{Closure}_{\text{Cn}_{\text{asp}}}$, *Consistency* and *Separation*.

**Proof.**

**Suprality:**

Let $P$ be an extended logic program. We show that for all $P \subseteq \mathcal{L}_{At}^{asp}$ holds that $\text{Cn}_{\text{asp}}(P) \subseteq \text{Bel}(P)$.

For each answer set $e \in \text{AS}(P)$ it holds that $e$ is the minimal model of $P^e$. By definition of the reduct and the definition of $P^{\text{strict}}$ it holds that $P^{\text{strict}} \subseteq P^e$. From the monotonicity of strict programs it follows for the minimal model of $P^{\text{strict}}$, denoted $e_s$, that $e_s \subseteq e$.

**Relative-Left-Absorption:**

As already mentioned in Example 3.6.3 for any $BS \subseteq \mathcal{L}_{BS}^{form} = \text{Lit}$ it holds that:
\[
\text{Cn}_{prop}(BS) \cap \mathcal{L}_{BS}^{form} = BS.
\]

Since $\mathcal{L}_{BS}^{asp} = \text{Lit}$ this proves that *Relative-Left-Absorption* is satisfied.

**Closure$_{Cn_{asp}}$:**

For each answer set $e \in \text{AS}(P)$ it holds that $e$ is the minimal model of $P^e$. This means that for each literal $l \in e$ there is a rule $r$ with head$(r) = l$ and its body body$(r)$ is satisfied by $e$. We consider the program $P$ extended by facts for each literal in the minimal model of the program:
\[
P \cup^{\text{asp}} e = P \cup \{ l \mid l \in e \}
It holds that all new rules, i.e., \( \{ l \mid l \in e \} \), are trivially satisfied. For each \( l \in \{ l \mid l \in e \} \) there exists a rule \( r \in P \) such that \( \text{head}(r) = l \) and \( \text{body}(r) \subseteq e \). Hence the minimal model of \( P \cup \{ l \mid l \in e \} \) is \( e \) such that \( \text{Cn}^{\text{asp}}(P \cup \{ l \mid l \in e \}) = e \).

**Consistency**

A set of literals is consistent if it does not contain any complementary literals \( L \) and \( \neg L \). By definition (see Section 2.4) an answer set is a state. A state is defined as a consistent set of literals. Hence any answer set is consistent.

**Separation**

Suppose that for a program \( P \) there are two answer sets \( S, S' \in \text{AS}(P) \) such that \( S \subseteq S' \). Then by construction of a reduct it holds that \( P^{S'} \subseteq P^S \). By definition of answer sets it holds that \( S \) is the minimal model of \( P^S \), and that \( S' \) is the minimal model of \( P^{S'} \). Since reducts are strict programs they are monotonic and it follows that \( S' \subseteq S \), in contradiction to the assumption.

**Proposition 3.6.7.** (On Page 66) For the ASP belief operator family the following results hold:

1. \( \text{Bel}_{\text{asp skep}} \) satisfies \( \text{Suprality}_{\text{Bel}} \), \( \text{Consistency}_{\text{Bel}} \) and \( \text{Relative-Left-Absorption}_{\text{Bel}} \).
2. \( \text{Bel}_{\text{asp cred}} \) satisfies \( \text{Suprality}_{\text{Bel}} \), \( \text{Relative-Left-Absorption}_{\text{Bel}} \).
3. \( \preceq_{\text{bel}} \) satisfies \( \text{Credulity}_{\text{bel}} \).

**Proof.** Let \( P \) be an extended logic program.

1. **Suprality\(_{\text{Bel}}\):**
   Since \( \text{AS} \) satisfies \( \text{Suprality}_{\text{Bel}} \) it holds that \( \text{Cn}^{\text{asp}}(P) \subseteq S \) for all \( S \in \text{AS}(P) \). It follows directly that \( \text{Cn}^{\text{asp}}(P) \subseteq \cap \text{AS}(P) = \text{Bel}_{\text{asp skep}} \).

2. **Consistency\(_{\text{Bel}}\):**
   We have shown in Proposition 3.6.6 that the extension family function \( \text{AS} \) satisfies \( \text{Consistency}_{\text{ext}} \). This means that for all consistent programs \( P \), all answer sets \( \text{AS}(P) \) do not contain any complementary literals \( L \) and \( \neg L \). It follows directly that \( \cap \text{AS}(P) \) does not contain any complementary literals \( L \) and \( \neg L \). Since \( \text{Bel}_{\text{asp skep}} = \cap \text{AS}(P) \) \( \text{Consistency}_{\text{Bel}} \) is satisfied by \( \text{Bel}_{\text{asp skep}} \).

3. **Relative-Left-Absorption\(_{\text{Bel}}\):**
   As already mentioned in Example 3.6.3 for any beliefset \( BS \subseteq \mathcal{L}_{BS}^{\text{Form}} = \text{Lit} \) it holds that:
   \[
   \text{Cn}^{\text{prop}}(BS) \cap \mathcal{L}_{BS}^{\text{Form}} = BS.
   \]
   Since \( \mathcal{L}_{BS}^{\text{asp}} = \text{Lit} \) it follows that \( \text{Relative-Left-Absorption}_{\text{Bel}} \) is satisfied.
2. **Suprality**\(_{\text{Bel}}\):  
Since \( AS \) satisfies \( \text{Suprality}_{\text{ext}} \) it holds that \( Cn^{\text{asp}}(P) \subseteq S \) for all \( S \in AS(P) \). It follows directly that \( Cn^{\text{asp}}(P) \subseteq \cup AS(P) Bel^{\text{asp}} \).

**Relative-Left-Absorption**\(_{\text{Bel}}\):  
As already mentioned in Example 3.6.3 for any \( BS \subseteq L^{\text{Form}}_{BS} = \text{Lit} \) it holds that:  
\[
Cn^{\text{prop}}(BS) \cap L^{\text{Form}}_{BS} = BS.
\]
Since \( L^{\text{asp}}_{BS} = \text{Lit} \) it follows that **Relative-Left-Absorption**\(_{\text{Bel}}\) is satisfied.

3. **Credulity**\(_{\text{Bel}}\):  
We show for each pair of the relation \( \preceq^{\text{asp},b}_{\text{Bel}} \) that the necessary subset relation holds. For \( (Bel^{\text{asp}}_{\text{skep}}, Bel^{\text{asp}}_{\text{cred}}) \) it holds for any program \( P \) that  
\[
Bel^{\text{asp}}_{\text{skep}}(P) = \cap AS(P) \subseteq \cup AS(P) = Bel^{\text{asp}}_{\text{cred}}(P).
\]
For \( (Bel^{\text{asp}}_{\text{skep}}, Bel^{\text{asp}}_{\text{skep}}) \) and \( (Bel^{\text{asp}}_{\text{cred}}, Bel^{\text{asp}}_{\text{cred}}) \) it clearly holds for all programs \( P \) that  
\[
Bel^{\text{asp}}_{\text{skep}}(P) = Bel^{\text{asp}}_{\text{skep}}(P) \text{ and } Bel^{\text{asp}}_{\text{cred}}(P) = Bel^{\text{asp}}_{\text{cred}}(P).
\]

\[ \square \]

### A.1.2 Proofs for Chapter 4

**Proposition 4.2.5.** (Page 80) Let \( * \) be a prioritized multiple base revision operator and let \( f_B \) satisfy **Inclusion**, **Weak extensionality**, **Consistency preservation**, and **Weak maximality**. Then \( * f_B \) defined via (4.2.2) is a non-prioritized multiple base revision operator.

**Proof.** We have to show that \( * f_B \) satisfies **Inclusion**, **Consistency**, **Weak extensionality**, **Weak success**, and **Consistent expansion**:  

**Inclusion**\(_{\Phi}\) It holds that \( f_B(\Phi) \subseteq \Phi \) as \( f_B \) satisfies **Inclusion**.  
Also, \( * \) satisfies **Inclusion**\(_{\Phi}\) and it follows  
\[
B \ast f_B(\Phi) \subseteq B \cup f_B(\Phi) \subseteq B \cup \Phi.
\]

**Consistency**\(_{\Phi}\) If \( \Phi \) is consistent also \( f_B(\Phi) \) is consistent as \( f_B \) satisfies **Consistency preservation**. As \( * \) satisfies **Consistency**\(_{\Phi}\) it follows that  
\[
B \ast f_B(\Phi) \text{ is consistent.}
\]

**Weak extensionality**\(_{\Phi}\) If \( \Phi \equiv_P \Phi' \) then \( f_B(\Phi) \equiv_P f_B(\Phi') \) as \( f_B \) satisfies **Weak extensionality**. It follows that  
\[
B \ast f_B(\Phi) \equiv_P B \ast f_B(\Phi') \text{ as } * \text{ satisfies **Weak extensionality**}_{\Phi}.\]
**Weak success** If \( \mathcal{B} \cup \Phi \) is consistent it follows that \( f_\mathcal{B}(\Phi) = \Phi \) as \( f_\mathcal{B} \) satisfies Weak maximality. As \( * \) satisfies Vacuity it follows \( \mathcal{B} + \Phi \subseteq \mathcal{B} * f_\mathcal{B}(\Phi) \). Hence, \( * f_\mathcal{B} \) satisfies vacuity as well. As noted before and as proven in [96], the satisfaction of Vacuity implies the satisfaction of Weak success.

**Consistent expansion** Suppose \( \mathcal{B} \not\subseteq \mathcal{B} * f_\mathcal{B}(\Phi) \). The \( * \) operator satisfies Consistent expansion as \( * \) satisfies Vacuity and Success, cf. [96]. It follows that \( \mathcal{B} \{ \mathcal{B} * f_\mathcal{B}(\Phi) \} \) is inconsistent.

\[ \square \]

**Proposition 4.2.13.** (Page 84) Let \( \gamma \) be a well-behaving categorizer and \( \kappa \) be a well-behaving accumulator. Then the selection functions \( S_\mathcal{B}, \kappa \) satisfy Inclusion, Weak inclusion, Weak extensionality, Consistency preservation and Weak maximality.

**Proof.**

1. **Inclusion** \( \text{Inclusion} \) is satisfied by definition as for \( \alpha \in S_\mathcal{B}\kappa(\Phi) \) and each \( \alpha \in C_\mathcal{B}\kappa(\Phi) \) it follows \( \alpha \in \Phi \).

2. **Weak inclusion** \( \text{Weak inclusion} \) follows directly from the satisfaction of Inclusion.

3. **Weak extensionality** Let \( \Phi \cong^p \Phi' \) and let \( \sigma : \Phi \to \Phi' \) be a bijection such that for every \( \phi \in \Phi \) it holds that \( \phi \equiv^p \sigma(\phi) \). We extend \( \sigma \) to \( \mathcal{B} \) via \( \sigma(\psi) = \psi \) for every \( \psi \in \mathcal{B} \). For \( \Psi \subseteq \mathcal{B} \cup \Phi \) we abbreviate

\[ \sigma(\Psi) = \bigcup_{\psi \in \Psi} \{ \sigma(\psi) \}. \]

Let \( \langle \Psi, \phi \rangle \) be an argument for some \( \phi \in \Phi \) with respect to \( \mathcal{B} \cup \Phi \). Then \( \langle \sigma(\Psi), \sigma(\phi) \rangle \) is an argument for \( \sigma(\phi) \) in \( \mathcal{B} \cup \Phi' \). It follows that if \( \tau \) is an argument tree for \( \langle \Psi, \phi \rangle \) in \( \mathcal{B} \cup \Phi \) then \( \tau' \) is an argument tree for \( \langle \sigma(\Psi), \sigma(\phi) \rangle \) in \( \mathcal{B} \cup \Phi' \) where \( \tau' \) is obtained from \( \tau \) by replacing each sentence \( \phi \) with \( \sigma(\phi) \). This generalizes also to argument structures and it follows that

\[ \kappa(\gamma(\Gamma_{\mathcal{B} \cup \Phi}(\phi))) = \kappa(\gamma(\Gamma_{\mathcal{B} \cup \Phi'}(\sigma(\phi)))) \]

Hence, \( \phi \in S_\mathcal{B}\kappa(\Phi) \) if and only if \( \sigma(\phi) \in S_\mathcal{B}\kappa(\Phi') \) for every \( \phi \in \Phi \). It follows that \( S_\mathcal{B}\kappa(\Phi) \cong^p S_\mathcal{B}\kappa(\Phi') \). The same argumentation holds for \( C_\mathcal{B}\kappa \).

4. **Consistency preservation** Every subset of a consistent set of sentences is consistent. From the satisfaction of Inclusion follows that \( S_\mathcal{B}\kappa(\Phi) \subseteq \Phi \) and \( C_\mathcal{B}\kappa(\Phi) \subseteq \Phi \).
weak maximality $\xi$ If $B \cup \Phi$ is consistent, then for all arguments for a sentence $\alpha \in \Phi$ there do not exist any undercuts as these would have to entail the negation of some sentence of the argument for $\alpha$ which implies inconsistency of $B \cup \Phi$. The argument structure $\Gamma_\Phi (\alpha) = (T^+, T^-)$ consists of one or more single node trees $T^+$ and $T^- = \emptyset$. As both $\gamma$ and $\kappa$ are well-behaving it follows that $\kappa(\gamma(\Gamma_\Phi (\alpha))) > 0$ for each $\alpha \in \Phi$ and therefore $S^{\gamma, \kappa}_{\Phi}(\Phi) = \Phi$ and $C^{\gamma, \kappa}_{\Phi}(\Phi) = \Phi$.

\[ \square \]

Corollary 4.2.14. (Page 84) Let $\gamma$ be a well-behaving categorizer and let $\kappa$ be a well-behaving accumulator. Then both $\circ_S^{\gamma, \kappa}$ and $\circ_C^{\gamma, \kappa}$ are non-prioritized multiple base revision operators.

Proof. This follows directly from Propositions 4.2.5 and 4.2.13. \[ \square \]

Lemma 4.3.2. (On Page 87) If $*$ satisfies $\text{Fullness}_Q$, then it satisfies $\text{Relevance}_Q$.

Proof. If $*$ satisfies $\text{Fullness}_Q$, then if $r \in (P \cup Q) \setminus (P \ast Q)$, then $P \ast Q$ is consistent and $(P \ast Q) \cup \{r\}$ is inconsistent. If we set $H = P \ast Q$ it satisfies $P \ast Q \subseteq H \subseteq P \cup Q$ and $H$ is consistent but $H \cup \{r\}$ is inconsistent such that $*$ satisfies $\text{Relevance}_Q$.

\[ \square \]

Proposition 4.3.4. (On Page 88) If a revision operator $*$ satisfies $\text{NM-Consistency}_Q$, then it satisfies $\text{Consistency}_Q$.

Proof. Let $*$ be a revision operator that satisfies $\text{NM-Consistency}_Q$. $\text{Consistency}_Q$ is only applicable if $Q$ is consistent. We set $X = Q$, the premise of $\text{NM-Consistency}_Q$ is satisfied because $Q \subseteq X \subseteq P \cup Q$ holds such that $P \ast Q$ is consistent. Hence $\text{Consistency}_Q$ is satisfied. \[ \square \]

Proposition 4.3.6. (On Page 88) If a revision operator $*$ satisfies $\text{NM-Fullness}_Q$, then it satisfies $\text{Fullness}_Q$ and $\text{Vacuity}_Q$.

Proof. If $r \in (P \cup Q) \setminus (P \ast Q)$, then $(P \cup Q) \setminus P \ast Q \neq \emptyset$. By $\text{NM-Fullness}_Q$ it holds that $P \ast Q$ is consistent and since $\{r\} \subseteq (P \cup Q) \setminus P \ast Q$ it holds that $(P \ast Q) \cup \{r\}$ is inconsistent. Hence, $\text{Fullness}_Q$ is satisfied.

If $P + Q$ is consistent, then for any $P \ast Q$ with $R = (P \cup Q) \setminus P \ast Q \neq \emptyset$ it holds that $(P \ast Q) \cup R = P + Q$ is consistent such that $*$ violates $\text{NM-Fullness}_Q$. Hence $\text{NM-Fullness}_Q$ can only be satisfied by not satisfying the precondition $(P \cup Q) \setminus P \ast Q \neq \emptyset$. This is the case if and only if $(P \cup Q) \setminus P \ast Q = \emptyset$ such that $P + Q = P \ast Q$. Hence, $\text{Vacuity}_Q$ is satisfied. \[ \square \]

Proposition 4.3.9. (On Page 90) Let $*$ be a revision operator on logic programs.
1. If $\ast$ satisfies $\text{Success}_Q$ and $\text{Inclusion}_Q$, then it satisfies $\text{Initialisation}_\mathcal{P}$.

2. If $\ast$ satisfies $\text{Success}_Q$ and $\text{Inclusion}_Q$, then it satisfies $\text{Idempotence}_\mathcal{P}$.

3. If $\ast$ satisfies $\text{Success}_Q$, $\text{NM-Consistency}_Q$, $\text{Inclusion}_Q$ and $\text{NM-Fullness}_Q$, then it satisfies $\text{Absorption}_\mathcal{P}$.

Proof.

1. From $\text{Success}_Q$ follows $P \subseteq \emptyset * P$ and from $\text{Inclusion}_Q$ follows $\emptyset * P \subseteq P$.

2. From $\text{Success}_Q$ follows $P \subseteq P * P$ and from $\text{Inclusion}_Q$ follows $P * P \subseteq P$.

3. We first show that $(P * Q) * Q \subseteq P * Q$:

From $\text{Inclusion}_Q$ follows that $(P * Q) * Q \subseteq (P * Q) \cup Q$ and from $\text{Success}_Q$ follows that $(P * Q) \cup Q = P * Q$ such that $(P * Q) * Q \subseteq P * Q$.

Now it is left to show that $P * Q \subseteq (P * Q) * Q$:

Assume to the contrary that $P * Q \not\subseteq (P * Q) * Q$. Then $P * Q \setminus (P * Q) * Q \neq \emptyset$. By $\text{Success}_Q$ it holds that $P * Q = (P * Q) \cup Q$ such that $(P * Q) \cup Q \setminus (P * Q) * Q \neq \emptyset$, which is the premise of $\text{NM-Fullness}_Q$. By $\text{NM-Fullness}_Q$ it now follows that $(P * Q) * Q$ is consistent and $(P * Q) \cup Q = P * Q$ is inconsistent. This is a contradiction to the assumption that $\ast$ satisfies $\text{NM-Consistency}_Q$ since $Q \subseteq (P * Q) * Q \subseteq P \cup Q$ and $(P * Q) * Q$ is consistent it follows from $\text{NM-Consistency}_Q$ that $P * Q$ is consistent.

\[$\blacksquare$\]

Proposition 4.3.11. (On Page 91) Let $\ast$ be a revision operator on logic programs.

1. If $\ast$ satisfies $\text{Consistency}_Q$, then it violates $\text{Tautology}_{\text{AS}}$.

2. If $\ast$ satisfies $\text{Success}_Q$, then it violates $\text{Tautology}_{\mathcal{P}}$.

3. If $\ast$ satisfies $\text{Vacuity}_Q$, then it violates $\text{Tautology}_{\mathcal{P}}$.

Proof.

1. Given a program $P$ with $\text{AS}(P) = \emptyset$ and a tautologic program $P_\top$ then consistency demands that $\text{AS}(P * P_\top) \neq \emptyset$, in contradiction to $\text{Tautology}_{\text{AS}}$. 
2. Given a program \( P \) and a tautologic program \( P_T \) such that \( P \cap P_T = \emptyset \). It follows from Success\(_Q\) that \( P * P_T \neq P \), in contradiction to Tautology\(_P\).

3. Given a program \( P \) and a tautologic program \( P_T \) such that \( P \cup P_T \) is consistent. It follows from Vacuity\(_Q\) that \( P \cup P_T \subseteq P * P_T \), in contradiction to Tautology\(_P\).

\[ \square \]

Proposition 4.3.12. (On Page 91) Let \( * \) be a revision operator on logic programs. If \( * \) satisfies Consistent Irrelevance\(_\bullet\) and \( \bullet \in \{ AS, UE, SE \} \), then \( * \) satisfies Consistent Tautology\(_\bullet\).

Proof. If \( * \) satisfies Consistent Irrelevance\(_{SE}\), then for \( P_T \) it directly follows that \( P * P_T \equiv_{SE} P \).

\[ \square \]

Proposition 4.3.13. (On Page 92) Let \( * \) be a revision operator on logic programs. If \( * \) satisfies Inclusion\(_Q\) and Vacuity\(_Q\), then it satisfies Consistent Irrelevance\(_\bullet\) for \( \bullet \in \{ AS, UE, SE, P \} \).

Proof. Assume that \( P \) is consistent, i.e., \( AS(P) \neq \emptyset \). Further assume that \( * \) satisfies Inclusion\(_Q\) and Vacuity\(_Q\). Since \( P \) is consistent it follows from Vacuity\(_Q\) that \( P + Q \subseteq P * Q \), and together with Inclusion\(_Q\) follows \( P + Q = P * Q \). Hence it holds that \( P + Q \equiv P * Q \) for \( \bullet \in \{ AS, UE, SE, P \} \) and from the premise follows that \( P + Q \equiv P \) such that Irrelevance\(_\bullet\) is satisfied.

\[ \square \]

Corollary 4.3.14. (On Page 92) If \( * \) satisfies Inclusion\(_Q\) and Vacuity\(_Q\), then it satisfies Consistent Tautology\(_\bullet\) for \( \bullet \in \{ AS, UE, SE \} \).

Proof. If \( * \) satisfies Inclusion\(_Q\) and Vacuity\(_Q\) then it satisfies Consistent Irrelevance\(_\bullet\) for \( \bullet \in \{ AS, UE, SE, P \} \) by Proposition 4.3.13. Then it follows from Proposition 4.3.12 that \( * \) satisfies Consistent Tautology\(_\bullet\) for \( \bullet \in \{ AS, UE, SE \} \).

\[ \square \]

Proposition 4.3.16. (On Page 92) Let \( * \) be a revision operator on logic programs.

1. If \( * \) satisfies Success\(_Q\), Consistency\(_Q\) and Vacuity\(_Q\), then it violates Parallelism\(_{AS}\).

2. If \( * \) satisfies Vacuity\(_Q\) and Consistency\(_Q\), then it violates Disjointness\(_{AS}\).

Proof.

1. Given \( Q_1 \) and \( Q_2 \) with disjoint sets of literals and some program \( P \). Assume that \( Q_1 \cup P \) is inconsistent and \( Q_2 \cup P \) is consistent and that \( P, Q_1 \) and \( Q_2 \) are strict programs. From the
satisfaction of ConsistencyQ follows that AS(P * (Q1 ∪ Q2)) ≠ ∅.
It follows from VacuityQ that P ⊆ P * Q2 and from SuccessQ that Q1 ⊆ P * Q1. For the satisfaction of ParallelismAS it has to be the case that AS(P * (Q1 ∪ Q2)) = AS((P * Q1) ∪ (P * Q2)).
It holds that P ∪ Q1 ⊆ (P * Q1) ∪ (P * Q2). Since P ∪ Q1 is inconsistent and P and Q1 are strict programs it holds that AS((P * Q1) ∪ (P * Q2)) = ∅, in contradiction to ConsistencyQ.

2. Given P = P1 ∪ P2 and P1 and P2 have disjoint sets of literals and some program Q such that P1 ∪ Q and P2 ∪ Q are consistent and P ∪ Q is inconsistent. Assume P and Q are strict programs. It follows from ConsistencyQ that AS(P * Q) ≠ ∅. From VacuityQ it follows that P1 ∪ Q ⊆ P1 * Q and P2 ∪ Q ⊆ P2 * Q.
DisjointnessAS demands that AS(P * Q) = AS((P1 * Q) ∪ (P2 * Q)). It holds that P ∪ Q ⊆ (P1 * Q) ∪ (P2 * Q). Since P ∪ Q is inconsistent and P and Q are strict programs we have that AS((P1 * Q) ∪ (P2 * Q)) = ∅ in contradiction to ConsistencyQ.

\[\square\]

Proposition 4.3.18. (On Page 95) Let !R be a screened consolidation operator. If !R satisfies Fullness, then it satisfies Relevance.

Proof. Let r ∈ P and r /∈ P!R. We have P!R ⊆ P!R ⊆ P and from Fullness it follows that P!R is consistent and P!R ∪ {r} is inconsistent such that Relevance is satisfied. \[\square\]

Proposition 4.3.19. (On Page 95) Let !R be a screened consolidation operator. If !R satisfies NM-Fullness, then it satisfies Fullness.

Proof. If r ∈ P \ P!R, then P \ P!R ≠ ∅. By NM-Fullness it holds that P!R is consistent and, since {r} ⊆ P \ P!R, that P!R ∪ {r} is inconsistent. Hence, Fullness is satisfied. \[\square\]

Proposition 4.3.23. (On Page 96) Let * be a multiple base revision operator defined as P * Q = (P ∪ Q)!Q. If !R is a screened consolidation operator that satisfies Topic-Independence, then * satisfies SuccessQ, InclusionQ, VacuityQ, ConsistencyQ, NM-ConsistencyQ, RelevanceQ, FullnessQ, NM-FullnessQ, UniformityQ, Weak-DisjointnessQ and Weak-ParallelismQ.

Proof. Screen implies that Q ⊆ (P ∪ Q)!Q = P * Q, i.e., SuccessQ. From the satisfaction of Inclusion follows that (P ∪ Q)!Q = P * Q ⊆ P ∪ Q, i.e., InclusionQ. From Screen-Consistency follows that if Q is consistent then (P ∪ Q)!Q = P * Q is consistent, i.e., ConsistencyQ. The satisfaction of NM-Fullness implies that if r ∈ (P ∪ Q) \ P * Q then P * Q is consistent and (P * Q) ∪ {r} is inconsistent, i.e., FullnessQ is satisfied. Note that RelevanceQ follows from FullnessQ and VacuityQ and InclusionQ.
For the proofs of Weak Disjointness$_P$ and Weak Parallelism$_P$ we first introduce some definitions:

**Definition A.1.1.** Given programs $P$ and $R$ such that $R \subseteq P$. We define a closure operator $\text{Cl}_P(R)$ of $R$ with respect to $P$ as the set satisfying:

1. $R \subseteq \text{Cl}_P(R)$
2. There is no rule $r \in P \setminus R$ such that $\mathcal{A}(r) \cap \mathcal{A}(R) \neq \emptyset$
3. There is no set $R' \subset R$ satisfying 1. and 2.

Clearly it holds that $\mathcal{A}(\text{Cl}_P(R)) \cap P \setminus \text{Cl}_P(R) = \emptyset$.

**Lemma A.1.2.** Given programs $R, T, P$ such that $R \subseteq T \subseteq P$ and $R = \text{Cl}_P(R)$. $T$ is consistent if and only if $R$ is consistent and $T \setminus R$ is consistent.

**Proof.** Since $\mathcal{A}(R) \cap \mathcal{A}(T) = \emptyset \mathcal{A}(R)$ is a splitting set for $T$ and the lemma follows directly form the splitting set theorem [168].

**Weak Disjointness$_P$:**

We show now that $\{P_1 \cup Q, P_2 \cup Q\}$ is a topicalization of $P$. By definition it holds that $(P_1 \cup Q) \cup (P_2 \cup Q) = P$. We have to show that for each $R \subseteq P$ it holds that $R$ is consistent if $R \cap (P_1 \cup Q)$ is consistent and $R \cap (P_1 \cup Q)$ is consistent. Now assume that $R \cap (P_1 \cup Q)$ is consistent and $R \cap (P_1 \cup Q)$ is consistent. We can partition $P_1 \cup Q$ into $\text{Cl}_R(P_1)$ and $(P_1 \cup Q) \setminus \text{Cl}_R(P_1)$. From Lemma 1 follows that $\text{Cl}_R(P_1)$ is consistent and $Q_1 \stackrel{\text{def}}{=} (P_1 \cup Q) \setminus \text{Cl}_R(P_1)$ is consistent. Analogously we obtain $\text{Cl}_R(P_2)$ is consistent and $Q_2 \stackrel{\text{def}}{=} (P_2 \cup Q) \setminus \text{Cl}_R(P_2)$ is consistent.

For $Q_1 \cap Q_2$ it holds that $\text{Cl}_R(Q_1 \cap Q_2) = Q_1 \cap Q_2$ and from $Q_1 \cap Q_2 \subseteq Q_1$ follows that $Q_1 \cap Q_2$ is consistent. Consequently also $\text{Cl}_R(P_1) \cup (Q_1 \cap Q_2)$ is consistent. Since $R = (\text{Cl}_R(P_1) \cup (Q_1 \cap Q_2)) \cup \text{Cl}_R(P_2)$ it follows from $(\text{Cl}_R(P_1) \cup (Q_1 \cap Q_2))$ being consistent and $\text{Cl}_R(P_2)$ being consistent by Lemma 1 that $R$ is consistent. This proves the claim such that $\{P_1 \cup Q, P_2 \cup Q\}$ is a topicalization of $P$.

To proof Weak Disjointness$_P$ we need to show that $(P \cup Q)!|_Q = (P_1 \cup Q) \cup (P_2 \cup Q)!|_Q$. From the above considerations we know that $(P_1 \cup Q)\cup (P_2 \cup Q)!|_Q = (P_1 \cup Q)!|_Q \cup (P_2 \cup Q)!|_Q$ since $Q \cup P_2$ and $Q \cup P_1$ are consistent and $\{P_1 \cup Q, P_2 \cup Q\}$ being a topicalization of $P \cup Q$. From Inclusion$_i$ follows that $(P \cup Q)!|_Q \subseteq P \cup Q$ such that we can write $(P \cup Q)!|_Q = (P \cup Q) \setminus X$. From Screen$_i$ follows that $X \subseteq P$. Applying the same arguments to the right hand side yields

$$(P \cup Q) \setminus X = (\{P_1 \cup Q\} \setminus X_1) \cup (\{P_2 \cup Q\} \setminus X_2)$$
and $X_1 \subseteq P_1$ and $X_2 \subseteq P_2$. From $P_1$ and $P_2$ being disjoint follows $X_1 \cap P_2 = \emptyset$ and $X_2 \cap P_1 = \emptyset$. Hence
\[
((P_1 \cup Q) \setminus X_1) \cup ((P_2 \cup Q) \setminus X_2) = \\
((P_1 \cup Q) \setminus (X_1 \cup X_2)) \cup ((P_2 \cup Q) \setminus (X_1 \cup X_2)) = \\
((P_1 \cup Q) \cup (P_2 \cup Q)) \setminus (X_1 \cup X_2) = \\
(P \cup Q) \setminus (X_1 \cup X_2).
\]

This leaves to show that $(P \cup Q) \setminus X = (P \cup Q) \setminus (X_1 \cup X_2)$. From \textit{Topic-Independence}, it follows that $(P \cup Q) \setminus (P \cup Q)!_Q = ((P_1 \cup Q) \setminus (P \cup Q)!_Q)$, and we have that $X = (P \cup Q) \setminus (P \cup Q)!_Q$, $X_1 = (P_1 \cup Q) \setminus (P \cup Q)!_Q$ and $X_2 = (P_2 \cup Q) \setminus (P \cup Q)!_Q$. Thus \textit{Weak Disjointness}_P is satisfied.

\textbf{Weak Parallelism}_P: We define $P_1 = P \setminus \text{Cl}_{P \cup Q_2}(Q_2)$ and $P_2 = P \setminus \text{Cl}_{P \cup Q_1}(Q_1)$. Clearly it holds that $P = P_1 \cup P_2$.

Following same argumentation as for \textit{Weak Disjointness}_P we can show that $(P_1 \cup P_1, P_2 \cup P_2)$ is a topicalization of $P \cup Q$.

We need to show that
\[
(P \cup (Q_1 \cup Q_2))!_{(Q_1 \cup Q_2)} = (P \cup Q_1)!_{Q_1} \cup (P \cup Q_2)!_{Q_2}.
\]

From \textit{Inclusion}, follows that $(P \cup (Q_1 \cup Q_2))!_{(Q_1 \cup Q_2)} \subseteq P \cup (Q_1 \cup Q_2)$ such that we can write $(P \cup (Q_1 \cup Q_2))!_{(Q_1 \cup Q_2)} = (P \cup (Q_1 \cup Q_2)) \setminus X$. It is to show that
\[
(P \cup (Q_1 \cup Q_2)) \setminus X = ((P \cup Q_1) \setminus X_1) \cup ((P \cup Q_2) \setminus X_2).
\]

We show first that $(P_1 \cup Q_1) \setminus X_1 = (P_1 \cup Q_1) \setminus (X_1 \cup X_2)$ which holds if and only if $X_2 \cap ((P_1 \cup Q_1) \setminus X_1) = \emptyset$. From \textit{Screen}_1 and \textit{Inclusion}_1 it follows that $X_2 \subseteq P$ and $X_2 \cap (Q_1 \cup Q_2) = \emptyset$.

Hence it is left to show that $X_2 \cap (P_1 \setminus X_1) = \emptyset$. Let $r \in X_2 \cap P_1$. From \textit{NM-Fullness}, follows that for each $r \in X_2$ it holds that $((P \cup Q_2) \setminus X_2) \cup \{r\}$ is inconsistent and therefore that $r \in \text{Cl}_{P \cup Q}( (P \cup Q_2) \setminus X_2)$. Therefore $r \notin (P_1 \setminus P_2)$ by definition of $P_1$ and $P_2$ and consequently $r \in P_1 \cap P_2$.

Therefore $X_2 \cap (P_1 \setminus X_1) = \emptyset$ if and only if $X_1 \cap (P_1 \cap P_2) = X_2 \cap (P_1 \cap P_2)$. $\{ (P_1 \setminus P_2) \cup Q_1, P_1 \cap P_2 \}$ is a topicalization of $P_1 \cup Q_1$ and $\{ (P_2 \setminus P_1) \cup Q_2, P_1 \cap P_2 \}$ is a topicalization of $P_2 \cup Q_2$. From \textit{Topic-Independence}, follows that $X_1 \cap (P_1 \cap P_2) = X_2 \cap (P_1 \cap P_2)$. That is we have shown that $(P_1 \cup Q_1) \setminus X_1 = (P_1 \cup Q_1) \setminus (X_1 \cup X_2)$. Analogously follows that $(P_2 \cup Q_2) \setminus X_2 = (P_2 \cup Q_2) \setminus (X_1 \cup X_2)$.

Having shown this we can use the same argumentation from the proof for \textit{Weak-Disjointness}, yielding:
\[
((P_1 \cup Q_1) \setminus X_1) \cup ((P_2 \cup Q_2) \setminus X_2) = \\
((P_1 \cup Q_1) \setminus (X_1 \cup X_2)) \cup ((P_2 \cup Q_2) \setminus (X_1 \cup X_2)) = \\
((P_1 \cup Q_1) \cup (P_2 \cup Q_2)) \setminus (X_1 \cup X_2) = \\
(P \cup Q) \setminus (X_1 \cup X_2).
\]
This leaves to show that \((P \cup Q) \setminus X = (P \cup Q) \setminus (X_1 \cup X_2)\). From \textit{Topic-Independence}, it follows that \((P \cup Q) \setminus (P \cup Q)!_Q = ((P \cup Q_1) \setminus (P \cup Q_1)!_Q) \cup ((P \cup Q_2) \setminus (P \cup Q_2)!_Q)\) and we have that \(X = (P \cup Q) \setminus (P \cup Q)!_Q\), \(X_1 = (P_1 \cup Q) \setminus (P \cup Q)!_Q\), and \(X_2 = (P \cup Q_2) \setminus (P \cup Q_2)!_Q\). Thus Weak Parallelism\(_P\) is satisfied.

\textbf{Proposition 4.3.28.} (On Page 98) An operation \(!_R\) is an operation of screened maxichoice consolidation if and only if it satisfies \textit{Inclusion}, \textit{Screen-Consistency}, \textit{Screen}, \textit{NM-Fullness}, and \textit{C-Uniformity}_Q.

\textbf{Proof.} \textit{Construction to postulates:}

\textit{Screen:} We need to show that for all \(R \subseteq P\), \(R \subseteq \gamma_P(P \perp R)\). If \(P \perp R = \emptyset\) then \(\gamma_P(P \perp R) = P\) and \(R \subseteq P\) by definition. If \(P \perp R \neq \emptyset\) then by definition of screened remainder sets \(R \subseteq X\) for all \(X \in (P \perp R)\) it directly follows that \(R \subseteq \gamma_P(P \perp R)\).

\textit{Screen-Consistency:} We need to show that for all \(R \subseteq P\), if there exists some consistent \(X\), \(R \subseteq X \subseteq P\) then \(\gamma_P(P \perp R)\) is consistent. In the case of \(P \perp R = \emptyset\) there does not exists a consistent set \(X\). \(R \subseteq X \subseteq P\).

In the case of \(P \perp R \neq \emptyset\) by definition of screened remainder sets each \(X \in (P \perp R)\) is consistent and by definition \(\gamma(P \perp R)\) is consistent.

\textit{Inclusion:} We need to show that for all \(R \subseteq P\), \(\gamma_P(P \perp R) \subseteq P\). If \(P \perp R = \emptyset\) then \(\gamma_P(P \perp R) = P\). If \(P \perp R \neq \emptyset\) then by definition of screened remainder sets for all \(X \in (P \perp R)\), \(X \subseteq P\) and thus by definition \(\gamma(P \perp R) \subseteq P\).

\textit{NM-Fullness:} We need to show that for all \(R\), if \(r \in P\) and \(r \not\in \gamma(P \perp R)\) then \(\gamma(P \perp R)\) is consistent and \(\gamma(P \perp R) \cup \{r\}\) is inconsistent. If \(P \perp R = \emptyset\) then \(\gamma(P \perp R) = P\) and there is no \(r \in R\) and \(r \not\in \gamma(P \perp R)\) such that \(\gamma(P \perp R)\) is satisfying vacuously. If \(P \perp R \neq \emptyset\) and \(r \not\in \gamma(P \perp R)\) then from \(\gamma(P \perp R) = X\) for some \(X \in P \perp R\) it follows that \(X\) is consistent and from condition 3 of Definition 4.3.24 and \(X \subseteq X \cup \{r\} \subseteq P\) it follows that \(X \cup \{r\}\) is inconsistent such that \(\gamma(P \perp R)\) is satisfied.

\textit{Screen-Uniformity:} We need to show that all \(R, R'\) and \(P\), and a selection function for \(P\) it holds that if for all \(X \subseteq P\), \(R \cup X\) is consistent iff \(R' \cup X\) is consistent then \(\gamma(P \perp R) \cap P = \gamma(P \perp R') \cap P\). If for all \(X \subseteq P, R \cup X\) is consistent iff \(R' \cup X\) is consistent then it follows that \(P \perp R = P \perp R'\) and by definition of a selection function it holds that \(\gamma(P \perp R) = \gamma(P \perp R')\).

\textbf{Postulates to construction:} Let \(!_R\) be an operation for \(P\) that satisfies \textit{Screen}, \textit{Screen-Consistency}, \textit{Inclusion}, \textit{NM-Fullness}, and \textit{C-Uniformity}_Q.

Let \(\gamma\) be such that \(\gamma(P \perp R) = P!_R\) We need to show that (1) \(\gamma\) is a well-defined function, that (2) \(\gamma\) is a maxichoice selection function, and that (3) for all \(R, \gamma(P \perp R) = P!_R\).

Part (1): \(\gamma\) is a well-defined function if for all \(P \perp R = P \perp R'\) it holds that \(\gamma(P \perp R) = \gamma(P \perp R')\). Suppose \(P \perp R = P \perp R'\) then it
follows from Screen-Uniformity, that $P!_R = P!_{R'}$. By definition of $\gamma$ it follows that $\gamma(P \perp \! \! \! \perp R) = \gamma(P \perp \! \! \! \perp R')$.

Part (2): For $\gamma$ to be a maxichoice selection function we have to show that if $P \perp \! \! \! \perp R \neq \emptyset$ then $\gamma(P \perp \! \! \! \perp R) = X$ for some $X \in P \perp \! \! \! \perp R$ and that if $P \perp \! \! \! \perp R = \emptyset$ then $\gamma(P \perp \! \! \! \perp R) = P$.

If $P \perp \! \! \! \perp R \neq \emptyset$ there exists some consistent $X, R \subseteq X \subseteq P$ and it follows from Screen Consistency, that $P!_R$ is consistent. From Inclusion, follows that $P!_R \subseteq P$ and from Screen, that $R \subseteq P!_R$. To show that $P!_R \in P \perp \! \! \! \perp R$ it is left to show that there is no $H$ such that $P!_R \subset H \subseteq P$ and $H$ is consistent. Let $H$ be such that $P!_R \subset H \subseteq P$. Then for $R' = H \setminus P!_R$ it holds that $R' \subseteq P \setminus P!_R$ such that it follows from NM-Fullness, that $P!_R \cup R' = H$ is inconsistent.

If $P \perp \! \! \! \perp R = \emptyset$ then there does not exist a consistent set $X, R \subseteq X \subseteq P$. Suppose to the contrary that $P \not\subseteq P!_R$ and let $R = P \setminus P!_R$. Then it follows from C-Screen-Fullness, that $P!_R$ is consistent. From Screen, it follows that $R \subseteq P!_R$ and from Inclusion, that $P!_R \subseteq P$. This is a contradiction. Therefore we have shown that $P \subseteq P!_R$ and since it follows from inclusion that $P!_R \subseteq P$ we have $P = P!_R$ such that by definition of $\gamma$ we have $\gamma(P \perp \! \! \! \perp R) = P$ which was to show.

Part (3): That for all $R$, $\gamma(P \perp \! \! \! \perp R) = P!_R$ follows directly from the construction.

**Proposition 4.3.30.** (On Page 98) If a screened maxichoice consolidation operator is based on a monotone maxichoice selection function, then it satisfies Topic-independence.

**Proof.** Let $\mathcal{B}$ be a topicalization of $P$. Then for each $B \in \mathcal{B}$ it holds that for each $X \in B \perp \! \! \! \perp \emptyset$ there exists some $X' \in P \perp \! \! \! \perp \emptyset$ such that $B \setminus X = B \setminus X'$. By monotony of $\gamma$ it follows that $B \setminus \gamma(B \perp \! \! \! \perp \emptyset) = B \setminus \gamma(B \perp \! \! \! \perp \emptyset)$ for each $B \in \mathcal{B}$. Since $P = \bigcup \mathcal{B}$ it follows that $P \setminus \gamma(P \perp \! \! \! \perp \emptyset) = \bigcup_{B \in \mathcal{B}}(B \setminus \gamma(B \perp \! \! \! \perp \emptyset))$ and therefore $P \setminus P! = \bigcup_{B \in \mathcal{B}}(B \setminus B!)$ such that Topic-Independence, is satisfied.

**A.1.3 Proofs for Chapter 5**

**Observation 5.3.4.** (Page 117) Let $V_W(\mathcal{X})$ and $V_A(\mathcal{X})$ be belief bases, let $\circ^a$ be a change operator, let $*_{X_W}^q, *_{X_V}^q$ be multiple belief base change operators, and $t_W^q$ and $t_V^q$ interpretation functions such that Equations 5.3.1 and 5.3.2 are satisfied. If $*_{X_W}^q, *_{X_V}^q$ satisfy Success, then $\circ$ satisfies Awareness.

**Proof.** By Equations (5.3.1) and (5.3.2) (On Page 115) it is

$$V_W(\mathcal{X} \circ^a a) = V_W(\mathcal{X}) *_{X_W}^q t_W^q(a)$$

and

$$V(\mathcal{X} \circ^a a) = V_A(\mathcal{X}) *_{X_V}^q t_V^q(A, a)$$
such that \( t^a_W(a) \in V_W(\mathcal{K} \circ^a a) \) if and only if \( V_W(\mathcal{K}) \circ^a t^a_W(a) \) and \( t^a_V(a, A) \in V_V(\mathcal{K} \circ^a a) \) if and only if \( V_V(\mathcal{K}) \circ^a t^a_V(A, a) \). Given that \( \circ^a_{W_v} \) and \( \circ^a_{V_v} \) satisfy Success it holds that

\[
t^a_W(a) \in V_W(\mathcal{K}) \circ^a_{W_v} t^a_W(a)
\]

and

\[
t^a_V(a, A) \in V_V(\mathcal{K}) \circ^a_{V_v} t^a_V(A, a)
\]

and therefore also \( t^a_W(a) \in V_W(\mathcal{K} \circ^a a) \) and \( t^a_V(a, A) \in V_V(\mathcal{K} \circ^a a) \) such that Awareness is satisfied.

\( \square \)

**Proposition 5.3.5.** (Page 118) Let \( \Xi \) be a set of belief operators, \( V \) an agent-view and \( (\phi, \text{Bel}, A) \) a secret. If \( \text{Bel}' = \text{maxbel}_{\Xi, \leq \text{bel}}(V, \phi, \text{Bel}) \), then \( \text{Bel}' \neq \bot \), then \( \text{Bel} \not\sim_{\text{bel}} \text{Bel}' \).

**Proof.** Assume to the contrary that \( \text{Bel}' = \text{maxbel}_{\Xi, \leq \text{bel}}(V, \phi, \text{Bel}) \), \( \text{Bel}' \neq \bot \) and \( \text{Bel} \not\sim_{\text{bel}} \text{Bel}' \). We have to distinguish two cases:

1. If \( \phi \not\in \text{Bel}(V) \), then \( \text{Bel}' = \text{Bel} \) by definition of \( \text{maxbel}_{\Xi, \leq \text{bel}} \). From the reflexivity of \( \leq \text{bel} \) it follows that \( \text{Bel} \not\sim_{\text{bel}} \text{Bel} \), in contradiction to the assumption.

2. If \( \phi \in \text{Bel}(V) \), then it follows from our assumption and by credulity of \( \leq \text{bel} \) that \( \text{Bel}(V) \subset \text{Bel}'(V) \). It follows that \( \phi \in \text{Bel}'(V) \) in contradiction to the definition of \( \text{maxbel}_{\Xi, \leq \text{bel}} \).

\( \square \)

**Proposition 5.3.6.** (On Page 118) Let \( D \) be an agent, with \( \circ \) and \( \circ_a \) defined as in Equations (5.3.1) to (5.3.6) (Page 115) with \( \circ_S \) as defined in Equation (5.3.9) on Page 118 and inner revision operators \( \circ_{W_v} \) and \( \circ_{V_v} \) satisfying Success (defined in Section 2.5). The change operator \( \circ \) satisfies Acknowledgement, Min-Secrecy-Weakening and the change operator for actions \( \circ_a \) satisfies Secrets-Invariance and Awareness, Min-Secrecy-Weakening and the change operator for actions \( \circ_a \) satisfies Secrets-Invariance.

**Proof.** From Equation (5.3.3) (On Page 115) follows directly that for all \( a \in \text{Act} \) it holds that \( S(\mathcal{K} \circ^a a) = S(\mathcal{K}) \) implies that Secrets-Invariance is satisfied. To show the satisfaction of Acknowledgement we show that for all \( p \in \text{Per} \) and for any secret \( (\Phi, \text{Bel}, A) \in S(\mathcal{K} \circ p) \) it holds that \( \phi \not\in \text{Bel}(V(\mathcal{K} \circ p)) \). By definition of \( \circ_S \) it holds that each secret of \( S(\mathcal{K} \circ p) \) is of the form

\[
(\Phi, \text{maxbel}_{\Xi, \leq \text{bel}}(V(\mathcal{K} \circ p), \Phi, \text{Bel}), A).
\]

By definition of \( \text{maxbel}_{\Xi, \leq \text{bel}} \) it holds that if for some \( \text{Bel} \in \Xi \) it holds that \( \Phi \not\in V(\mathcal{K} \circ p) \), then

\[
\Phi \not\in \text{maxbel}_{\Xi, \leq \text{bel}}(V, \Phi, \text{Bel})(V(\mathcal{K} \circ p)).
\]
It is left to show that there exists $Bel \in \Xi$ such that $\Phi \notin V(\mathcal{K} \circ p)$. This is guaranteed by our assumption that $Bel_0 \in \Xi$ with $Bel_0(E) = \emptyset$. The satisfaction of Awareness follows from the satisfaction of the Success postulate by * and Proposition 5.3.4.

**Proposition 5.4.3.** (Page 120) Let $(\Lambda, \mathcal{F})$ be a setting such that $\Lambda \subseteq \mathcal{L}_E$ and all $(\alpha, \sigma^a, act) \in \mathcal{F}$ are of the type $\sigma : \mathcal{L}_E \times \text{Per} \rightarrow \mathcal{L}_E$, $\sigma^a : \mathcal{L}_E \times \text{Act} \rightarrow \mathcal{L}_E$ and $act : \mathcal{L}_E \rightarrow \text{Act}$.

If $(\Lambda, \mathcal{F})$ is plain, then any agent with an initial agent state $(\mathcal{K}^0, \xi) \in (\Lambda, \mathcal{F})$ that has a safe initial epistemic state $\mathcal{K}^0$ and that selects a safe action if possible, i.e., for all $\mathcal{K} \in \Omega_\xi(\mathcal{K}^0, \text{Per})$ and all $p \in \text{Per}$ if there is an $\alpha \in \text{Act}$ such that $(\mathcal{K} \circ p) \circ^a \alpha$ is safe, then $\mathcal{K} \circ p \circ^a \text{act}(\mathcal{K} \circ p)$ is safe, is secrecy preserving.

**Proof.** We prove the proposition by induction over the construction of $\mathcal{K} \in \Omega_\xi(\Lambda, \text{Per}).$

Assume that $(\alpha, \sigma^a, act)$ with $\sigma : \mathcal{L}_E \times \text{Per} \rightarrow \mathcal{L}_E$, $\sigma^a : \mathcal{L}_E \times \text{Act} \rightarrow \mathcal{L}_E$ and $act : \mathcal{L}_E \rightarrow \text{Act}$ satisfies that $\mathcal{K}^0$ is safe and for all $\mathcal{K} \in \Omega_\xi(\mathcal{K}^0, \text{Per})$ and all $p \in \text{Per}$ if there is a safe $\alpha \in \text{Act}$ wrt. $\mathcal{K} \circ p$, then $\text{act}(\mathcal{K} \circ p)$ is safe.

We have to show that all epistemic states in $\Omega_\xi(\mathcal{K}^0, \text{Per})$ are safe. By definition of the possible states, Definition 5.2.6, for each $\mathcal{K} \in \Omega_\xi(\mathcal{K}^0, \text{Per})$ it holds that $\mathcal{K} = \mathcal{K}^0$ or $\mathcal{K} = \mathcal{K}' \circ p \circ^a \text{act}(\mathcal{K}' \circ p)$ for some $\mathcal{K}' \in \Omega_\xi(\mathcal{K}^0, \text{Per})$ and $p \in \text{Per}$. Since $\mathcal{K}^0$ is safe by assumption that if some $\mathcal{K} \in \Omega_\xi(\Lambda, \text{Per})$ is safe, then for all $p \in \text{Per}$, $\mathcal{K} \circ p \circ^a \text{act}(\mathcal{K} \circ p)$ is safe.

Since $\circ$ satisfies Acknowledgement, it holds that if $\mathcal{K} \in \Omega_\xi(\Lambda, \text{Per})$ is safe, then for all $p \in \text{Per}$, $\mathcal{K} \circ p$ is safe. From the setting $(\Lambda, \mathcal{F}, \text{Per})$ being plain it follows that for all $\mathcal{K} \in \Omega_\xi(\Lambda, \text{Per}) \subseteq \mathcal{L}_E$ and for all $p \in \text{Per}$ there exists some $\alpha \in \text{Act}$ that is safe wrt. $\mathcal{K} \circ p$.

For all $\mathcal{K}^0 \in \Lambda$ it follows that $\mathcal{K}^0 \circ p \circ^a \text{act}(\mathcal{K} \circ p)$ is safe and by our assumption it follows that if $\mathcal{K} \in \Omega_\xi(\Lambda, \text{Per})$ is safe, then $\mathcal{K} \circ p \circ^a \text{act}(\mathcal{K} \circ p)$ is safe. It follows by induction that all $\mathcal{K} \in \Omega_\xi(\Lambda, \text{Per})$ are safe.

**Lemma 5.4.8.** (Page 122) Let $\mathcal{K} \in \mathcal{L}_E$ be an epistemic state, $\text{Per}$ a set of percepts, $\text{Act}$ a set of actions, and $\circ : \mathcal{L}_E \times \text{Per} \rightarrow \mathcal{L}_E$ a change operator. If $\mathcal{K}$ is sound with respect to $(\mathcal{L}_E, \mathcal{K}, \text{Per}, \text{Act}, \sigma, \sigma^a)$, then it is safe.

**Proof.** Let $\mathcal{K}$ be a sound state wrt. some $(\mathcal{L}_E, \mathcal{K}, \text{Per}, \text{Act}, \sigma, \sigma^a)$. For any strategy $s_A$ of $A$ all paths $\pi = (\mathcal{K}_0, \ldots, \mathcal{K}_n) \in W$ with $\mathcal{K}_0 = \mathcal{K}$ that are compliant with $s_A$ the utility $u_A(\pi) = 1$, that means that all $\mathcal{K} \in \pi$ are safe. Therefore, $\mathcal{K}$ is safe.

**Proposition 5.4.9.** (Page 123) Let $(\Lambda, \mathcal{F})$ be a setting for which $\Lambda \subseteq \mathcal{L}_E$ and all $(\alpha, \sigma^a, act) \in \mathcal{F}$ are of the type $\sigma : \mathcal{L}_E \times \text{Per} \rightarrow \mathcal{L}_E$, $\sigma^a : \mathcal{L}_E \times \text{Act} \rightarrow \mathcal{L}_E$ and $act : \mathcal{L}_E \rightarrow \text{Act}$. An agent with initial agent
state \((\mathcal{K}^0, \xi) \in (\Lambda, \mathcal{F})\) is secrecy preserving if and only if all states \(\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) are sound.

**Proof.**

\(\Rightarrow\): From Lemma 5.4.8 follows that if all states \(\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) are sound, then they are all safe and by Definition 5.2.7 it follows that \((\mathcal{K}^0, \xi)\) is secrecy preserving.

\(\Leftarrow\): Let \((\mathcal{K}^0, \xi)\) be secrecy preserving. Assume that there is some \(\mathcal{K}' \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) that is not sound wrt. \((\mathcal{L}_{\text{ES}}, \mathcal{K}', \text{Per}, \text{Act}, o, o^a)\). Then \(\mathcal{A}\) has a winning strategy \(s_{\mathcal{A}}\) in \(g_{\mathcal{L}_{\text{ES}}, \mathcal{K}', \text{Per}, \text{Act}, o, o^a}\) and in any path \(\pi = (\mathcal{K}', \ldots, \mathcal{K}_n)\) that complies with \(s_{\mathcal{A}}\) there is some \(\mathcal{K}'' \in \pi\) that is not safe, since \(u_{\mathcal{A}} = 1\).

As \(o\) satisfies Acknowledgement for all \(\mathcal{K}_i \in \pi\) with \(P(\mathcal{K}_i) = \mathcal{A}\) it is the case that \(\mathcal{K}_{i+1} = \mathcal{K}_i \circ s_{\mathcal{A}}(\pi[i])\) is safe. Consequently there is some \(\mathcal{K}_i \in \pi\) with \(P(\mathcal{K}_i) = \mathcal{A}\) such that \(\mathcal{K}_{i+1} = \mathcal{K}_i \circ s_{\mathcal{A}}(\pi[i])\) is not safe.

Any such \(\mathcal{K}_{i+1}\) is contained in \(\Omega_{\xi}(\mathcal{K}^0, \text{Per})\) since it contains all \(\{\mathcal{K}[\mathcal{K} = \mathcal{K}^0 \circ p \circ a \; \text{act}_{\mathcal{D}}(\mathcal{K}^0 \circ p_0) \circ \mathcal{D} \ldots, p_0, \ldots, p_i \subseteq \text{Per}, i \in \mathbb{N}_0\}\). Therefore, there is at least one state in \(\Omega_{\xi}(\mathcal{K}^0, \text{Per})\) that is not safe. Consequently \((\mathcal{K}^0, \xi)\) is not secrecy preserving.

**Proposition 5.4.10.** (Page: 123) Let \((\Lambda, \mathcal{F})\) be a setting that is plain. For any \((\mathcal{K}^0, \xi) \in (\Lambda, \mathcal{F})\) any \(\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) that is safe, is sound wrt. \((\mathcal{L}_{\text{ES}}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a)\).

**Proof.** Let \((\mathcal{K}^0, \xi) \in (\Lambda, \mathcal{F}), \mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) and \(\mathcal{K}\) be safe. Since \((\Lambda, \mathcal{F})\) is plain for all \((\mathcal{K}^0, \xi) \in (\Lambda, \mathcal{F})\) for all epistemic states \(\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) that are safe it holds that for all \(p \in \text{Per}\) there is some action \(a \in \text{Act}\) such that \(a\) is safe with respect to \(K \circ p\). Therefore, for any strategy \(s_{\mathcal{A}}\) in \(g_{\mathcal{L}_{\text{ES}}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a}\) there is a strategy \(s_{\mathcal{D}}\) and a path \(\pi = (\mathcal{K}_0, \ldots, \mathcal{K}_n)\) with \(\mathcal{K}_0 = \mathcal{K}\) that complies with \(s_{\mathcal{A}}\) and \(s_{\mathcal{D}}\) and

1. for all \(\mathcal{K}_i \in \pi\) with \(P(\mathcal{K}_i) = \mathcal{A}\) it is the case that \(\mathcal{K}_{i+1} = \mathcal{K}_i \circ s_{\mathcal{A}}(\pi[i])\) is safe since \(o\) satisfies Acknowledgement,

2. for all \(\mathcal{K}_i \in \pi\) with \(P(\mathcal{K}_i) = \mathcal{D}\) it is the case that \(\mathcal{K}_{i+1} = \mathcal{K}_i \circ s_{\mathcal{D}}(\pi[i])\) is safe, since the setting \((\Lambda, \mathcal{F})\) is plain.

Hence, for all strategies \(s_{\mathcal{A}}\) there is a path \(\pi = (\mathcal{K}, \ldots, \mathcal{K}_n)\) that is compliant with \(s_{\mathcal{A}}\) and the utility \(u_{\mathcal{A}}(\pi) = 0\) such that \(\mathcal{A}\) does not have a winning strategy in \(g_{\mathcal{L}_{\text{ES}}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a}\) and consequently \(\mathcal{K}\) is sound wrt. \((\mathcal{L}_{\text{ES}}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a)\).

**Proposition 5.4.11.** (Page: 123) Let \((\mathcal{K}^0, \xi)\) be an agent with \(\xi = (o, \text{act}),\)

\(o : \text{Per} \cup \text{Act} \times \mathcal{L}_{\text{ES}} \rightarrow \mathcal{L}_{\text{ES}}\) and \(\text{act} : \mathcal{L}_{\text{ES}} \rightarrow \text{Act}\). If \(\mathcal{K}^0\) is sound wrt. \((\mathcal{L}_{\text{ES}}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a)\), then if \((\mathcal{K}^0, \xi)\) selects sound actions, i.e., for all \(\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0, \text{Per})\) and all \(p \in \text{Per}\) if there is some \(a \in \text{Act}\) such that \((\mathcal{K} \circ p) \circ a\) is sound wrt. \((\mathcal{L}_{\text{ES}}, ((\mathcal{K} \circ p) \circ a), \text{Per}, \text{Act}, o, o^a)\), then
act(\(\mathcal{K} \circ p\)) is such that \(\mathcal{K} \circ^a act(\mathcal{K} \circ p)\) is sound wrt. \((\mathcal{L}_{ES}, \mathcal{K} \circ^a act(\mathcal{K} \circ p), \text{Per}, \text{Act}, o, o^a)\), then \((\mathcal{K}^0, \xi)\) is secrecy preserving.

**Proof.** In Proposition 5.4.9 (Page 123) we showed that an agent with initial epistemic state \((\mathcal{K}^0, \xi)\) is secrecy preserving if all states \(\mathcal{X} \in \Omega_\xi(\mathcal{K}^0, \text{Per})\) are sound wrt. \((\mathcal{L}_{ES}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a)\). What is left to show is that for all \(\mathcal{K} \in \Omega_\xi(\mathcal{K}^0, \text{Per})\) for all \(p \in \text{Per}\) there exists an action \(a\) such that \((\mathcal{K} \circ p) \circ^a a\) is sound wrt. \((\mathcal{L}_{ES}, (\mathcal{K} \circ^a a), \text{Per}, \text{Act}, o, o^a)\). By assumption \(\mathcal{K}^0\) is sound wrt. \((\mathcal{L}_{ES}, \mathcal{K}^0, \text{Per}, \text{Act}, o, o^a)\). We show that if an epistemic state \(\mathcal{K}\) is sound wrt. \((\mathcal{L}_{ES}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a)\), then there exists an action \(a \in \text{Act}\) such that \(\mathcal{K} \circ^a a\) is sound wrt. \((\mathcal{L}_{ES}, (\mathcal{K} \circ^a a), \text{Per}, \text{Act}, o, o^a)\).

If \(\mathcal{K}\) is sound wrt. \((\mathcal{L}_{ES}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a)\), then \(\mathcal{A}\) does not have a winning strategy in \(g_{\mathcal{L}_{ES}, \mathcal{K}, \text{Per}, \text{Act}, o, o^a}\) which means that for all strategies \(s_A\) there exists a path

\[
\pi = (\mathcal{K}, \mathcal{K}_1, \mathcal{K}_2 \ldots, \mathcal{K}_n) \in W
\]

that is compliant with \(s_A\) and \(u_A(\pi) = 0\). Hence for each \(s_A\) there exists a path \(\pi = (\mathcal{K}, \mathcal{K}_1, \mathcal{K}_2 \ldots, \mathcal{K}_n) \in W\) such that for some \(p \in \text{Per}\) it holds \(p = s_A(\{\mathcal{K}\})\) and there exists an action \(a \in \text{Act}\) such that \(\mathcal{K}_2 = \mathcal{K}_1 \circ^a a\) and \(u_A(\pi) = 0\). The paths of the game \(g_{\mathcal{L}_{ES}, \mathcal{K}_2, \text{Per}, \text{Act}, o, o^a}\)

\[
W' = \{(\mathcal{K}_2 \ldots, \mathcal{K}_n) \mid (\mathcal{K}, \mathcal{K}_1, \mathcal{K}_2 \ldots, \mathcal{K}_n) \in W\},
\]

further, if \(u_A((\mathcal{K}, \mathcal{K}_1, \mathcal{K}_2 \ldots, \mathcal{K}_n)) = 0\) then \(u_A((\mathcal{K}_2 \ldots, \mathcal{K}_n)) = 0\).

Since, for all strategies \(s_A\) there exists a path

\[
\pi = (\mathcal{K}, \mathcal{K}_1, \mathcal{K}_2 \ldots, \mathcal{K}_n) \in W
\]

that is compliant with \(s_A\) and \(u_A(\pi) = 0\) also for all strategies \(s'_A\) in \(g_{\mathcal{L}_{ES}, \mathcal{K}_2, \text{Per}, \text{Act}, o, o^a}\) there exists a path \(\pi'\) compliant with \(s'_A\) such that \(u_A(\pi') = 0\). Therefore, \(\mathcal{K}_2\) is sound, which was to be shown. \(\square\)

**Observation 5.4.12.** (On Page 124) Let \((\Lambda, \mathcal{Y})\) be a setting with \(\xi = (o, o^a, \text{act})\), \(o : \mathcal{L}_{ES} \times \text{Per} \rightarrow \mathcal{L}_{ES}\) and \(a^a : \mathcal{L}_{ES} \times \text{Act} \rightarrow \mathcal{L}_{ES}\) and \(\text{act} : \mathcal{L}_{ES} \rightarrow \text{Act}\). Let \(\epsilon \in \text{Act}\) be the empty action. If for all \(\mathcal{X} \in \Omega_\xi(\Lambda, \text{Per})\) and all \(p \in \text{Per}\) it holds that \((\mathcal{K} \circ p) \circ^a \epsilon\) is safe, then \((\Lambda, \mathcal{Y})\) is plain.

**Proof.** From the definition of a plain setting in, see Definition 5.4.2 (Page 120), follows that in each possible state there exists a safe action. Here the empty action is assumed to be always secrecy preserving, which proofs the existence of such an action. Formally the definition is satisfied since for all \((\mathcal{K}, \xi) \in (\Lambda, \mathcal{Y})\) for all safe epistemic states \(\mathcal{X} \in \Omega_\xi(\mathcal{K}, \text{Per})\) it holds that for all \(p \in \text{Per}\) the epistemic state \((\mathcal{K} \circ p) \circ^a \epsilon\) is safe. \(\square\)

**Lemma 5.4.14.** (On Page 126) For each \((\mathcal{K}, \xi) \in \mathcal{T}^{QA}\) it holds that for all \(\mathcal{X}' \in \Omega_\xi(\mathcal{K}, \text{Per}^{QA})\) that \(S(\mathcal{X}') = S(\mathcal{X})\).
Proof. For all \( \mathcal{K}' \in \Omega_\mathcal{K}(\mathcal{K}, \text{Per}^{QA}) \), \( \mathcal{K}' \neq \mathcal{K} \) it holds by Definition 5.2.6 that
\[
\mathcal{K}' = \mathcal{K}'' \circ p \circ^a \text{act}(\mathcal{K}' \circ p)
\]
for some \( \mathcal{K}'' \in \Omega_\mathcal{K}(\mathcal{K}, \text{Per}^{QA}) \) and \( p \in \text{Per}^{QA} \). Hence we use induction to show the lemma.

Apparently for \( \mathcal{K}' = \mathcal{K} \) it holds that \( S(\mathcal{K}') = S(\mathcal{K}) \). Now, assume that it holds for \( \mathcal{K}'' \in \Omega_\mathcal{K}(\mathcal{K}, \text{Per}^{QA}) \) that \( S(\mathcal{K}'') = S(\mathcal{K}) \). Since \( \text{Per}^{QA} = \{\langle A, \{D\}, \text{query}, \Phi \rangle | \Phi \in L_{\text{Base}} \} \) and by assumption 3.a) it holds that \( t_V(\langle D, \{A\}, \text{query}, \Phi \rangle) = \emptyset \) it follows from Equation (5.3.2) (On Page 115) that
\[
V(\mathcal{K}' \circ p) = V(\mathcal{K}'') \ast \mathcal{L}_V \emptyset.
\]
By satisfaction of assumption 4. and 6. it follows that
\[
V(\mathcal{K}'') \ast \mathcal{L}_V \emptyset = V(\mathcal{K}'') \cup \emptyset = V(\mathcal{K}'').
\]
Therefore it holds for all \( \phi \in F(S(\mathcal{K}'')) \) that \( \phi \in \text{Cn}^{\text{prop}}(V(\mathcal{K}')) \) if and only if \( \phi \in \text{Cn}^{\text{prop}}(V(\mathcal{K}'')) \). From the satisfaction of Min-Secrecy-Weakening by \( \circ \) it follows that \( S(\mathcal{K}' \circ p) = S(\mathcal{K}'') \).

From the satisfaction of Secrets action invariance it follows that
\[
S(\mathcal{K}' \circ p) = S(\mathcal{K}'') \circ p \circ^a \text{act}(\mathcal{K}' \circ p)),
\]
which completes the proof. \( \square \)

Proposition 5.4.15. (On Page 126) For each \( (\mathcal{X}^0, \xi) \in \mathcal{T}^{QA} \) it holds for all \( \mathcal{K} \in \Omega_\mathcal{K}(\mathcal{X}^0, \text{Per}^{QA}) \) that \( \mathcal{K} \) is not sound wrt. \( (L_{ES}, \mathcal{K}, \text{Per}^{QA}, \text{Act}^{QA}, \circ, \circ^a) \) if and only if
\[
(\bigvee_{\phi \in F(S(\mathcal{K})))} \phi) \in \text{Bel}(V_A(\mathcal{K})).
\]

Proof.
\( \leftarrow \): Suppose that \( (\bigvee_{\phi \in F(S(\mathcal{K})))} \phi) \in \text{Cn}^{\text{prop}}(V_A(\mathcal{K})). \) We show that in this setting it is a winning strategy for \( A \) to query all sensitive formulae in a sequence of queries.

We define a change operator \( \circ \) for the change of an epistemic state \( \mathcal{K} \) by a sequence of speech acts \( \sigma = (t_{Q_1}, t_{A_1}, \ldots, t_{Q_n}, t_{A_n}) \) as:
\[
\mathcal{K} \circ \sigma = (((((\mathcal{K} \circ t_{Q_1}) \circ^a t_{A_1}) \circ t_{Q_2}) \circ^a t_{A_1}) \cdots \circ t_{Q_n}) \circ^a t_{A_n})
\]
We denote the sub-sequence of a sequence \( \sigma \) of the first \( i \) \( t_{Q}, t_{A} \) pairs by \( \sigma[i] \).

We consider a speech act sequence \( \sigma_{\text{sec}} = (t_{Q_1}, t_{A_1}, \ldots, t_{Q_n}, t_{A_n}) \) of queries of \( A \) and answers of \( D \) with
\[
(t_{Q_1}, t_{A_1}) \in \{\langle A, \{D\}, \text{query}, \phi_1 \rangle, \langle D, \{A\}, \text{answer}, \phi'_1 \rangle | \phi_1 \in F(S(\mathcal{K})), \phi'_1 \in \Phi_1 \}
\]
such that the following two conditions are satisfied:

a) \( \langle \phi_1, \ldots, \phi_n \rangle = F(S(\mathcal{K})) \),

b) for all epistemic states \( \mathcal{K}' \) of the path generated by the action sequence

\[
\pi_{\sigma_{\text{sec}}} = \text{def} (\mathcal{K} \circ \sigma_{\text{sec}}[0], \mathcal{K} \circ \sigma_{\text{sec}}[1], \ldots, \mathcal{K} \circ \sigma_{\text{sec}}[n])
\]

it holds that \( V(\mathcal{K}') \) is consistent.

We show that in this setting the strategy of \( A \) that always asks the queries of the given sequence in the given order is a winning strategy in the game \( g_{L_S, \mathcal{K}, \text{Per}, QA, \text{Act}_Q, \alpha} \). Formally this strategy can be defined as \( s_a((\mathcal{K}_1'', \ldots, \mathcal{K}_m'')) = i_Q j \) with \( j = (\frac{m+1}{2}) \mod n \).

For this it suffices to show that the epistemic state

\( \mathcal{K} \circ \sigma_{\text{sec}} \) is not safe

since we use an arbitrary sequence \( \sigma_{\text{sec}} \) of the form defined above.

By condition b) it holds for all \( \mathcal{K} = \mathcal{K}_{i-1} \circ a i \mathcal{A}_i \) with \( \mathcal{K}_{i-1} \in \pi_{\sigma_{\text{sec}}} \) and \( \langle \mathcal{D}, \{A\}, \text{answer}, \phi_1' \rangle \in \sigma_{\text{sec}} \) that \( V(\mathcal{K}) \) is consistent. By Equation (5.3.2) (On Page 115)

\[
V(\mathcal{K}_{i-1}) \circ \langle \mathcal{D}, \{A\}, \text{answer}, \phi_1' \rangle = V(\mathcal{K}_{i-1}) * L V(A, \langle \mathcal{D}, \{A\}, \text{answer}, \phi_1' \rangle).
\]

By Assumption 3.b) (On Page 125) we get that

\[
t_V(A, \langle \mathcal{D}, \{A\}, \text{answer}, \phi_1' \rangle) = \phi_1'
\]

and by Assumption 4. (On Page 125) and the fact that \( V(\mathcal{K}_{i-1}) \cup \{\phi_1'\} \) is consistent (by condition b)) it holds that

\[
V(\mathcal{K}_{i-1}) * L V \phi_1' = V(\mathcal{K}_{i-1}) \cup \{\phi_1'\}.
\]

Therefore it holds that \( \phi_1' \in V(\mathcal{K}_{i-1}) \). By condition a) it follows that \( V(\mathcal{K} \circ \sigma_{\text{sec}}) \) contains for all \( \phi \in F(S(\mathcal{K})) \) either \( \phi \) or \( \neg \phi \). By assumption

\[
(\forall \phi \in F(S(\mathcal{K})) \phi) \in V(\mathcal{K} \circ \sigma_{\text{sec}}).
\]

Further, by Assumption 6. it holds that it follows that

\( V(\mathcal{K} \circ \sigma_{\text{sec}}) \) is consistent.

From the last three statements follows that for some \( \phi \in F(S(\mathcal{K})) \) it holds that

\( \phi \in Cn^{\text{prop}}(V(\mathcal{K} \circ \sigma_{\text{sec}})) \).

From Lemma 5.4.14 (On Page 126) follows that

\( S(\mathcal{K} \circ \sigma_{\text{sec}}) = S(\mathcal{K}) \).
Hence $\mathcal{K} \odot \sigma_{\sec}$ is not safe.

"$\Rightarrow$": Suppose $\mathcal{K}$ is not sound wrt. $(\mathcal{L}_{ES}, \mathcal{K}, \text{Per}^{\mathcal{A}}, \text{Act}^{\mathcal{A}}, \circ, \circ^{\mathcal{A}})$.

From the assumption it follows by definition that there is a winning strategy for $\mathcal{A}$. Let this be $s_{\mathcal{A}}$. We consider the finite sub-tree $T'$ of the game tree of $\mathcal{g}_{\mathcal{L}_{ES}, \mathcal{K}, \text{Per}^{\mathcal{A}}, \text{Act}^{\mathcal{A}}, \circ, \circ^{\mathcal{A}}}$ that contains exactly the paths that are compliant with $s_{\mathcal{A}}$, truncated after the first node that is not safe. Hence all leaf nodes are not safe and all inner nodes are safe. We show by structural induction from the leaves to the root that for all nodes $\mathcal{K}'$ of $T'$ it holds that $(\bigvee_{\phi \in F(S(\mathcal{K}'))} \phi) \in \text{Cn}^{\text{PROP}}(V(\mathcal{K}'))$.

**Basis:** Leaf nodes Let $\mathcal{K}'$ be a leaf node. Since $\mathcal{K}'$ is not safe it holds for some $\phi \in F(S(\mathcal{K}'))$ that $\phi \in \text{Cn}^{\text{PROP}}(V(\mathcal{K}'))$. By Lemma 5.4.14 (On Page 126) it holds that $S(\mathcal{K}') = S(\mathcal{K})$. If follows that

$$(\bigvee_{\phi \in F(S(\mathcal{K}'))} \phi) \in \text{Cn}^{\text{PROP}}(V(\mathcal{K}')).$$

**Inductive step:** Let $\mathcal{K}'$ be an inner node. The children of $\mathcal{K}'$ are denoted by $\text{ch}(\mathcal{K}')$. By induction assumption it holds for all $\mathcal{K}'' \in \text{ch}(\mathcal{K}')$ that $(\bigvee_{\phi \in F(S(\mathcal{K}''))} \phi) \in \text{Cn}^{\text{PROP}}(V(\mathcal{K}''))$. We have to distinguish if we are in a node in which $\mathcal{A}$ or $\mathcal{D}$ is acting. This is indicated by the player function $P$ as defined in Equation (5.4.1) (Page 121).

**Case 1:** $P(\mathcal{K}') = \mathcal{A}$ It holds that $\mathcal{K}'' = \mathcal{K}' \circ (\mathcal{A}, \{\mathcal{D}\}, \text{query}, \phi)$. By Equation (5.3.2) (On Page 115) it is

$$V(\mathcal{K}') \circ (\mathcal{A}, \{\mathcal{D}\}, \text{query}, \phi) = V(\mathcal{K}') *_{\mathcal{L}_V} t_{\mathcal{V}} (\mathcal{A}, (\mathcal{A}, \{\mathcal{D}\}, \text{query}, \phi)).$$

By assumption 3.a) $t_{\mathcal{V}} (\mathcal{A}, (\mathcal{A}, \{\mathcal{D}\}, \text{query}, \phi)) = \emptyset$. By assumption 4. $*_{\mathcal{L}_V}$ satisfies Inclusion and Vacuity such that, since $V(\mathcal{X})$ is consistent by condition (2), it holds that

$$V(\mathcal{K}'') = V(\mathcal{K}') *_{\mathcal{L}_V} \emptyset = V(\mathcal{K}') \cup \emptyset.$$

**Case 2:** $P(\mathcal{K}') = \mathcal{D}$ It holds that $\mathcal{K}'' = \mathcal{K}' \circ (\mathcal{D}, \{\mathcal{A}\}, \text{answer}, \phi')$. By Equation (5.3.2)

$$V(\mathcal{K}) \circ (\mathcal{D}, \{\mathcal{A}\}, \text{answer}, \phi') = V(\mathcal{K}) *_{\mathcal{L}_V} t_{\mathcal{V}} (\mathcal{A}, (\mathcal{D}, \{\mathcal{A}\}, \text{answer}, \phi')).$$

By assumption 3.b) $t_{\mathcal{V}} (\mathcal{A}, (\mathcal{D}, \{\mathcal{A}\}, \text{answer}, \phi')) = \{\phi'\}$. By assumption 4. $*_{\mathcal{L}_V}$ satisfies Inclusion and Vacuity such that, since $V(\mathcal{K}') \cup \{\phi'\}$ is consistent by condition b), it holds that

$$V(\mathcal{K}') *_{\mathcal{L}_V} \phi' = V(\mathcal{K}') \cup \{\phi'\}.$$
By assumption 5, the children of $\mathcal{K}'$ result from $\mathcal{D}'$'s two possible answer-values. Assume that these are $\{\phi, \neg\phi\}$. Then, taking assumption 6 into consideration, $V(\mathcal{K}') \cup \{\phi\}$ is a child of $\mathcal{K}'$ if it is consistent, and $V(\mathcal{K}') \cup \{\neg\phi\}$ is a child of $\mathcal{K}'$ if it is consistent. Now we consider two cases:

1. $\mathcal{K}'$ has two children:
   Then, there is another child $\mathcal{K}'' \in \text{ch}(\mathcal{K}')$, $\mathcal{K}'' \neq \mathcal{K}''$ with $\mathcal{K}'' = \mathcal{K}' \circ \mathcal{D}',\{A\},\text{answer},\neg\phi'$. By the same argumentation as for $\mathcal{K}''$ it follows that $V(\mathcal{K}') \ast_{\mathcal{L}}\neg\phi' = V(\mathcal{K}') \cup \{-\phi'\}$. Since the induction assumption holds for both children if follows that
   
   $$(V_{\phi \in F(S(\mathcal{K}))) \Phi} \in \text{Cn}^{\text{prop}}(V(\mathcal{K}') \cup \{\phi'\})$$
   $$\cap \text{Cn}^{\text{prop}}(V(\mathcal{K}') \cup \{-\phi'\})$$
   $$= \text{Cn}^{\text{prop}}(V(\mathcal{K}')).$$

2. $\mathcal{K}'$ has one child:
   There is no other child, from which follows that
   $$V(\mathcal{K}') \ast_{\mathcal{L}}\neg\phi' = V(\mathcal{K}') \cup \{-\phi'\}$$
   is inconsistent. By definition of $\text{Cn}^{\text{prop}}$ it follows that
   $$\phi' \in \text{Cn}^{\text{prop}}(V(\mathcal{K}')).$$
   Consequently we have that
   $$\text{Cn}^{\text{prop}}(V(\mathcal{K}')) = \text{Cn}^{\text{prop}}(V(\mathcal{K}') \cup \{\phi'\}).$$
   Since by induction assumption
   $$\bigvee_{\phi \in F(S(\mathcal{K})))} \phi \in \text{Cn}^{\text{prop}}(V(\mathcal{K}') \cup \{\phi'\})$$
   it follows directly that
   $$\bigvee_{\phi \in F(S(\mathcal{K})))} \phi \in \text{Cn}^{\text{prop}}(V(\mathcal{K}')).$$

\[ \square \]

**Corollary 5.4.17.** (On Page 127) Let $\mathcal{T}_{QA}^{\mathcal{X}} \subseteq \mathcal{T}_{QA}^{\mathcal{X}}$ be the setting for which it holds that for all $(\mathcal{K}, \xi) \in \mathcal{T}_{QA}^{\mathcal{X}}$ there is some $\phi \in F(S(\mathcal{K}))$ such that $\phi \equiv p (\bigvee_{\phi \in F(S(\mathcal{K})))} \phi)$. The setting $\mathcal{T}_{QA}^{\mathcal{X}}$ is plain.

**Proof.** We have to show that for all agents $(\mathcal{K}^0, \xi) \in \mathcal{T}_{QA}^{\mathcal{X}}$ for all safe epistemic states $\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0,\text{Per}_{QA}^0)$ it holds that for all $p \in \text{Per}_{QA}^0$ there is some action $a \in \text{Act}_{QA}^0$ such that $(\mathcal{K} \circ p) \circ a$ is safe.

Let $(\mathcal{K}^0, \xi) \in \mathcal{T}_{QA}^{\mathcal{X}}$ and $\mathcal{K} \in \Omega_{\xi}(\mathcal{K}^0,\text{Per}_{QA}^0)$ from Proposition 5.4.15 follows directly that if $\mathcal{K}$ is safe, then it is sound. By definition of a
sound epistemic state (Definition 5.4.7, Page 122) follows that \( A \) does not have a winning strategy in the game \( g_{\mathcal{L} \mathcal{E} \mathcal{S}, \mathcal{X}, \mathcal{P} \mathcal{E} \mathcal{R}^{Q A}, \mathcal{A} \mathcal{C}^{Q A}, o, o^{A}} \).

Assume to the contrary that for some \( p \in \mathcal{P} \mathcal{E} \mathcal{R}^{Q A} \), which represents a move of \( A \), for all actions \( a \in \mathcal{A} \mathcal{C}^{Q A} \), moves of \( \mathcal{D} \mathcal{V} \), \((\mathcal{K} \circ p) \circ a \) is unsafe. Then, any strategy of the attacker \( s_{\mathcal{A}} \) such that \( s_{\mathcal{A}}(\mathcal{K}) = p \) is a winning strategy.

**Proposition 5.5.2.** (On Page 133) Let \((\Lambda, \mathcal{F})\) be a setting. An agent with initial agent state \((\mathcal{X}^{0}, \mathcal{E}) \in (\Lambda, \mathcal{F})\) is secrecy preserving if for all \( \mathcal{K} \in \mathcal{O}_{\mathcal{L}}(\mathcal{X}^{0}, \mathcal{P} \mathcal{E} \mathcal{R}) \) and all \( p \in \mathcal{P} \mathcal{E} \mathcal{R} \):

a) \( \preceq_{\mathcal{K} \mathcal{O} p} \) satisfies sound preference

b) if there is a sound action \( a \in \mathcal{A} \), then there is a sound action \( a' \in \mathcal{A} \mathcal{C}^{\mathcal{K}_{\mathcal{E}}} \)

**Proof.** By construction of \( \Omega \) all states \( \mathcal{K} \in \mathcal{O}_{\mathcal{L}}(\mathcal{X}^{0}, \mathcal{P} \mathcal{E} \mathcal{R}) \), except for \((\mathcal{X}^{0}, \mathcal{E})\), are successors of some other state \( \mathcal{K}' \in \mathcal{O}_{\mathcal{L}}(\mathcal{X}^{0}, \mathcal{P} \mathcal{E} \mathcal{R}) \) such that \( \mathcal{K} = \mathcal{K}' \circ p \circ a \circ \mathcal{A}(\mathcal{K}' \circ p) \). We proof the result by induction over this successor relation. The initial agent state \((\mathcal{X}^{0}, \mathcal{E})\) is sound by assumption. That is, it is left to show that if \( \mathcal{K}' \) is sound, then \( \mathcal{K}' \circ p \circ a \circ \mathcal{A}(\mathcal{K}' \circ p) \) is sound.

If \( \mathcal{K}' \) is sound, then by definition for all \( p \in \mathcal{P} \mathcal{E} \mathcal{R} \) there is an action \( a \in \mathcal{A} \) such that \( a \) is sound. It follows from i) that some \( a' \in \mathcal{A} \mathcal{C}^{\mathcal{K}_{\mathcal{E}}} \) is sound. Then it, follows from i) that \( \mathcal{A}(\mathcal{K}' \circ p) \) is sound.

**Proposition 5.5.12.** (On Page 146) Any function \( \mathcal{S} \mathcal{R}_{\mathcal{I} \mathcal{N}}(a) \times \Omega \rightarrow \mathcal{C} \mathcal{L} \) that satisfies Principles I.1, I.2 and II also satisfies Principle III and Principle IV.

**Proof.** Assume a secrecy reasoner \( \mathcal{S} \mathcal{R} \) which satisfies Principle I.1, Principle I.2 and Principle II. Let \( \mathcal{A} \mathcal{C}^{I} \) be a finite set of actions and \( \mathcal{K} \) an epistemic state. Let \( \mathcal{C} \mathcal{L} = \mathcal{S} \mathcal{R}(\mathcal{A} \mathcal{C}^{I}, \mathcal{K}) \) be the classification determined by \( \mathcal{S} \mathcal{R} \).

We first prove the following lemma.

**Lemma A.1.3.** If there exists an action \( b \in \mathcal{A} \mathcal{C}^{I} \) with \( \mathcal{V} \mathcal{I} \mathcal{O} \mathcal{A} \mathcal{F} \mathcal{E} \mathcal{R}(\mathcal{K}, b) = \{0\} \), then for all actions \( a \in \mathcal{A} \mathcal{C}^{I} \) it holds \( \mathcal{C} \mathcal{L}(a) = 0 \) if and only if \( \mathcal{V} \mathcal{I} \mathcal{O} \mathcal{A} \mathcal{F} \mathcal{E} \mathcal{R}(\mathcal{K}, a) = \{0\} \).

**Proof.** “\( \leq \)” If \( \mathcal{V} \mathcal{I} \mathcal{O} \mathcal{A} \mathcal{F} \mathcal{E} \mathcal{R}(\mathcal{K}, a) = \{0\} \), then \( \mathcal{C} \mathcal{L}(a) = 0 \):

Let \( a \in \mathcal{A} \mathcal{C}^{I} \) be an action with \( \mathcal{V} \mathcal{I} \mathcal{O} \mathcal{A} \mathcal{F} \mathcal{E} \mathcal{R}(\mathcal{K}, a) = \{0\} \).

1. By the definitions of \( \mathcal{V} \mathcal{I} \mathcal{O} \mathcal{A} \mathcal{F} \mathcal{E} \mathcal{R} \) and \( \preceq \), there cannot exist an action \( a' \in \mathcal{A} \mathcal{C}^{I} \) such that \( \mathcal{V} \mathcal{I} \mathcal{O} \mathcal{A} \mathcal{F} \mathcal{E} \mathcal{R}(\mathcal{K}, a') \preceq \mathcal{V} \mathcal{I} \mathcal{O} \mathcal{A} \mathcal{F} \mathcal{E} \mathcal{R}(\mathcal{K}, a) \) holds.

2. Hence, for no \( a' \in \mathcal{A} \mathcal{C}^{I} \) the precondition of Principle I.1 is satisfied. Therefore, there does not exist an action \( a' \in \mathcal{A} \mathcal{C}^{I} \) such that \( \mathcal{C} \mathcal{L}(a') < \mathcal{C} \mathcal{L}(a) \) is demanded by this principle.
3. There are no secret \((\phi, \text{Bel}) \in S(\mathcal{K})\) and no belief operator \(\text{Bel}' \in \Xi\) with \(\text{Bel}' \preceq_{\text{bel}} \text{Bel}\) such that the secret \((\phi, \text{Bel}')\) is potentially violated after action \(a\).

The reason is that, if there were a potential violation of \((\phi, \text{Bel}')\) after \(a\), then by definition there exists \(V_W \in V(\mathcal{K}) \oplus a\) such that \(\phi \in \text{Bel}'(V_W)\). Since \(\text{Bel}' \preceq_{\text{bel}} \text{Bel}\) holds, the credulity property of the order \(\preceq_{\text{bel}}\) implies that \(\text{Bel}(V_W) \supseteq \text{Bel}'(V_W) \ni \phi\). Hence, it holds \((\phi, \text{Bel}) \in \text{vio}(\mathcal{K}, V_W)\) and \(\text{vio}(\mathcal{K}, V_W) \in \text{vioAfter}(\mathcal{K}, a)\) by Definition 5.5.4. This cannot happen since \(\text{vioAfter}(\mathcal{K}, a) = \{\emptyset\}\) holds.

4. Therefore, for each action \(a' \in \text{Act}_{C}^t\) the precondition of Principle I.2 cannot be satisfied so that for each action \(a' \in \text{Act}_{C}^t\) the relation \(a' \preceq_{\text{vio}} a\) does hold. Hence, for no \(a' \in \text{Act}_{C}^t\), \(\text{cl}(a') < \text{cl}(a)\) is demanded by this Principle I.2.

5. By Points 2 and 4, there exists a classification \(\text{cl}'\) with \(\text{cl}'(a) = 0\) which satisfies Principles I.1 and I.2.

6. From the assumed satisfaction of Principle II by the secrecy reasoner \(sr\), it outputs a classification \(\text{cl}\) such that \(\text{cl}(a) = 0\).


to 

“⇒” If \(\text{cl}(a) = 0\), then \(\text{vioAfter}(\mathcal{K}, a) = \{\emptyset\}\):

We show the implication by contraposition. Let \(a \in \text{Act}_{C}^t\) be an action such that \(\text{vioAfter}(\mathcal{K}, a) \neq \{\emptyset\}\) holds.

1. By the assumption of Lemma A.1.3 there exists \(b \in \text{Act}_{C}^t\) with \(\text{vioAfter}(\mathcal{K}, b) = \{\emptyset\}\).

2. Hence, it holds \(\text{vioAfter}(\mathcal{K}, a) \sqsubseteq \text{vioAfter}(\mathcal{K}, b)\) by definition.

3. By Principle I.1, it follows that \(\text{cl}(a) > \text{cl}(b) \geq 0\).

\(\square\)

Satisfaction of Principle III

Let \(\mathcal{K}\) and \(\mathcal{K}'\) be epistemic states with equal components possibly except for the secrecy policies which are of the following form:

\[
S(\mathcal{K}) = \{(\phi_1, \text{Bel}_1), \ldots, (\phi_n, \text{Bel}_n)\},
\]

\[
S(\mathcal{K}') = \{(\phi_1, \text{Bel}_1'), \ldots, (\phi_n, \text{Bel}_n')\}
\]

with \(\text{Bel}_i' \preceq_{\text{bel}} \text{Bel}_i\) for all \(i \in \{1, \ldots, n\}\).

Assume there exist actions \(a, b \in \text{Act}_{C}^t\) such that \(\text{vioAfter}(\mathcal{K}, a) = \{\emptyset\}\) and \(\text{vioAfter}(\mathcal{K}', b) = \{\emptyset\}\).

We show that for all actions \(c \in \text{Act}_{C}^t\), if \(\text{cl}(c) = 0\) holds, then \(\text{cl}'(c) = 0\) holds with \(\text{cl} = sr(\text{Act}_{C}^t, \mathcal{K})\) and \(\text{cl}' = sr(\text{Act}_{C}^t, \mathcal{K}')\).

Let \(c\) be an action \(c \in \text{Act}_{C}^t\) such that \(\text{cl}(c) = 0\).
1. Since by assumption action $a \in \text{Act}_{\text{inf}}'$ satisfies $\text{vioAfter}({\mathcal{K}}, a) = \{\emptyset\}$ it holds that $\text{vioAfter}({\mathcal{K}}, c) = \{\emptyset\}$ by Lemma A.1.3.

2. From the definition of $\text{vioAfter}$ it follows directly that for all $V_W \in \oplus (V(\mathcal{K}), c)$ and for all $(\phi, \text{Bel}) \in \mathcal{S}({\mathcal{K}})$ it holds that $\phi \not\in \text{Bel}(V_W)$.

3. By presupposition, the secrecy policies are of the form

$$\mathcal{S}(\mathcal{K}) = \{\{\phi_1, \text{Bel}_1\}, \ldots, \{\phi_n, \text{Bel}_n\}\},$$

$$\mathcal{S}(\mathcal{K}') = \{\{\phi_1, \text{Bel}_1'\}, \ldots, \{\phi_n, \text{Bel}_n'\}\}$$

with $\text{Bel}_i' \preceq_{\text{bel}} \text{Bel}_i$ for all $i \in \{1, \ldots, n\}$.

so that for all $V_W \in \mathcal{P}(\mathcal{L}_{BB}) \times \mathcal{L}_{BS}'$ it holds

$$\text{Bel}_i'(V_W) \subseteq \text{Bel}_i(V_W)$$

by the credulity property of the order $\preceq_{\text{bel}}$. Hence, it follows that for all $V_W \in \oplus (V(\mathcal{K}), c)$ and for all $(\phi, \text{Bel}') \in \mathcal{S}(\mathcal{K}')$ it holds that $\phi \not\in \text{Bel}'(V_W)$ by Point 2.

4. It follows that

$$\{\emptyset\} = \text{vioAfter}(\mathcal{S}(\mathcal{K}'), V(\mathcal{K}), c) = \text{vioAfter}(\mathcal{S}(\mathcal{K}), V(\mathcal{K}), c).$$

5. Since by assumption, action $b \in \text{Act}_{\text{inf}}'$ satisfies that

$$\text{vioAfter}(\mathcal{K}', b) = \{\emptyset\}$$

it follows that $\text{cl}'(c) = 0$ by Lemma A.1.3.

---

SATISFACTION OF PRINCIPLE IV

Let $\mathcal{K}$ and $\mathcal{K}'$ be epistemic states with equal components possibly except for $V_A(\mathcal{K}) \supseteq V_A(\mathcal{K}')$. Assume there exist actions $a, b \in \text{Act}_{\text{inf}}'$ such that $\text{vioAfter}(\mathcal{K}, a) = \{\emptyset\}$ and $\text{vioAfter}(\mathcal{K}', b) = \{\emptyset\}$.

We show that for each $c \in \text{Act}_{\text{inf}}'$ if $\text{cl}(c) = 0$ holds, then $\text{cl}'(c) = 0$ holds with $\text{cl} = \text{sr}(\text{Act}_{\text{inf}}', \mathcal{K})$ and $\text{cl}' = \text{sr}(\text{Act}_{\text{inf}}', \mathcal{K}')$. Let $c$ be an action $c \in \text{Act}_{\text{inf}}'$ such that $\text{cl}(c) = 0$.

1. Since $a \in \text{Act}_{\text{inf}}'$ satisfies $\text{vioAfter}(\mathcal{K}, a) = \{\emptyset\}$ it holds that $\text{vioAfter}(\mathcal{K}, c) = \{\emptyset\}$ by Lemma A.1.3.

2. From the definition of $\text{vioAfter}$ it follows directly that for $V(\mathcal{K}) \supseteq V(\mathcal{K}')$ it holds that

$$\text{vioAfter}(\mathcal{S}(\mathcal{K}), V(\mathcal{K}), c) \supseteq \text{vioAfter}(\mathcal{S}(\mathcal{K}), V(\mathcal{K}'), c) = \text{vioAfter}(\mathcal{S}(\mathcal{K}'), V(\mathcal{K}'), c).$$

3. It follows that $\text{vioAfter}(\mathcal{S}, V(\mathcal{K}'), c) = \{\emptyset\}$.  

\[\square\]
4. Since action $b \in \text{Act}'_{n,f}$ satisfies $\text{vioAfter}(\mathcal{X}', b) = \emptyset$ it follows that $\text{cl}'(c) = 0$ by Lemma A.1.3.

Lemma 5.5.13. (On Page 147) Given some set of actions $A$ and an epistemic state $\mathcal{X}$. The set $\text{conflictSets}(A, \mathcal{X})$ is a partition of $A$, i.e., it holds that

a) $\bigcup \text{conflictSets}(A, \mathcal{X}) = A$ and

b) for all $CS, CS' \in \text{conflictSets}(A, \mathcal{X})$, $CS \neq CS'$ it holds that $CS \cap CS' = \emptyset$.

Proof. Let $A$ be some set of actions, $\mathcal{X}$ an epistemic state and $\text{conflictSets}(A, \mathcal{X})$ the set of conflict sets for $A$ and $\mathcal{X}$.

a) For each singleton set $A' = \{a\}$ with $a \in A$ it holds trivially that

for all $a, b \in A'$, $a \neq b$ (A.1.1)
exist $a_1, \ldots, a_n \in A'$ with $a_1 = a$, $a_n = b$ and
for all $i \in \{1, \ldots, n-1\}$: $a_i \prec_{\text{vio}} a_{i+1}$.

Since $\text{conflictSets}(A, \mathcal{X})$ is a set-inclusion maximal set of sets $A'$ satisfying (A.1.1) it follows that for all $a \in A$ that $a \in CS$ for some $CS \in \text{conflictSets}(A)$. Thus $\bigcup \text{conflictSets}(A, \mathcal{X}) = A$.

b) Assume to the contrary that there exist

$CS, CS' \in \text{conflictSets}(A, \mathcal{X})$, $CS \neq CS'$ such that $CS \cap CS' \neq \emptyset$.

For all $a \in CS \cap CS'$ and all $b \in CS \cup CS'$ $a \neq b$ exist

$a_1, \ldots, a_n \in A'$ with $a_1 = a$, $a_n = b$

and for all $i \in \{1, \ldots, n-1\}$: $a_i \prec_{\text{vio}} a_{i+1}$, and therefore for $CS \cup CS' = A'$ (A.1.1) is satisfied. Therefore $CS$ and $CS'$ are not set-inclusion maximal subsets of $A$ with respect to property (A.1.1), in contradiction to the assumption that $CS, CS' \in \text{conflictSets}(A, \mathcal{X})$.

Proposition 5.5.15. (On Page 150) If all elementary operations of Procedure 5.5.1 are computable, the algorithm always terminates and returns a complete classification.

Proof.
Termination:
We show that all loops terminate after a finite number of steps.

1. The for loop from Line 2 to Line 4 iterates over the set of considered actions $\text{Act}'_{n,f}$, which is finite by definition.
2. The repeat-until loop from Line 5 to Line 26 has the termination condition \textit{unclass} = \emptyset. Before the loop, the set \textit{unclass} is initialized in Line 1 with the finite set of considered actions \textit{Act}_{inf}^t. Within the loop, \textit{unclass} is only modified in Line 25, by setting \textit{unclass} := \textit{unclass} \setminus \textit{best}.

We show that always in Line 25 if \textit{unclass} \neq \emptyset, then \textit{unclass} \cap \textit{best} \neq \emptyset. The set \textit{best} is defined in Line 6 and not modified in any other line. Apparently it holds that \textit{best} \subseteq \textit{unclass}. It is left to show that if \textit{unclass} \neq \emptyset, then \textit{best} \neq \emptyset.

The set \textit{best} is non-empty if and only if there exists \textit{a} \in \textit{unclass} such that there does not exists \textit{b} \in \textit{unclass}, and \textit{vioAfter}(\mathcal{X}, \textit{a}) \subseteq \textit{vioAfter}(\mathcal{X}, \textit{b}). We show that this is the case for all possible sets \textit{unclass}.

a) Assume to the contrary that for all \textit{a} \in \textit{unclass} there exists \textit{b} \in \textit{unclass} such that \textit{vioAfter}(\mathcal{X}, \textit{a}) \supseteq \textit{vioAfter}(\mathcal{X}, \textit{b}). This is only possible if there is a cycle with respect to \subseteq, i.e., there exists a sequence \textit{(a}_1, \ldots, \textit{a}_n\textit{)} with \textit{(a}_1, \ldots, \textit{a}_n\textit{)} = \textit{unclass} such that

\begin{equation}
\textit{vioAfter}(\mathcal{X}, \textit{a}_1) \supseteq \cdots \supseteq \textit{vioAfter}(\mathcal{X}, \textit{a}_n) \supseteq \textit{vioAfter}(\mathcal{X}, \textit{a}_1).
\end{equation}

We show that this is impossible.

b) For any pair of actions \textit{a}_1, \textit{a}_2 \in \textit{unclass} such that

\begin{equation}
\textit{vioAfter}(\mathcal{X}, \textit{a}_1) \supseteq \textit{vioAfter}(\mathcal{X}, \textit{a}_2)
\end{equation}

it holds by Equation (5.5.11) Condition 2. (On Page 141) that there exists some

\begin{equation}
\textit{S}_{\textit{a}_2} \in \max \textit{vioAfter}(\mathcal{X}, \textit{a}_2) \text{ and some } \textit{S}_{\textit{a}_1} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_1)
\end{equation}

such that \textit{S}_{\textit{a}_2} \subseteq \textit{S}_{\textit{a}_1}. This holds also for the first two elements of our considered sequence.

c) By Equation (5.5.11) Condition 1 (On Page 141) it follows for our considered sequence that for each pair \textit{a}_i, \textit{a}_{i+1}, 1 \leq i < n, it holds that for all \textit{S}_{\textit{a}_{i+1}} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_{i+1}) there exists \textit{S}_{\textit{a}_i} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_i) such that \textit{S}_{\textit{a}_{i+1}} \subseteq \textit{S}_{\textit{a}_i} and for all \textit{S}_{\textit{a}_i} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_i) there exists \textit{S}_{\textit{a}_n} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_n) such that \textit{S}_{\textit{a}_i} \subseteq \textit{S}_{\textit{a}_n}. By the transitivity of the \subseteq relation it follows that for \textit{a}_2 it holds that for all \textit{S}_{\textit{a}_1} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_1) there exists \textit{S}_{\textit{a}_2} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_2) such that \textit{S}_{\textit{a}_1} \subseteq \textit{S}_{\textit{a}_2}.

d) From Points 2b and 2c follows that there exists some \textit{S}_{\textit{a}_2} \in \max_{\subseteq} \textit{vioAfter}(\mathcal{X}, \textit{a}_2) and some \textit{S}_{\textit{a}_1} \in \textit{vioAfter}(\mathcal{X}, \textit{a}_1) such that \textit{S}_{\textit{a}_2} \subseteq \textit{S}_{\textit{a}_1} \subseteq \textit{S}_{\textit{a}_2}, which cannot be the case since \textit{S}_{\textit{a}_2} is set-inclusion maximal.
3. The for loop from Line 8 to Line 10 is a for loop over the set of equivalence classes of the set best $\subseteq \text{unclass}$. Since unclass is a finite set, the set of equivalence classes of a subset of it is finite as well.

4. The for loop from Line 11 to Line 24 is a for loop over the set of equivalence classes of the set best $\subseteq \text{unclass}$. Since unclass is a finite set, the set of equivalence classes of a subset of it is finite as well.

5. The repeat-until loop from Line 13 to Line 23 terminates if $\text{conflictSets} = \emptyset$. The set conflictSets is initialized before the loop in Line 12 by $\text{conflictSets}(A, \mathcal{X})$. In Line 21 it is set to

$$\text{conflictSets} := \text{conflictSets} \setminus \text{classSets}.$$ 

We have to show that if $\text{conflictSets} \neq \emptyset$, then

$$\text{classSets} \cap \text{conflictSets} \neq \emptyset$$

in Line 21. The set classSets is initialized by the empty set in Line 14 and only modified in Line 18 in which a conflict set from the set conflictSets is added to it. Hence, classSets $\subseteq$ conflictSets such that it is left to show that classSets $\neq \emptyset$.

a) If $\text{conflictSets} \neq \emptyset$ in Line 15, then the for loop in the same line iterates over all its elements.

b) We show that for any set conflictSets there is at least one $\text{CS} \in \text{conflictSets}$ that satisfies the condition in Line 16 such that classSets is never empty in Line 21.

c) Consider to the contrary that for some conflictSets it holds that for all CS there is some CS' $\in$ conflictSets with CS' $\neq$ CS such that a' $\in$ CS' and a $\in$ CS exist with a' $<_{\text{vio}}$ a.

d) Then, there is a sequence of conflict sets $(\text{CS}_1, \ldots, \text{CS}_n) \subseteq$ conflictSets and $\text{CS}_n = \text{CS}_1$ such that for each $\text{CS}_i, \text{CS}_{i+1}$, $1 \leq i < n$ there exist $a_i \in \text{CS}_i$ and $a'_{i+1} \in \text{CS}_{i+1}$ with $a_i <_{\text{vio}} a'_{i+1}$.

e) By definition of conflict sets for each pair $a_i, a'_i$ there exists a sequence $(a_{i1}, \ldots, a_{ik_i})$ with $a_{i1} = a_i$, $a_{ik_i} = a'_i$ and for $1 \leq j < k_i$ it holds that $a_{ij} <_{\text{vio}} a_{i(j+1)}$.

f) Hence, the set

$$\text{A'} = \{a_{i1}, \ldots, a_{i_{k_1}}, \ldots; a_{n1}, \ldots, a_{nk_n}\} \subseteq \text{CS}_1 \cup \ldots \cup \text{CS}_n$$

satisfies Condition A.1.1.

g) The set conflictSets is the set of set-inclusion maximal sets A' that satisfy A.1.1. Since $\text{CS}_1 \subseteq \text{CS}_1 \cup \ldots \cup \text{CS}_n$ the set $\text{CS}_1$ cannot be set-inclusion maximal such that it follows that $\text{CS}_1 \notin \text{conflictSets}$, in contradiction to the assumption.
6. The for loop from Line 15 to Line 20 iterates over the set of conflict sets which is, as shown in Lemma 5.5.13, a partition of an equivalence class of actions. Since the set of actions is finite, the set of conflict sets is finite.

**Complete Classification:**
It is left to show that the algorithm returns a complete classification. The set of unclassified actions unclass is initialized in Line 1, unclass := Act_{inf}'. The set is only modified in Line 25, where the set best is subtracted from it, i.e., unclass := unclass \ best. The algorithm terminates only if unclass = \emptyset, Line 26. Therefore it suffices to show that always in Line 25 all actions in best are classified.

1. The set best is initialized in Line 6 and not altered before it is subtracted from unclass in Line 25.

2. The set best partitioned into the set ~ equivalence classes eqbest in Line 7.

3. Each of these equivalence classes is partitioned, as shown in Lemma 5.5.13, into their conflict sets conflictSets in Line 12. The set conflictSets is only modified in Line 21 where the set classSets is subtracted.

4. The set classSets is initialized in Line 14 by the empty set and only modified in Line 18 by adding the set CS. All actions in CS have been classified in Line 17. Hence, in Line 21 only sets of classified actions are removed from conflictSets.

5. The repeat-until loop from Line 13 to 23 only terminates if conflictSets = \emptyset, which implies, since conflictSets is a partition of A, that all actions in A are classified. This is repeated for all A \in eqbest by the for loop from Line 11 to 24 which implies that in Line 25 all actions in best are classified.

\[ \square \]

**Proposition 5.5.16.** (On Page 150) Procedure 5.5.1 satisfies the Principles I.1, I.2 and II, as given in Definition 5.5.11.

**Proof.**

**Principle I.1:**
Given (\Xi, \preceq_{bel}) as parameter, let cl be the classification function as defined by Algorithm 5.5.1. We prove that, for all Act_{inf}' \subseteq Act, for all \Xi \in \Omega and for all a, b \in Act_{inf}' such that vioAfter(\Xi, b) \sqsupset vioAfter(\Xi, a) it holds cl(b) > cl(a).

1. From Proposition 5.5.15 follows that for some iteration of the repeat-until loop starting in Line 5 it is b \in best in Line 6. In
this iteration \( b \in \text{unclass} \) and there is no \( a' \in \text{unclass} \) such that \( \text{vioAfter}(\mathcal{K}, b) \supseteq \text{vioAfter}(\mathcal{K}, a') \).

2. Hence, in particular \( a \notin \text{unclass} \) and consequently \( a \notin \text{best} \). Since \( \text{unclass} = \text{Act}' \subset \text{Act} \) initially and then only classified actions are removed from it, as shown in the proof of Proposition 5.5.15 it follows that at this point \( a \) is already classified.

3. Action \( b \) will be classified in a following iteration of Line 17 with the value of \( \text{rank}[A] \) with \( b \in A \).

4. The value of \( \text{rank}[A] \) that is determined in Line 9. By assumption \( \text{vioAfter}(\mathcal{K}, b) \not\supseteq \text{vioAfter}(\mathcal{K}, a) \), and \( b \in A \) and \( a \in \text{Act}' \setminus \text{unclass} \) such that by Line 9 it follows that

\[
\text{rank}[A] = \text{cl}(b) > \text{cl}(a).
\]

\( \square \)

**Principle 1.2:**

Given \( \leq_{\text{best}} \) as parameter, let \( \text{cl} \) be the classification function as defined by Algorithm 5.5.1. We prove that, for all \( \text{Act}' \subset \text{Act} \), for all \( \mathcal{K} \in \Omega \) and for all \( a, b \in \text{Act}' \) with \( \text{vioAfter}(\mathcal{K}, b) \sim \text{vioAfter}(\mathcal{K}, a) \) and \( a \prec_{\text{violation}} b \):

1. **Conflict Free:** If there do not exist actions \( a_1, \ldots, a_n \in \text{Act}' \) such that \( a_1 = b, a_n = a \) and \( a_i \prec_{\text{violation}} a_{i+1} \) for all \( i \in \{1, \ldots, n-1\} \), then it follows that \( \text{cl}(b) > \text{cl}(a) \).

2. **Conflicting:** Otherwise, it follows \( \text{cl}(b) \geq \text{cl}(a) \).

From the assumption \( \text{vioAfter}(\mathcal{K}, b) \sim \text{vioAfter}(\mathcal{K}, a) \) follows by Definition of \( \supseteq \) that for all \( c \in \text{Act}' \), if \( \text{vioAfter}(\mathcal{K}, a) \not\supseteq \text{vioAfter}(\mathcal{K}, c) \), then \( \text{vioAfter}(\mathcal{K}, b) \not\supseteq \text{vioAfter}(\mathcal{K}, c) \). Therefore, if in some iteration \( a \in \text{best} \), then also \( b \in \text{best} \) according to the definition of \( \text{best} \) in Line 6.

We consider the iteration of the repeat loop starting in Line 5 for which this is the case in the following. By definition of \( \text{eqbest} \) in Line 7 there exists \( A \in \text{eqbest} \) such that \( a \in A \) and \( b \in A \), since \( \text{vioAfter}(\mathcal{K}, b) \sim \text{vioAfter}(\mathcal{K}, a) \).

1. By definition of \( \text{conflictSets} \) in Line 12 and the satisfaction of the condition of conflict freeness there exist

\[
\text{CS}_a, \text{CS}_b \in \text{conflictSets}, \text{CS}_a \neq \text{CS}_b \text{ such that } a \in \text{CS}_a \text{ and } b \in \text{CS}_b.
\]

From Lemma 5.5.13 follows that for all \( \text{CS}' \in \text{conflictSets} \) if \( \text{CS}' \neq \text{CS}_a \), then \( a \notin \text{CS}' \); and if \( \text{CS}' \neq \text{CS}_b \), then \( b \notin \text{CS}' \).

We consider the iteration of the repeat-until loop starting in Line 13 and of the for loop starting in Line 15, in which \( a \) is classified in Line 17.
a) In Line 18 classSets := classSets ∪ {CS_a}.

b) Action b is not classified yet in this iteration of the repeat-until loop starting in Line 13 since the condition in Line 16 is not satisfied for the CS_b iteration of the for loop starting in Line 15 as long as CS_a ∈ conflictSets.

c) In the next execution of Line 21 conflictSets := conflictSets \ classSets with CS_a ∈ classSets and in Line 22 rank[A] := rank[A] + 1.

d) From Proposition 5.5.15 follows that b will be classified in the following. Since b ∈ CS_b ⊆ A it will be classified in the same iteration of the for loop starting in Line 11 with the then current value of rank[A]. Since rank[A] is only modified in Line 22, rank[A] := rank[A] + 1, it follows that cl(b) > cl(a).

2. By definition of conflictSets in Line 12 it follows that there exists some CS ∈ conflictSets such that a ∈ CS and b ∈ CS.

From Lemma 5.5.13 follows that for all CS' ∈ conflictSets if CS' ≠ CS, then a ∉ CS' and b ∉ CS'.

From Line 17 follows that all a' ∈ CS are assigned the same classification rank. Consequently cl(a) = cl(b).

Principle II:
Given (Ξ, ⊆_{bel}) as parameter, let cl be the classification function as defined by Algorithm 5.5.1. Further, let sr' be another function sr' : P_{fin}(Act) × Ω → Cl fulfilling Principles I.1 and I.2. We prove that, for all Act'_{inf} ⊆ Act, for all Ξ ∈ Ω and for all a ∈ Act'_{inf} it holds cl'(a) ≥ cl(a) with cl' = sr'(Act'_{inf}, Ξ).

We proceed by induction on the classification rank r in the range of cl. Thus, we consider the following induction hypothesis:
For all i ≤ r − 1 it holds for all actions a ∈ Act'_{inf} with cl(a) = i that cl(a) ≤ cl'(a).

Let a ∈ Act'_{inf} be an action with cl(a) = r.

− Base case: r = 0.

By definition no lower classification rank is possible. Thus, it follows cl(a) ≤ cl'(a).

− Inductive case: r > 0.

1. Assume indirectly that cl'(a) < r holds.

2. Consider the classification of a by Algorithm 5.5.1. Action a is treated in one and only one iteration of the repeat-until loop in Line 5. Thus, for later reference, let A denote the equivalence class with a ∈ A and CS_a ⊆ A the conflict set of a as determined by the algorithm in this iteration.
We distinguish two cases how the algorithm computes the value of the classification rank of action $a$.

**Case 1:** The value is set in Line 9. Then, there exist $b \in \text{Act}^{\mathrm{inf}}$ and $c \in A$ such that

$$\text{vioAfter}(\mathcal{K}, c) \sqsupset \text{vioAfter}(\mathcal{K}, b) \quad \text{and} \quad \text{cl}(b) = r - 1. \quad (A.1.2)$$

Since actions $a, c$ are in the same equivalence class $A$, it follows that $\text{vioAfter}(\mathcal{K}, a) \sim \text{vioAfter}(\mathcal{K}, c)$. From the definitions of $\sqsupset$ and $\sim$, we can show that together with (A.1.2) the latter implies $\text{vioAfter}(\mathcal{K}, a) \sqsupset \text{vioAfter}(\mathcal{K}, b)$. Due to the relation $\sqsupset$ and Principle I.1, it holds

$$\text{cl}'(a) > \text{cl}'(b). \quad (A.1.3)$$

Now, we apply the induction hypothesis on $\text{cl}(b)$, since $\text{cl}(b) = r - 1$ holds by (A.1.2) and obtain that $\text{cl}'(b) \geq \text{cl}(b)$. By assumption, it holds $r > \text{cl}'(a)$ and thus $\text{cl}'(b) \geq \text{cl}(b) = r - 1 \geq \text{cl}'(a)$. This contradicts that $\text{cl}'(a) > \text{cl}'(b)$ must hold by (A.1.3).

**Case 2:** If Case 1 does not apply, the value for the classification of $a$ in Line 17 is set in Line 22. Thus, there exists $b \in A$ with $\text{cl}(b) = r - 1$ and $b \in \text{CS}_b \subset A$ with $\text{CS}_b \neq \text{CS}_a$ such that there exists $c \in \text{CS}_a$ with $b \sim_{\text{vio}} c$. More precisely, in the previous iteration of the for loop in Line 15 the conflict set $\text{CS}_b$ must still be in $\text{conflictSets}$ as one reason why $a$ has been not classified with $r - 1$, but then $\text{CS}_b$ is removed from $\text{conflictSets}$ in Line 21.

Since $b, c$ are in the same equivalence class $A$, it holds $\text{vioAfter}(\mathcal{K}, c) \sim \text{vioAfter}(\mathcal{K}, b)$. Further, since $c \in \text{CS}_a$ and $b \in \text{CS}_b$ and $\text{CS}_a \neq \text{CS}_b$, by definition of $\text{conflictSets}$, there do not exist actions $a_1, \ldots, a_n \in \text{Act}^{\mathrm{inf}}$ such that $a_1 = c$, $a_n = b$ and for all $i \in \{1, \ldots, n - 1\}$ it holds $a_i \sim_{\text{vio}} a_{i+1}$. Hence, the premises of Principle I.2 are satisfied which implies

$$\text{cl}'(c) > \text{cl}'(b). \quad (A.1.4)$$

Next, we argue that the fact that $a \in \text{CS}_a$ and $c \in \text{CS}_a$ implies $\text{cl}'(a) = \text{cl}'(c)$. This follows from an inductive argument using the local mitigation requirement of Principle I.2 and the definition of $\text{CS}_a$. By (A.1.4), it holds $\text{cl}'(a) > \text{cl}'(b)$.

Now, we apply the induction hypothesis on $\text{cl}(b) = r - 1$ so that it follows $\text{cl}'(b) \geq \text{cl}(b)$. By assumption, it holds $r > \text{cl}'(a)$ and thus $\text{cl}'(b) \geq \text{cl}(b) = r - 1 \geq \text{cl}'(a)$. This contradicts that $\text{cl}'(a) > \text{cl}'(b)$ must hold. $\square$

$\square$
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functional components, 206
game tree, 121
general selection function, 59
global maxichoice selection function, 97
Herbrand universe, 26
hypothetically evolved world-views, 136
inference problem, 188
information level alphabet, 157
information-level, 156
informativity, 132
informativity relation, 133
inner revision operation, 71
intentions, 19
interpretation function, 74
know-how base, 52
know-how statements, 52
knowledge engineer, 204
Levi-Identity, 31
lexicographical aggregation function, 131
linear temporal logic, 198
lying, 133
maintenance goal, 198
meta-inferences, 105
meta-information, 105
meta-information level alphabet, 156
meta-information-level, 156
motivation value, 51
motive, 51
multiagent cycle, 43, 210
multiagent systems, 38
multiple base revision operator, 86
multiple revision operations, 71
nested logic programs, 211
non-closing expansion, 86
non-closing expansion operator, 30
ontic actions, 37
operator plug-in, 206
operator type, 208
options, 52
options function, 20
outer revision operation, 71
partial meet contraction, 32
partially secrecy preserving, 119
path, 122
percepts, 35
plug-in developer, 204
possible epistemic states, 112
potential secrets, 108, 192
potentially violated, 135, 138
power set $P(S)$, 18
power set, finite, 144
preference relation on options, 58
prioritized multiple revision, 75
prioritized revision operator, 72
Proactive maintenance goals, 198
reactive maintenance goals, 198
reduct, 27
refusal sensitive, 166
refusing, 133
related literals, 165
remainder sets, 31
report, 212
report entries, 212
report system, 212
rule schema, 26
run, 18
safe actions, 120
screened consolidation operator, 94
secret, 104, 110
active, 111, 135
secret aware attacker, 166
secrets change operator, 115
selection function, 74
selective revision operator, 75
set of all speech acts, 39
set of belief operators, 61
set of multi-sets, 22
set of secret formulae, 126
setting, 119
plain, 120
query-answer, 125
speech acts, 37
strategy, 122
strength of a secret, 111
strength of secrets, 107
strict program, 26
strict sub-program, 26
success postulate, 29
tautological programs, 89
term, 25
time, 42
topic independence, 95
topicalization, 95
topicalizations, 95
two place selection function, 97
uncertainty of the agent-view, 104, 134
uncertainty of the world-view, 104, 134
undercut, 23
utility functions, 122
variable, 25
violation sets, 135
winning strategy, 122
world-view, 109, 151
world-view append operator, 136