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Part I
Spin Dynamics in Bulk
Germanium
Introduction

In 1925, an intrinsic form of angular momentum of electrons was proposed by G. E. Uhlenbeck and S. Goudsmit [1]. In actual fact, they had identified the quantum mechanical property inherent to elementary particles that we now call spin. One unique feature of the spin angular momentum of a particle is the fact that the spin eigenstates can only have two distinct values along a certain quantization direction, denoted as spin-up $|\uparrow\rangle$ and spin-down $|\downarrow\rangle$. As each spin angular momentum can be attributed to a spin magnetic moment, this novel fundamental property was able to be observed and manipulated through the use of magnetic fields. Indeed, three years earlier in 1922, O. Stern and W. Gerlach had already experimentally shown that particular atoms possess a quantized magnetic moment that is related to their spin angular momentum [2]. While this study became one of the best-known experiments of quantum mechanics, it also set the foundation for the field of nuclear magnetic resonance (NMR), established by I. I. Rabi. Together with the work of F. Bloch and E. M. Purcell on NMR spectroscopy, the consequential advances in medical imaging by magnetic resonance tomography became one of the most prominent applications that are publicly associated with the term spin.

In contrast, phenomena related to the electron spin received considerably less public attention until the 1970s, when the effect of tunnel magnetoresistance (TMR) was discovered [3]. Together with the following discovery and technological improvement of giant magnetoresistance (GMR), which was honored with a Nobel Prize in physics for A. Fert and P. Grünberg, as well as the development of GMR-based HDDs and MRAM, carrier spin phenomena gained popularity. In relation to this progress, a whole branch of novel application-oriented physics has emerged within the last three decades, which we now refer to as spin-based electronics or spintronics [4–6].

The field of spintronics aims to implement the spin degree of freedom of the charge carriers in a classical computation scheme by solely conveying the spin orientation of the carriers in order to overcome power dissipation related to the transport of the charge carriers. The experimental breakthrough in this field of research was
Introduction to a large amount enabled by innovations in sample-preparation. Therein, especially the progress on molecular beam epitaxy (MBE) made it possible to fabricate sufficiently pure crystals in order to suppress undesired scattering of the spin-carriers [5]. Moreover, MBE facilitated the production of thin layers on the scale of hundreds of nanometers that are typically required to observe and manipulate quantum mechanical processes such as tunneling.

Contrary to the classical computing in spintronics, the field of quantum computing aims to exploit quantum mechanical phenomena inherent to spin states such as their superposition or entanglement. Referring to bits in classical computing, the states used for quantum computing are called quantum bits or qubits [7]. Among other concepts, spin states are often identified as promising candidates for qubits, owing to their binary nature, as well as the relatively well-established concepts for spin injection and readout.

Both spintronics and quantum computing based on spin qubits require elevated lifetimes of the spin states or, more generally, elevated coherence times of the ensemble of spin states. However, in an actual physical system, spin carriers undergo scattering processes that lead to a relaxation of the excited state to the equilibrium state. In particular, the mechanisms that lead to such a relaxation and the timescales involved in the process markedly depend on the system that surrounds the spin or the spin ensemble. As a loss of spin information corresponds to a loss of data in spin-based computing, the longevity of a spin system is one of the key challenges in order to facilitate advances in future applications. Moreover, for the applicability in the context of quantum computing, a system must offer tools to initialize a well-defined spin state, as well as to read out the current state of the system [8].

While a variety of approaches exist in order to fulfill these requirements, the idea of optically manipulating spins in semiconductors has been of particular interest for its relatively efficient and convenient spin injection and readout [9]. The concept of optically orienting spins in a semiconductor is based on interband absorption of photons from an externally applied electromagnetic field, which leads to the excitation of electron-hole pairs. By favoring certain interband transitions by means of the manipulation of the state of polarization of the applied field, it can be achieved that the excited charge carriers have a higher probability of being in a spin-up than in a spin-down state or vice versa.

The optical readout of the spin orientation can be realized by sensing the degree of polarization of the radiative recombination of the electron-hole pairs or by monitoring reflection or transmission changes of an electromagnetic field incident
on the semiconductor. The manipulation of the population of semiconductor states with electromagnetic fields has historically been well established, based on the optical pumping technique [10], which has its roots in the work of A. Kastler [11]. More recently, the commercial availability of ultrafast mode-locked laser sources has greatly facilitated the progress on optical spin orientation and readout on timescales as low as hundreds of femtoseconds. Furthermore, mode-locked lasers enable the use of several (time-resolved) spectroscopy techniques that provide a measure of fundamental properties of semiconductor spin environments [12] such as the charge carrier dynamics.

Studies of optical spin orientation and spin relaxation have received great attention in relation to the prominent III-V semiconductor GaAs [13, 14]. Furthermore, experiments on spin phenomena have spread out widely among the III-V and II-VI compound semiconductors [15, 16], as well as nanostructures that consist of these materials [17–21].

In contrast, the scientific community has paid much less attention to the dynamics of optically injected spins in the centrosymmetric group IV semiconductors silicon (Si) and germanium (Ge). This seems surprising at first, as these materials were conveniently available from the emerging semiconductor industry early on, and silicon has historically been one of the first materials where optical manipulation of electron spins has been performed in [22]. Moreover, insight on the spin dynamics in indirect semiconductors might help to implement spintronics and quantum computing in the widely accessible silicon platform.

Another advantageous characteristic of indirect semiconductor spin systems is the fact that, due to their crystal structure, the dominant mechanism of spin relaxation that is inherent to III-V semiconductors is missing. Consequently, the spin lifetime can be expected to be considerably higher. However, indirect band gap semiconductors have their lowest conduction band minimum at a different position in k-space than their highest valence band maximum, which means that they require the interaction with quantized lattice vibrations (phonons) for the interband absorption of photons with energies close to the indirect band gap energy [23]. As a consequence from this reduced probability of light-matter interaction, optical experiments in this energetic regime require more elaborate experimental arrangements with higher sensitivity for indirect semiconductors. In fact, for an indirect band gap or group-IV semiconductor, the first magneto-optical analysis of spin dynamics and coherence has only been carried out recently [24, 25]. In these studies, spin coherence times of several nanoseconds for low temperatures of $T \leq 50\,\text{K}$ have been found. Although the observed coherence times are already comparatively long
for bulk semiconductors, theoretical predictions point towards spin lifetimes on the order of several microseconds in high purity Ge at cryogenic temperatures [26].

Related to these promising expectations, the first part of this thesis aims to find out whether the experimental conditions demonstrated in the above-mentioned previous work on magneto-optical experiments in germanium can be improved in order to drive the applicability of germanium and indirect semiconductors in general within the field of spintronics and quantum computing. Moreover, the presented study seeks to give further insight on the fundamental properties of spin dynamics in indirect semiconductors.

In the following chapters, two different aspects of spin dynamics and optical spin injection in the indirect semiconductor germanium are analyzed with the help of experimental results obtained from all-optical experiments that utilize femtosecond laser pulses. More specifically, a pump-probe measurement scheme is applied for the analysis of the spin dynamics of the material. This technique utilizes intense laser pulses (pump pulses) for the excitation of the semiconductor system, whose temporal behavior is subsequently studied by monitoring transmission changes of laser pulses with much weaker intensity (probe pulses).

The first experimental chapter will address the fundamental optical spin injection and readout process in bulk germanium. In particular, a profound understanding of the dependence of the spin injection and readout efficiency on the involved photon energies might help to guide future experiments and applications on the choice of suitable laser systems. As recent theoretical predictions point out that the spin injection efficiency is enhanced in the energetic proximity of the indirect band gap for the case of silicon [27], one focal point of the study addresses the question of whether this effect can be observed in the analogous semiconductor germanium. To monitor the spectral dependence on the spin injection and readout process on different ranges of photon energies, samples of different thicknesses can be applied. At the same time, the reiteration of the experiment for different samples makes it possible to identify eventual dependencies on the sample orientation and doping concentration.

In a following experimental approach, the issue is addressed whether the previously predicted elevated spin lifetimes [26] on the order of hundreds of nanoseconds to several microseconds can be experimentally verified for germanium. This aspect is of particular interest for a possible future applicability of indirect semiconductors in spintronics and quantum computing, as one of the key requirements within this context is an elevated coherence time, i.e., long-term stability of the system. With regard to commercial applicability, the corresponding experiments are carried out
in the well-established telecom wavelength regime around 1.55 μm (photon energies of 0.8 eV).

It is to be expected that the persistence of the ensemble of oriented spins markedly depends on the application of external magnetic fields. Thus, the corresponding experiments employ the resonant spin amplification technique (RSA) [13], where information on the lifetimes is derived from the resonant accumulation of spin polarization oriented by consecutive pump pulses. A key advantage of this technique is that it allows for the observation of the magnetic field dependence of the spin ensemble coherence for comparatively low magnetic fields on the order of several millitesla. As the conventionally applied time-resolved Faraday rotation technique (TRFR) typically requires fields that are a factor of 100 higher, the choice of RSA in this study promises unique insight on the onset of spin ensemble decoherence.

Concurrently, the measurements are carried out for a variable temperature ranging down to 5 K. While the adaption of the spin system to higher temperatures is usually desirable in order to overcome the need for costly cooling, the study of the temperature dependence of the spin lifetimes and spin ensemble coherence times also allows for the identification of the fundamental mechanisms of spin relaxation by their characteristic temperature fingerprints. Finally, by observing how the magnetic field orientation with respect to the sample influences the RSA traces, the study aims to provide insight on how spin-oriented electrons from different conduction band minima interact.

In order to give the reader insight into the fundamental processes that are necessary to comprehend the experimental results, the first chapter of this dissertation outlines the basic principles of optical spin injection in direct and indirect semiconductors, as well as the optical readout process. In addition, the origins of spin relaxation and the corresponding terminology are introduced. Chapter 2 subsequently aims to demonstrate the experimental toolset that can be used to carry out the above-mentioned optical studies. Therein, the measurement techniques of pump-probe, TRFR, and RSA are portrayed together with the experimental setup and the particular germanium specimens that are used for the experimental studies.

Prior to the publication of this work, parts of the results presented in the first part of the thesis have been published in [28–30].
Chapter 1

Theoretical Background

The experiments carried out in the first part of the thesis investigate the spin dynamics of charge carriers in the indirect semiconductor germanium. The time-dependent study utilizes intense femtosecond laser pulses (pump pulses) to inject a macroscopic spin orientation of the charge carriers in the material, i.e., by exciting a higher number of electrons and holes with spin-up orientation than with spin-down orientation or vice versa. The ensemble of carrier spins will subsequently undergo scattering processes that lead to a relaxation of the previously excited spin polarization until the amount of spin-up and spin-down oriented carriers are equal. By reading out the spin polarization of the semiconductor with the help of a second, less intense laser pulse (probe pulse) for a variable time delay relative to the first pulse, the spin relaxation dynamics can be monitored.

In order to aid the reader’s understanding of the experiments conducted in this work, a short explanation of the processes involved in spin orientation and readout as well as the dominant relaxation mechanisms will be given in this chapter. To a great extent, the information presented in the following sections is based on common literature of spin and semiconductor physics [9, 31–33].

1.1 Optical Spin Injection and Selection Rules

The process of optical spin orientation in semiconductors relies on interband absorption of photons, which leads to the excitation of electron-hole pairs. If the light incident on the semiconductor is left- or right-circularly polarized, it carries an angular momentum of -1 or 1 projected on the direction of its Poynting-vector in units of $\hbar$, respectively. When the photon is absorbed it transfers its angular momentum to the photoexcited carriers due to angular momentum conservation. According
to the quantum mechanical selection rules present in the respective semiconductor, the change of the angular momentum quantum number by a value of 1 or -1 only permits certain transitions from the initial to the final states occupied by the charge carriers.

Owing to the spin-orbit interaction of a particle’s motion (represented by the angular momentum quantum number) with its spin, selectively addressing certain transitions from the valence band to the conduction band allows for favoring final states of the charge carriers with a certain spin orientation over those with the opposite orientation. Ultimately, it can therefore be achieved to orientate a macroscopic spin polarization by choosing the right photon energies and polarization of the electromagnetic field that excites the semiconductor material.

To what extent the spin ensemble is polarized, i.e., by what fraction the amount of a certain spin state of the charge carriers exceeds the other can be gauged by the degree of spin polarization \( (DSP) \), given by:

\[
DSP = \frac{N_\uparrow - N_\downarrow}{N_\uparrow + N_\downarrow}
\]

Here, \( N_\uparrow \) and \( N_\downarrow \) denote the amount of carriers with spin-up or spin-down orientation, respectively.

In the following sections, the characteristics of spin injection are outlined for direct and indirect semiconductors.

**Direct Semiconductors**

The selection rules for optical transitions that lead to a possible spin injection crucially depend on the crystal lattice and the resulting band structure. Admittedly, the spin-related experiments carried out within the scope of this thesis focus on indirect band gap semiconductors such as germanium, silicon and gallium phosphide. However, it is instructive to discuss the spin injection process in the prototypical direct semiconductor GaAs and subsequently discuss the specifics of indirect semiconductors.

Analogous to the hydrogen atom, it is possible to describe the possible states of both holes and electrons with a set of quantum numbers that represent their wave functions. At the \( \Gamma \)-point \( (k=0) \) of the band structure, the conduction band \( (cb) \) states are s-like \( (l = 0) \), and the valence band \( (vb) \) states are p-like \( (l = 1) \). Here, \( l \) denotes the eigenvalues of the orbital angular momentum \( I \). Consequentially, for \( vb \) states the eigenvalues \( j = |l \pm s| \) of the total angular momentum \( j \) can amount to \( 3/2 \) or \( 1/2 \).
1.1. Optical Spin Injection and Selection Rules

Figure 1.1: Left: band structure schematic of GaAs in the vicinity of the Γ-point. The light blue arrow illustrates a direct interband transition. Right: States of the cb and vb and their corresponding quantum numbers \( m_j \) and \( m_s \) in units of \( \hbar \), taken from [34]. Possible optical transitions for right- and left-circularly polarized light are shown as red and blue arrows, respectively. The circled numbers represent the relative probability of the respective transition.

Owing to spin-orbit interaction, states with different \( j \) undergo an energetic splitting, which results in the formation of the split-off band (so), as depicted in Fig. 1.1, left side. The eigenvalues of the projection onto the z-axis of the total angular momentum are denoted as \( m_j \) and can possess values in the range of \(-j, -j+1, \ldots, j-1, j\).

Ultimately, the cb states at the Γ-point are two-fold degenerate in spin with \( m_j = -\frac{1}{2}, \frac{1}{2} \). The vb states are all two-fold degenerate and cover \( m_j = -\frac{3}{2}, \frac{3}{2} \) for heavy hole, and \( m_j = -\frac{1}{2}, \frac{1}{2} \) for split-off bands.

The right side of Fig. 1.1 depicts the available cb and vb states in the vicinity of the Γ-point. The corresponding quantum numbers \( m_j \) and \( m_s \) are shown right below each state, where the quantum number \( m_s \) denotes the eigenvalues of the projection of the spin angular momentum onto the z-axis. Possible transitions between the valence band and conduction band states are indicated by red solid arrows for right-circularly polarized light (\( \sigma^+ \)), and blue, dashed arrows for left circularly-polarized light (\( \sigma^- \)). Since optical transitions conserve energy and momentum, only transitions with \( \Delta m_j = \pm 1 \) are allowed for \( \sigma^+ \) and \( \sigma^- \), respectively.

The relative probability of each transition is given by the adjacent circled numbers in Fig. 1.1, following Fermi’s golden rule calculations. For example, the excita-
tion with right-circularly polarized light with a photon energy of $E_g < h\omega < E_g + \Delta_{so}$ has a three times higher probability to excite an electron from the vb state with $m_j = \frac{3}{2}$ to the cb state with $m_j = \frac{1}{2}$ and $m_s = \frac{1}{2}$ than to excite an electron from the vb state with $m_j = \frac{1}{2}$ to the cb state with $m_j = -\frac{1}{2}$ and $m_s = -\frac{1}{2}$.

Obviously, when a huge number of electron-hole pairs are excited with $\sigma^+$ polarization for the above-mentioned photon energies, a larger fraction of electrons occupies spin-up states than spin-down states, thus creating a macroscopic spin polarization in the semiconductor.

For a given polarization of light incident on the semiconductor, it is possible to calculate the average excited spin polarization by summing up the product of the relative transition probabilities with their respective average spin $m_s$ of the final states.

As an example, at the Γ-point, a $\sigma^+$ excitation with a photon energy of $E_g < h\omega < E_g + \Delta_{so}$ leads to an average spin orientation per conduction band electron of:

$$DSP_e = \frac{3 \cdot \frac{-h}{2} + 1 \cdot \frac{-h}{2}}{4 \cdot \frac{h}{2}} = \frac{1}{2} = 50\%$$ (1.2)

The degree of spin polarization for the case of holes can be calculated analogously. However, the corresponding final states are those of the valence band. For the above-mentioned configuration, the DSP for holes consequently reads:

$$S_h = \frac{3 \cdot \frac{-h}{2} + 1 \cdot \frac{-h}{6}}{4 \cdot \frac{h}{2}} = \frac{-5}{6} \approx -83.3\%$$ (1.3)

From this simple calculation it is apparent that optical orientation is a powerful tool to induce a macroscopic spin polarization in a semiconductor for $E_g < h\omega < E_g + \Delta_{so}$.

The calculation yields a DSP of 0 for cb electrons for the case of $h\omega > E_g + \Delta_{so}$. However, the calculation of the degree of spin polarization presented in this chapter neglects transitions at $k \neq 0$, which start to play a role for increasing photon energies. For this case, the conduction band and valence band states lose their strict s- and p-likeness, respectively. As a consequence, the calculated values for the DSP only hold true for transitions exactly at the Γ-point. It is therefore still possible to excite a macroscopic spin polarization for $h\omega > E_g + \Delta_{so}$ in a real experiment.

---

1At room temperature, the direct bandgap and split-off energies of GaAs amount to $E_g = 1.43\,\text{eV}$ and $\Delta_{so} = 0.34\,\text{eV}$, respectively [35].
Indirect Semiconductors

To a certain degree, the insight on the spin injection process in direct semiconductors gathered in the previous chapter can be transferred to the situation for indirect semiconductors. This is due to the fact that indirect semiconductors can also possess a local cb minimum at the Γ-point, which allows spins to be injected. However, because the absolute cb minimum is located at $k \neq 0$, phonon-scattering plays an important role in the spin injection process [27].

![Figure 1.2: Schematic of the band structure of germanium. The absolute cb minimum is located at the L-point. Electrons injected via direct transitions with $\hbar \omega > E_\Gamma$ are scattered to the L-valley (red arrows). Indirect transitions with $E_L < \hbar \omega < E_\Gamma$ rely on a virtual state and a phonon scattering event (blue arrows).](image)

Experimentally observable electron spin phenomena in indirect semiconductor materials originate to a large fraction from cb electrons in the lowest cb valley independent of the photon energy used for optical excitation [24]. This circumstance is a consequence of intervalley scattering processes that successively reduce the energy of electrons until they reside in the lowest cb valley (red arrows in Fig 1.2). At room temperature, this intervalley scattering happens on time scales of $\sim 200$ fs [36–38]. The achievable electron DSP in indirect semiconductors is consequently lowered when electron-hole pairs are excited by circularly polarized light with $\hbar \omega \geq E_\Gamma$, as each scattering process has a non-zero probability of causing a spin-flip event (see Chap. 1.3).

Recent experimental studies report that for germanium the scattering from the conduction band minimum at the Γ-point to the L-valley happens via a transit state at the X-valley [39], thus further reducing the degree of spin polarization. The
reason for this transition is given by the fact that the scattering rates of $\Gamma \rightarrow X$ and $X \rightarrow L$ are higher than the immediate scattering of $\Gamma \rightarrow L$.

For photon energies of $E_i < \hbar \omega < E_{\Gamma}$, where $E_i$ denotes the lowest indirect bandgap energy, electron-hole pairs can be created with a remaining hole at the $\Gamma$-point and an electron in the indirect cb minimum, e.g., the L-valley in germanium. However, because of the mismatch of the wave vector $k$, a phonon scattering event is required to allow this transition. As stated before, carrier-phonon scattering has a non-zero spin-flip probability, which means that also for this kind of spin injection process the DSP is lowered.

The maximum DSP for indirect bandgap spin injection has been calculated to be 25% in the limit of $\hbar \omega = E_i$ at low temperatures [27] for silicon. As pointed out in this reference, for increasing photon energies an increasing variety and amount of different types of phonons can contribute to the thermalization in the L-valley that follows the interband transition. As a result, the DSP decreases, as an enhanced amount of scattering events increases the probability of a spin-flip.

Theoretical values for the electron and hole DSP in germanium have been calculated for injection with excess energies above the direct band gap [34]. In recent experimental studies on the spin injection efficiency, the theoretically predicted trends in this energetic regime have been partially verified [40]. In contrast, a detailed theoretical and experimental analysis of the spin injection in germanium for photon energies of $E_i < \hbar \omega < E_{\Gamma}$ is lacking so far. Therefore, the first experimental part of this thesis aims to provide insight into this so-far unknown regime (Chap. 3). As pointed out earlier, the optical spin injection efficiency has been calculated for indirect transitions in silicon [27]. As silicon and germanium exhibit similar structural properties, it is to be expected that the predicted overall trends may apply for both materials.
1.2 Optical Readout of Spin Polarization

Each spin angular momentum \( S \) can be attributed to a spin magnetic moment \( \mu_S \) via:

\[
\mu_S = -g \frac{\mu_B}{\hbar} S
\]

\((g = g\text{-factor}, \mu_B = \text{Bohr magneton}, S = \frac{\hbar \sigma}{2}, \sigma = \text{Pauli-vector} = (\sigma_x, \sigma_y, \sigma_z)^T)\)

Therefore, orienting a macroscopic amount of spins in a material also changes its magnetization. Consequently, it is possible to study the spin polarization of an ensemble of particles by observing the magnetic response of the system.

The experiments conducted within the scope of this thesis will utilize the Faraday effect to sense the dynamics of spins in semiconductors. Already in 1846, Michael Faraday reported that the axis of linear polarization of an electromagnetic wave passing through a transparent medium could be changed by applying an external magnetic field \([41]\). With the help of Maxwell’s equations, it can be shown that the magnetization \( M \) of a material alters the polarization axis and ellipticity of a transmitted electromagnetic wave. A detailed derivation of this result can be found in \([42]\).

Phenomenologically, the Faraday effect can be understood as follows: In an isotropic medium, the dielectric permittivity \( \epsilon \) is reduced to a scalar, which is accurate for a cubic crystal without a macroscopic magnetization. If a magnetization is induced in the crystal, the response of the polarization of the material is altered along the direction of the magnetic field. Consequently, the symmetry of the dielectric permittivity is reduced and it gains the character of a tensor. For example, a given magnetization along the z direction \( M = (0, 0, M_z)^T \) leads to a dielectric tensor of the form:

\[
\epsilon = \begin{pmatrix}
\epsilon_{xx} & \epsilon_{xy} & 0 \\
-\epsilon_{xy} & \epsilon_{yy} & 0 \\
0 & 0 & \epsilon_{zz}
\end{pmatrix}
\]

Additionally, each linear polarized electromagnetic wave can be understood as a superposition of left- and right-circularly polarized waves with the same amplitude. Considering a wave propagating along the z direction, the complex index of refraction for each circularly polarized part (left and right denoted as - and +, respectively) of the wave \( N_\pm = n_\pm + i\kappa_\pm \) is given by:

\[
N_\pm^2 = \epsilon_{xx} \pm i\epsilon_{xy}
\]

By recalling the formula of a plane wave propagating along the z direction

\[
E(\omega, t) = E_0(\omega)e^{i[(n+in)\frac{z}{c}-\omega t]},
\]

(1.7)
it becomes apparent that the changes of the dielectric function caused by the magnetization ultimately lead to a phase difference (circular birefringence) and a change of the amplitude of the left- and right-circularly polarized fractions of the wave (circular dichroism).

The circular birefringence causes a rotation of the linear polarization axis by the Faraday rotation angle $\theta_F$, given by:

$$\theta_F(\omega, M) \propto \text{Re}(N_+ - N_-) \quad (1.8)$$

The circular dichroism changes the relative amplitudes of the different circular wave components and thus leads to an increasing elliptical polarization of the beam, which is called Faraday ellipticity:

$$\eta_F(\omega, M) \propto -\text{Im}(N_+ - N_-) \quad (1.9)$$

By sensing changes of a linearly polarized probe beam that passes through the material, it is therefore possible to observe the temporal evolution of an ensemble of spins induced by a circularly polarized intense pump beam. An in-depth explanation of the principle of pump-probe measurements will be given in Chap. 2.1.

By applying an external magnetic field, the spin ensemble undergoes a collective Larmor precession, in which the precession frequency gives rise to the g-factor of the corresponding spin-carrying particles:

$$\omega_L = \frac{g \mu_B}{\hbar} B \quad (1.10)$$

The experimental technique of monitoring Faraday rotation in a pump-probe measurement is referred to as time-resolved Faraday rotation (TRFR) and will be described in more detail in chapter 2.2.

### 1.3 Relaxation of Spin Polarization

In general, a system, which is excited to non-equilibrium conditions, will relax to its thermodynamic equilibrium on a certain time scale. Accordingly, a macroscopic spin polarization that has been oriented in a semiconductor will relax or dephase to a state where the average observable spin orientation is zero.

Within the field of spintronics or quantum computing, it is of great interest to minimize the rate at which the spin degree of freedom of a single particle or an ensemble of particles loses its defined state because this would correspond to a loss of data or usability of the stored information [4]. However, when the spin state of
1.3. Relaxation of Spin Polarization

An excited spin ensemble is read out in an experiment, the observed time scale of the relaxation of the spin-related signal can be of different origin depending on the alignment of the setup. More specifically, within an all-optical study the orientation of the excitation and readout laser beams, as well as the orientation of an eventual magnetic field are the parameters that determine which process can be resolved in the data.

With regard to the discussion of the experimental results on the transient dynamics of an ensemble of spins that will be given later in this thesis, this chapter aims to clarify how the experimentally resolved spin information is lost for each configuration. To this end, the terminology of the different spin lifetimes or coherence times is introduced. Afterwards, a short, phenomenological overview of the physical mechanisms that lead to a loss of spin information is given. With respect to the experimental study, the explanations will mainly focus on the specifics of electron spins in bulk group IV semiconductors.

Terminology of Spin Lifetimes

The intrinsic spin lifetime $T_s$ is the time constant at which an excited non-equilibrium spin polarization, i.e., a higher amount of spin-up states than spin-down states or vice versa, will relax to its equilibrium state, where the corresponding spin-up and spin-down states are equally distributed. Strictly speaking, it is only viable to address the spin lifetime $T_s$ when no external magnetic field is applied to the material.

Obviously, a conduction band electron or a valence band hole can only contribute to a macroscopic spin polarization of their type until they eventually recombine. Therefore, the carrier lifetime constitutes an upper limit for the spin lifetime $T_s$.

When an external magnetic field is applied, the rate of loss of spin information is usually quantified by the longitudinal spin decay time $T_1$ and transversal spin decoherence time $T_2$, which are defined within the Bloch equations [4, 43]. Which one of these time constants is addressed in an experiment depends on the orientation of the magnetic field with respect to the direction of propagation of the laser pulses that induce and probe the spin polarization [44].

The (longitudinal) spin relaxation time $T_1$ is addressed if the direction of propagation of the laser beams and the magnetic field are parallel (Faraday geometry). In this configuration, the spin-up and spin-down states are energetically split due to the Zeeman-effect. Therefore, an equilibration of the spin polarization excited along this direction corresponds to an energetic relaxation from the upper to the lower Zeeman-level with the time constant $T_1$. This requires energy to be taken
from the spin system, which is usually caused by phonon-scattering that transfers energy from the spin-carriers to the lattice.

The (transverse) spin decoherence time $T_2$, in contrast, describes a loss of spin information for a perpendicular alignment (Voigt geometry) of the magnetic field with respect to the direction of propagation of the laser pulses. For this orientation, the excited spin polarization undergoes a Larmor precession in the plane normal to the orientation of the magnetic field. $T_2$ therefore corresponds to the time scale on which the projection of the spin orientations of the individual carriers lose their coherence inside the plane of Larmor precession due to spin-flip events or fluctuations of the Larmor precession frequency. In contrast to processes related to $T_1$, the equilibration in the context of $T_2$ does not necessarily correspond to a loss of energy of the carriers.

If an ensemble of spins with different Larmor precession frequencies is probed in Voigt geometry, spins with different $\omega_L$ run out of phase. However, this dephasing happens in an organized, well-defined way, such that it is possible to reverse the process with the help of, e.g., spin-echo techniques [4, 45]. The observed relaxation time constant is called dephasing time in this case, denoted as $T^*_2$. In general, the decoherence time and the reversible dephasing time obey the inequation $T_2 \geq T^*_2$. Results from experiments that are insensitive to whether or not the observed spin dephasing is reversible usually use the term $T^*_2$ to provide an estimate of the lower boundary of the spin dephasing time.

The longitudinal spin relaxation time $T_1$ will not be addressed in the experimental study conducted in the context of this thesis, since the experimental setup cannot be used in Faraday geometry. However, the time scales $T_1$ and $T_2$ or $T^*_2$ do not differ drastically and $T_1$ can be estimated from $T_2$ by the inequation $T_2 \leq 2T_1$ [4, 46]. Furthermore, for conduction band electrons the approximation $T^*_2 \approx T_2$ can be used [4].

Obviously, the existence of a spin polarization is a necessary condition for the observation of spin coherence. Thus, the spin lifetime $T_s$ serves as an upper boundary for $T_1$ and $T_2$. Ultimately, the hierarchy of the different types of relaxation times yields:

$$T_s \geq T_1 \geq T_2 \geq T^*_2$$

(1.11)

In cases where aspects of spin relaxation are discussed irrespective of the underlying relaxation mechanism, the term $T_3$ will be used throughout this thesis.
Relaxation Mechanisms

In general, spin information can be lost when spin-altering processes occur at random times or change the orientation of the spin in random directions. For these occurrences, the spin polarization or its projection along a certain direction will exponentially approach its initial, unexcited state where the spin orientation is completely randomized.

The corresponding time scales of the spin relaxation and decoherence have been introduced above. Now, those fundamental processes that cause the loss of spin information are briefly portrayed, which are most relevant for the experimental study presented in this thesis. A more detailed overview of spin relaxation mechanisms can be found in common literature, such as [9, 32].

In principle, these relaxation channels are consequences of mutual interactions of the spin carriers or interactions with their environment, e.g., scattering with phonons from the surrounding crystal. As the scattering with phonons becomes less probable for low temperatures, experiments that focus on the limits of spin longevity are usually carried out at cryogenic temperatures of \( \approx 4 \text{ K} \).

The Elliot-Yafet type relaxation, reported by Elliot [47] and Yafet [46], results from the fact that electronic Bloch states mix spin-up and spin-down states in a semiconductor due to spin-orbit interaction. As a consequence of this, normally spin-independent scattering events like electron-phonon scattering can cause a spin-flip and therefore lead to a relaxation of the spin polarization [48]. As a result, for Elliot-Yafet relaxation the spin relaxation rate \( \frac{1}{\tau_S} \) is proportional to the momentum relaxation rate \( \frac{1}{\tau_p} \),

\[
\frac{1}{\tau_S} \propto \frac{1}{\tau_p},
\]

with the accompanying factors depending on the band structure, the spin-orbit splitting energy, and the excess energy of the electrons [9].

The temperature-dependence of the Elliot-Yafet relaxation for the case of low doping and/or optically excited carrier concentrations in a semiconductor is given by [4, 9]:

\[
\frac{1}{\tau_S(T)} \propto \frac{T^2}{\tau_p(T)}
\]

To estimate the temperature dependence, it is therefore necessary to know the temperature dependence of the momentum scattering.

The D’yakonov-Perel mechanism is a spin relaxation channel in crystals without an inversion center, such as GaAs [49]. In these non-centrosymmetric semiconductors, spin-orbit interaction causes the degeneracy of the conduction band
states with different spins to be lifted for $k \neq 0$. This case is mathematically equivalent to an internal magnetic field whose magnitude depends on the wave vector $k$. Due to the dependence of the Larmor precession frequency on the magnetic field amplitude (c.f. (1.10)), scattering events that cause a change of the wave-vector of the electrons cause the spins to precess at different frequencies and the spin ensemble loses its coherence.

Another relaxation process is given by Hyperfine Interaction of the electron spins with nuclear spins. As the orientations of the nuclear spins of the lattice are usually unorganized, they create a weak, random magnetic field. The interaction between this effective field with the electron spins causes them to be altered randomly, and thus the spin coherence vanishes. The relaxation related to hyperfine interaction usually is weak compared to the other processes. However, when other relaxation mechanisms that are related to the electron motion do not apply, the relaxation due to hyperfine interaction can dominate [32].

In detail, which of the above-mentioned relaxation channels has the biggest impact on the overall spin equilibration depends on the properties of the semiconductor material that contains the spin carriers, such as its doping concentration, concentration of optically injected charge carriers and externally applied fields.

As already mentioned, the experimental study in the first part of this thesis focuses on the indirect group IV semiconductor germanium. The inversion symmetry inherent to group IV semiconductors rules out the Dyakonov-Perel relaxation mechanism, which makes them promising candidates for spin systems with elevated spin lifetimes. In the review "Spin dynamics in semiconductors", Wu et al. state that, depending on the insulating state of n-type germanium, either the Elliott-Yafet mechanism or the hyperfine interaction dominate the spin relaxation process ([48] and references therein). Anticipating the experimental results of this thesis, it will be seen that the experimental data indicates the Elliott-Yafet type relaxation to be the dominant relaxation channel.

For germanium, P. Li et al. [26] have calculated the intrinsic spin lifetimes with a theoretical model based on Elliott-Yafet type relaxation that takes into account electron-phonon scattering and the consequential intervalley scattering, i.e., scattering of the electrons from one L-valley to another. It will later be shown that up to a certain point these theoretical results are in good agreement with the experimental results obtained in this thesis.
Chapter 2

Experimental Methods and Sample Characterization

While the surrounding parameters and the addressed physical aspects of part I and II of this thesis are indeed highly different, their underlying experimental principles and measurement techniques are to some extent identical. Both have in common the utilization of ultrashort laser pulses in a pump-probe measurement scheme to study specific physical phenomena. In detail, the time dependence of different effects in the particular semiconductor specimen is investigated by probing the respective transmission changes.

In section 2.1, the pump-probe technique is illustrated, which lays the foundation for nearly all the experiments conducted within this thesis. Furthermore, the time-resolved Faraday rotation (TRFR) and resonant spin amplification (RSA) methods are demonstrated, which facilitate the study of spin dynamics in semiconductors. Chapter 2.4 portrays the experimental setup in more detail and gives an overview on the parameters of the utilized laser systems. Ultimately, the properties of the studied semiconductor material germanium are summarized in chapter 2.5.

2.1 Pump-Probe Technique

The pump-probe technique is a well-known tool for time-resolved spectroscopy on the femtosecond time scale. The central idea is to induce a physical effect within a sample utilizing an intense ultrashort laser pulse called pump pulse. The excited effect will subsequently relax until the next pump pulse of the pulse train hits the sample after the repetition period $T_{\text{rep}} = 1/f_{\text{rep}}$ of the laser system. In addition, another much weaker probe pulse is spatially superimposed with the pump on the
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sample. By detecting the transmission of the probe beam\(^1\), it is therefore possible to detect the momentary transmission changes that originate from the excitation induced by the pump beam. In most cases, one initial laser pulse is split into a pump and probe fraction in order to guarantee temporal stability. This way, problems caused by the timing jitter, i.e., the fluctuations of temporal pulse positions of consecutive laser pulses, can be overcome.

The exact time at which the excitation and relaxation cycle is probed depends on the time of flight difference of the pump and probe beam and thus on the relative optical path length. Consequently, continuously detecting the transmitted probe beam while increasing or decreasing the optical path length of one of the beams enables the study of the temporal evolution of the transmission changes. The experimental implementation of this scheme is most commonly realized by moving a pair of orthogonal mirrors in one of the beam paths with the help of a motorized linear stage (see chapter 2.4). The rate at which the time of flight $\Delta \tau$ changes with the optical path length $\Delta x$ is determined by the speed of light $c$:

$$\Delta \tau = \frac{\Delta x n}{c}$$

As the experiments are carried out in ambient conditions, the deviations caused by $n_{\text{air}} \neq 1$ are negligible. Since commercially available linear stages commonly feature minimum incremental steps that correspond to one femtosecond, the limiting factor of the temporal resolution is the pulse duration $\tau_p$, given by the laser system. In the case of the experiments conducted within this thesis, the pulse duration $\tau_p$ usually is on the order of $\sim 100$ fs (c.f. chapter 2.4).

The application of the pump-probe technique allows the replacement of elaborate electronics that feature high temporal resolutions, such as streak cameras, with ordinary, commercially available photodiodes. As the temporal resolution is achieved in an indirect manner, the pump-probe technique makes it possible to average individual data points over elevated periods of time. This and the use of modulation techniques of the optical beams together with lock-in amplifiers (c.f. Chap. 2.4) facilitates a significant increase of the signal to noise ratio compared to other techniques, which makes pump-probe spectroscopy the method of choice for many time-resolved optical experiments.

\(^1\)In this context, the term *beam* refers to the train of optical pulses, which usually has the visual impression of a solid beam due to its high repetition rate.
2.2 Time-Resolved Faraday Rotation (TRFR)

In chapter 1.2, the fundamental principles of Faraday rotation have been described. However, in order to study the temporal evolution of a spin ensemble, the detection of Faraday rotation has to be integrated into a pump-probe optical measurement scheme.

Figure 2.1: Schematic of the Faraday rotation process in a semiconductor sample. The right circular (σ+) pump pulse induces a magnetization $M$ along the z direction. The linear probe beam experiences a change of its initial linear polarization angle and an increase in ellipticity. If an external magnetic field is applied along the y-axis, the magnetization will undergo a Larmor precession in the x-z-plane.

Figure 2.1 depicts the role of Faraday rotation and ellipticity in a pump-probe setup for the case of a right circular pump and a linear polarized probe beam. The $σ^+$-pump pulse orientates a spin polarization in the semiconductor sample, which leads to a macroscopic magnetization along the z-direction. The linear probe beam consequently undergoes a rotation of its polarization angle and a change of its degree of elliptical polarization according to equations (1.8) and (1.9). If an external magnetic field $B$ is applied along the y-axis, the spin ensemble will start to precess in the x-z-plane with the Larmor frequency $\omega_L$ given by equation (1.10). Experimentally, $θ_F$ and $η_F$ can be quantified by sensing amplitude changes of orthogonal polarization components.
In a semi-classical description, the carriers in a crystal are characterized by their effective mass \( m^\ast \) instead of the mass of the respective elemental particle, e.g., effective electron mass \( m^\ast_e \) instead of \( m_e \). This correction can be used describe electrons in a semiconductor by means of the well-known characteristics of free electrons. Contrary to this approach, the notation of the Larmor frequency utilizes an effective g-factor \( g^\ast \) rather than an effective mass \( m^\ast \). This is indeed helpful, as the effective mass depends on the particles’ position in k-space. The Larmor precession frequency consequently reads:

\[
\omega_L = \frac{g^\ast \mu_B}{\hbar} B
\]

(2.2)

The Larmor precession of the spin ensemble leads to a periodic change of the magnetization’s projection onto the z-axis and therefore to a periodic change of \( \theta_F \). As the ensemble incurs a decoherence according to \( T_2^\ast \) (c.f. chapter 1.3), the observed change in the Faraday rotation signal can be modeled by:

\[
\Delta \theta_F \propto \exp \left( -\frac{(t - \tau_0)}{T_2^\ast} \right) \sin(\omega_L(t - \tau_0))
\]

(2.3)

Here, \( \tau_0 \) denotes the time where pump and probe are in perfect temporal overlap at the sample position.

A characteristic TRFR signal is depicted in Fig. 2.2, showing the temporal evolution of the pump-induced changes of the Faraday rotation or ellipticity. The figure includes an illustration of the orientation of \( \mathbf{M} \) for one Larmor precession cycle.

At \( t = \tau_0 \), the pump pulse hits the sample and excites a spin polarization along the z-axis, which leads to an initial displacement of \( \theta_F \) and/or \( \eta_F \). Due to the externally applied magnetic field along the y-axis, the spin ensemble starts to precess with the frequency \( \omega_L \), and the signal periodically changes its sign. During this precession, spin-flip events caused by scattering processes, or dephasing of the ensemble causes the magnetization to decrease exponentially.

Recording a TRFR signal for several precession cycles allows the determination of the Larmor frequency of the excited carrier ensemble and the derivation of the corresponding effective g-factors, which can be used to identify the origin of the spin signal, i.e., what type of carriers contribute to the signal. Furthermore, observing the exponential decay of the transient facilitates the determination of the lifetime or decoherence time of the spin ensemble. However, in order to acquire reliable values of \( T_1 \) or \( T_2^\ast \), it is necessary to trace a sufficient portion of the decaying signal.

The maximum delay time until which the signal can be recorded is given by the maximum distance of the linear stage. Therefore, relatively long coherence times
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Figure 2.2: Prototypical time-resolved Faraday rotation ($\theta_F$) or ellipticity ($\eta_F$) signal according to equation (2.3) for an external magnetic field along the y-axis and an initial magnetization along the z-axis. For characteristic phase intervals, the orientation of the magnetization $\mathbf{M}$ within the x-z plane is sketched above the graph.

Exceeding several nanoseconds cause the TRFR method to become inconvenient, as motorized linear stages with lengths of several meters are expensive and difficult to handle. Moreover, in order to determine significant values of $g^*$ with the TRFR technique, magnetic fields with relatively high amplitudes on the order of $\sim 1$ T have to be applied, as a sufficient amount of Larmor precession periods have to be recorded.

Under certain conditions, it can be advantageous to sweep the magnetic field instead of the pump-probe delay in order to overcome these problems. Within this approach, the spin coherence time is deduced indirectly from the line shape of the observed resonances of the spin polarization. Furthermore, the spin lifetimes and coherence times can be recorded for zero magnetic field and magnetic fields as low as equivalent to one full Larmor precession cycle per pulse repetition period, respectively. Therefore, fundamental insight on the onset of spin ensemble decoherence can be obtained, which remains hidden when the TRFR method is used. The corresponding experimental technique is called resonant spin amplification (RSA) and will be illustrated in the next chapter.
2.3 Resonant Spin Amplification (RSA)

Figure 2.3: Prototypical TRFR signal in the RSA regime. For nominally negative delay times \((t < \tau_0)\), the remaining spin polarization from the preceding pump pulse can still be observed. Depending on the phase of the Larmor precession cycle, subsequent pump pulses will add up to or deplete the persistent spin polarization at \(t = \tau_0\).

As stated above, the feasibility of TRFR measurements suffers from elevated spin coherence times. However, once coherence times exceed the repetition period \(T_{\text{rep}}\) of the utilized pulsed laser source, spin polarization induced by consecutive pump pulses can accumulate. This regime, as well as the consequent experimental technique, are referred to as resonant spin amplification (RSA). In this case the TRFR transient will be of the form of Fig. 2.3. This appearance can be understood by recalling the fact that nominally negative delay times in a pump-probe measurement correspond to effects that have been induced by previous pump pulses and have not fully decayed during the laser repetition period.

Whether the spin polarization is enhanced or depleted depends on the Larmor frequency and the repetition period of the laser. If the repetition period \(T_R\) is an integer multiple of the Larmor precession period

\[
T_R = n \frac{2\pi}{\omega_L}, \tag{2.4}
\]

the spin polarization induced by subsequent pulses will constructively interfere. For the case where equation (2.4) is not fulfilled, the spin polarization is depleted. This process can be thought of as summing up an infinite amount of vectors with random orientations inside a plane, which add up to zero.
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Figure 2.4: Schematic RSA trace that can be observed by sweeping the magnetic field while detecting the Faraday rotation for a given (negative) delay time. The first and second side peaks correspond to one or two full Larmor precession cycles within the laser repetition period $T_R$, respectively.

First applied by Kikkawa and Awschalom in 1998 [13], the RSA method relies on sweeping the magnetic field while detecting the Faraday rotation of the sample at a fixed (negative) delay time. The spin polarization and therefore also the Faraday rotation will then cycle through a series of resonance peaks as depicted in figure 2.4. In this picture, the spacing between each peak represents the Larmor frequency and therefore the effective g-factor by:

$$\Delta B = \frac{h}{g^* \mu_B T_R}$$

(2.5)

From this equation it is apparent that within the RSA regime the usage of laser sources with comparatively high repetition rates is favorable, as the peak spacing is narrowed for increasing pulse intervals. Laser systems with lower repetition rates would consequently require a higher precision of the external magnetic field in order to distinguish between adjacent resonance peaks. Furthermore, instabilities of the magnetic field become more problematic, as the spin ensemble excitation can shift off and on resonance, significantly increasing signal fluctuations.

Most importantly, the width of each resonance peak in an RSA trace corresponds to the spin lifetime or coherence time of the spin ensemble for the given value of the magnetic field. In particular, the width $\delta B$ of an RSA peak is linked to a lifetime $\tau$ via:

$$\tau = \frac{\hbar}{\pi g^* \mu_B \delta B}$$

(2.6)
Phenomenologically, this can be understood by recalling the picture of an RSA measurement being a summation of vectors that resemble the spin polarization: For the case of infinitely long spin coherence times, all of the vectors have the same amplitude. The sum of these vectors therefore amounts to infinity when the resonance condition is fulfilled. However, if the excitation of subsequent pump pulses is non-resonant, the signal instantly amounts to zero, as it resembles the case of summing up an infinite amount of vectors with random orientations. Thus, the corresponding RSA peak in this hypothetical case would correspond to a Dirac δ-function. For finite spin lifetimes, however, the RSA measurement resembles the case of summing up a series of vectors with random orientations but with decreasing amplitude. Hence, the summation does not instantly give the value zero for small deviations from the resonance condition and the peak is broadened.

The widths of RSA peaks at different magnetic fields are related to different relaxation mechanisms, which have been described in chapter 1.3. The peak around zero magnetic field indicates the spin lifetime $T_s$, similar to the Hanle effect [9], while for resonance peaks with $B \neq 0$ (which shall later also be referred to as side peaks) spin ensemble decoherence must be taken into account and the width is given by the decoherence time $T_2^*$. If the differences between the relaxation mechanisms are neglected, a series of Lorentzian peaks as depicted in Fig. 2.4 can also be expressed in an analytical form, which reads [50]:

$$FR(\Delta t, \omega_L) = \frac{A}{2} \exp\left(-\frac{\Delta t + T_R}{\tau_S}\right) \frac{\cos(\omega_L \Delta t) - \exp(T_R/\tau_S) \cos(\omega_L(T + T_R))}{\cos(\omega_L T_R) - \cosh(T_R/\tau_S)}$$

(2.7)

Here, A is an amplitude factor with angular unit. In a realistic case, the intrinsic magnetic field dependence of the parameter $\tau_S$ must also be taken into account in order to incorporate the typical decrease of the spin lifetime with increasing field. In an actual experiment, the function 2.7 can be used to fit an entire RSA trace in order to study the g-factors involved in the signal. Although, for a more detailed analysis of the dependence of the spin lifetimes and coherence times on the magnetic field and temperature every peak has to be fitted individually.
2.4 Experimental Setup

The experimental setup used to trace the above-mentioned TRFR and RSA signals is outlined in figure 2.5. Two different mode-locked laser sources are used that emit pulse trains with repetition rates between 200 kHz and 90 MHz. The laser system with lower repetition rate is used for most TRFR measurements within this thesis. It consists of an amplified Ti:Sa oscillator (Coherent Micra and RegA), which seeds an optical parametric amplifier\(^2\) (OPA), which is used to spectrally tune the emitted laser pulses. The other source is an erbium doped fiber laser (Toptica FFS) that is utilized for the RSA measurements, which require high repetition rates. The specifications of the utilized laser systems are summarized in table 2.1.

After the pulse train is emitted by the laser source, it passes through a polarizing beam splitter cube (PBSC) in order to split the pump and probe beams and simultaneously define their linear polarization state. The relative power between the beams can be adjusted by tilting the linear polarization axis of the initial beam in front of the PBSC by using a half-wave plate \((\lambda/2)\). In order to manipulate the beam diameter, the pump beam subsequently passes a telescope. In a next step, the pump pulses are circularly polarized by a quarter-wave plate \((\lambda/4)\) and are finally focused onto the sample.

With regard to the tunability of the relative time delay between the pump and probe pulses, the probe beam passes a retroreflector on a motorized linear stage. The linearly polarized probe beam is subsequently superimposed with the pump beam onto the sample.

It is favorable to adjust the spot sizes of both beams in the plane of the sample in such a way that the pump spot is at least the same size as the probe spot. Following Gaussian beam optics, the focal spot size and the beam waist in front of a focusing lens are inversely proportional. Therefore, the telescope within the optical path of the pump has to make sure that the pump beam diameter is smaller than the probe beam before they pass the lens in front of the sample. For the experiments presented in this part of the thesis, the spot sizes in the sample plane are adjusted to \(\approx 100 \mu\text{m} - 200 \mu\text{m}\).

After passing through the sample, the probe beam is again collimated, while the residual pump beam is blocked. The transmitted probe beam is then split by a Wollaston prism (WP). The WP is an optical device that consists of two birefringent prisms cemented together with their optical axes perpendicular to each other. As

\(^2\)Further information on the working principles and the configuration of the utilized optical parametric amplifier can be found in [51].
a result, an initial beam with random linear polarization that passes through the Wollaston prism is split into two perpendicularly polarized beams. The intensities of both individual parts of the probe beam are detected with photodiodes, while the intensity distribution can be tuned by rotating a half-wave plate in front of the WP. The signal on each photodiode A and B is monitored with a Lock-in amplifier utilizing mechanical optical choppers to modulate the pump or probe beam\(^3\).

The measurement of TRFR and RSA traces requires an elevated level of noise suppression, especially since the signals are expected to be comparatively low in the present case of indirect semiconductors [24] (c.f. Chap. 1.1). Thus, a balanced photodetection scheme is used. To this end, in a first step, the pump beam is blocked and the photodiode signal is monitored while the beam is modulated using chopper 1 as seen in Fig. 2.5. The half-wave plate in front of the WP is then adjusted such that both signals A and B are of the same magnitude, i.e., the difference signal A-B amounts to zero. Afterwards, chopper 1 is switched off and the pump beam is modulated with the second chopper. By detecting the signal difference A-B with the reference frequency of the chopper in the pump beam, it is then possible to monitor

\(^3\)The usage of mechanical choppers is viable as long as the chopping frequency is much smaller than the laser repetition rate, as in this case the pulse train can be treated as a continuous beam.
changes of the polarization axis of the probe beam that are induced by the pump beam.

In principle, this experimental approach rules out most sources of noise that originate from intensity fluctuations of the laser source as they influence both signal components A and B in the same way. In the best case, the noise level is limited to the shot noise, which appears in electric signal processing and in the photon flux emitted by the laser source [52]. As several other sources of noise decrease with higher frequencies, it is instructive to modulate the signal at the highest applicable frequency, within the boundary that the modulation frequency remains much smaller than the laser repetition rate. Therefore, the pump beam is chopped in the focal plane of the telescope, as the minimal spot diameter allows for a minimal slit size of the chopper blade. Ultimately, modulation frequencies up to 3.5 kHz can be applied within the described experimental setup.

For the experimental study, the utilized germanium samples are kept in a flow cryostat at temperatures down to ≈ 5 K. As the probability of phonon scattering usually is inversely proportional to the temperature, low temperatures commonly favor a persistent spin coherence. However, most measurements within this thesis are carried out at around 8 K since this allows for a significantly lower liquid helium consumption and most of the studied physical properties do not change drastically within this temperature range.

As a source for an external magnetic field, two different electromagnets and power supplies are used to deliver either monopolar magnetic fields up to 700 mT or continuously tunable bipolar magnetic fields up to 100 mT.

<table>
<thead>
<tr>
<th>Laser system</th>
<th>Coherent RegA + OPA</th>
<th>Toptica FFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repetition rate $f_{\text{rep}}$</td>
<td>200 kHz – 250 kHz</td>
<td>90.5 MHz</td>
</tr>
<tr>
<td>Repetition period $T_R$</td>
<td>4 μs – 5 μs</td>
<td>11.05 ns</td>
</tr>
<tr>
<td>Pulse width $\tau_p$</td>
<td>≈ 60 fs</td>
<td>≈ 100 fs</td>
</tr>
<tr>
<td>Central wavelength $\lambda_c$</td>
<td>1200 nm – 1650 nm</td>
<td>1550 nm</td>
</tr>
<tr>
<td>Central photon energy $E_{\text{phot}}$</td>
<td>0.75 eV – 1.03 eV</td>
<td>0.80 eV</td>
</tr>
<tr>
<td>Spectral width $\Delta E_{\text{phot}}$</td>
<td>≈ 30 meV</td>
<td>25 meV</td>
</tr>
<tr>
<td>Pulse energy</td>
<td>≤ 300 nJ</td>
<td>2.8 nJ</td>
</tr>
<tr>
<td>Average output power $P_{\text{avg}}$</td>
<td>≤ 80 mW</td>
<td>250 mW</td>
</tr>
</tbody>
</table>

Table 2.1: Specifications of the utilized laser systems.
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2.5 Sample Characterization

As stated earlier in this thesis, direct and indirect semiconductors exhibit different properties in terms of the spin injection and relaxation processes. Therefore, specifics of the indirect semiconductor germanium in general, as well as the properties of the individually utilized specimen are discussed in this section.

Germanium is a group IV semiconductor, which crystallizes in the diamond-structure. The resulting centrosymmetry rules out the Dyakonov-Perel spin relaxation mechanism, as stated in chapter 1.3, and therefore shows promise in providing elevated spin lifetimes, compared to direct, III-IV and II-VI semiconductors, who commonly lack a center of inversion.

As a starting point of the characterization of the material, the band structure, as well as the relevant band gap energies of germanium at cryogenic temperatures are depicted on the left side of figure 2.6. The temperature dependence of the band gap energy at the Γ- and L-points is given by an empirical formula (Varshni-equation) according to [53]:

\[
E_g = \left( 0.742 - \frac{4.8 \cdot 10^{-4} T[K]^2}{T[K] + 235} \right) \text{eV} \tag{2.8}
\]

\[
E_\Gamma = \left( 0.89 - \frac{5.82 \cdot 10^{-4} T[K]^2}{T[K] + 296} \right) \text{eV} \tag{2.9}
\]

Here, \(T\) denotes the temperature in Kelvin. In the investigated range of photon energies, the refractive index of the material has comparatively high values of \(\approx 4\) [54].

The utilization of the RegA and OPA laser system allows the pumping and probing of the material at energies ranging from well above the direct band gap energy down to the indirect band gap. In contrast, the RSA measurements, which are carried out with the Toptica FFS, will only address states located between the direct and indirect band gap energy.

It was stated in chapter 1.1 that the excitation of electron hole pairs with photon energies \(E_L < \hbar \omega < E_\Gamma\) requires a phonon scattering process to cope for the momentum mismatch. As a consequence, the absorption coefficient in this regime is notably smaller than for energies above the direct band gap energy. Therefore, all-optical experiments in transmission geometry require samples with comparatively high thicknesses in order to ensure a sufficiently high interaction length. Within the experimentally accessible spectral region given by the laser system (c.f. table 2.1), the linear absorption coefficient varies over several orders of magnitude [23, 55]. It
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<table>
<thead>
<tr>
<th>Sample #</th>
<th>Manufacturer</th>
<th>Surface</th>
<th>$n_d$ [cm$^{-3}$]</th>
<th>$\rho$ [$\Omega$cm]</th>
<th>$d$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Edmund</td>
<td>[111]</td>
<td>$(6 \pm 2) \times 10^{13}$</td>
<td>20</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>Thorlabs</td>
<td>[111]</td>
<td>-</td>
<td>-</td>
<td>5.0</td>
</tr>
<tr>
<td>3</td>
<td>MT-Berlin</td>
<td>[100]</td>
<td>$\sim 2 \times 10^{13}$</td>
<td>58.6 $\pm$ 2.8</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Table 2.2: Parameters of the utilized germanium samples. For empty cells no information was found. Sample 1 is identical to sample B from [25, 52]. The doping concentration $n_d$ for sample 3 is estimated from its resistivity.

is therefore necessary to utilize Ge specimens with different thicknesses since a wide range of photon energies is applied.

A list of samples that are probed within this thesis is given in table 2.2. All utilized samples are nominally undoped, since previous work has shown that undoped Ge samples benefit spin ensemble longevity [25].

It is important to note that samples with different surface orientation can be employed. As the orientation of the external magnetic field along the crystal axes has a major influence on the appearance of the TRFR and RSA traces, the choice of specimens with different surface orientations facilitates the study of those specific dependencies. In this context, a central aspect is the fact that the effective g-factors of the electrons can be different for electrons residing in different L-valleys, which will be discussed in the following section.

**g-factor anisotropy**

As stated in chapter 1.1, one of the specifics of germanium is that excited conduction band electrons reside in the L-valleys. Since the curvature of the conduction band at the L-point is anisotropic in k-space, the effective mass $m^*$ of residual carriers is a tensor with two distinct components $m_l$ and $m_t$. In other terms, the surfaces of constant energy in the L-valleys are ellipsoids, as illustrated at the right hand side of Fig. 2.6. While this finding has been theoretically constituted since 1959 by Roth and Lax [57], it has but recently been focused on in all optical experiments studying electron spin decoherence [25, 52]. Given the definition of the effective g-factor as discussed in chapter 2.2, $g^*$ also becomes a tensor and possible $g^*$ values for the $i$th L-valley are determined by [58]:

$$(g_i^*)^2 = g_l^2 \cos^2(\theta_i) + g_t^2 \sin^2(\theta_i) \quad (2.10)$$

The angle $\theta$ gives the orientation of the magnetic field with respect to the half-axes of the above-mentioned ellipsoids. Following the notation of [25], the anisotropy of the
effective g-factor can also be expressed with respect to the main crystallographic axes. To this end, the experimentally more conveniently addressable angle $\alpha$ is introduced, which gives the orientation of the magnetic field within the same plane as the surface of the sample, as shown on the right side of Fig. 2.6.

For the case of a sample with [100] surface orientation (i.e., the surface is oriented normal to [100]) and a magnetic field in Voigt-geometry, as seen on the right side of Fig. 2.6, there are up to two possible orientations of the magnetic field with respect to the half-axes of the ellipsoids of the different L-valleys. For a given angle $\alpha$, these two angles can be calculated from the relations [25]:

$$\cos(\theta_1) = \frac{2}{\sqrt{6}} \cos(\alpha), \quad \cos(\theta_2) = -\frac{2}{\sqrt{6}} \sin(\alpha) \quad (2.11)$$

The calculated values of $\theta_i$ can then be applied to equation (2.10) in order to obtain the corresponding effective g-factors.

Analogously, for the case of a sample with [111] surface orientation and a magnetic field in Voigt-geometry, up to four different $\theta_i$ can be identified [25]:

$$\cos(\theta_1) = 0 \quad \cos(\theta_2) = \frac{2}{\sqrt{6}} \cos(\alpha) - \frac{2}{3\sqrt{2}} \sin(\alpha)$$
$$\cos(\theta_3) = \frac{4}{3\sqrt{2}} \sin(\alpha) \quad \cos(\theta_4) = \frac{2}{\sqrt{6}} \cos(\alpha) + \frac{2}{3\sqrt{2}} \sin(\alpha) \quad (2.12)$$

As a result, the different effective Landé-factors that follow from equations (2.10) to (2.12) allow carriers in different L-valleys to precess with individual Larmor frequencies according to equation 2.2. In figure 2.7, the resulting effective g-factors with
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Figure 2.7: Taken from [25]: Anisotropy of the effective g-factors in germanium for a sample with [100] surface orientation (left panel) and [111] surface orientation (right panel). Symbols are experimental values taken from TRFR transients, red solid lines are fitted to the data.

respect to $\alpha$ are depicted for a specimen with [100]-surface orientation (sample A1 [25], left panel) and one with [111]-surface orientation (sample B [25], right panel). Due to the interplay of the different Larmor frequencies, the TRFR transients that are shown in the experimental chapters of this thesis feature beating patterns dependent on the crystal axes and the magnetic field orientation. Analogously, the RSA traces also exhibit a more complex structure than the prototypical signal depicted in figure 2.4. However, as evident from figure 2.7, experimental conditions can be found where the g-factor anisotropy is lifted and only a single effective g-factor remains for electrons in the different L-valleys.
Chapter 3

Spectral Dependence of Spin Injection and Readout

In this chapter, experimental results on the spectral dependence of the optical spin injection and readout process will be discussed. As a starting point, typical TRFR transients are shown in chapter 3.1, which represent the two distinct types of carrier spin ensembles. From these signal traces, the Faraday rotation angle $\theta_F$ is extracted in order to provide a quantitative measure for the magnitude of the spin polarization.

Throughout the investigated spectral range of 0.76 eV - 0.94 eV, the absorption coefficient of Ge varies by 5 orders of magnitude [23, 55]. This makes it intrinsically difficult to maintain the same excitation conditions in terms of the number of photoexcited carriers or their density. It is therefore instructive to normalize the FR amplitudes $\theta_F$ by the sheet density of the photoexcited carriers $n_{\text{opt},2D}$ within the focal area of the pump beam. By repeating this measurement and evaluating the results for a set of pump and probe photon energies, it is possible to derive the spectral dependence of the combination of the spin injection and readout process.

The utilized pump and probe photon energies are identical as they are derived from the same original pulse. As a consequence of this degenerate pump probe setup, the spectral dependence of the normalized amplitudes can relate to two different effects. One effect is a spectral dependence of the spin injection, i.e., a dependence of the DSP on the excitation energy, as discussed in chapter 1.1. The other influence would be an intrinsic spectral dependence of the Faraday Rotation amplitude or, in other terms, an energy-dependent readout process. Therefore, the injection and readout process must be discussed as a whole and individual aspects such as the injection efficiency and spectral dependence of the degree of spin polarization cannot be analyzed individually. However, under certain assumptions, the comparison of the
relative amplitudes of both carrier types makes it possible to address the observed
dependencies to a spectral dependence of the spin injection process. Furthermore,
investigating the ratio of $\theta_F$ of hole and electron spin ensembles for each individual
measurement allows for a robust study of the relative spectral evolution of both
carrier types, as a potential misalignment of the pump and probe beam overlap in
each individual measurement should influence both carrier types in a similar way.

If not stated otherwise, the TRFR transients presented in this thesis depict
the difference of the traces recorded with right- and left-circularly polarized pump
pulses. This approach rules out the influence of slowly varying signal components
that do not correspond to spin phenomena, such as heating by the pump beam
irradiance or a minor misalignment of the delay stage, as these effects do not exhibit
a polarization dependence. For the purpose of achieving relatively high excitation
densities, as well as for the benefit of spectral tunability, all measurements in this
chapter utilize the RegA and OPA laser system.

3.1 Determination of Electron and Hole Spin Faraday Rotation

In recent studies, conduction band electrons and valence band holes have been shown
to precess with distinct Larmor frequencies in germanium, which correspond to
effective g-factors of $|g^*_e| \approx 0.9 - 1.9$ (c.f. ch. 2.5) and $|g^*_h| \approx 5.5$, respectively [24, 25].
Furthermore, the coherence times of electrons have been reported to exceed those of
holes by up to two orders of magnitude for the case of cryogenic temperatures. Due
to these markedly different characteristics, it is possible to extract information of
both carrier species from the same TRFR trace. A characteristic TRFR transient is
depicted in figure 3.1, showing the temporal evolution of the Faraday rotation angle
over the pump-probe delay time, realized by the movement of a linear motorized
stage in the probe beam path.

At first, a peak arises at zero delay time, when pump and probe pulse overlap
temporally, likely caused by two-photon absorption (not shown in figure 3.1). After
the initial peak has decayed, a pronounced precession can be observed, which cor-
responds to the hole spin ensemble. Shown as a red solid line, this data component
can be fitted with a function of the form:

$$\theta_h(\tau) = A_1 \exp \left(-\frac{\tau - \tau_0}{T}\right) + A_h \exp \left(-\frac{\tau}{T^*_2,h}\right) \sin \left(\frac{2\pi(\tau - \tau_c)}{\omega_{L,h}}\right) + y_0 \quad (3.1)$$
Figure 3.1: A characteristic TRFR transient illustrating the Faraday rotation angle $\theta_F$ with respect to the pump-probe delay for an external magnetic field of $B = 670 \text{ mT}$ at $T = 5 \text{ K}$. The signal corresponding to the hole spin polarization relaxes on time scales of $\sim 20 \text{ ps}$, whereas electron spin traces are persistent on time scales of $\sim 1 \text{ ns}$ (please note different axis scale and break). The red solid lines are fit to the data according to Eq. (3.1) and (3.2), respectively. The much smaller signal, which corresponds to the electron spin ensemble, is multiplied by a factor of 50 for better visibility.

In this formula, $\tau$ denotes the pump-probe delay, $\tau_0$ is the overlap point in time of pump and probe, and $y_0$ is a background offset. The time $\tau_c$ takes into account that hole spin ensemble starts to precess at a slightly delayed time after the excitation, which could be related to a fast thermalization of the charge carriers.

The first summand in equation (3.1) accounts for the above-mentioned quickly decaying two-photon peak, which is present during the time interval where pump and probe overlap due to their finite pulse duration. The second summand allows the identification of the hole spin coherence time $T_{2,h}$, the corresponding Larmor precession frequency $\omega_{L,h}$, and the amplitude factor $A_h$. The value of $A_h$ characterizes the amplitude of the spin polarization and can be employed as a measure of the Faraday rotation signal for the respective underlying experimental conditions.

After the hole spin polarization has dephased on typical time scales of $\sim 20 \text{ ps}$, a much more persistent Larmor precession signal becomes apparent, which can be addressed to the electron spin ensemble due to its characteristic beating pattern that features various g-factors in the range of $\approx 0.9 - 1.9$. The signal that corresponds to the electron spins is multiplied by a factor of 50 in figure 3.1 for better visibility.
Analogous to equation (3.1), the electron spin precession signal can be fitted according to:

$$
\theta_e(\tau) = A \exp\left( -\frac{\tau}{T^e} \right) + \sum_{i=1}^{4} A_i \exp\left( -\frac{\tau}{T_{2e,i}^e} \right) \sin\left( \frac{2\pi\left(\tau - \tau_c^e\right)}{\omega_{L,e,i}} \right) + y_0
$$

(3.2)

In this formula, the first summand incorporates any residual slowly varying background signal that might superimpose the Larmor precession signal. Taking into account the different effective g-factors, a series of exponentially decaying sine functions is fitted to the data in the case of electrons. The sum of the individual Larmor precession amplitudes $A_i$ can then be used to quantify the signal strength of the corresponding TRFR trace for the given excitation and readout conditions.

The experimental study that will be presented in the following founds on the extraction of the amplitudes of the Faraday rotation signals for the respective carrier type, according to equation. (3.1) and (3.2). More specifically, the amplitudes obtained from TRFR traces recorded with different central photon energies of the pump and probe pulses are compared in order to study the spectral dependence of the spin injection and readout efficiency in germanium.

### 3.2 Excitation Conditions

To clarify the excitation conditions used for the present study, Fig. 3.2 depicts the intensity spectra of the pump and probe pulses as colored, solid lines (left axis) that are used to optically excite and read out the TRFR signals in the context of this chapter. The tuning of the central photon energy is achieved by tuning the output of the OPA. Not all spectra within the applicable range of pump and probe beam photon energies are shown for clarity.

As evident from the indirect band gap energy ($E_{\Gamma}$) and direct band gap energy ($E_L$) of germanium, indicated by dashed lines in Fig. 3.2, excitation and readout photon energies can be tuned from close to $E_L$ to energies that exceed the direct band gap $E_{\Gamma}$ by up to 60 meV. The spectral widths of the beams range from $\approx 20$ meV for the lowest central photon energy to $\approx 40$ meV for the higher energy boundary.

In addition to the spectra, Fig. 3.2 features the excitation densities that are applied in the complete data set used for the study of the spectral dependence that will be presented in this chapter. In particular, for a given central photon energy on the x-axis, the black triangles indicate the corresponding excitation density with respect to the y-axis on the right hand side of the plot. Each triangle corresponds to one TRFR trace from which the electron and hole spin amplitude can be extracted.
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Figure 3.2: Intensity spectra of the pump pulses utilized to investigate the spectral dependence of spin injection and readout, shown as colored solid lines (left y-axis). Not all spectra of the applied pump beams are shown for clarity. The black, open triangles show the correspondingly induced 2D excitation densities (right y-axis, logarithmic scale). The dashed lines mark the indirect ($E_L$) and direct band gap energy ($E_\Gamma$).

However, for identical photon energies the data points will be shown as averaged over the various applied excitation densities for the discussion of spin injection and readout efficiency in the following sections.

The sheet excitation density is chosen over the conventionally addressed 3D optical excitation density in this case in order to compare the results for samples of different thicknesses. The sheet excitation density is calculated by multiplying $n_{\text{opt}}$ with the sample thickness: $n_{\text{opt,2D}} = d n_{\text{opt}}$.

The average 3D excitation density $n_{\text{opt}}$ is numerically calculated for each pump spectrum as an average of the induced charge carriers over the volume of a cylinder\(^1\), which is defined by the beam path across the sample. The spectra are therein considered to be Gaussian distributions and only linear absorption is taken into account. As the OPA output is strongly dependent on the output wavelength, the maximum power of the pump beam in front of the sample that corresponds to the optical densities shown in Fig. 3.2 ranges from $\approx 1.9$ mW in the lower energy tail up to $\approx 4$ mW for the highest photon energies.

\(^1\)The approximation of a cylinder instead of a Gaussian profile along the direction of propagation is justified by the high values of the refractive index inside the material of $\geq 4$ [54], greatly reducing the angle of incidence and the focusing inside the material.
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Earlier in this thesis it has already been stated that the linear absorption coefficient $\alpha$ is significantly lowered for indirect transitions with $\Delta k \neq 0$, since a phonon scattering event has to occur [23, 55]. Consequently, the achievable excitation density for a given thickness of the germanium specimen and a given average power of the pump beam spans over several orders of magnitude within the range of applicable photon energies, as seen in Fig. 3.2. In detail, the maximum excitation density amounts to $n_{\text{opt,2D}} = 1.9 \times 10^{11}$ cm$^{-2}$ for the lowest photon energy of 0.75 eV and goes up to $n_{\text{opt,2D}} = 1.7 \times 10^{14}$ cm$^{-2}$ for the highest photon energy of 0.94 eV.

3.3 Spectral Dependence of Electron and Hole Spin Amplitudes

So far, this chapter has outlined how the amplitudes of the spin polarization can be gauged from the observed Faraday rotation transients and what excitation conditions are applicable within this study. In the following sections of this chapter, experimental results on the obtained FR amplitudes are presented that allow to draw conclusions on the spin injection and readout process for the individual carrier types.

The investigation of the spectral dependence of the Faraday rotation amplitudes of hole and electron spins founds on a data set of TRFR transients for the series of degenerate pump and probe energies shown in figure 3.2. The data are taken at temperatures of $T = 6$ K to ensure a relatively high spin coherence time. The highest applicable magnetic field strength of $B = 0.67$ T is chosen for the study to induce a sufficient amount of Larmor precession cycles for the hole and electron spin ensembles in order to provide robust results from the fit.

Traces of the Larmor precession of the respective spin ensembles are obtained for pump and probe energies ranging from 0.76 eV to 0.94 eV. In this region, a pronounced spectral dependence of the spin injection and readout process is expected because the interband transition to different energy levels at the L-valley causes a variable number of electron-phonon-scattering events to be necessary in the thermalization process of the electrons to the minimum of the band.

For a given photon energy, transients are recorded for pump powers ranging from the maximum applicable power down to where the signal-to-noise ratio vanishes. The measurements for different excitation powers and their corresponding excitation densities at fixed photon energies were originally performed to also investigate possible dependencies of the g-factor and spin coherence times on the carrier density.
(data not shown). However, the amplitude of the spin signal is not dependent on the carrier density but on the total amount of spin-carriers. Therefore, the study benefits from the data set taken for different excitation powers at a given photon energy as these data points can be averaged over, which increases the reliability of the experimental results.

From each transient of the above-mentioned data set, the hole and electron spin amplitude is obtained by fitting the experimental values with functions of the form of (3.1) and (3.2), respectively.

The outlined experiment is carried out in two different germanium samples (sample 1 and sample 2, c.f. 2.2) with thicknesses of 1.5 mm and 5 mm, respectively. The choice of specimens with different thicknesses is motivated by the fact that the different thicknesses allow to extend the range of examinable photon energies for the study: A sample with high thickness is beneficial for the investigation of the spin signals at energies close to the indirect band gap, as the higher thickness counteracts the vanishing absorption coefficient in terms of the total amount of injected spin carriers and the corresponding signal strength. On the other hand, the choice of a thinner sample enables the use of higher photon energies, as it allows a sufficient amount of probe light to pass through the sample for the correspondingly increasing absorption, which is needed to obtain a reliable signal. The comparability of the results obtained from the individual specimen is achieved by normalizing the obtained FR amplitudes on the total amount of induced charge carriers, i.e., on the optical sheet density.

**Holes**

Starting with the experimental results on the hole spin ensemble, figure 3.3 depicts the values for the Faraday rotation amplitudes $\theta_{F,h}$ normalized on the photoexcited sheet density for the previously outlined range of excitation conditions. Due to this normalization, the depicted values represent the TRFR signal strengths that result from a single photoexcited carrier for a normalized sample thickness of 1 cm.

The data points shown in Fig. 3.3 consist of mean values of $\theta_{F,h}$ for the respective applicable range of excitation densities. Furthermore, error bars are depicted, which represent the standard deviation of the mean values. The uncertainty of the amplitudes points towards a slight misalignment of the pump and probe overlap when the pump power is adjusted. This explanation stands in good agreement with the fact that the standard deviation on average has a higher value in the thicker sample, where misalignment is more critical due to the higher interaction length.
Figure 3.3: Hole spin ensemble Faraday rotation amplitudes normalized on the photoexcited sheet density dependent on the central photon energy of the utilized pump and probe photon energies as shown in Fig. 3.2. The red triangles and blue circles represent data points taken for the samples with 5 mm and 1.5 mm thickness, respectively. Data points are mean values derived from multiple measurements with different excitation densities. Error bars represent the standard deviation of the mean values. Dashed lines mark the energetic position of the indirect and direct band gap energy. Moreover, the error bars tend to decrease for increasing photon energies where the total amount of photoexcited holes and therefore also the signal-to-noise level is higher (c.f. Fig. 3.2).

Starting the discussion of the data from the lower photon energy boundary, the normalized Faraday rotation angle shows values of \( \approx 2.5 \times 10^{-16} \text{ rad cm}^2 \) for photon energies as low as 0.76 eV. Between 0.76 eV and 0.85 eV, no clear, significant overall trend of the normalized hole spin amplitudes can be observed for sample 1. In the same energetic region, sample 2 exhibits a slight increase of the normalized hole spin Faraday rotation from values of \( \sim 2 \times 10^{-16} \text{ rad cm}^2 \) to \( \sim 3 \times 10^{-16} \text{ rad cm}^2 \).

Moving towards the direct band gap energy of 0.89 eV, the normalized amplitudes slowly decrease for both samples. As the photon energies exceed 0.85 eV, the hole spin amplitudes markedly drop by 1-2 orders of magnitude. For excitation solely across the direct band gap, hole spin signatures are hard to resolve at all. As mentioned above, for photon energies above the direct band gap, the carrier densities are substantially larger than for the excitation across the indirect band gap. However, variations of the excitation density typically reveal no influence on
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the normalized Faraday rotation angle but only on the hole spin coherence time. Thus, the elevated carrier densities are likely not the cause of the signal decrease in Fig. 3.3.

Electrons

The presently discussed efficiency of the electron spin injection and read out can be expected to be influenced by the orientations of the applied electromagnetic and magnetic fields with respect to the side valleys that contain the persistent spin-oriented electrons. In other terms, it is thinkable that the injection and readout process is more efficient for certain in-plane orientations of the sample. In order to examine this issue, the two samples studied in this chapter are probed with different orientations that correspond to characteristically different configurations of the L-valleys, which will now be described in more detail.

For sample 1, an orientation of $\alpha \approx 15^\circ$ is chosen (c.f. Chap. 2.5). The TRFR traces that result for this configuration reveal 3 different effective g-factors of $g_{1,2,3}^* = 1.91, 1.53, 1.08$. It is insightful to note that, in principle, four different values for $g^*$ should be present, with the missing value being $g_4^* = 1.87$. However, due to the temporal limitation of the TRFR traces, the different peaks in the FFT amplitude are too wide, such that the peak at $g^* = 1.91$ and $g^* = 1.87$ cannot be distinguished. Correspondingly, for the purpose of mapping the sum of the amplitudes $\sum_i A_i$ (c.f. Eq. (3.2)) that are required for the study of the spin injection and readout efficiency, the fit is sufficiently robust to whether 3 or 4 different g-factors are used.

For the case of sample 2, a markedly different orientation of $\alpha \approx 0^\circ$ is chosen, which corresponds to the case where only two effective g-factors can be deduced from the TRFR transients, which read $g_{1,2}^* = 1.92, 1.29$.

In close relation to the previous section, the spectral dependence of the electron spin amplitudes is now examined in more detail. Analogous to Fig. 3.3, the normalized electron spin ensemble Faraday rotation amplitudes $\theta_{F,e}$ are depicted in figure 3.4. The amplitudes originate from the same Faraday rotation data set as utilized for the discussion of hole spins. Accounting for the different g-factors involved in the electron signals, the data points are the sum of the amplitudes of the respective Larmor precession signals in this case, i.e., $\theta_{F,e} = \sum_i A_i$, according to Eq. (3.2).

Contrary to the results on the hole spin amplitudes, a significant electron spin polarization for excitation with photon energies above the direct band gap energy can be observed. However, the normalized amplitudes are significantly higher for
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Figure 3.4: Sum of the electron spin ensemble Faraday rotation amplitudes $\theta_{F,e} = \sum_i A_i$ normalized on the photoexcited sheet density. Amplitudes originate from the same Faraday rotation data set as used for the hole spins in Fig. 3.3. The red triangles and blue circles represent data points taken for the samples with 5 mm and 1.5 mm thickness, respectively. Data points are mean values derived from multiple measurements with different excitation densities. Error bars represent the standard deviation of the mean values. Black dashed lines mark the energetic position of the indirect and direct band gap energy. Colored, dotted lines mark the energetic displacement of a single phonon energy from the indirect band gap.

For the signal amplitudes between 0.78 eV and the indirect band gap energy, a slight enhancement is seen for both samples. In line with theoretical predictions presented in [27], this finding can be explained by the fact that phonon scattering events exhibit a certain probability of a spin-flip. Thus, a multitude of scattering events in the injection process can lead to a reduction of the DSP [27].

For different types of phonons, the displacements of a single phonon energy from the indirect band gap are shown as colored, dotted lines in Fig. 3.4. The values cor-
respond to the phonon branches at the L-point, as reported in [59]. Ultimately, in the regime where only a single phonon energy can contribute to the carrier injection over the indirect band gap, only one scattering event occurs, and the obtained value of the normalized $\theta_{F,e}$ is enhanced for both samples.

The fact that this enhancement cannot be seen for the data points at $\sim 0.78$ eV might be related to the relatively high spectral width of the utilized pulses of $\approx 20$ meV, which smears out the effect. This assumption is substantiated by the fact that the majority of the carriers is optically excited by the higher photon energy fraction of the pulses due to the steep spectral dependence of the absorption coefficient.

Relative Amplitudes of Electrons and Holes

While certain precautions can be met to keep the pump and probe overlap stable when varying the photon energies via tuning the OPA output, it is impossible to guarantee that the overlap does not change over the full length of the sample. Even for perfectly realigned beams within the setup, effects like, e.g., the dispersion of the lens in front of the cryostat can alter the exact overlap of the pump and probe spots. It is therefore instructive to analyze the ratio of the electron and hole spin amplitudes. This approach can be justified by the fact that a misalignment of the pump and probe overlap can be expected to have a similar impact on the amplitudes of both carrier types, especially because the excitation densities are comparatively low, ruling out saturation effects or screening by surrounding carriers.

In Fig. 3.5, the ratio of the detected FR amplitudes of electrons and holes is shown, which have been presented in Fig. 3.4 and Fig. 3.3, respectively. The data plot is shown only for photon energies below the direct band gap because of the vanishing hole spin signal in the regime of $\hbar \omega > 0.89$ eV. Moreover, the data points at 0.875 eV photon energy are already largely affected by the decreasing hole spin signal, explaining the increase in $\theta_{F,e}/\theta_{F,h}$ for elevated photon energies.

As expected, the analysis of the ratio of electron and hole spin amplitudes is found to be more stable, as evident from the on average smaller error bars.

\[2\] In this reference, the values of the phonon energies are given for a temperature of $T = 80$ K. However, as the crystal lattice does not drastically change with temperature in the region of 80 K to 5 K [60], the phonon energies can be estimated to be equal for the present temperatures.

\[3\] The error bars represent the deviation of the particular values of $\theta_{F,e}/\theta_{F,h}$ within the data subsets for equal photon energies and are not calculated by means of error propagation from the individual values of holes and electrons.
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Figure 3.5: Ratio of the Faraday rotation amplitudes of the electron and hole spin amplitudes shown in Fig. 3.4 and 3.3, respectively.

Strikingly, a pronounced increase of the electron to hole ratio towards the indirect band gap can be seen. It is to be expected that the ratio of electron and hole spin signals does not intrinsically depend on the actual probe photon energy. This can be understood by recalling the fact that every photoexcited electron in the conduction band accounts for one hole in the valence band. Moreover, the carrier types represent the initial and the final state of the same transition. Therefore, pump-induced changes to this transition should alter the probe beam in the same way for both carrier types. Ultimately, it is reasonable to assume that the observed enhancement is caused by an increase of the degree of electron spin polarization due to a more efficient spin injection close to the indirect band gap rather than an energy-dependent readout process.

3.4 Discussion and Outlook

The experimental results presented in this chapter provide insight into the spectral dependence of the efficiency of all-optical manipulation of spins in the indirect semiconductor germanium by comparing normalized Faraday rotation amplitudes of electron and hole spin ensembles obtained with different degenerate pump-probe photon energies.

For the case of holes, the experimental study shows that no significant spin polarization can be resolved for photon energies well above the direct band gap
energy. This finding stands in contrast with theoretical predictions for the degree of spin polarization for excitation with $\hbar \omega \geq E_\Gamma$, given by [34]. In particular, the calculated values report a maximum DSP of holes at photon energies of $\hbar \omega = E_\Gamma$ with a value of $\text{DSP}_h = 80\%$. A theoretical explanation for this contradiction has not been found to date. Previously reported experimental results on the degree of spin polarization for optical orientation with photon energies above the direct band gap energy point to similar deviations from the theoretical value at the Γ-point [40]. However, these results are strongly influenced by deviations of the excitation profile that result from excitation with different photon energies.

Interestingly, the present thesis shows that results obtained from samples with different in-plane orientations deviate from each other for the case of hole spins. Moreover, no clear spectral dependence can be deduced for the energetic region between the indirect and the direct band gap energy. As the observed hole spin signals are expected to arise from holes located at the highly symmetric Γ-point, the deviations seen for samples with different in-plane orientations are intuitively not expected. As no information is provided for the residual doping concentration of the nominally undoped sample 2, the observed distinctions might result from different doping concentrations or dopants.

The experimental results obtained from the Faraday rotation traces that correspond to the electron ensembles’ Larmor precession show a marked overall dependence on the utilized pump and probe photon energies with a trend of increasing Faraday rotation amplitudes for decreasing photon energies. In this context, indications are found that support the theoretical prediction given by [27], which states that the degree of spin polarization of the electrons increases for a decreasing total amount of phonon scattering events that the electrons undergo until they reside in the L-valleys. In line with the explanations given in [40], the utilization of photon energies above the direct band gap energy appears to reduce the electron DSP, which can be explained by the additional scattering from the Γ-point to the L-valley.

While the exact values of the degree of spin polarization cannot be quantified within the experiments outlined above, the spectral trend should be resembled by the data. Based on radio frequency measurements, recent experiments by C. Guite and V. Venkataraman report the electron DSP in Germanium to be 4.8\% for excitation with photon energies of 0.9239 eV [61]. In order to integrate this result into the data shown in this chapter, it is instructive to compare values for the normalized electron Faraday amplitudes for the sample with $d = 1.5$ mm shown in Fig. 3.4. The datapoint closest to the value reported in [61] is located at 0.915 eV with a corresponding value of $\theta_{F,e} = 0.663 \times 10^{-18}$ rad cm$^2$. The datapoint in closest proximity
to the indirect bandgap reads $0.760 \text{ eV}$ and $\theta_{F,e} = 2.59 \times 10^{-18} \text{ rad cm}^2$. Assuming a DSP of 4.8% for $0.915 \text{ eV}$, the DSP at $0.760 \text{ eV}$ would be 18.8%. This value lies in good agreement with the theoretical prediction given for silicon in [27], where the maximum DSP reaches 25% for photon energies equal to the indirect band gap energy.

As another central result of the study, the experimental data reveals a pronounced dependence of the electron spin Faraday rotation signal on the in-plane orientation of the sample and/or their doping concentrations. Strikingly, the spectral dependencies subside when the relative amplitudes of electrons and holes are compared, and the observed spectral trends tend to be rather uniform for both samples. Thus, the results obtained from the presented study indicate the need for a more systematic study on the dependence of the spin injection and readout efficiency on the sample geometry and the doping concentration as a guideline for future experiments.

From a physics point of view, a more elaborate analysis of the dependence of the sample orientation on the spin injection and readout efficiency would be interesting, as it would allow to take a closer look at the relative amplitudes of the individual electron Larmor precession signals that originate from the different L-valleys. Studying how the carriers in the individual L-valley contribute to the overall signal would greatly help to expand the understanding of the spin injection process in indirect semiconductors and should therefore be a central aspect of ongoing experimental investigations.

As stated before, the presented spectral dependencies can originate either from an energy-dependent spin injection or detection efficiency. To distinguish between both effects, the measurements would have to be performed with a fixed probe and variable pump pulse to solely detect the influence of spin injection efficiency, or vice versa to isolate the effect of an energy-dependent detection. The latter originates from the sensitivity of the Faraday Rotation amplitude on the spectral detuning between the probe pulse and the energy of the states occupied by the spin carriers, i.e., on the exact spectral behavior of the dielectric tensor (c.f. Chap. 1.2). This effect is well understood for the case of resonant absorption and has also been experimentally verified in quantum dot ensembles [62], as well as in bulk GaAs [63]. For more complex spectral dependencies of the absorption coefficient, such as in indirect bulk semiconductors, the theoretical prediction is more difficult and, to best knowledge, no work has been presented on that matter to date. However, following the assumptions made in this chapter, the observed trends can be addressed to the
efficiency of the injection process and to an increase in the DSP for injection close to the indirect band gap.

Besides the above-mentioned proposal to perform the study with a non-degenerate pump-probe setup, future work should aim towards utilizing sharper pump and probe spectra in order to increase the spectral resolution for the study of the increase of the DSP in the vicinity of the indirect band gap. However, due to the time-bandwidth product limitation an increase of the spectral resolution requires significantly longer pulse durations. As the temporal resolution of the performed measurements is not crucial as long as the hole spin precession can be traced, a factor of 10 in pulse width would be manageable. An ideal improvement of the setup would be the utilization of a laser system that delivers picosecond high energy pulses at 0.8 eV. With the help of supercontinuum generation [64], it would then be possible to map the spectral region of interest, while the pump and probe photon energies could be tuned individually, e.g., by tunable band pass filters.
Chapter 4

Resonant Spin Amplification and Electron Spin Lifetimes

Earlier in this thesis, it was already stated that due to certain scattering processes inherent to a semiconductor environment, an optically oriented spin ensemble will revert to its initial, thermal distribution. The time scales on which this process occurs have been defined in chapter 1.3.

As theoretical work predicts elevated spin lifetimes up to several microseconds for germanium at low temperatures [26], it is presumable that suitable Ge specimen can be tailored to possess spin lifetimes that exceed the previously observed spin lifetimes of several nanoseconds [24, 25, 61, 65]. For the present experimental study, commercially available, nominally undoped germanium samples are used. Most importantly, germanium specimens of relatively high purity of 1 ppm can be utilized, which are expected to exhibit elevated spin lifetimes as the effect of impurity scattering can be expected to be reduced in this case.

Indeed, elevated spin ensemble coherence times can be found for these samples, where the TRFR trace does not significantly relax on the whole available range of the linear delay stage utilized in the previous experimental setup.

In the upper panel of Fig. 4.1, an electron spin TRFR transient is shown that is obtained with the RegA and OPA Laser system for a 2.5 mm sample with [111] surface orientation (provided by MTI Corporation, not listed in 2.2) for a sample temperature of $T = 8 K$ and an external magnetic field in Voigt geometry of $B = 660 mT$. It is evident from the data that besides the apparent beating pattern no significant decrease of the signal amplitude can be seen on the available time frame. Consequently, the spin coherence time cannot be properly extracted from this TRFR
trace. Hence, at this point, it is instructive to conduct the measurements based on the resonant spin amplification scheme (cf. Chap. 2.3).

As the laser system that has been utilized so far provides a comparatively low repetition rate of $f_{\text{rep}} = 250\,\text{kHz}$, spin coherence times would have to be on the order of microseconds to allow for the observation of RSA. In that case, a spin polarization excited by a pump pulse would persist until the next pulse of the cycle hits the sample, which would lead to an observable signal for nominally negative delay times. However, these extremely high coherence times are not present, as no such signal is observed for $\tau < 0$ (corresponding data not shown in Fig. 4.1, upper panel).

For the same experimental conditions, the electron spin TRFR trace is now recorded with the FFS fiber laser system, which delivers a pulse train with $f_{\text{rep}} = 90.5\,\text{MHz}$, corresponding to a pulse repetition period of $T_{\text{rep}} = 11.05\,\text{ns}$. As can be seen from the lower panel in figure 4.1, a persistent Larmor precession can be observed for negative delay times in this case.

Obviously, the signal recorded with the OPA appears to be much better in terms of signal-to-noise ratio, which can be mainly addressed to two issues. Firstly, the already very low optical excitation density is further decreased, as the higher average power of the fiber laser does not make up for the much higher repetition rate. Consequently, the average power per pulse is decreased, which leads to a reduction of the signal strength (note the different scales between the upper and lower panel in figure 4.1). Secondly, as pointed out in chapter 2.3, small fluctuations in the magnetic field strength can shift the spin polarization in and out of resonance, which increases the noise level for TRFR traces when the system is already in the RSA regime.

For clarity, both signals shown in Fig. 4.1 are offset to have their baseline at zero. The reason for a residual non-zero offset in a difference signal of right- and left-circularly polarized pump is most likely caused by an imperfect orientation of the quarter-wave plate that leads to an imperfect circular polarization of the pump beam.

In the following sections, the spin lifetimes and coherence times derived from RSA data are discussed in further detail. In this context, sample 3 of table 2.2 is utilized\(^1\), as it exhibits the highest spin lifetimes observed in the scope of the ex-

\(^1\)Due to the difficulties of the TRFR measurement scheme for highly elevated spin coherence times, no TRFR traces of this sample could be recorded with the OPA laser. Therefore, the differences that result from the utilization of the different laser systems were discussed with the aid of the otherwise not mentioned 2.5 mm sample, provided by MTI Corporation.
Figure 4.1: TRFR traces of the electron spin ensemble’s Larmor precession in a 2.5 mm sample with [111] surface orientation, an external magnetic field of $B = 660\, \text{mT}$, and a temperature of $T = 8\, \text{K}$. Both signals are recorded with a degenerate pump-probe configuration with photon energies of 0.8 eV, corresponding to wavelengths of 1550 nm. The data are obtained with the Coherent RegA and OPA laser system (upper panel) and the FFS fiber laser (lower panel). Graphs are offset for clarity.
experimental study. In addition, the [100] surface orientation allows for the reduction of the number of different g-factors to a point where only one effective g-factor is present. It will be shown in chapter 4.3 that this circumstance greatly simplifies the interpretation of the resonant spin amplification signals. Furthermore, the comparatively high sample thickness of 4.7 mm facilitates a better signal-to-noise ratio at the fixed pump and probe photon energy of 0.8 eV. If not stated otherwise, the experiments shown in the following chapters use the Toptica FFS fiber laser system and magnetic fields in Voigt geometry.

4.1 Spin Lifetimes

In order to investigate the highly elevated spin lifetimes, now, the RSA traces are recorded instead of the time-resolved Faraday rotation. To do so, the Faraday rotation angle is measured at a fixed negative delay of $\Delta t = -15$ ps while sweeping the magnetic field. Such an RSA trace is shown in figure 4.2 with the experimental data for the 4.7 mm sample with [100] surface orientation shown as a black solid line.

As mentioned earlier, the highly symmetric [100] sample determines the amount of different values of $g^*$ for the different L-valley electrons to be at most two. The magnetic field is applied in pure Voigt geometry, and the in-plane orientation of the sample is chosen such that only one effective g-factor remains, resembling the case of $\alpha = 45^\circ$ (c.f. Fig. 2.7). In other terms, the magnetic field is aligned along the [010] axis of the crystal, which hereafter will be denoted as $\beta = 0^\circ$. Later in this chapter, the dependence of the exact orientation of the magnetic field will be discussed in more detail.

The RSA trace depicted in figure 4.2 shows a spacing of $\Delta B = 3.98$ mT. This value corresponds to an effective g-factor of $g^* = 1.62$ derived from Eq. (2.5), in agreement with the predicted value (c.f. Chap. 2.5). The red solid line in Fig. 4.2 is a fit to the data according to Eq. (2.7). As explained in chapter 2.3, a fit of this form permits the investigation the effective g-factors inherent in the RSA trace, but is insufficient to investigate the spin lifetimes or coherence times from each peak due to their dependence on the magnetic field. Instead, each peak has to be fitted separately with a Lorentzian peak function for such an analysis.

In the data shown in Fig. 4.2, the width of the central resonance peak around $B = 0$ yields a spin lifetime of $T_s \approx 28$ ns according to Eq. (2.6). This value is already much higher than lifetimes that have been reported in previous, all-optical studies in germanium [25].
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Figure 4.2: FR at a fixed negative delay of $\Delta t = -15\text{ps}$ for a variable magnetic field between $-15\text{mT}$ and $15\text{mT}$. The $4.7\text{mm}$ thick, [100]-oriented Ge sample is kept at a temperature of $T = 8\text{K}$. The red solid line is a fit to the data according to Eq. (2.7) with an effective $g$-factor of $g^* = 1.62$. A slowly varying background fluctuation is subtracted from the data with the help of a FFT high pass.

As stated in Chap. 1.3, the widths of RSA peaks that occur at different magnetic fields are related to different relaxation mechanisms. The peak around zero magnetic field is insensitive to decoherence effects such that its width points to the spin lifetime $T_s$. For resonance peaks with $B \neq 0$ (in the following denoted as side peaks) spin ensemble decoherence must be taken into account and the width is consequently determined by the decoherence time $T_2$. As the study is insensitive to whether or not the spin ensemble undergoes a reversible dephasing, the time constant $T_2^*$ will be addressed in the context of this chapter (c.f. Chap. 1.3).

Since the scattering mechanisms that lead to spin dephasing and relaxation generally possess a marked temperature dependence [33], it is to be expected that the spin lifetimes feature a strong dependence on the temperature, as well.

Compared to conventional TRFR measurements, a major improvement of the detection of spin lifetimes with the RSA technique lies in the fact that the data acquisition time is significantly reduced. Hence, it is possible to continuously detect the spin lifetime of the system by rapidly scanning a single peak. When this rapid scanning is performed while heating up the cryostat, this technique permits to evaluate the temperature dependence of the spin lifetimes for temperatures ranging from $T \approx 6\text{K}$ up to room temperature (or beyond, if an active heating is applied).
Temperature dependence of the electron spin lifetime $T_s$ for zero magnetic field. The data are extracted from fits to individual RSA peaks such as the ones shown in Fig. 4.2. Error bars represent the standard deviation of measurements within a temperature interval of $\Delta T = 5K$. The results for $T_s$ are compared between two different excitation levels of 80 mW (red triangles) and 40 mW (blue circles).

In particular, this permits the detection of spin lifetimes in regions of $T \approx 50\, K$ to $T \approx 297\, K$ where it is usually difficult to operate a flow cryostat in a stable working state.

It is worth mentioning that the magnetic field amplitudes that are required for the RSA technique are somewhat lower compared to the TRFR measurements, as evident from the data seen in Fig. 4.2. However, in order to resolve the resonance peaks, the power supply of the electromagnet needs to have a higher precision.

In figure 4.3, the temperature dependence of the electron spin lifetimes is shown for two different pump powers of 80 mW and 40 mW, corresponding to densities of optically excited carriers of $5.6 \times 10^{12}\, cm^{-3}$ and $2.8 \times 10^{12}\, cm^{-3}$, respectively. Or, to put the carrier densities in context with the previous chapter, sheet excitation densities of $2.6 \times 10^{12}\, cm^{-2}$ and $1.3 \times 10^{12}\, cm^{-2}$.

For better visibility, the data taken from the numerous rapidly scanned RSA peaks is binned in intervals of 5K, with the error bars representing the standard deviation of the respective bin\textsuperscript{2}.

\textsuperscript{2}The initial $x$-value of the temperature within the cryostat differs for both data sets, which explains the different onset on the $x$-axis.
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A marked temperature dependence of the spin lifetimes is evident for both excitation densities, with a trend to lower spin lifetimes towards both the lower and the higher boundary of the investigated temperature range. Most notably, maximum spin lifetimes of \( \approx 65 \text{ ns} \) are found at intermediate temperatures of 50 K.

For the range of applicable excitation densities, the electron spin lifetimes appear to differ only for temperatures below \( \sim 30 \text{ K} \), where a higher excitation power leads to a slight enhancement of the spin lifetime.

At temperatures of 116 K, the spin lifetimes are found to be still as long as 5 ns, consistent with a previous report [65]. In this regime, the deviations significantly increase for each bin, as evident from the larger error bars. The reason for this issue is explained by a constant lower boundary of the achievable noise level: When the temperature is raised, the absorption coefficient increases [23], which leads to a reduction of the power of the probe beam behind the sample. Ordinarily, a reduction of probe power lowers both the signal and the noise level in the photodiode, such that the signal-to-noise ratio remains unaffected. However, as the noise level is in this case limited by shot noise, a reduced probe power results in the reduction of the signal-to-noise ratio. Ultimately, the fitting algorithm increasingly often converges in peaks that correspond to noise rather than a resonance peak.

The results for \( T \geq 60 \text{ K} \) agree very well with theoretical predictions for \( T_s \) that model inter- and intra-valley phonon scattering in germanium [26]. As this model founds on Elliott-Yafet type mechanisms, the inherent temperature dependence is of the form \( \tau_s \propto \frac{1}{T} \) for high temperatures [4, 46, 47]. Although it was stated in [4, 66] that this \( \frac{1}{T} \) dependence of the Elliott-Yafet relaxation should also apply to low temperatures in nondegenerate\(^3\) semiconductors, no such trend is observed in the experimental data. The discrepancy between the theoretical predictions and the experimental data presumably lies in the fact that in detail the temperature dependence of the carrier mobility depends on the exact doping or impurity concentration [67, 68] and on which dopants are inherent in the material. Therefore, as the above-mentioned model neglects a detailed analysis of the impurity scattering, it fails to explain the decrease of \( T_s \) for lower temperatures.

Since the curves in Fig. 4.3 resemble temperature dependencies that are typical of carrier mobilities for relatively high doping concentrations [67, 68], it is still reasonable to address the observed temperature trend to dominant Elliott-Yafet relaxation. Indeed, several groups have reported a similar temperature trend for spin lifetimes at low temperatures in different experimental approaches [69, 70].

\(^3\)The term \textit{degenerate} refers to semiconductors that contain such elevated doping concentrations that the semiconductor acts as a conductor or metal.
Figure 4.4: RSA trace at $\Delta t = -15\text{ ps}$ for a variable magnetic field between $-15\text{ mT}$ and $15\text{ mT}$ at an elevated temperature of $T = 47\text{ K}$. At this temperature, the peak widths show a pronounced dependence on the absolute value of the magnetic field. A slowly varying background fluctuation is subtracted from the data with the help of a FFT high pass.

In line with the discussed results and the theoretical model of [26], the utilization of ultrapure Ge specimens should facilitate even higher spin lifetimes. This assumption is substantiated by the fact that ultrapure Germanium (with residual doping concentrations on the order of down to $2 \times 10^{12}\text{ cm}^{-3}$) have been proven to exhibit significantly higher carrier mobilities [71]. The finding of decreased spin lifetimes for lower excitation densities at low temperatures is further indicative of a dominant ionized impurity scattering, as a higher excitation density results in a screening of the impurities and consequently in an increase in carrier mobility [68].

### 4.2 Spin Coherence Times

At low temperatures, the observed RSA peaks do not reveal a specific dependence on the exact magnetic field strength (c.f. Fig. 4.2). However, as the temperature rises, the differences between peaks at different values of $|B|$ tend to increase.

In figure 4.4, an RSA trace is depicted for a sample temperature of $\approx 47\text{ K}$, showing the Faraday rotation angle $\theta_F$ for a variable magnetic field of $\approx -15\text{ mT}$ to $15\text{ mT}$. Again, the magnetic field is applied in Voigt geometry. The central peak at $B = 0\text{ mT}$ has a small width, corresponding to the enhanced spin lifetimes in this temperature region (c.f. Fig. 4.3). However, the side peaks broaden for increasing magnetic field strengths.
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Figure 4.5: Temperature dependence of the electron spin coherence times $T^*_2$, corresponding to the first and second side peaks of the RSA trace at $\pm 4\,\text{mT}$ and $\pm 8\,\text{mT}$, respectively. Error bars represent the standard deviation of measurements within a temperature interval $\Delta T = 5\,\text{K}$. The results are compared with the values for the spin lifetime $T_s$ (red open triangles, c.f. 4.1).

As the peaks to the sides of the center represent the resonances after integer multiples of one full Larmor precession cycle within the laser repetition period, this finding points to an ongoing decoherence of the spin ensemble. In order to study this decoherence effect in more detail, the temperature dependence of the peak widths is investigated for the first and second side peaks at $\approx \pm 4\,\text{mT}$ and $\approx \pm 8\,\text{mT}$, respectively.

In figure 4.5, the temperature dependence of the coherence times is depicted for these peaks. The experimental data for the first sidepeak are shown as blue circles, while the $T^*_2$ times for the second side peaks are shown as magenta triangles. For better comparability, the previous results on the spin lifetimes are laid on top of the coherence times. Analogous to the results shown in the previous chapter, the data are binned to $\Delta T = 5\,\text{K}$ and the error bars show the variation within the bins. All corresponding RSA peaks are recorded with pump beam average powers of 80 mW. In the context of this evaluation, the results for the peaks at nominally positive and negative magnetic fields are treated as equal.

Similar to the findings for the spin lifetimes, the coherence times tend to decrease for the lowest temperatures. The spin ensemble coherence times show a markedly
different behavior compared to the pure spin lifetimes $T_s$ at zero magnetic field for temperatures of $30\, \text{K} < T < 90\, \text{K}$. In this region, the coherence times stay at a relatively constant value of $\approx 34\, \text{ns}$ for $B = \pm 4\, \text{mT}$, which means a reduction by a factor of up to $\sim 2$ caused by the magnetic field. At temperatures of $T > 80\, \text{K}$, the decoherence incurred within one Larmor precession does no longer significantly reduce the persistence of the spin polarization.

In general, coherence times tend to decrease for increasing magnetic fields. Phenomenologically, this trend is explained by the circumstance that the faster an ensemble of spin precesses around the magnetic field, the faster the relative orientation of the individual spin carriers is randomized by momentum scattering events. Therefore, the decoherence should play an enhanced role for the second side peaks at $B = \pm 8\, \text{mT}$, compared to the case of $B = 0\, \text{mT}$ or $B = \pm 4\, \text{mT}$.

This trend has also been previously reported in experimental studies in germanium [24]. However, the reported magnetic fields on which this decrease in $T_2^*$ is observed are at least one order of magnitude stronger than the applied 4 mT - 8 mT. Indeed, as evident from Fig 4.5, no such reduced coherence times of the spin ensemble are seen for these low magnetic fields for $T \leq 30\, \text{K}$.

Generally, it can be stated that in this temperature range the decoherence times that correspond to $B = \pm 8\, \text{mT}$ behave very similar to those at the first side peaks and to the lifetimes at the central peaks. Furthermore, the $T_2^*$ times at $B = \pm 8\, \text{mT}$ first appear to have a similar temperature dependence as for the case of $B = \pm 4\, \text{mT}$ for increasing temperatures of $30\, \text{K} < T < 40\, \text{K}$. It is not until the temperature exceeds $\sim 40\, \text{K}$, where a further reduction of the $T_2^*$ times becomes apparent, with the maximum difference of the coherence times being 14 ns at a temperature $T = 60\, \text{K}$. A further increase in temperature diminishes the difference between the individual lifetimes and coherence times, until no significant difference remains at $T \geq 90\, \text{K}$.

The presented experimental results of the $T_s$ and $T_2^*$ times reveal a very interesting dependence on the temperature, as well as the magnetic field. Owing to the reliable results for low magnetic fields accessible with the RSA method, a detailed structure of the spin ensemble decoherence can be mapped. The temperature trend of the electron spin ensemble’s coherence time shows a strikingly pronounced structure for the different numbers of full Larmor precession cycles, owing to the onset of spin decoherence.
4.3 Signatures of g-Factor Anisotropy in RSA

So far, the resonant spin amplification technique has been performed in Voigt geometry, with a surface orientation of the sample normal to the [100] direction and a magnetic field along the [010] orientation of the germanium crystal. This has been done in order to be able to analyze the spin lifetimes and coherence times without having to take the g-factor anisotropy into account, as for this specific configuration only one effective g-factor remains.

Referring to the studies conducted by C. Hautmann [25], chapter 2.5 discussed the influence of the magnetic field orientation on the g-factor splitting for samples with [111] and [100] surface orientation. In the present chapter, the impact of the g-factor anisotropy on the RSA signal is investigated for the more simple case of the [100]-oriented specimen.

When the g-factor anisotropy was introduced in this thesis, a notation was used that utilized the angle $\alpha$ to define the orientation of the magnetic field within the sample plane. It is advantageous to use $\alpha$ when discussing the spin coherence times, as a manipulation of this angle does not change the underlying relaxation mechanisms, i.e., if $T_1$ or $T_2^*$ is addressed (c.f. Chap. 1.3). Unfortunately, the manipulation of $\alpha$ is experimentally inconvenient, as it requires to either rotate the sample within the cryostat, the cryostat itself, or the magnetic field along the direction of gravity. Therefore, another angle $\beta$ is introduced, which denotes the magnetic field orientation with respect to the [010] axis, i.e., $\beta = 0^\circ \equiv \mathbf{B} \parallel [010]$ and $\beta = 90^\circ \equiv \mathbf{B} \parallel [\bar{1}00]$. While a manipulation of this angle of the magnetic field would mess up the discussion of spin coherence times, it does not cause any issues when only the influence on the g-factors is discussed, and the magnetic field can be conveniently manipulated when the electromagnet is placed on a rotational stage. Moreover, the angle-dependence of the g-factor splitting is equal for a manipulation of $\alpha$ or $\beta$.

In Fig. 4.6, the TRFR of the electron spin ensemble in the 4.7 mm [100]-oriented sample (sample 3, c.f. Tab.2.2) is shown for two values of $\alpha$. In the upper panel of the figure, the magnetic field is aligned along the [010] crystallographic axis, corresponding to $\alpha = 45^\circ$ or $\beta = 0^\circ$. It shows a well-resolved Larmor precession signal, which corresponds to an effective g-factor of $g^* = 1.62$, resembling the case that has been discussed in the previous chapter (c.f. Fig. 4.1). For the results in the lower panel of Fig. 4.6, the in-plane orientation of the sample is rotated such that the magnetic field is tilted to $\alpha \approx 9.5^\circ$ towards the [001] axis. In this case, two different g-factors can be derived from the TRFR data, revealing $g^*_{1,2} = 1.72, 1.52$. 
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Figure 4.6: TRFR transients observed in Ge sample 3 at $T = 8\, \text{K}$ and $B = 670\, \text{mT}$. Upper panel: Magnetic field oriented along the [010] crystallographic axis ($\alpha = 0^\circ, \beta = 0^\circ$). For the lower panel, the Ge piece is rotated such that the in-plane magnetic field is tilted by $9.5^\circ$ towards the [001] axis ($\alpha = 9.5^\circ, \beta = 0^\circ$). A time-independent offset is subtracted for clarity.

For the data in the upper panel only one circular polarization of the pump is used ($\sigma^+$), while for the lower panel both circular polarization states are utilized ($\sigma^+ - \sigma^-$), explaining the deviation in the signal-to-noise ratio $^4$.

For the above-mentioned reasons, the manipulation of the magnetic field orientation is now performed by the angle $\beta$. Similar to the TRFR transients depicted in Fig. 4.6, now, RSA traces are recorded for different orientations of the magnetic field. All measurements are carried out at a fixed negative delay time of $\Delta t = -15\, \text{ps}$. The experiments are carried out at a constant, low temperature of $T \approx 8\, \text{K}$. RSA traces at this temperature do not yield the maximum achievable spin lifetimes, but show the least pronounced magnetic field dependence of the individual peaks, which makes it possible to disregard the magnetic field dependence of the peak widths in the model function given by Eq. (2.7).

On the left hand side of Fig. 4.7, RSA traces are depicted for three different orientations of the magnetic field. To the right of each panel, sketches are provided that

---

$^4$Initially, no close attention was paid to the recording of this data, as these measurements were initially intended to be carried out in order to solely find out the sample’s in-plane orientation of $\alpha = 0^\circ$. 
Figure 4.7: RSA at a fixed negative delay of $\Delta t = -15$ ps for a magnetic field between $-30$ mT and $30$ mT. The $4.7$ mm thick, [100]-oriented Ge sample is kept at a temperature of $T = 8$ K. The upper panel shows an RSA trace for pure Voigt geometry ($\beta = 0^\circ$). The central and bottom panel show the RSA traces for magnetic field orientations of $\beta = 17^\circ$ and $\beta = 22^\circ$, respectively. The red solid line in the top panel is a fit to the data according to Eq. (2.7). For the central and the bottom panel, the red solid lines are fits to the data using a superposition of the function from Eq. (2.7) with two distinct g-factors. The fitted values of the effective g-factors are summarized in table 4.1. The sketches on the right side of each panel illustrate projections of the real-space and k-space geometrical arrangements onto the x-y plane.
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Table 4.1: Summary of the g-factors present in Ge for the different geometrical arrangements depicted on the right side in Fig. 4.7. Theoretical values are obtained from Eqs. (2.10), (2.11). The other columns contain the values used to achieve the best overall agreement between the red solid lines in Fig. 4.7 and the experimental data.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$g_1^*$ (theory)</th>
<th>$g_1^*$ (fit)</th>
<th>$g_2^*$ (theory)</th>
<th>$g_2^*$ (fit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td>1.62</td>
<td>1.62</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$17^\circ$</td>
<td>1.44</td>
<td>1.43</td>
<td>1.78</td>
<td>1.73</td>
</tr>
<tr>
<td>$22^\circ$</td>
<td>1.39</td>
<td>1.37</td>
<td>1.82</td>
<td>1.78</td>
</tr>
</tbody>
</table>

illustrate the corresponding projections of the real-space and k-space geometrical arrangements onto the x-y plane.

As shown exemplarily for $\beta = 17^\circ$ and $22^\circ$, the resonance pattern becomes more complicated since the electrons in the different L-valleys precess with two different frequencies. To model this situation, the data are fit with the superposition of two RSA shapes from Eq. (2.7) with two different g factors. The red lines on the left panel of the figure show the result of this procedure using $\tau = 26$ ns for $\beta = 0^\circ$, $\tau = 22$ ns for $\beta = 17^\circ$, as well as $\tau = 18$ ns for $\beta = 22^\circ$. The g-factors deduced from the fit are summarized in Tab. 4.1. As evident from the table, the values are in fair agreement with the theoretical expectations given by Eqs. (2.10) and (2.11).

The fitting curves are in good overall agreement with the experiment and are capable of reproducing the complex beating pattern of the RSA traces. Residual differences are likely related to a small misalignment of the orientation of the magnetic field. It is worth mentioning that the choice of slightly smaller values of $\tau$ for the cases of $\beta \neq 0$ mainly improves the agreement between the simulation and the beating pattern at $B \neq 0$. The mere peak width around $B = 0$ points to very similar values for $\tau$ for all $\beta$. However, as pointed out in Chap. 2.3, the applied model function fails to provide a good measure of the involved lifetimes or coherence times. Due to the complex structure of the RSA traces, the impact of the magnetic field orientation on the spin ensemble decoherence cannot be studied for the cases of $\beta \neq 0$. 
4.4 Discussion and Outlook

The study presented in this chapter has provided experimental results on the spin ensemble lifetimes and coherence times in the semiconductor germanium based on the resonant spin amplification technique. Highly elevated spin coherence times on the order of several nanoseconds were found with a low repetition rate, high power laser system. By switching to a laser system with repetition periods on the order of the spin coherence time, the necessary condition for RSA measurements could be met: a persisting spin ensemble coherence for nominally negative pump-probe delay times.

The RSA measurement technique has subsequently been carried out on a [100]-surface oriented sample of high purity. A viable signal-to-noise ratio of $\sim 10$ is achieved, despite the fact that the excited carrier densities are as low as $\approx 6 \times 10^{12} \text{ cm}^{-3}$.

Most strikingly, a simultaneous heating of the cryostat during the recording of the RSA traces has been proven to allow the tracking of a detailed temperature dependence of the spin lifetimes around zero magnetic field. As a result, the observed lineshape of the temperature dependence points towards a dominant Elliott-Yafet relaxation. In comparison with theoretical predictions [26], a good agreement is found for temperatures of $T \geq 50 \text{K}$. Deviations from the theory can only be seen for low temperatures and are found to be attributable to the lack of ionized-impurity scattering in the theoretical model.

The experimental study reveals maximum spin lifetimes at intermediate temperatures of $T \approx 50 \text{K}$ with a remarkably high value of $T_s \approx 65 \text{ ns}$. In contrast, results on electron spin lifetimes at zero magnetic field in bulk, direct semiconductors commonly report values as low as several tens to hundreds of picoseconds, depending on the doping concentration and temperature. In particular, values of $\sim 15 \text{ ps}$ have been reported for GaSb [72] and $\sim 200 \text{ ps}$ for InGaAs [52], respectively. Electron spin lifetimes of bulk, direct semiconductors comparable to the ones obtained in this thesis for germanium have been reported in n-type GaAs. However, these elevated spin lifetimes correspond to donor-bound electrons and can only be observed for certain doping concentrations and excitation conditions [13, 14, 52].

Astonishingly, the presented experiments reveal that for the given specimen the spin lifetimes at temperatures that are achieved with liquid helium ($\sim 5 \text{K}$) cooling yield the same value as for temperatures that can be achieved by cooling with the much more widely available liquid nitrogen (77 K). With regard to the experimental
results reported by other groups, it is probable that the utilization of high purity germanium samples might allow to achieve even higher spin lifetimes [69].

By tracking the temperature dependence of the first and second side peaks of the RSA trace, a detailed analysis of the onset of spin ensemble decoherence is given. A central result of this study is the insight on the temperature dependence of the spin ensemble decoherence: While the low magnetic fields do not alter the spin ensemble coherence for temperatures below 30 K, coherence times for increasing magnetic fields begin to strongly deviate from the spin lifetimes at zero magnetic field, once the temperature exceeds this value.

It is remarkable that the RSA technique enables the study of the spin ensemble decoherence for magnetic fields as low as equivalent to one full Larmor precession over the laser repetition period. In contrast, conventional TRFR-based experiments require magnetic fields with at least two orders of magnitude higher strengths. The presented experimental results based on RSA therefore provide novel fundamental insight on the process of spin ensemble decoherence in the indirect semiconductor germanium for realistic conditions of collateral magnetic fields of low field strengths with respect to possible future systems of quantum computing or spintronic devices.

A theoretical description for the complex temperature trends of the spin coherence times for $|B| > 0$ does not yet exist. This issue is partially related to the fact that, to best knowledge, no study on the magnetic field dependence of the Elliott-Yafet type relaxation has been carried out to date [4]. Future experiments should therefore aim to provide an increasingly wide-ranging study of the magnetic field dependence of the spin lifetimes in indirect semiconductors in order to further elucidate this fundamental correlation. As in detail the EY-relaxation depends on the carrier mobility, such a study would need to imply an analysis of the impact of different doping materials and concentrations.

In an additional experimental approach, it was possible to show the influence of g-factor anisotropy on the shape of the RSA traces. A simple model based on the superposition of two RSA traces of the form of Eq. (2.7) that utilizes different g-factors was introduced and it was shown to agree well with the experimental data. From a physics point of view, this result indicates that electrons from different L-valleys precess independently from each other and do not intricately interact for the given parameters of the magnetic field and temperature. Moreover, this part of the experiment demonstrated that the decoherence studies could only be carried out with the RSA method by carefully orientating the magnetic field with respect to the crystallographic axes. For alignments of $\beta \neq 0^\circ$, it is apparent that the RSA trace
is rapidly gaining complexity, obstructing a possible analysis of the side peaks that has been necessary for the decoherence studies.

Owing to the comparatively high spin lifetimes and coherence times at an intermediate temperature range, especially in the temperature region accessible with liquid nitrogen cooling, the results reported in this chapter open up interesting perspectives for spin-optoelectronics in indirect group IV materials. In order to achieve even higher spin-lifetimes, future experiments should aim towards utilizing ultrapure Ge specimens, such as the ones as reported in [73]. Improvements in terms of spin lifetime [26] and efficiency by the degree of spin polarization [74] are also predicted for strained Ge epilayers. Therein, the L-valley degeneracy is partially lifted such that intervalley scattering is reduced.

Many of the aspects observed in the presented study should be directly transferable to silicon, where even longer lifetimes of optically injected electron spins can be expected due to its less pronounced spin-orbit coupling, which mitigates the Elliot-Yafet relaxation process. Additional to the already mentioned improvements, optical orientation efficiencies and spin coherence times could be further enhanced by using SiGe alloy crystals [75, 76], as these have already been proven to show promising applicability in the field of quantum-computing [77]. Moreover, in structures of reduced dimensionality such as Ge/SiGe quantum wells [78], a further increase of the robustness of the electron spin is to be expected. However, as the present study has shown that the indirect semiconductor samples are required to have a considerably high thickness in order to obtain a satisfactory level of signal strengths, it is questionable whether magneto-optical studies can be applied to these structures in the future.
Part II

Dynamical Response of the Lower
Exciton-Polariton Branch in
CdZnTe
Introduction

Analogous to the well-known rule of thumb for the number of transistors in integrated circuits to double every two years and thus continuously increasing their capability, known as Moore’s law [79], similar trends can be observed for the rate of data transfer. Most astonishingly, due to the continuous development of novel techniques such as space division multiplexing, the transmission capacity of single optical fibers has been reported to increase by a factor of 10 every four years [80], recently achieving rates of $10^{15}$ bits per second [81]. However, contemporary data transfer with optical fibers partially relies on electro-optical conversion, which is accompanied by an undesirable increase in latency, as well as heating. The substitution of electrical processing and switching can therefore be identified as one of the key aspects of roadmaps for future improvements of communication based on fiber optics [82, 83].

It is hardly surprising that, due to the interest driven by information technology, a variety of concepts have emerged in order to supersede the electronics based manipulation and switching. Besides rather exceptional concepts such as digital processing with molecular switches [84], a more obvious approach is given by all-optical methods. Therein, a central goal is to fabricate logic gates that can be exclusively operated by photons or macroscopic light beams. As all applications of optics in this context will still require the use of electronics to some extent [82], it is highly desirable to implement novel optical techniques in the well-known semiconductor foundation [85].

Although concepts of optical control of light in semiconductors have been addressed by researchers since more than a decade [85], the scientific interest in this topic and the consequential amount of related publications is continuously increasing [86]. In this context, the field of plasmonics provides great improvements by means of all-passive simple optical logic gates and interconnects utilizing nanostructure waveguides grown on semiconductors [87, 88]. Yet, a need for actively controlled elements such as transistors remains. Ultra-efficient single-photon transistors have been demonstrated just recently [89, 90], although their applicability is more likely
to be seen in the field of quantum computing [91]. Other concepts suggest the exploitation of the characteristic dynamics and the strong nonlinear interaction of polaritons for optical manipulation purposes, identifying the potential cascadability of these systems as one of the key advantages [92].

Due to their nature of being a superimposed state of photons who couple strongly to the polarization in a material, the quasi-particles called polaritons do indeed feature very distinct propagation dynamics. First described by S. I. Pekar [93] and J. J. Hopfield [94], an exciton, itself being a quasi-particle formed by a bound electron-hole pair inside a semiconductor, can strongly couple to a photon from an incident field of light. More specifically, the coupling of the excitonic polarization of the material to the photonic field leads to the formation of yet another kind of quasi-particle, called exciton-polariton.

As a result of the consequential anticrossing of the excitonic and photonic dispersion, the polariton dispersion is divided into two branches called upper and lower polariton branch. Most interestingly from a physics point of view, these dispersion curves feature a comparatively shallow slope. In combination with the identity of the group velocity $v_g = \frac{\partial \omega}{\partial k}$, a substantial delay of light passing through the semiconductor material can be deduced for photon energies close to the exciton resonance [95]. Recent studies have proven the slow light propagation related to the lower-polariton branch dispersion experimentally, reporting delays up to 1 ns even in submillimeter-thick crystals [96, 97].

While the substantial time delays arising from the exciton-polariton propagation have been studied in various materials, less attention has been paid by the scientific community to achieve a dynamical control of such resonances, although advances in this field might offer interesting possibilities from a technological perspective. In particular, an ultrafast manipulation of the light delay arising from the exciton-polariton propagation may provide options for a major downscaling, compared to present concepts for tunable optical delays, such as in optical fibers [98], where comparatively high interaction lengths are necessary.

Studies on the dynamic optical manipulation of such a system have so far mainly utilized photon energies right at the exciton resonance [99] or slightly higher energies [100]. In this energetic regime, the dynamics of the exciton-polariton are mostly resembling those of the bare exciton, thus often being referred to as exciton-like. Consequently, the material exhibits a marked nonlinear optical response at these energies and the dynamics related to the exciton-polariton are strongly susceptible to perturbations of the exciton resonance, such as excitation-induced dephasing (EID) [101] or excitation induced shift (EIS) [102]. While this also holds true for the
lower polariton branch, i.e., for energies slightly below the exciton resonance, the
associated substantially lower absorption further below the band gap of the mate-
rial enables the utilization of higher crystal lengths in transmission geometry. In
combination with the slow light propagation, the interaction times of light with the
material can therefore be increased compared to the utilization of photon energies
above the resonance. As a result, an induced excitation of the sample can be ex-
pected to have an increasing impact on light propagating on the lower polariton
branch.

Motivated by these expectations, the present second part of this thesis aims to
provide insight on the ultrafast dynamics of light propagating on the lower polariton
branch. The utilized specimens are two slabs of Cd$_{0.88}$Zn$_{0.12}$Te with thicknesses of
208 μm and 75 μm. The choice of this material is motivated by the fact that CdZnTe
is expected to show highly pronounced exciton-polariton effects that can be ad-
dressed with photon energies at around 1.67 eV, which are conveniently accessible.
In particular, the longitudinal-transversal splitting energy of the exciton-polariton,
which is commonly addressed as a measure for the importance of polariton effects
[99], was found to be as high as $\Delta_{LT} = 0.65$ meV for Cd$_{0.88}$Zn$_{0.12}$Te [103], while in
GaAs a value of $\Delta_{LT} = 0.08$ meV has been reported [95]. Another beneficial trait of
the selected material is the fact that CdZnTe of similar admixtures is well studied
and widely available due to its advantageous properties for high-energy photodetec-
tors [104] and solar cells [105].

A substantial slow-light propagation related to the lower polariton branch has
been proven in Cd$_{0.88}$Zn$_{0.12}$Te in a specimen of the same wafer [103]. Furthermore,
the studies conducted in this thesis may benefit from photoluminescence data on the
present material published jointly with the time-of flight studies on the slow-light
propagation.

In an experimental approach, the dynamical response of the system to exter-
nal photoexcitation is analyzed in a spectrally resolved pump-probe measurement
scheme with the help of femtosecond laser pulses. While the results obtained from
this study may provide interesting insight into the dynamics of the fundamental
physical processes involved, a distinct focus of the second part of this thesis is to an-
swer, to what extent the enhanced nonlinear interaction can be exploited to achieve
a macroscopic suppression of the probe beam transmission on ultrafast time scales.
From a technological perspective, the latter might open up interesting possibilities
of all-optical manipulation and switching in semiconductors on time scales as low as
several picoseconds.
This part of the thesis is composed of three different chapters: Chapter 1 serves as a first introduction to the topic in order to provide a theoretical background on excitons in the Lorentz oscillator model. Furthermore, the concept of exciton-polaritons is introduced along with fundamentals of optical manipulation of these quasi-particles. Subsequently, the experimental setup is outlined in Chap. 2, which founds on the laser system that has already been utilized in the first part of this thesis. In addition, more information is given on the investigated Cd$_{0.88}$Zn$_{0.12}$Te sample. In this context, also the energetic configuration of the all-optical study is clarified, relating the pump and probe photon energies to the characteristic resonance positions of the material. Finally, chapter 3 reviews the experimental study starting with spectrally integrated differential transmission transients obtained from pump-probe measurements that give rise to the involved time scales and excitation conditions. In a following, more profound study, the differential transmission dynamics are spectrally resolved by detecting the probe spectrum with a monochromator. With the help of a theoretical model provided by the group of T. Meier [106] from the University of Paderborn, individual contributions to the overall signal are identified for different pump-probe delay times in order to gain insight on the involved fundamental processes.

Regarding the potential feasibility of the induced transmission changes in terms of optical switching, the experimental investigation will address the issue, to what extent the nonlinear interaction can be enhanced by increasing the pump irradiance. Therein, a particular focus is set on the impact of heat deposition into the sample.

Parts of the results presented in this part of the thesis have been published in [106] and [107].
Chapter 1

Theoretical Background

As stated in the first part of the thesis at hand, the excitation of an electron from the valence band to the conduction band leaves a positively charged hole in the valence band. The Coulomb interaction then allows for a new quasi-particle to be formed, which is called exciton. If an electromagnetic field is present in the same semiconductor, the strong coupling of the photons with the excitons once again creates a superimposed state that can be treated as a quasi-particle. This new particle called exciton-polariton shares the characteristics of both individual particles.

The present chapter aims to provide an overview of the fundamental physics of excitons and exciton-polaritons. To this end, the Lorentz oscillator model is introduced, which allows for a qualitative explanation of the dynamics of the excitonic resonances. Following this introduction, the polariton concept is outlined for the present case of exciton-polaritons together with the corresponding dynamics and principles of their optical manipulation.

1.1 Wannier-Mott Excitons

Most commonly, one differentiates between two different types of excitons: Wannier-Mott [108] and Frenkel [109] excitons. The term Frenkel exciton denotes excitons that are confined within one or two unit cells. They predominantly appear in ionic crystals, where the Coulomb interaction between the electron and hole is comparatively strong. However, in most semiconductors the valence band electrons contribute to a screening of the Coulomb potential of the electron and hole involved in the excitonic bond. Due to this screening, the coupling of the electron and hole is weaker than for the Frenkel exciton. In this case, excitonic wave functions can
span over numerous unit cells [110] and the excitons are called \textit{Wannier-Mott excitons}. Since the Frenkel exciton plays no important role for the sample material investigated in this thesis, the term \textit{exciton} will followingly denote Wannier-Mott excitons.

Similar to the hydrogen atom, in the parabolic band approximation in a direct semiconductor, the movement of electron and hole can be separated into a centroid and a relative movement. Consequently, the energy of the exciton reads [31]:

\[
E_{ex} = E_g - E_{Ryd}^* \frac{1}{n_B^2} + \frac{\hbar^2 K^2}{2M}
\]

(1.1)

Here, the following abbreviations and constants are included:

- \( n_B = 1, 2, 3, \ldots \) \hspace{1cm} \text{Excitation quantum number}
- \( E_{Ryd}^* = 13.6 \text{eV} \frac{\mu}{m_0 \epsilon_r^2} \) \hspace{1cm} \text{Excitonic Rydberg energy}
- \( M = m_e + m_h \) \hspace{1cm} \text{Total mass of electron and hole}
- \( \mathbf{K} = \mathbf{k}_e + \mathbf{k}_h \) \hspace{1cm} \text{Total wave vector}
- \( \mu = \frac{m_e m_h}{m_e + m_h} \) \hspace{1cm} \text{Reduced mass of the exciton}
- \( \epsilon_r = \) \hspace{1cm} \text{Relative dielectric constant of the semiconductor}

The energetic displacement of the exciton compared to the band gap energy is correspondingly given by a modified Rydberg energy \( R_{y}^* \). Adding the excitonic states
to the conventional semiconductor band structure scheme leads to a picture as seen in Fig. 1.1, right side. Due to this energetically more favorable configuration of electrons and holes that leads to the formation of states below the band edge, it is also possible to directly inject bound excitons by exciting a valence band electron with photon energies of $\hbar \omega = E_g - R^*_y$. Typically, $R^*_y$ is on the order of $\sim 10 \text{ meV}$ [111]. In bulk\(^1\) semiconductors, excitonic effects can only be observed for low temperatures, as the thermal energy $k_B T$, given by the Boltzmann constant and the temperature, exceeds the binding energy of the exciton for temperatures of $T > 100 \text{ K}$.

### 1.2 The Lorentz Oscillator Model

As the results given in the following chapters can partially be related to the manipulation of a Lorentzian function, this section aims to provide the corresponding mathematical background. The theoretical descriptions that are carried out in this section can be found in common literature, such as [112].

The Lorentzian model assumes that electrons are independent harmonic oscillators that oscillate relative to their equilibrium position with their respective eigenfrequencies $\omega_1$. As excitons can be treated as particles on their own, it is also possible to describe excitons in the oscillator model. In particular, the oscillator model assumes that the response of the system towards excitation with external fields is linear and consequently does not cover any nonlinear optical effects. If the oscillators are driven by an external electromagnetic field with the optical frequency $\omega$, the response of the system is of the form of a resonance curve, which is sensitive to the frequency mismatch $\omega - \omega_1$. Due to scattering processes and the dipole radiation of the oscillator, the resonance is damped. As a result of this model, the dielectric function of the Lorentz oscillator reads:

$$
\epsilon(\omega) = \epsilon_b + \frac{f}{\omega_0^2 - \omega^2 - i\gamma \omega} \tag{1.2}
$$

Here, $f = \frac{N_V e^2}{\epsilon_m m}$ is the oscillator strength with the volume density $N_V$ of the number of oscillators in the medium, $m$ is the mass of the oscillator, and $\epsilon_0$ is the dielectric constant. The term $\gamma$ accounts for the damping, and $i$ is the imaginary unit. The eigenfrequency $\omega_1$ corresponds to a resonance in the electronic polarizability $\alpha$ of the medium. However, when the dielectric function is calculated from the polarizability (Clausius-Mossotti relation), a nominal shift of the resonance frequency is induced.

\(^1\)The term *bulk* is commonly used to refer to materials or samples with macroscopic dimensions, which do not involve structures on the nanoscale.
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Figure 1.2: Schematic curve shape of the real ($\epsilon'$) and imaginary part ($\epsilon''$) of the dielectric function of a Lorentz oscillator for non-zero damping.

which is incorporated by $\omega_0^2 = \omega_1^2 + \frac{1}{3} f$ in Eq. (1.2). Lastly, the constant $\epsilon_b$ takes care of the dielectric function of the surrounding matter, which is given by the semiconductor material in the present case.

As the complex refractive index is given by $\tilde{n}^2(\omega) = \epsilon(\omega)$, the real and imaginary part of the dielectric function (in the following indexed by $'$ and $''$) are related to the refractive index $n_0$ and the absorption $\kappa$, via:

$$\tilde{n}^2(\omega) = (n_0 + i\kappa)^2 = \epsilon' + i\epsilon'' \quad (1.3)$$

$$n_0^2 - \kappa^2 = \epsilon' \quad (1.4)$$

$$2n_0\kappa = \epsilon'' \quad (1.5)$$

According to 1.2, the real and imaginary part of the dielectric function consequently read:

$$\epsilon' = \epsilon_b + \frac{f(\omega_0^2 - \omega^2)}{\gamma^2\omega^2 + (\omega_0^2 - \omega^2)^2} \quad (1.6)$$

$$\epsilon'' = \frac{f\gamma\omega}{\gamma^2\omega^2 + (\omega_0^2 - \omega^2)^2} \quad (1.7)$$

The characteristic plot of these functions is depicted in Fig. 1.2, revealing the well-known Kramers-Kronig type picture of the real and imaginary part of a resonance. In this graph, two important frequencies can be identified: the already mentioned resonance frequency $\omega_0$ as well as the frequency $\omega_T$, which are the two solutions for the equation $\epsilon'(\omega) = 0$. 

![Figure 1.2: Schematic curve shape of the real ($\epsilon'$) and imaginary part ($\epsilon''$) of the dielectric function of a Lorentz oscillator for non-zero damping.](image-url)
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The refractive index $n_0$ and the absorption $\kappa$ can now be separated in order to obtain the influence of a Lorentzian resonance on the external electromagnetic field:

$$n_0 = \sqrt{\frac{1}{2} \left( \epsilon' + \sqrt{\epsilon'^2 + \epsilon''^2} \right)}$$

(1.8)

$$\kappa = \sqrt{\frac{1}{2} \left( -\epsilon' + \sqrt{\epsilon'^2 + \epsilon''^2} \right)}$$

(1.9)

In particular, this result can be used to describe how an electromagnetic wave is altered when it passes through the medium in proximity of the resonance, for example by applying Eq. (1.8) and (1.9) to the function of a plane wave propagating in the $z$ direction, which is given by:

$$E(\omega, t) = E_0(\omega)e^{i\left((n_0 + i\kappa)z - \omega t\right)} = E_0(\omega)e^{-\kappa \omega z}e^{i\left(n_0 \omega t - \omega t\right)}$$

(1.10)

1.3 The Polariton Concept

So far, when light-matter interaction was discussed in this thesis, the excitation with external electromagnetic fields was treated as a weak perturbation of the system, leading to a certain amount of optically excited carriers. This treatment was justified, since the light-matter interaction that leads to transitions from the continuum of valence band states to the conduction band states was sufficiently weak, especially in the case of indirect transitions. However, for a strong coupling of the electromagnetic field to the matter, e.g., at the vicinity of an isolated optical resonance, one has to give a closer look at the way light and matter interact [31].

In general, an external electromagnetic field $\mathbf{E}$ that travels through a medium induces a polarization that is given by its dielectric function:

$$\mathbf{P} = \epsilon_0 [\epsilon(\omega) - 1] \mathbf{E}$$

(1.11)

Consequently, an oscillating electric field also leads to an oscillating polarization in the medium, which then again emits an electric field and so on. In a quantum-mechanical picture, this interaction can be treated as a quasi-particle, when the photon energies from the electromagnetic field are close to a resonance, where $\epsilon(\omega)$ is increased. Due to their nature of being an admixture of photons with the material’s polarization, these type of quasi-particles were given the name polaritons [31, 93, 94, 113].

Depending on the (quasi-) particle(s) involved, there are several different types of polaritons, for example, plasmon-polaritons [114] or phonon-polaritons. Generally
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Figure 1.3: Anticrossing of the photon and exciton dispersion, leading to the formation of two exciton-polariton branches. For $\hbar \omega < \hbar \omega_0$: Lower Polariton branch (LPB). For $\hbar \omega > \hbar \omega_T$: Upper polariton branch (UPB). Between $\hbar \omega_0$ and $\hbar \omega_T$, light-propagation is forbidden, as the real part of the dielectric function is $< 0$ in this region. The parabolic function of the exciton dispersion can be estimated to be a constant for small values of $k$.

speaking, which type of particle can couple to the light field depends on the optical frequency $\omega$ of the field, as well as the response of the polarization of the material, mediated by the dielectric function $\epsilon(\omega)$.

For the case of light passing through a semiconductor, photons can couple to an exciton if the photon energy lies in energetic proximity of the exciton resonance (c.f. Chap. 1.1), which results in the formation of exciton-polaritons [94, 113]. The consequences of this coupling for the optical properties of a semiconductor can be calculated qualitatively from a simple classical physics approach [31]: The relation of the wave vector of an electromagnetic field in matter ($k$) and vacuum ($k_v$) is given by:

$$k^2 = \tilde{n}^2(\omega) k_v^2 \quad \text{or} \quad k^2 = \tilde{n}^2(\omega) k_v^2$$

Eq. (1.12)

Here, $\tilde{n}$ is the previously introduced complex index of refraction, given by Eq. (1.3). Eq. (1.12) consequently reads:

$$\epsilon(\omega) = \frac{c^2 k^2}{\omega^2}$$

Eq. (1.13)

This equation is commonly referred to as the polariton-equation [31].

With the help of this identity, it is possible to derive the dispersion $\omega(k)$ of the system in energetic proximity of the polariton, once the dielectric function of the participating quasi-particles is known. For the case of exciton-polaritons, the dispersion can be calculated by inserting the dielectric function of the exciton resonance,
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given by Eq. (1.2), into the polariton-equation:

\[
\epsilon(\omega) = \epsilon_b + \frac{f}{\omega_0^2 - \omega^2 - i\gamma\omega} = \epsilon_s \frac{\omega^2k^2}{\omega^2}
\] (1.14)

This finding can now be used to plot the influence of the strong light-matter coupling on the exciton dispersion in a band structure picture, which is qualitatively shown in Fig. 1.3. In this graph, the steep dotted line represents the linear dispersion of photons, with the slope being equivalent to the speed of light in the semiconductor. The horizontal dotted line at \(\omega_0\) marks the exciton dispersion. The exciton dispersion is parabolic (c.f. Eq. (1.1)) but can be treated as a constant for the small value of \(k\) that is related to the photon dispersion. Due to the strong coupling of the photon and the exciton, the dispersion relations cannot cross. Correspondingly, an anticrossing is seen, which involves the formation of two distinct branches of the exciton-polariton dispersion, denoted as upper polariton branch (UPB) and lower polariton branch (LPB).

Between the two frequencies \(\omega_T\) and \(\omega_0\), light propagation is suppressed, since the real part of the dielectric function has a negative sign in this region that corresponds to an absorption of the light as a consequence of the resonance at \(\omega_0\) (c.f. Fig. 1.2). The initial splitting of \(\omega_0\) and \(\omega_T\) can be calculated, if sufficient information on the dielectric function is given, following the Lyddane-Sachs-Teller relation [31, 115]:

\[
\frac{\epsilon_s}{\epsilon_b} = \frac{\omega_T^2}{\omega_0^2} > 1
\] (1.15)

Here, the constant \(\epsilon_s\) is introduced, which denotes the approximately static value of the dielectric function \(\epsilon(\omega)\) well below \(\omega_0\).

One particularly interesting consequence of the anticrossing that accompanies the exciton-polariton formation is the fact that the dispersion relations are considerably flat in energetic proximity of the resonances. Accordingly, the exciton-polariton dispersion is dominated by the excitonic part of the quasi-particle in this region. As the group velocity of a wave-packet that passes through a medium is given by \(v_g = \frac{\partial \omega}{\partial k}\), the flat dispersion can reduce the group velocity by several orders of magnitude [95, 116, 117] down to typical speeds of sound [118]. Consequently, a light pulse with a photon energy close to \(\hbar\omega_0\) or \(\hbar\omega_T\) that propagates through the semiconductor material experiences a significant delay of up to 1 ns even for samples with thicknesses on the order of hundreds of micrometers or below [96, 97, 103].

While this slow light propagation is not the primary matter of interest, it is still beneficial for the experiments regarded in this thesis, as it enhances the interaction
time of a laser pulse with the semiconductor material that it passes through. Therefore, the influence of certain exciton-polariton-related effects on a probe pulse in a pump-probe scheme is enhanced.

The next section aims to discuss which mechanisms are involved when the exciton resonance is manipulated in all-optical experiments.

1.4 Optical Manipulation of the Exciton-Polariton

As stated above, the dispersion of the exciton-polariton has two distinct branches. However, only the lower polariton branch will be addressed in the experiment. Due to the exciton-likeness of the LPB in the energetic proximity of the resonance, it will be sufficient for most of the discussion to treat the exciton-polariton resonance as an exciton resonance with the addition of having higher interaction times due to the slow-light propagation of the exciton-polariton.

As the experiment aims to exploit the related highly nonlinear interaction in order to manipulate a weak ultrafast pulse that passes through the material with a pulse of much higher intensity in a pump-probe kind configuration (c.f. Chap. 2.1), it is instructive to describe the temporal dynamics of the exciton-polariton in more detail.

As a starting point, it may be helpful to recall the general time-dependence of an optically excited polarization in a medium. If an ultrafast laser pulse is incident on a semiconductor with a central photon energy $\omega_0$ that matches, e.g., an excitonic resonance energy, the light will be resonantly absorbed. Each absorbed photon will then create an exciton, which followingly results in an oscillating polarization $P$ of the sample. If the system will be left to itself, the polarization will subside because the excitons that add to the polarization undergo various scattering events or the electron and hole will eventually recombine. The decay of the polarization can be characterized by the dephasing time $T_2$:

$$P(\tau) = A \exp \left( -\frac{\tau}{T_2} \right) \sin(\omega_0 \tau)$$  \hspace{1cm} (1.16)

This dephasing process is also called free induction decay (FID). Here, $\tau = 0$ denotes the moment of excitation of the polarization, i.e., the time when the pump pulse hits the surface of the sample. When the Fourier transform of Eq. (1.16) is calculated, the resulting function is of the form of a Lorentzian resonance curve similar to Eq. (1.2). Consequently, the width of the curve after the Fourier transform is given by the dephasing time $T_2$. 
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Figure 1.4: Left side: Time-dependent oscillating polarization according to Eq. (1.16) for long and short coherence times $T_2$, shown as red and blue solid lines, respectively. Here, the blue line represents the case of an elevated excitation density. Right side: Corresponding polarization in the frequency domain, obtained by Fourier transformation. The grey area marks the regime, where the resonance broadening for shorter coherence time leads to an increase in absorption.

Attention should be paid to the fact that the terminology of lifetimes, coherence times, and dephasing times, which has been introduced in the first part of this thesis, does not apply to the exciton polarization. Related to the hierarchy of the different time constants (c.f. Eq. 1.11), in the present context, the dephasing time $T_2$ is addressed as it implicitly covers any equilibration process that leads to a loss of the observable polarization. Correspondingly, the term \textit{dephasing} will be used to refer to the loss of an oriented polarization inside the material irrespective of the underlying microscopic processes.

Excitation Induced Dephasing (EID) and Excitation Induced Shift (EIS)

For the experimental configuration used in the present study, an increase in pump power leads to an increased optical injection of free hot carriers into the semiconductor material by means of two-photon absorption. These additional carriers will consequently influence the behavior of the initial exciton resonance, while mainly two effects can be distinguished, which are called excitation induced dephasing (EID) and excitation induced shift (EIS).

\textbf{Excitation induced dephasing} is the effect that the increased excitation density of bound or unbound electron-hole pairs leads to an enhancement of the dephasing rate or, in other terms, to a shorter dephasing time $T_2$ [101]. Owing to the interplay
of the increased scattering rates due to the higher amount of carriers, as well as
dynamical screening of the Coulomb potential caused by the charged carriers, an
initially oriented polarization will dephase on a shorter time scale.

Looking at this change of the dynamics of the polarization function in the time-
domain yields a picture as shown in Fig. 1.4, left side. Here, the blue curve represents
the case of higher excitation densities and a consequential decrease of the coherence
time $T_2$, compared to the case of lower excitation densities, shown as a red solid
line. In this model graph, the difference in the dephasing times is chosen to be a
factor of five.

Calculating the Fourier transform of these functions now directly allows for the
observation of changes of the corresponding resonance in the frequency domain,
as depicted on the right hand side of Fig. 1.4. As intuitively expected, the in-
creased dephasing of the resonance leads to a flattening of the resonance curve and
consequently to a reduced absorption at the resonance frequency $\omega_0$, since the po-
larization determines how the light-field can couple to the semiconductor. However,
to the sides of the resonance frequency, the increased spread of the blue curve leads
to the formation of areas, where the coupling of the electromagnetic field to the ma-
terial is increased. Therefore, the excitation of free carriers can lead to an increased
absorption in an experimental configuration where the probe beam of a pump-probe
measurement is situated on the low-energy flank of the exciton resonance.

It is noteworthy that this picture is of course insufficient to fully explain the
influence of EID on the absorption, since the actual dependence of the absorption
on the dielectric function of the resonance is more complicated (c.f. Eq. (1.8)).
However, this approach should suffice as a proof-of-principle kind of explanation in
order to interpret the experimental data in the later chapters of this thesis.

**Excitation induced shift** is another effect that can result from an enhanced optical
excitation. While the process of EID is relatively easy to understand by means
of Fourier transform, EIS is less intuitive to describe in this simple picture, although
the effect originates from the same sources [102]. Phenomenologically, the increase
of scattering between the carriers leads to an alteration of the Coulomb potential of
the electron and hole in the exciton, which induces a change of the exciton binding
energy and consequently also a shift of the resonance energy. Typically, the res-
onance frequency is reduced for increasing excitation densities, which is in detail,
however, also a question of the sample temperature [119]. As will be shown later,
no clear indication of EIS is found within the experimental investigation carried out
in this thesis. Therefore, the effect is treated as a side note in the present chapter and is not discussed in further detail.

**Perturbed Free Induction Decay (PFID)**

So far, the dependence of the free induction decay on the manipulation of the dephasing time $T_2$ has been discussed primarily. Now, the influence of an abrupt perturbation to the amplitude of the oscillating polarization is addressed, such as in the case where an intense laser pulse interacts with a previously oriented polarization. This effect, called perturbed free induction decay (PFID), can be observed in pump-probe measurements at negative delays when a resonance, such as an exciton resonance, is probed [120].

Again, this effect can be treated phenomenologically in a simple way by comparing the temporal evolution of the polarization $P(\tau)$ with the resonance spectrum in the frequency domain $P(\omega)$. To model the perturbation, a Heaviside function is introduced to Eq. (1.16), which corresponds to a complete truncation of the polarization due to the perturbation at a certain time $\tau_p$:

$$P(\tau) = A \exp\left(-\frac{\tau}{T_2}\right) \sin(\omega_0 \tau) \Theta(\tau - \tau_p)$$  \hspace{1cm} (1.17)

In figure 1.5, left side, this function is shown graphically. Analogous to the discussion of the EID, the right-hand side of Fig. 1.5 shows the corresponding Fourier transform and therefore the resonance lineshape in the frequency domain. Here, the red curve depicts the unperturbed case, as in Eq. (1.16). For the blue curve, which corresponds to the perturbed case, the initial peak amplitude is lowered. Most strikingly, oscillations occur to the sides of the resonance frequency. In general, these fringes exhibit a trend of decreasing interfringe spacing for increasing $\tau_p$. However, the effect simultaneous vanishes in amplitude, as the initially oriented polarization dephases with $T_2$.

In a pump-probe kind of experiment, however, the pump pulse usually induces the initial oscillating polarization at $\tau = 0$, which is then ideally only probed by the much weaker probe pulse. In order to understand the appearance of pump-probe signals at negative delays, one has to consider the polarization of the sample that is induced by the absorption of the probe pulse itself: When the probe beam passes through the sample, it gets partially absorbed and excites a polarization, which starts to oscillate. Subsequently, this oscillating polarization again adds up to the electric field of the probe beam after a certain time delay by means of dipole radiation. At negative delay times $\tau$, when the pump hits the sample subsequent
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Figure 1.5: Left side: Time-dependent oscillating polarization according to Eq. (1.17), with a perturbation occurring at $\tau = \tau_p$. Right side: Corresponding polarization in the frequency domain, obtained from Fourier transform. The red solid line marks the case for an unperturbed free induction decay as shown in Fig. 1.4. The blue curve exhibits oscillations to the sides of the resonance frequency due to the perturbation of the oscillating polarization.

It is also possible to explain the PFID in the picture of quasi-particles: A slowly propagating exciton-polariton, which is initially launched by the probe beam, gets surpassed by a much faster pump photon\(^2\) and both quasi-particles interact. Since the pump photon then indirectly influences the probe signal compared to the case when no pump photon is present, this interaction induces a pump-probe signal at negative delay times.

This effect can also be seen in the spectrally resolved phase of the pulse and can be observed experimentally by using field-resolved spectroscopy techniques [121]. In such a case, the real part of the dielectric function exhibits oscillations similar to those of the imaginary part (c.f. Fig. 1.5, right side).

\(^2\)This case can occur for an experimental configuration, where, e.g., the probe photon energy is close to the exciton resonance and the pump photon energy is located well below this energy.
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Experimental Methods and Sample Characterization

The experiments conducted in the present second part of this thesis once more rely on ultrafast laser pulses to observe transient phenomena. The time-resolution is again realized with a pump-probe measurement scheme, as has been presented in Chap. 2.3. In addition to spectrally integrated time-resolved measurements, a monochromator is included in the setup to study the transient behavior of individual spectral components. In detail, the ultrafast dynamics of the lower exciton-polariton branch is studied for two specimens of a Cd$_{0.88}$Zn$_{0.12}$Te crystal with varied thicknesses of 208 $\mu$m and 75 $\mu$m. The following chapter aims to provide detailed insight into the experimental configuration in Chap. 2.1 and how the experimental results are obtained from the raw data (Chap. 2.2). A characterization of the utilized samples is given in Chap. 2.3.

2.1 Experimental Setup

In order to study the ultrafast dynamics of the lower polariton branch in CdZnTe, a conventional pump-probe setup is used, as depicted in Fig. 2.1. In the present case the optical source is given by the Ti:sapphire regenerative amplifier as noted in Chap. 2.4, which possesses the parameters summarized in Tab. 2.1. The laser source delivers $\sim$ 40 fs pulses centered at 1.55 eV photon energy. The RegA is adjusted to a repetition rate of 230 kHz in order to obtain a slightly higher pulse energy.

In contrast to the previous measurements of part I, no degenerate pump-probe configuration is used here: A fraction of the pulse train emitted by the regenerative amplifier serves as a pump pulse. The remainder is fed into the optical parametric
Figure 2.1: Schematic experimental setup for the detection of ultrafast transient phenomena in CdZnTe. The time-resolved pump-probe study can be performed in a spectrally integrated or spectrally resolved manner by solely utilizing a photodiode, or combining the photodiode with a monochromator, respectively.

amplifier (OPA) to generate near-infrared pulses of 60 fs duration and 0.8 eV central photon energy, which serve as broadband probe pulses. In order to probe the lower polariton branch of the Cd$_{0.88}$Zn$_{0.12}$Te sample, the OPA output is focused into a BiBO (Bismuth Barium Borate) crystal to obtain the second harmonic frequency. Subsequently, the remaining fraction of the fundamental pulse is blocked with a low-pass wavelength filter. The pump beam passes an additional optical path to compensate the elongated beam path in the OPA, which the probe pulses have to undergo.

Analogous to the experiments outlined earlier in this thesis, a motorized linear stage is used to fine-tune the pump-probe delay. Both pump and probe are focused onto the sample in a non-collinear way, which allows for an easy blocking the pump beam after the excitation of the sample. Relatively large focal diameters of the pump and probe beams are chosen, which both possess values of $\sim 200 \mu m$ in the sample plane. The transmission of the probe beam is subsequently analyzed either in a spectrally integrated manner or spectrally dispersed in a monochromator of $\sim 1 \text{meV}$ resolution.
The analysis of transient transmission changes relies on lock-in analysis utilizing two lock-in amplifiers referenced to a $\sim 2.4$ kHz modulation of the excitation beam, as well as a modulation of the probe beam with frequencies of $\sim 400$ Hz. This configuration facilitates the simultaneous monitoring of the absolute transmission of the probe beam, as well as the relative transmission changes induced by the pump beam. This concurrent measurement technique will be described in more detail in Chap. 2.2. The investigated samples are 208 $\mu$m and 75 $\mu$m thick slabs of a [100]-oriented Cd$_{0.88}$Zn$_{0.12}$Te crystal with a background p-type doping on the order of $10^{15}$ cm$^{-3}$, which is kept in a flow cryostat at $T \sim 8$ K. Further details on the investigated sample will be given in Chap. 2.3.

2.2 Measurement Scheme

As has been pointed out in the previous section, the present experimental configuration allows for a simultaneous measurement of the absolute transmission $T$ of the probe beam, as well as relative transmission changes $\Delta T$ induced by the pump beam. The advantage of doing so lies in the fact that instabilities of the laser power can be synchronously monitored and subtracted from the signal. As a consequence, data recorded at different dates can be compared more consistently. A parallel measurement of $T$ and $\Delta T$ from the same photodiode signal requires the use of two lock-in amplifiers, which correspondingly requires the use of two distinct modulation frequencies. One therefore has to pay close attention to the evaluation of the data.

Two optical choppers are used for the individual beams, with a lower modulation frequency for the probe beam and a faster modulation of the pump beam. As a result, the time dependence of the diode voltage $U$ shows a behavior as schematically shown in Fig. 2.2.

As evident from the picture, the pump induces a small change in the probe transmission from the level $U_2$ to $U_1$. The first lock-in amplifier, which works with the faster frequency $f_{\Delta T}$, detects the difference between the voltage levels $U_2$ and $U_1$. However, as the integration time of the lock-in is on the order of hundreds of milliseconds, the signal is also averaged over the probe modulation cycles. As a consequence, the corresponding signal detected by the first lock-in amplifier is reduced by a factor of two:

$$U_{\text{LI1}} = \frac{U_2 - U_1}{2} \propto \frac{1}{2} \Delta T$$ (2.1)
Figure 2.2: Schematic time dependence of the diode voltage in a pump-probe configuration with two modulation frequencies $f_T$ and $f_{\Delta T}$. The modulation frequencies are chosen to be a factor of ten apart from each other for this schematic description.

Simultaneously, the second lock-in amplifier detects the difference of the signal levels that correspond to the on- and off-state of the slower frequency modulation of the probe beam. However, as evident from the schematic in Fig. 2.2, during the on-phase of the probe modulation, the voltage level at the photo diode is periodically altered by the simultaneously chopped pump beam. Consequently, the signal at the second lock-in reads:

$$U_{LI2} = \frac{U_2 + U_1}{2} \propto T + \frac{1}{2} \Delta T$$  \hspace{1cm} (2.2)

To obtain the relative changes in transmission, one therefore has convert the lock-in signals in the following way:

$$\frac{\Delta T}{T} = \frac{2U_{LI1}}{U_{LI2} - U_{LI1}}$$  \hspace{1cm} (2.3)

Ideally, the modulation frequencies are chosen to fulfill $f_T \ll f_{\Delta T}$. In this approximation, the obtained data are not influenced by interference effects that can be caused by the different modulation frequencies.

### 2.3 Sample Characterization

The investigated semiconductor material, Cd$_{0.88}$Zn$_{0.12}$Te, is a direct semiconductor, which crystallizes in a zinc-blende structure. The samples were fabricated by H. Mariette at the Université Grenoble-Alpes in Grenoble, France. In particular, the samples originate from a bulk ingot of Cd$_{0.88}$Zn$_{0.12}$Te grown by the Bridgman technique at high temperatures of 1200 °C. The crystal specimens were cut to the respective
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thicknesses along a [100] surface. Afterwards they were chemical-mechanically polished, resulting in specimens with two different thicknesses of 208 μm and 75 μm, respectively. The sample material is not intentionally doped but exhibits a background p-type doping concentration of $10^{15}$ cm$^{-3}$ [103]. The specimens are of the form of small slabs, which are individually clamped into a sample holder. This configuration and the brass material of the sample holder should ensure a reasonable heat transport in order to suppress an unwanted heating of the sample.

In order to classify the experimental configuration energetically, the photon energy spectra of the pump and probe beams are shown in Fig. 2.3. Furthermore, the normalized transmission curve of the material at a temperature of $T = 8$ K is shown as a black, dotted line. The values are obtained experimentally from transmission measurements, utilizing a white-light source and a CCD camera.

On the high energy tail of the probe energy, the nominal energetic positions of the lower and upper polariton resonance are marked with vertical lines. The position of the resonances are extracted from the linear transmission spectrum of the sample and are consistent with previous work on a 745 μm-thick specimen [103] from the same wafer as the ones used in this thesis.

The probe pulse is centered at 1.594 eV and covers the entire spectral region from $\sim 1.54$ eV to beyond the lower (LP) and upper (UP) polariton resonances, which are located at 1.6637 eV and 1.657 eV, respectively. However, as the transmission is negligible for photon energies $> 1.66$ eV (cf. dotted line in Fig. 2.3), no information about the optical transmission can be recorded beyond this photon energy.

The pump pulse is centered at around 1.550 eV and is therefore clearly located below the excitonic resonance energy of 1.6638 eV at cryogenic temperatures. Hence, excitation of the sample occurs exclusively via two-photon absorption of the pump pulses. The choice of this excitation scheme also ensures a rather uniform excitation throughout the entire sample depth.

With the help of the formula for two-photon absorption, the resulting excitation density that corresponds to a given average power of the pump beam can be calculated via:

$$I(x) = \frac{I_0}{1 + \beta x I_0} \quad (2.4)$$

Here, $I_0$ is the initial pump intensity, and $I(x)$ denotes the intensity after a certain pathway x through the material. The parameter $\beta$ is called the two-photon absorption coefficient. Obviously, from the difference of the residual and the initial intensity $I(x) - I_0$, the excitation density can be calculated, taking into account the repetition rate and the photon energy of the laser.
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Figure 2.3: Spectra of the utilized pump and probe pulses shown as a red and blue solid line, respectively. The normalized transmission of the 208 \( \mu \text{m} \) Cd_{0.88}Zn_{0.12}Te sample is shown as a black, dotted line. Energetic positions of the lower (LP) and upper (UP) polariton resonance are indicated by vertical lines at \( \hbar \omega_{\text{LP}} = 1.657 \text{ eV} \) and \( \hbar \omega_{\text{UP}} = 1.6637 \text{ eV} \), respectively [103].

Finding exact values for the parameter \( \beta \) can turn out to be difficult, as they depend on the photon energy, as well as the orientation of the crystallographic axes with respect to the excitation beam [122]. From z-scan experiments that use photon energies of 1.165 eV and laser pulse durations of 40 ps, values for CdTe and ZnTe have been reported to be \( \beta = 22 \text{ cmGW}^{-1} - 26 \text{ cmGW}^{-1} \) and \( \beta = 4.2 \text{ cmGW}^{-1} - 4.5 \text{ cmGW}^{-1} \), respectively [123, 124]. In the present case of a compound of both of the above-mentioned semiconductors, it is reasonable to assume that the two-photon absorption coefficient lies between the values of the individual materials. However, together with a deviating photon energy and pulse duration, estimating the correct value of \( \beta \) turns out to be difficult. To overcome this uncertainty, \( \beta \) is calculated from a short series of measurements of the pump beam power in front of and behind the cryostat that contains the sample. Consistent with the values reported in [123], the value of \( \beta \) is found to be \( \sim 23 \text{ cmGW}^{-1} \) for the present compound material and the given experimental conditions.
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Experimental Results

Within the present chapter, the experimental results on the dynamical response of the lower polariton branch in Cd$_{0.88}$Zn$_{0.12}$Te will be discussed. Starting from conventional pump-probe measurements, Chap. 3.1 shows the spectrally integrated time dependence of the differential transmission. In particular, the probe beam located in the energetic vicinity of the lower polariton branch senses the influence of the electron-hole pairs on the exciton-polariton resonance, which are excited by two-photon absorption of the pump beam.

In this context, a power dependence of these measurements can be used to determine which regime of nonlinear interaction is addressed by the excitation. Furthermore, the pivotal pump-probe experiments give insight into the time scales that are involved. With regard to a potential applicability of the material in the context of ultrafast all-optical switching, the latter is of major interest, as it gives rise to the achievable minimal times of the operation.

In a more profound study, Chap. 3.2 provides an analysis of the spectral and temporal dependence of the differential transmission. To gain insight on which fundamental processes are involved in the ultrafast dynamical response of the material, the obtained experimental results are compared with a theoretical model, which is provided by the group of T. Meier in Paderborn [106].

Subsequently, chapter 3.3 aims to analyze the influence of thermal effects on the differential transmission data for high excitation powers. Potential influences of the sample thickness on the induced transmission changes will be addressed in Chap. 3.3.

If not stated otherwise, the presented data originate from measurements performed on the 208 μm specimen.
3.1 Time-Resolved Differential Transmission

![Figure 3.1: Spectrally integrated, normalized differential transmission transients for various excitation densities. Signal values at negative delay times are subtracted from the data.](image)

With the help of the setup shown in Chap. 2.1, the differential pump-probe transmission $\Delta T/T$ is recorded, using the $208 \mu m$-thick $Cd_{0.88}Zn_{0.12}Te$ sample. In the present case, data are recorded with a single photodiode (PD2 in Fig. 2.1), i.e., in a spectrally integrated manner.

Figure 3.1 depicts the differential transmission with respect to the pump-probe delay $\tau_d$ for a series of pump excitation densities ranging from $4 \times 10^{14} \text{ cm}^{-3}$ to $9 \times 10^{15} \text{ cm}^{-3}$, corresponding to a pump beam irradiance of $30 \mu J \text{ cm}^{-2}$ to $190 \mu J \text{ cm}^{-2}$. Constant values at far negative delays are subtracted from the original data in order to yield the presented curves, accounting for a thermally induced shift, which will be discussed in detail in Chap. 3.3.

In general, the $\Delta T/T$ transients show a pronounced induced absorption for positive delays, as well as a sharp peak in proximity of the pump-probe overlap around $\tau_d = 0$. A substantial suppression of the optical transmission is found even for moderate carrier densities.

For negative pump-probe delays, the pump pulse initially succeeds the probe pulse, where conventionally no effects can be seen that would result from the carrier
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injection by the pump beam. However, the signal in Fig. 3.1 at \( \tau_d < 0 \) occurs due to the slow light propagation of a fraction of the probe beam. In detail, the pump beam does not couple strongly to the exciton resonance, and is therefore transmitted through the material without significant delay. Consequentially, the pump beam passes by a fraction of the probe beam at some point for short negative delays, which creates the signal at these delay times.

In the region of temporal overlap of the pump and probe beam, the simultaneous presence of both beams increases the probability of a probe photon to be absorbed in a two-photon absorption process that includes one pump and one probe photon. Accordingly, the additional absorption probability leads to a reduction of the probe beam transmission.

It is important to note that due to the slow light propagation in the lower polariton branch, the temporal overlap can only be defined at a single position of the sample. Within this study, the temporal overlap at \( \tau_d = 0 \) is chosen to be at the maximum of the differential transmission transient. As only a small fraction of the probe beam is significantly delayed by the polariton propagation (c.f. Fig. 2.3), it is reasonable to assume that this maximum accords to the situation, when pump and probe beam overlap in time at the sample’s front surface.

For increasing positive delay times, a long-lived reduction of the differential transmission can be observed, which can be addressed to a persisting elevated amount of photoexcited carriers. This assumption founds on the involved time scales: the signal does not significantly decay over the temporal region of \( \sim 30 \text{ ps} \). Furthermore, the negative differential transmission is not seen for far negative delays, thus indicating a lifetime of the effect smaller than the laser repetition period of \( T_{\text{rep}} \sim 4 \mu\text{s} \). Therefore, the signal decay at positive delays can likely be addressed to carrier recombination.

In order to quantify the dependence of the signal on the excitation conditions in more detail, Fig. 3.2 depicts the dependence of differential transmission \( \Delta T/T \) on the excitation density for a fixed positive delay of \( \tau_d = 6 \text{ ps} \). The optical excitation densities are calculated from the average power of the pump beam incident on the semiconductor by solely taking into account two-photon absorption with the empirically obtained value of \( \beta \) as discussed in Chap. 2.3. Evident from the linear fit shown as a red solid line in Fig. 3.2, the transient signals scale linearly with the calculated excitation density \( n_{\text{opt}} \). As this finding indicates a linear relation of the pump beam intensity and the observed signal, this response can be classed as a \( \chi^{(3)} \) process in the terminology of nonlinear optics.
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Figure 3.2: Differential transmission detected at a fixed positive pump-probe delay of $\tau_d = 6\,\text{ps}$, as a function of the optical excitation intensity $n_{\text{opt}}$. The black squares indicate data points taken from the same transients as shown in Fig. 3.1. Red solid line is a linear fit to the data.

3.2 Spectrally Resolved Differential Transmission

For a more detailed discussion of the different signal components, the differential transmission spectra are investigated. The present section serves as an overview of the different components that contribute to the overall signal. Each individual aspect will be investigated in more detail in the following sections.

Incorporating the deviations that are caused by heat deposition with high pump powers, the results discussed now are recorded for a fixed, comparatively low excitation density of $1 \times 10^{15}\,\text{cm}^{-3}$, corresponding to a pump average power of 7.6 mW and an irradiance of $55\,\mu\text{J}\,\text{cm}^{-2}$. The impact of high excitation densities and the consequential heating of the sample is reviewed in Chap. 3.3. As stated before, the nominal temperature of the sample is set to $T = 8\,\text{K}$ by liquid helium cooling inside a flow cryostat.

Figure 3.3 depicts the differential transmission spectra for a series of pump-probe delays ranging from $\approx -20\,\text{ps}$ to $66\,\text{ps}$ for a total of 47 different, non-equidistant pump-probe delays. In particular, the graph depicts the pump-induced transmission changes $\Delta T$ normalized on the initial probe transmission $T$ on the z-axis as a colored contour, with respect to the photon energy, given on the x-axis and to the varying pump-probe delay over the span of the y-axis.

On the lower energy tail of the spectra, an area is seen, which seems to show an increasing positive differential transmission. This effect can be attributed to the influence of stray light from the pump beam: Obviously, due to the normalization in order to obtain the differential transmission $\Delta T/T$, these stray light effects get
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Figure 3.3: Differential transmission spectra for delay times ranging from −20 ps to 66 ps for the 208 μm-thick specimen and a pump power of $P_{\text{pump}} \approx 8 \text{ mW}$ ($n = 1 \times 10^{15} \text{ cm}^{-3}$). The inset depicts the differential transmission in the vicinity of the pump-probe overlap at zero delay for the same spectral range. The encircled area marks the spectral oscillations for negative delay times for clarity.

enhanced in the regions, where the probe spectrum vanishes. Therefore, the persistent increase in $\Delta T/T$ for $\hbar \omega < 1.55 \text{ eV}$ does not originate from the pump-probe measurement, but is an artifact of the data acquisition. The higher energy boundary of the plot, on the other hand, is given by the absorption edge of the material, where no more probe light can pass through the sample (c.f. transmission spectrum in Fig. 2.3).

In the spectral vicinity of the lower polariton resonance at $\sim 1.65 \text{ eV}$, the optical transmission of the probe beam is strongly attenuated by up to $\sim 40\%$ within a narrow time frame around the pump beam excitation. This is the case for both positive and negative delays, as already evident from the spectrally integrated results given in 3.1.
For short negative delays, spectral oscillations arise in the region around 1.63 eV–1.65 eV (encircled area in Fig. 3.3), which show the typical trend of a decreasing interference spacing for increasing negative delay. Consequently, these oscillations can be attributed to the perturbed free induction decay (c.f. Chap. 1.4). The majority of the decrease in probe transmission relaxes on a time scale of \( \approx 3 \text{ ps} \) and only a minor, residual effect persists on longer time scales owing to the carrier recombination on subnanosecond time scales, visible as a light green trail on the higher energy boundary.

For better visibility, the inset in Fig. 3.3 depicts the differential transmission spectra in a narrow range around the temporal pump-probe overlap, ranging from \(-1.0 \text{ ps}\) to \(0.5 \text{ ps}\) for the same spectral boundaries. A closer look at the effects around zero delay reveals a complex behavior of the transmission changes on very short time scales of \(\sim 200 \text{ fs}\). It is therefore reasonable to assume that these highly pronounced effects relate to the temporal overlap of the pump and probe pulses at the sample surface. An explanatory approach to these effects can be given by cross-phase modulation of both pulses. Due to the co-propagation of both pulses in the regime where the pump and probe spectra overlap (c.f. Fig. 2.3), the individual pulses sense each others influence of the electric field on the nonlinear refractive index of the sample [125]. Eventually, portions of the pump beam can be scattered into the path of the probe beam and vice versa in four-wave mixing type contributions.

In the following, the individual signal components near the lower polariton resonance will be discussed in further detail for positive and negative delays. Moreover, a theoretical approach is presented, which can be used to qualitatively model the observed temporal behavior of the differential transmission spectra.

**Theoretical Model**

In order to model the experimental data of the differential transmission spectra, A. Trautmann and M. Reichelt from the group of T. Meier in Paderborn provided a theoretical simulation. For the purpose of integrity, this section aims to give insight to the principles of this model as it is presented in [106].

The model itself is based on a \(\chi^3\) perturbation expansion [126] of the incoming fields, taking into account excitation-induced dephasing [101] as the dominant optical nonlinearity (c.f. Chap. 1.4). In a simple model, the perturbation of a two-level system results in two linked rate equations (hierarchically structured iterative
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Equations), which read:

\[
\frac{\partial}{\partial t} p_{\text{probe}}^{(1)}(t) = (-i\omega_R - \gamma)p_{\text{probe}}^{(1)}(t) + i\frac{\mu}{\hbar}E_{\text{probe}}(t) \tag{3.1}
\]

\[
\frac{\partial}{\partial t} \delta p^{(3)}(t) = (-i\omega_R - \gamma)\delta p^{(3)}(t) - \alpha n_{\text{pump}}^{(2)}(t)p_{\text{probe}}^{(1)}(t) \tag{3.2}
\]

Here, \(\omega_R\) is the Rabi-frequency, \(\gamma\) is the dephasing rate, and \(\mu\) denotes the dipole matrix element. The linear polarization \(p_{\text{probe}}^{(1)}(t)\) is driven by the electric field of the probe pulse \(E_{\text{probe}}^{(1)}(t)\). Due to the slow light propagation related to the lower exciton-polariton dispersion [103], the linear polarization inside the semiconductor exists for several picoseconds. At a given time \(\tau_p\), the pump pulse injects a population of hot carriers via two-photon absorption, which then relaxes or thermalizes exponentially with the time constant \(T_1\) via scattering processes. Consequently, the time-dependence of this non-equilibrium carrier density can be modeled with a function of the form:

\[
n_{\text{pump}}^{(2)}(t) = \Theta(t - \tau_p)\exp\left(\frac{t - \tau_p}{T_1}\right) \tag{3.3}
\]

Or, to incorporate the finite time \(\delta t\) of the absorption process:

\[
n_{\text{pump}}^{(2)}(t) = \frac{1}{2}\left[1 + \tanh\left(\frac{t - \tau_p}{\delta t}\right)\right] \exp\left(\frac{t - \tau_p}{T_1}\right) \tag{3.4}
\]

One can now identify the second term in Eq. (3.2) as the EID, which implies the interaction of the excited carrier density on the polarization \(\delta p^{(3)}(t)\). Therein, the strength of the nonlinear interaction is mediated via the parameter \(\alpha\). In order to obtain the differential transmission \(\delta T(\omega) \propto -\text{Im}\left\langle \frac{\delta p^{(3)}(t)}{E_{\text{probe}}^{(1)}(\omega)} \right\rangle\), Eq. (3.1) and (3.2) have to be solved numerically.

Due to its energetic positioning far from the lower polariton resonance, the pump beam is treated as to propagate dispersion-free through the sample. However, the probe beam’s propagation through the material must be treated numerically in order to include the slow light propagation close to the resonance. In particular, this numerical approach is handled utilizing the finite-difference time-domain (FDTD) method based on the auxiliary differential equation technique [127, 128]. With this model, first the probe field \(E_{\text{probe}}\) at the rear end of the 208 \(\mu m\)-thick \(\text{Cd}_{0.80}\text{Zn}_{0.12}\text{Te}\) sample is calculated. The resulting, modified field is subsequently applied to Eq. (3.1) and (3.2). Although the interaction along the full length of the crystal is neglected in this approach, it will followingly be seen that the model is able to achieve a good qualitative agreement with the most important aspects of the experimentally observed data.
Differential transmission spectra at positive delay times

As chapter 3.2 has only given a broad overview of the differential transmission spectra, the effects related to the lower polariton resonance are now examined in more detail. Starting with positive pump-probe delay times, the upper panel in Fig. 3.4 provides a selection of differential transmission spectra for different pump-probe delays $\tau_d$, which are horizontal cuts of the data shown in Fig. 3.3.

Shortly after photoexcitation, the optical transmission in the vicinity of the lower polariton resonance is massively attenuated by up to 30%. This finding can be intuitively attributed to EID. In particular, the resonance gets broadened due to photoexcitation and the absorption extends to lower photon energies, as has been sketched in Fig. 1.4. Consequently, a bigger fraction of the probe beam gets absorbed in this spectral regime compared to the situation when no excitation is present, which leads to the negative differential transmission pump-probe signal.

The black, dashed lines are Lorentzian fits to the data with a central photon energy at the center of the photoluminescence of the lower polariton of 1.657 eV, as it has been reported in [103]. It is important to note that signals related to the upper polariton resonance are not expected to appear in the data because of the high absorption of the material at this energy (c.f. sample transmission in Fig. 2.3). The Lorentzian fits agree well with the experimental values. As an example, at $\tau_d = 0.5$ ps a width parameter of $w_{\text{FWHM}} = 19$ meV is obtained from the fit. For the present experimental data, the central photon energy of the individual fits reveals a negligible influence of excitation induced shift. However, as the experimental values do not cover the maximum of the function, the fit does not feature a high resolution of the exact resonance position.

The induced absorption features in the upper panel in Fig. 3.4 decay on timescales as short as several picoseconds. In particular, exponential fits for individual photon energies reveal decay times ranging from 4.9 ps at 1.65 eV to 1.9 ps at 1.62 eV.

Owing to the timescales involved, the experimentally observed relaxation of the EID-related absorption changes are more likely to result from a thermalization of the highly energetic photogenerated carriers than to a recombination of electron-hole pairs: As typical thermalization times of hot carriers are on the order of hundreds of femtoseconds [129], and the slow-light propagation in the material stretches the effective interaction timespan of the pump and probe beam, it is reasonable to assume that the timescales observed in the present study are in line with carrier thermalization. On the other hand, carrier lifetimes commonly occupy values of several nanoseconds or more in CdTe [130].
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Figure 3.4: Upper panel: Differential transmission spectra for a variety of positive pump-probe delay times $\tau_d > 0$. The depicted data are cuts of the colored contour plot shown in Fig. 3.3. An average pump power of 8 mW is applied, corresponding to densities of $n = 1 \times 10^{15}$ cm$^{-3}$, or $55 \mu$J cm$^{-2}$ irradiance. The dashed lines are Lorentzian fits to the data. Lower panel: Theoretical simulations of the data for a selection of 3 different pump-probe delays, based on the theoretical model depicted in Chap. 3.2, utilizing a lifetime $T_1$ of 10 ps (taken from [106]).
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The lower panel in Fig. 3.4 shows the results of the theoretical calculations for three different pump-probe delays $\tau_d > 0$. For the present calculated graphs, the relaxation time introduced in Eq. (3.3) is chosen to be $T_1 = 10$ ps. While the theoretical model does not provide an exact quantitative measure of the signal amplitudes, it achieves a good qualitative agreement of experiment and theory. Evidently, the induced absorption for higher energies is recovered by the model. The negative sign of the differential transmission underlines the assumption of excitation induced dephasing to be the dominant mechanism. As expected, the overall trend of a most pronounced effect at the smallest pump-probe delay is reproduced by the model, too. In the simulation, this fact is mainly governed by the time $T_1$, as for increasing $\tau_d$ the induced absorption vanishes due to the thermalization of hot carriers, which cause the excitation-induced dephasing.

Differential transmission spectra at negative delay times

Analogous to the discussion on the differential transmission spectra at positive delay times, the corresponding spectra for nominally negative delay times are depicted in Fig. 3.5. Here, the individual plots are successively offset by a value of 0.05 for better visibility.

Starting with the experimental data in the upper panel of the figure, these signals feature spectral oscillations with a period that increases as the delay approaches zero. This finding is indicative of a perturbed free induction decay of the exciton polarization, as discussed in Chap. 1.4.

Moreover, the influence of the EID of the lower polariton resonance is also seen for negative delays, arising at the higher photon energy boundary of the graph. In particular, the spectra change their behavior rather abruptly for increasing photon energies, turning from an oscillating shape to a marked induced absorption.

The time scales on which the oscillations are visible for increasing negative delays point to the coherence time $T_2$ of the excitonic polarization [120]. However, fitting the closed formula for the PFID to the data is difficult, as the experimental values deviate from the sole PFID behavior due to the excitation induced dephasing, i.e., the onset of the absorption on the photon energy scale. Consequently, for the present case one can only estimate the coherence time from the exponential temporal decay of the transmission changes. For the given temperature and excitation density a value of $T_2 \sim 10$ ps can be estimated for photon energies close to the lower polariton resonance. In detail, however, the value of $T_2$ that is obtained from the data varies when it is derived from the transients at different photon energies. Nevertheless,
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Figure 3.5: Upper panel: Differential transmission spectra for a variety of negative pump-probe delay times $\tau_d < 0$. The depicted data are cuts of the colored contour plot shown in Fig. 3.3. Excitation densities are $n = 1 \times 10^{15} \text{cm}^{-3}$, corresponding to 8 mW average pump power or 55 $\mu$J cm$^{-2}$ irradiance. Lower panel: Resembling theoretical simulations of the data for a selection of 3 different pump-probe delays, based on the theoretical model outlined in Chap. 3.2, utilizing a lifetime $T_1$ of 10 ps (taken from [106]).
the estimation of $T_2 \sim 10\, \text{ps}$ appears to be reasonable, as it corresponds to an inhomogeneous linewidth of $\frac{\hbar}{T_2} = 66\, \mu\text{eV}$, in reasonable agreement with the value of $4\, \mu\text{eV}$ for the homogeneous linewidth, which has been estimated from transmission spectra at lower temperatures ($T = 2\, \text{K}$) [103].

The bottom panel in Fig. 3.5 depicts the corresponding simulations that are obtained from the theoretical model. First of all, the model achieves to reproduce the trend of faster oscillations for increasing $|\tau_d|$. However, the values that are obtained from the experimental data and from the theoretical calculations are considerably larger, compared to the case when only the effect of PFID is considered, where the oscillation period should be $\frac{\hbar}{\tau_d}$.

Another aspect that is covered by the simulations is the marked change from oscillating behavior to induced absorption for high photon energies. In line with the experimental data, the photon energy, at which the transition from one regime to the other occurs, shifts to lower energies for decreasing absolute delays $|\tau_d|$. This shift of the tipping point can be understood considering the slow-light propagation of the probe beam in the proximity of the lower polariton resonance:

As the time that the probe pulse needs to pass through the sample is a function of the photon energy, different frequency components of the broad probe pulse are stretched along the span of the sample. As a consequence, the faster pump beam catches up on different frequency components of the probe beam at different times. This can also be interpreted as an effective frequency-dependent pump-probe delay $\tau_d(\omega)$. Ultimately, the transition from the regime of PFID for nominally negative delay times to the regime of induced absorption by EID for nominally positive delays occurs at different $\tau_d$ for the respective frequency components. In other terms, a nominal delay $\tau_d < 0$ at the face of the sample can effectively switch sign after a certain propagation distance, depending on the photon energy.

The effective frequency-dependent $\tau_d(\omega)$ also influences the differential transmission for nominally positive delays in a way that the pump-probe delay becomes effectively larger. Furthermore, the highly pronounced dependence of the group velocity on the photon energy can also explain the much larger oscillation periods in the frequency domain, compared to the intuitively expected case for a single resonance [120].

### 3.3 Impact of Strong Excitation

So far, the results have already shown that a drastic change of absorption on the order of $\sim 40\%$ can be applied to the probe beam by means of excitation induced
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Figure 3.6: Differential transmission spectra for delay times ranging from $-9$ ps to $33$ ps for the $208 \mu m$-thick $\text{Cd}_{0.88}\text{Zn}_{0.12}\text{Te}$ specimen and a pump power of $P_{\text{pump}} \approx 26$ mW ($n = 9 \times 10^{15} \text{ cm}^{-3}$).

Dephasing of an exciton-polariton resonance. As outlined in the introduction, from a technological point of view the induced ultrafast absorption changes shown in the previous section might be interesting for the perspective of utilizing the effect for ultrafast all-optical switches. Consequently, the question arises to what extent the effect of induced absorption can be enhanced by driving the excitation conditions to higher levels.

In Fig. 3.6, the differential transmission spectra are shown as a colored contour plot for a data set that contains 32 different pump-probe delay times $\tau_d$ ranging from $-9$ ps to $33$ ps. The results are again discussed for the $208 \mu m$ $\text{Cd}_{0.88}\text{Zn}_{0.12}\text{Te}$ sample. In this case, however, an increased pump beam power of $26$ mW is used, corresponding to a photoexcited density of hot carriers of $9 \times 10^{15} \text{ cm}^{-3}$ and an irradiance of $190 \mu J \text{ cm}^{-2}$. 
Chapter 3. Experimental Results

Figure 3.7: (a) Differential transmission spectra for various excitation densities and a fixed delay of $\tau_d = 1.3$ ps. (b) Normalized transmitted probe spectra taken with (red curve) and without (black curve) an excitation of 200 $\mu$J cm$^{-2}$ irradiance at a negative delay of $\tau_d = -100$ ps. (c) Thermal contribution to the differential transmission calculated from the difference of the transmitted spectra in panel (b).

At first glance, the picture features the same effects and looks very similar to the data shown for the case of the lower excitation power of 7.6 mW in Fig. 3.3. Yet, in the present case the induced absorption related to the lower polariton resonance is seen to be much stronger, nearly fully depleting the probe beam transmission around $\tau_d = 0$ (mind the different z-scales in Fig. 3.3 and Fig. 3.6). This finding is intuitively expected, since an increasing amount of hot carriers increases the effect of EID. Most remarkably, spectral regions around 1.63 eV can be identified, where a switching of the probe beam absorption on the order of 90% takes place on ultrashort time scales as short as several picoseconds.

On the high energy boundary of the plot, however, the involved time scales turn out to be much longer, as evident from the persistent increase in absorption for the whole range of pump-probe delays. The long-lived effects likely relate to a shift of the lower polariton resonance frequency, which does not significantly relax on the given range of delay times. From the involved time scales it is reasonable to assume that the origin of this occurrence is to some extent given by thermal effects, i.e., a resonance shift caused by heating of the sample due to the pump beam irradiation, rather than an a purely excitation induced shift.
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In order to study the how the presumably thermal effects that cause the persistent suppression of the optical transmission seen in Fig. 3.6 influence the overall response of the material, the transmission spectra are now probed for a series of different excitation powers at a fixed positive delay of $\tau_d = 1.3$ ps. The corresponding experimental data of $\Delta T/T$ are shown in Fig. 3.7 for four different excitation powers ranging from 2 mW to 27 mW, corresponding to a density range of $1 \times 10^{14}$ cm$^{-3}$ to $1 \times 10^{16}$ cm$^{-3}$, and an irradiance of 15 $\mu$J cm$^{-2}$ to 200 $\mu$J cm$^{-2}$.

As already evident from the data for high excitation densities seen in Fig. 3.6, large transmission changes up to a virtually complete suppression of the optical transmission can be observed. The shift of the resonance frequency and the corresponding cut-off at the high energy boundary appears to commence at excitation densities of $\approx 9 \times 10^{14}$ cm$^{-3}$ (≈ 8 mW pump). For the highest utilized pump power, already a $\sim 20$ meV broad range of the probe beam transmission is entirely suppressed.

In order to validate the assumption that the persistent signal components of Fig. 3.6 originate from thermal effects, the absolute probe transmission is detected at a far negative delay time, where the imprints of the PFID have subsided, and only the effects caused by the previous pump pulse(s) persist. In this case, the nominal negative delay corresponds to an effective pump-probe delay on the order of the laser repetition period of $\approx 4 \mu$s.

The experimental result of this study is depicted in panel (b) of Fig. 3.7, showing the absolute probe spectrum detected with and without excitation as a black and red solid line, respectively. The relaxation from the black to the red solid line, which corresponds to the switching from the excited to the non-excited operational state, can manually be observed to occur on time scales of several seconds.

By analyzing the difference between the two spectra, shown as a hatched gray area, it is now possible to extract the thermal contribution to the differential transmission. The result of this calculation is depicted in panel (c) and shows that even for the present moderate excitation densities, thermally induced band-gap shifts of $\sim 10$ meV and corresponding transmission changes are observed. Therein, the residual changes in differential transmission in the whole observable spectral range are likely caused by a slight shift of the laser spectrum during the time of the two measurements that are depicted in panel (b).

The findings of this study point towards a poor thermal contact in the flow cryostat of the setup. Partially evident from the data, a critical pump power for the influence of thermal effects is observed, which can be identified to be $\sim 8$ mW. As
indicated earlier, the pump power of 7.6 mW was therefore chosen for the study of the PFID and EID effects in Chap. 3.2.

Assuming a thermal shift of the fundamental band gap of the semiconductor to be the dominant underlying mechanism of the shift of the absorption edge, the corresponding actual sample temperature could be derived from the temperature dependence of the band gap, given by the Varshni equation [131]:

\[ E_g(T) = E_g(T = 0) - \alpha \frac{T[K]^2}{T[K]} + \beta(eV) \] (3.5)

Literature values of the Varshni parameters \( E_g(T = 0) = 1.668\, eV, \alpha = 6.48 \times 10^{-4}\, eV/K, \) and \( \beta = 264\, K \) can be found for Cd\(_{0.9}\)Zn\(_{0.1}\)Te \([132, 133]\). As only relative shifts of the band gap are discussed here, and the parameters \( \alpha \) and \( \beta \) do not strongly depend on the exact composition, the deviations caused by the difference of 2% compared to Cd\(_{0.88}\)Zn\(_{0.12}\)Te can be neglected. According to Eq. (3.5), a thermal shift of the resonance of 10 meV − 20 meV corresponds to an effective increase in sample temperature of \( \Delta T = 75\, K \) to 110 K. This is of course a rough estimate, as the energetic shift observed in this study could be altered by thermal effects on the exciton binding energy and by a thermal broadening of the resonance.

Evident from the data depicted in Fig. 3.3 and Fig. 3.6, not only a thermally induced increase in absorption occurs for higher excitation powers, but also a shift of the region of the ultrafast dynamical response towards lower photon energies. As the limits of achievable excitation powers have been covered by the data, the question arises if the shift of the dynamical response can also be achieved by increasing the temperatures inside the flow cryostat. From a technological perspective, this concept is interesting, as it may give rise to a spectral tunability of the switching functionality of the material. However, a comprehensive measurement of the differential transmission’s dependence on the photon energy, time delay, and temperature is difficult to realize because of the vast increase in the time needed for the data acquisition. Therefore, the sole probe transmission spectra are recorded for varying sample temperatures as a test of a potential spectral tunability.

In Fig. 3.8, normalized probe transmission spectra are shown for temperatures ranging from \( \approx 10\, K \) to 110 K. More specifically, the high energy flanks of the spectra are depicted, with a dashed line indicating where 10% of the maximum intensity is reached.

As evident from the data, the absorption edge of the probe spectrum undergoes a pronounced red-shift of \( \approx 60\, meV \) for an increase in temperature of 100 K. A straight-forward analysis of the intersection points of the dashed line with the spectra gives rise to the temperature dependence of the shift. In Fig. 3.9, the obtained results
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Figure 3.8: Normalized probe transmission spectra after passing through the 208 μm-thick Cd$_{0.88}$Zn$_{0.12}$Te sample for a range of temperatures of 10 K to 109 K. High energy flanks of the probe beam transmission are shown to indicate the absorption edge of the sample. The dashed line marks the 10% level of the normalized transmission as a guide to the eye.

are shown as black circles, marking the individual 10% levels of the absorption edge for the range of available temperatures. The red solid line is a fit to the data according to the Varshni equation (3.5).

The Varshni parameters that are obtained from the fit are summarized in Tab. 3.3. In order to compare the obtained parameters with the literature values for the band gap shift, the table also features the Varshni parameters for Cd$_{0.9}$Zn$_{0.1}$Te, given by [132]. Apparently, the Varshni parameters for the shift of the absorption edge significantly differ from the ones that are given for the shift of the band gap of Cd$_{0.9}$Zn$_{0.1}$Te. This finding is indicative of an additional effect adding to the contribution of the band gap on the thermal shift of the absorption edge. Such a contribution could emerge from a broadening of the linewidth of the exciton resonance, i.e., from a thermally induced dephasing. However, the clarification of this matter requires further investigation.

Ultimately, from the experimental results it is now possible to give a better estimate of the effective temperature for the case of high excitation powers, as discussed in the context of Fig. 3.7. Using the experimental results on the temperature dependence of the absorption edge, as seen in Fig. 3.9, a shift of 10 meV to 20 meV corresponds to an increase of the initial temperature from $T = 8$ K to $T = 42$ K – 60 K.
Figure 3.9: Temperature dependence of the absorption edge, derived from probe transmission spectra (c.f. Fig. 3.8), shown as black circles. The red solid line is a fit to the data according to the Varshni formula, given in Eq. (3.5), relating the observed shift in absorption to a shift of the band gap.

\[
E_0 \quad [\text{eV}] \quad \alpha \quad [\text{meV K}^{-1}] \quad \beta \quad [\text{K}]
\]

| \text{Cd}_{0.88}\text{Zn}_{0.12}\text{Te absorption edge (fit)} | 1.6633 ± 0.0003 | 2.5 ± 0.4 | 374 ± 77 |
| \text{Cd}_{0.9}\text{Zn}_{0.1}\text{Te band gap [132]} | 1.668 | 0.648 | 264 |

Table 3.1: Fit parameters obtained from a fit of the Varshni formula (Eq. (3.5)) to the temperature shift of the absorption edge of the \text{Cd}_{0.88}\text{Zn}_{0.12}\text{Te} sample, as seen in Fig. 3.9. Results of the fit are compared with literature values for the Varshni parameters of the band gap for \text{Cd}_{0.9}\text{Zn}_{0.1}\text{Te}, according to [132].

3.4 Influence of the Sample Thickness

In order to evaluate the potential scalability of the ultrafast switching that has been shown in the previous sections, the influence of the sample thickness on the signal strength of the pump-probe signals is studied. To this end, the differential transmission spectra are probed for both of the available \text{Cd}_{0.88}\text{Zn}_{0.12}\text{Te} specimens with respective thicknesses of 75 μm and 208 μm.

To rule out the influence of heating from the pump beam irradiance, the pump powers are chosen to be as low as ≈ 2.5 mW, taking into account the expected lower threshold power for heat deposition in the thinner sample. In particular, the powers and corresponding excitation densities are \( P_{75} = 2.24 \text{ mW}, \) \( n_{75} = 1.5 \times 10^{14} \text{ cm}^{-3}, \) and \( P_{208} = 2.14 \text{ mW}, \) \( n_{208} = 1.3 \times 10^{14} \text{ cm}^{-3}. \) Therefore, differences of
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Figure 3.10: Differential transmission spectra for delay times ranging from −20 ps to 60 ps for the 75 μm-thick (left side) and 208 μm-thick specimen (right side). Both data sets are taken with comparable, low pump powers of $P_{\text{pump}} \approx 2.5 \text{mW}$ at a nominal temperature of $T = 8 \text{K}$.

The excitation conditions are negligible. The experimental data obtained from the differential transmission pump-probe study are depicted in Fig. 3.10.

The results of the individual specimen both exhibit the main features that have already been discussed in the previous sections, e.g., EID close to the lower polariton resonance, as well as PFID for negative delay times. In detail, the maximum values of $\Delta T/T$ are found to be $\approx 0.32$ for the 75 μm sample, and $\approx 0.46$ for the case of the 208 μm sample, respectively.

As intuitively expected, in the sample with higher thickness the suppression of the transmission can be seen to be slightly stronger, owing to the higher interaction length. This finding further confirms the uniformity of the induced carrier excitation along the crystal length, as for a non-uniform excitation, where the major fraction of carriers is induced in the vicinity of the sample’s surface, the sample thickness should have a much less pronounced influence on the differential transmission.

In the depiction of the experimental data on the differential transmission of the 75 μm sample, two additional, subsidiary signal components become apparent: Firstly, a spectrally oscillating feature can be observed for the whole range of positive delays on the left side of Fig. 3.10 for photon energies of 1.60 eV − 1.645 eV. In fact, these oscillations have already influenced the differential transmission spectra in Fig. 3.6 at negative delays. From an analysis of the respective oscillation peri-
ods, these features can be identified to be Fabry-Pérot oscillations occurring in the sample.

Secondly, a minor positive differential transmission of the probe beam can be seen occurring for energies slightly below the region, where the induced absorption takes place. This signal component is seen for elevated pump-probe delays $\tau_d$, as evident from the arising patch of orange color around $\sim 1.65\,\text{eV}$ in Fig. 3.10, left side. The occurrence of this positive signal component might be related to Pauli-blocking of the phonon replica of the exciton-polariton resonances (c.f. [103]). However, for an undoubted explanation of this subsidiary effect, an experimental study in reflection geometry would be needed in order to map the contribution of the upper-polariton branch.

Other discrepancies of the experimental findings for the different sample thicknesses might be related to varying heat contact, as well as a different diffusion of the heat deposited on the surface of the sample. Moreover, the cooling of the samples with different thicknesses inside the cryostat might lead to a different strain of the crystals that consequently might alter the optical properties.
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Within the second part of this thesis, the dynamics of the ultrafast nonlinear optical response of the lower exciton-polariton branch in Cd$_{0.88}$Zn$_{0.12}$Te are investigated, based on a pump-probe type all-optical study utilizing non-degenerate femtosecond laser pulses. As a sample material, two specimen with thicknesses of 208 $\mu$m and 75 $\mu$m from the same crystal of the II-VI compound semiconductor are utilized.

By means of two-photon absorption of the pump pulse train located at 1.55 eV, rather uniform excitation conditions are achieved with a maximum excitation density of $n_{\text{opt}} \approx 1 \times 10^{16}$ cm$^{-3}$.

In a first, spectrally integrated study of the time-dependent differential transmission $\Delta T/T$, the overall probe beam transmission is found to be suppressed down to $\sim 40\%$ for the highest excitation density. In a more profound analysis, the spectral dependence of the transient data is recorded, giving insight to the ultrafast dynamics related to the lower polariton branch in a spectral window of $\sim 1.54$ eV to 1.66 eV with a maximum pump-probe delay ranging from $\tau_d = -20$ ps to 60 ps.

Markedly different features of the differential transmission data are experimentally observed at positive and nominally negative delay times. By comparing the experimental results with model simulations provided by M. Reichelt et al. [106], the observed signal components can be addressed to their respective underlying mechanisms. In particular, for positive delay times, the signal is dominated by an excitation induced dephasing of the lower polariton resonance, which is found to relax on time scales of several picoseconds. For nominally negative pump-probe delays, spectrally oscillating features are identified, originating from a perturbed free induction decay of the exciton-polariton resonance.

As another result from the comparison of experiment and theory, the pump beam is found to surpass certain spectral components of the probe beam for nominally negative delay times, owing to the reduction of the group velocity in the vicinity of the lower polariton as reported in [103]. Ultimately, the features seen for $\tau_d < 0$ can be attributed to result from an interplay of PFID and EID. On the contrary, no excitation induced shift of the polariton resonance is found to influence the dynamic response.

A central issue of the experimental study was to find out to what extent and under which conditions the ultrafast dynamic response of the lower-polariton resonance can be used to achieve an all-optical switching functionality. Even at intermediate excitation densities of $n_{\text{opt}} \approx 1 \times 10^{15}$ cm$^{-3}$, the excitation induced dephasing can be used to severely manipulate the probe beam transmission for spectral components
close to the LP resonance, leading to a suppression of \(\sim 40\%\) of the initial transmission. Most remarkably, increasing the excitation density to \(n_{\text{opt}} \approx 1 \times 10^{16} \text{ cm}^{-3}\) drives the suppression of the probe beam up to a complete shut-off of a spectral window of \(\sim 20\text{ meV}\) that relaxes on several picoseconds.

In the regime of high excitation conditions, a component of the differential transmission signal is seen to add up to the overall signal, which persists on much longer time scales of several seconds and is thus identified to originate from heat deposition of the pump beam onto the sample. While the corresponding signal component does not directly improve the potential ultrafast switching functionality of the material, it opens up the perspective to tune the spectral position of the resonance and therefore also the ultrafast response of the material by means of temperature.

To test the potential tunability of the resonance by a variation of the temperature, the shift of the absorption edge of the material is observed for a sole temperature increase inside the cryostat with no pump beam excitation. As a result, a spectral shift of \(\approx -60\text{ meV}\) for a temperature variation of 6 K to 100 K is found. While this already points to a spectral tunability of the ultrafast switching, ongoing experiments need to provide a comprehensive analysis of the temperature dependence of the transient differential transmission spectra in order to fully verify this assumption.

In order to investigate the physical origin of the observed temperature shift, a Varshni function is fit to the temperature dependence of the absorption edge of the material. By comparing the obtained Varshni parameters for \(\text{Cd}_{0.88}\text{Zn}_{0.12}\text{Te}\) to those corresponding to the band gap shift of \(\text{Cd}_{0.9}\text{Zn}_{0.1}\text{Te}\), indications are found that the thermal shift is not solely related to the shift of the band gap energy of the material but may contain contributions of a spectral broadening of the exciton-polariton resonance.

Studying the scaling of the dynamic response of the material for varying sample thicknesses and similar excitation densities, the differential transmission changes are revealed to be more pronounced in the sample with higher thickness, as intuitively expected due to the higher interaction pathway. However, for a functioning logical device the thickness of the material must be chosen as a compromise of desired effect amplitude, excitation powers and heat transfer, as well as miniaturization capability.

The results obtained from the experiments in this part of the thesis open up interesting possibilities regarding potential all-optical switching methods. It has been demonstrated that it is indeed possible to macroscopically switch the transmission of a probe beam on picosecond time scales, up to a full depletion of the transmission in a spectral window of \(\sim 20\text{ meV}\) at cryogenic temperatures.
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So far, relatively high laser pulse powers were used that are not featured in commercially applicable lasers. Consecutive studies towards this topic are therefore likely to focus on finding optimized configurations of the utilized energy spectra of the pump and probe beams with respect to the sample material in order to enhance the efficiency of the ultrafast switching process. Moreover, the temporal pulse widths and the thickness of the material offer room for optimization, which is ought to be addressed in ongoing experiments.

Further investigations on the choice of the utilized semiconductor structures should also focus to drive the presented optical manipulation scheme to be feasible on room temperatures. It is thinkable that this approach could be potentially realized in future studies by applying the presented method to strongly confining or low-dimensional structures, which allow for a non-vanishing room-temperature exciton-polariton polarization. In this context, the implementation of the presented optical manipulation scheme on a nanostructure platform might as well help to realize elevated effective interaction lengths, possibly allowing to achieve a macroscopic all-optical manipulation with the utilization of less complex laser systems.

The experiments conducted within this thesis have not covered the impact of the excitation and heating on the time delay related to the reduction of group velocity on the lower polariton branch. Future experiments should therefore aim to combine time-of-flight measurements with the pump-probe technique at varying external pump conditions. As an induced ultrafast shift of the polariton resonance leads to a spectrally dependent alteration of the delay of light passing through the semiconductor material, such a study might help to provide a novel technique of all-optical tuning of optical delays. As a long-term perspective, the concurrent manipulation of a spectral shift together with the dephasing of the resonance offers the possibility to achieve switching and delay-tuning functionality within the same component. To this end, configurations need to be found that allow to address both aspects individually, i.e., heating and carrier injection need to be proven to be separately approachable.
Summary

Within this thesis, two markedly different aspects of ultrafast carrier dynamics in semiconductors are addressed in all-optical studies based on pump-probe measurements with femtosecond laser pulses. Both parts of the presented study aim to contribute to the fundamental understanding of the respective physical processes and to foster the applicability of the corresponding semiconductor systems in the context of spintronics and quantum computing or all-optical switching, respectively.

With regard to a potential future applicability of indirect semiconductors in the context of spintronics or quantum computing, the first part of the present work provides an in-depth analysis of spin dynamics in the indirect semiconductor material germanium. Founding on previously published work, the present study provides contributions to the understanding of the efficiency of the spin injection and readout process and their spectral dependencies, as well as the temporal limitations of the carrier spin ensemble coherence.

By comparing Faraday rotation amplitudes normalized on the sheet density of photoexcited carriers, an analysis of the spectral dependence of Faraday Rotation measurements for holes and electrons in germanium is given for a spectral range of 0.75 eV to 1.03 eV. The interpretation of the empirical study identifies two possible mechanisms for the dependencies on the pump and probe photon energies. By comparing the individual results of the different carrier types, however, indications are found that allow to attribute the observed trends to a spectral dependence of the spin injection process rather than to a spectral dependence of the spin detection via the Faraday effect. Within this context, improvements of the experimental configuration are proposed for future studies that might dissolve this ambiguity.

Additionally, in a separate approach that addresses the temporal limitations of the spin ensemble lifetimes $T_s$ and coherence times $T_2^*$ in bulk Ge, this thesis provides experimental results based on the resonant spin amplification technique. In contrast to conventional time-resolved Faraday rotation, this method facilitates the indirect detection of spin lifetimes for comparatively low magnetic fields of several millitesla by measuring the linewidth of resonance peaks arising from the interfer-
ence of spin ensembles induced by subsequent pump pulses. By rapidly scanning these resonance peaks occurring at different amplitudes of the magnetic field, the experimental findings reveal a detailed temperature trend of these time constants and contribute to the understanding of the onset of spin-ensemble decoherence effects for low magnetic fields.

Addressing one of the central aspects of the present work that aims to elucidate to what extent the spin lifetimes in indirect semiconductors can be enhanced, elevated spin lifetimes of up to 65 ns are found at intermediate temperatures of 50 K. Based on the empirical observations, this study suggests Elliott-Yafet relaxation as the dominant relaxation mechanism and identifies the trends observed for lower temperatures to result from impurity scattering. In line with theoretical predictions [26], the utilization of ultrapure germanium is therefore identified as a key improvement towards even more elevated spin lifetimes. Ultimately, a discussion is given towards other future improvements and the observed experimental findings are classified in the context of comparable studies of actual research.

The second part of this thesis investigates the dynamical nonlinear optical response of the lower exciton-polariton resonance. Motivated by the prospect of all-optical switching functionality, the question is addressed, to what extent the accompanying highly nonlinear interaction induced by a high power pump pulse can be utilized to macroscopically manipulate the transmission of a second probe pulse on ultrashort time scales. The compound II-VI semiconductor Cd$_{0.88}$Zn$_{0.12}$Te is used as sample material with two specimens of varying sample thicknesses on the order of 100 μm.

With the assistance of an externally provided theoretical model and model calculations, different fundamental contributions to the experimentally observed dynamic response of the system are identified in a spectrally resolved, time-dependent study. As a result, contributions of excitation induced dephasing and the perturbed free induction decay are demonstrated to dominate the transient dynamics for positive, and nominally negative delay times, respectively. As expected, traces of the spectrally dependent slow-light propagation related to the reduced group velocity dispersion in vicinity of the lower polariton resonance energy are found to further contribute to the differential transmission changes of the probe beam.

Investigating the all-optical switching functionality, a marked induced suppression of the probe beam transmission is seen even for comparatively low excitation conditions. In detail, the optically induced excitation densities of $n_{\text{opt}} \approx 1 \times 10^{15} \text{cm}^{-3}$ lead to a reduction of the probe transmission by 40% for spectral components in the vicinity of the lower polariton resonance. As a key result of the
study, a complete optically induced shut-off of a spectral window of $\sim 20\text{meV}$ of the probe beam that subsides on tens of picoseconds is achieved by increasing the optical excitation density to $n_{\text{opt}} \approx 1 \times 10^{16}\text{cm}^{-3}$.

For the elevated excitation conditions, the study provides an analysis of contributions from heat deposition onto the sample. In a more profound temperature-dependent study, shifts of the absorption edge of the sample are monitored, which point towards a potential spectral tunability of the optical switching by means of temperature.

Regarding potential future applicability, the thesis proposes objectives of succeeding research. Therein, the combination of time-of-flight measurements with a pump-probe scheme is pointed out to be vital for a most profound understanding of the involved dynamics.
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