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Kurzfassung
Flussgleichungen, auch bekannt als kontinuierliche unitäre Transformationen, sind
ein mächtiges Werkzeug, mit dem Hamilton-Operatoren und Observablen in eine ef-
fektive Basis transformiert werden können, wo sie eine zugänglichere Form annehmen.
Jedoch versagen unitäre Transformationen häufig für nicht-Hermitesche Hamilton-
Operatoren, die unter anderem in dissipativen Systemen auftauchen. Ferner haben
Flussgleichungen oft Schwierigkeiten in der Nähe kritischer Punkte.
Diese Arbeit behandelt drei unabhängige Forschungsfragen zu Flussgleichungen:
Spinleitern sind zentrale Modelle für die Beschreibung stark korrelierter Quanten-
systeme. Eine weit entwickelte Methode zur Untersuchung solcher Systeme in zahl-
reichen Anregungskanälen ist resonante inelastische Röntgenstreuung, doch die theo-
retische Vorhersage der entsprechenden spektralen Dichten ist aufwendig. In dieser
Arbeit berechnen wir die Spektraldichten einer Spin-1/2 Heisenberg-Leiter mit der
Flussgleichungsmethode und sagen neuartige gebundene Drei-Triplon-Zustände vor-
aus. Wir demonstrieren, dass diese gebundenen Zustände nur aufgrund von irre-
duziblen Drei-Triplon-Wechselwirkungen entstehen, indem wir die Vorteile unserer
Methode ausnutzen.
Flussgleichungen versagen häufig in der Nähe von kritischen Punkten, da dort die
Korrelationslänge divergiert. Die Methode könnte durch Anwendung im Impulsraum
verbessert werden, da dort stark delokalisierte Physik leichter beschrieben werden
kann. Hierzu untersuchen wir das Ising-Modell im transversalen Feld und zeigen,
dass der Fluss zahlreicher Koeffizienten ein gemeinsames Konvergenzverhalten zeigt,
was Aussicht auf deutliche Verbesserungen in zukünftigen Arbeiten gibt. Außerdem
führen wir neue Trunkierungsschemata im Impulsraum ein, die nützlich für Niederen-
ergiebeschreibungen sein können, und testen diese.
Ein weiteres Problem ist die Beschreibung offener Quantensysteme, das heißt Quan-
tensysteme, die durch die Kopplung an ein externes Bad Dissipation erfahren. Dissi-
pative Flussgleichungen bieten einen Rahmen, um die nicht-Hermiteschen Hamilton-
und Lindblad-Operatoren zu behandeln, die in solchen Systemen auftauchen. Wir
stellen einen neuartigen Generator vor, der auf dem teilchenzahlerhaltenden Gene-
rator aufbaut, und messen die Konvergenzgeschwindigkeit und die Genauigkeit bei
Trunkierung im Vergleich zu Generatoren, die in der Vergangenheit vorgeschlagen
worden sind. Wir zeigen, dass unser vorgeschlagener Generator hohe Konvergenz-
geschwindigkeit und hervorragende Genauigkeit bietet. Darüber hinaus fassen wir die
uns bekannten dissipativen Generatoren in ein allgemeines Schema zusammen, mit
dem sich zahlreiche weitere Generatoren definieren lassen, die entweder auf bessere
Konvergenzgeschwindigkeit oder Genauigkeit ausgelegt sind.



Abstract
Flow equations, also known as continuous unitary transformations, provide a power-
ful renormalization tool to transform a Hamiltonian and observables to an effective
basis, where they take a more amenable form. However, unitary transformations
often fail for non-Hermitian Hamiltonians, which appear, for instance, in dissipative
systems. Furthermore, flow equation approaches often struggle in the vicinity of
critical points.
This thesis aims to cover three separate problems regarding flow equations:
Spin ladders are crucial models for the description of strongly correlated quantum
systems. An advanced method of probing such systems in various excitation chan-
nels is resonant inelastic X-ray scattering, but the theoretical prediction of the cor-
responding spectral densities is intricate. In this thesis, we compute the spectral
densities of a spin-1/2 Heisenberg ladder with the flow equation method and predict
novel three-triplon bound states. We demonstrate that these bound states only arise
in the presence of irreducible three-triplon interactions by exploiting the strengths
of our method.
Flow equations often fail in the vicinity of a critical point due to the divergent corre-
lation length. The method could be improved by performing it in momentum space,
where strongly delocalized physics can be described more easily. To this end, we
investigate the transverse-field Ising model and show that the flows of various coeffi-
cients have a common convergence behavior, which offers a prospect for considerable
improvements in future works. Additionally, we propose and test truncation schemes
in momentum space, which could prove useful to describe low-energy physics.
Another current problem is the description of open quantum systems, i.e. quantum
systems which are affected by dissipation because they couple to an external bath.
Dissipative flow equations provide a framework to treat the non-Hermitian Hamil-
tonians and Lindbladians appearing in such systems. We propose a novel generator
scheme based on the particle-conserving generator and benchmark the convergence
speed and accuracy in spite of truncation compared to previously considered genera-
tors. We demonstrate that our proposed generator scheme provides high convergence
speed and excellent accuracy. Furthermore, we encapsulate all currently known dis-
sipative generator schemes in a universal framework, which can be used to propose
various novel generator schemes favoring either convergence speed or accuracy.
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1

Chapter 1

Motivation and Overview

Advances in the field of physics require a solid theoretical foundation and powerful
theoretical tools, which can be used to predict novel phenomena. The scientific goal
and the requirements for theoretical tools differ considerably between the various
subfields of physics. For instance, a key goal of modern high energy physics is the
discovery of a universal ‘theory of everything’ that describes the universe on a funda-
mental level. In condensed matter physics and specifically in the branch of solid-state
physics, quantum mechanics already provides a microscopic theory on atomic and
subatomic scales. The challenge of solid-state physics arises from the macroscopic
number N ≈ 1023 of particles and the associated degrees of freedom. Even simple
interactions between particles can lead to complex phenomena, which are not triv-
ial to predict by understanding only the microscopic laws and material properties.
The term ‘emergence’ has been introduced to describe such phenomena [1]. Some
examples of emergent phenomena are magnetism, superconductivity and the various
phases of ice. Complex behavior emerging from the interaction of seemingly simple
microscopical constituents can also be observed outside of physics, for instance in the
description of traffic jams, the spread of diseases, the planning of power grids or the
formation of intelligence through a combination of macroscopically many (biological
or artificial) neurons [1].

In principle, a description of emergent phenomena in a macroscopic system should
be possible through a rigorous microscopical description. In practice, however, the
microscopic differential equation systems are very complex and either not integrable
inherently or too complicated to integrate. For instance, the Hilbert space of quan-
tum mechanical solid-state systems either has infinite dimensions, for instance in
the thermodynamic limit, or the number of dimensions increases exponentially with
the number of particles. Historically, the development of powerful computer hard-
ware and sophisticated numerical methods allowed for numerical solutions of various
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physical systems, but in most cases only for relatively small system sizes. To tackle
larger systems, physicists often resort to effective models, which only describe the
most important degrees of freedom. The derivation of effective models, however, is
not trivial. One can apply several strategies, such as perturbative expansions and
other sophisticated approximations, which often incorporate educated guesses based
on prior experience with similar problems. Universal schemes for finding effective
models, especially for novel systems, can provide powerful tools for describing emer-
gent phenomena in solid-state physics.

Such effective models in the field of solid-state physics are often obtained by uti-
lizing the fact that solid materials have low temperature compared to the intrinsic
energy scales of the material, so low energy processes dominate. Powerful tools to
describe low-energy physics are provided by renormalization methods, which obtain
an effective model by rescaling the system to low energies. By using these tech-
niques, several systems can be categorized into universality classes which, despite
their microscopical differences, exhibit the same macroscopic behavior close to the
phase transition where the correlation length diverges [2]. However, typical scaling
approaches suffer from the fact that high-energy contributions are neglected com-
pletely, which prevents them from describing phenomena such as high-temperature
superconductivity or heavy fermions [3].

These scaling approaches can be generalized using a renormalized perturbative
expansion retaining the full Hilbert space at the cost of a more complex set of scaling
equations [3]. Such a generalization is provided by continuous unitary transfor-
mations (CUT), also known as flow equations, which transform an initial Hamil-
tonian and observables continuously to their effective form. The method has been
introduced by Wegner in 1994 for condensed matter physics [4] and independently
by Glazek and Wilson for high-energy physics under the name of similarity renor-
malization scheme [5,6]. Similar flow equations have already been studied in 1990 by
the mathematicians Brockett, Chu and Driessel who named the technique double
bracket flow [7–9]. The CUT method has since been refined and applied to various
fields of condensed matter physics including some strong-coupling problems.
For instance, flow equations have been applied successfully to the Anderson model
[10, 11], the spin-boson model [12], electron-phonon interactions [13, 14], quantum
systems including an environment [15, 16], spin chains with and without frustra-
tion [17–20], the quantum sine-Gordon models [21, 22], Shastry-Sutherland lattices
[23], spin ladders in copper nitrate [24] and coupled spin ladders in the compound
BiCu2PO6 [25]. Flow equations have also been applied in combination with other
formalisms, such as Floquet theory [26,27].

One challenge in the application of flow equations is the fact that the equations
are not always closed or contain too many degrees of freedom. While renormalizing
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generators that conserve band-diagonality [17, 28] tackle this problem, one often
requires physically justifiable truncation schemes to obtain closed and numerically
solvable flow equations. One can reduce the degrees of freedom with a description
in second quantization [4], but even then a truncation scheme is typically necessary
to reduce the number of tracked operators to a finite set of operator monomials.
Various truncation schemes have been established, including schemes based on the
range of processes in real-space [29], perturbation theory [17] or scaling arguments
such as the operator product expansion [21, 22] or the scaling dimension [30, 31].
Truncations based on perturbative expansions have proven especially fruitful [32].

The aim of this thesis is to push the capabilities of the flow equation method
further, both by applying it to calculate intricate spectroscopic properties and by
introducing new CUT schemes. To that end, we study three different problems.
First, we apply an established CUT scheme to predict novel phenomena that are
observable with spectroscopic experiments. Second, a momentum-space scheme for
hard-core particles is introduced, which aims to circumvent the limitations of con-
ventional approaches close to the critical point. Third, an existing generator scheme
is generalized to dissipative systems and non-Hermitian Hamiltonians. The following
three sections introduce the three studied problems in more detail.

1.1 Dynamic Properties of Heisenberg Ladders

The inner structure and intrinsic forces of a solid-state system can be studied
experimentally through scattering experiments like inelastic neutron scattering
(INS) [33, 34]. Such experiments align a collimated beam of particles at a sample
of the studied material and measure the intensities of the scattered particles. Dur-
ing the scattering process, the particles transfer a part of their kinetic energy and
momentum to the sample. By examining the intensities resolved over various trans-
ferred momenta and energies and by comparing the data with theoretical predictions,
important features of the material can be revealed. Spectral densities, which can be
measured with such experiments for various observables, give insight into the den-
sity of elementary excitations and their interactions. For spin excitations, the INS
method is limited to spin 1, i.e. the non-spin-conserving (NSC) channel.

In the past, the flow equation method has been used extensively to calculate
spectral properties which can be observed by INS on quantum systems such as spin
chains [35] and spin ladders [36]. While other methods such as exact diagonal-
ization [37–40], numerical renormalization groups (NRG) [41] and density matrix
renormalization groups (DMRG) [42, 43] can be used to compute spectral densities,
the flow equation method offers some distinct advantages. For instance, flow equa-
tions allow the computation of true continua with high resolution instead of discrete
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Figure 1.1: Schematic setup of RIXS experiment. The sample, e.g. a spin ladder material, is
excited resonantly at the core-level energy of an electron by an incident photon with momen-
tum ki and energy ωi. A direct or indirect RIXS process (see Sec. 3.2.3 for details) occurs.
The transferred momentum q and energy ω are determined by measuring the momentum
kf and energy ωf of the emitted photon.

energies. Furthermore, it is possible to select individual excitation channels and to
selectively enable or disable irreducible multi-particle interactions [44].

An even more powerful method that has seen rapid progress is resonant in-
elastic X-ray scattering (RIXS), where one scatters X-ray beams at a sample
and tunes the energy to the X-ray transitions of core-level electrons to resonantly
enhance the cross section [45–49]. Compared with INS, this method offer worse en-
ergy resolution, but covers a larger region of the scattering phase space, can resolve
weaker signals, requires smaller sample volumes, and an X-ray radiation source is
also cheaper to maintain than typical thermal neutron sources for INS [45]. Further-
more, one can probe the spin-conserving (SC) channel, which is not accessible by
INS, allowing one to study additional excitations and discover novel physics. The
theoretical prediction of the RIXS response, however, is more involved. It can be
described with high accuracy by the leading orders of the ultra-short core-hole
lifetime (UCL) approximation [37,45,47,48,50], which contain more complicated
observables than the INS response. The experiment is outlined in Fig. 1.1 .

One aim of this thesis is to apply the flow equation method to calculate the
response functions of a spin-1/2 Heisenberg ladder in RIXS and INS experiments.
To achieve this, we compute the structure factor for both the SC and NSC observables
relevant for RIXS. We predict three-triplon bound states for realistic spin ladders
and propose materials and experimental settings to verify our findings. Moreover,
we demonstrate that the three-triplon bound states only arise due to irreducible
three-triplon interactions and discuss how these interactions arise during the CUT.
Finally, we extend the calculations in the UCL approximation to the second leading
order and discuss the arising new features.
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Figure 1.2: Left: Schematic phase diagram with a quantum critical point at vanishing tem-
perature and a quantum critical region at finite temperature. Typical quantum parameters
are coupling strengths or doping ratios. Such phase diagrams can be observed, for instance,
for dimerized antiferromagnets [51]. Right: Gapless one-particle dispersion. Due to the
vanishing gap, the lower edge of multi-particle continua coincides with or intersects the dis-
persion. The green coloring indicates that low-energy continuum states around the minimum
of the dispersion dominate the low-temperature physics.

1.2 Momentum Space Flow Equations with Hard-Core
Constraint

One central field of solid-state physics is the description of quantum criticality,
i.e. the description of phase transitions governed by quantum fluctuations at zero
temperature [51]. Quantum criticality is the norm rather than the exception for
one-dimensional and quasi-one-dimensional systems [52]. One finds such systems
in a diverse range of materials, such as carbon nanotubes, stripes in cuprate high-
temperature superconductors, confined ultracold atomic gases and quantum spin
chains [53]. At a second-order quantum phase transition, the correlation length ξ

of the system diverges and local excitations can become maximally delocalized [54].
Fig. 1.2 schematically depicts the occurrence of a quantum critical point. Further-
more, gapless systems can arise when global continuous symmetries are broken by
long-range order [55–57].

Many truncation schemes utilize the spatial extension of processes, i.e. local
operators are considered during integration but strongly delocalized operators are
truncated [58,59]. This poses a problem close to critical points, where the diverging
correlation length does not allow an accurate description with local operators. As a
consequence, in many cases the flow does not converge or the physical properties are
not captured correctly close to the second-order quantum phase transition.

To tackle this problem, one can employ a CUT in momentum space by perform-
ing a Fourier transformation before setting up the flow equations. Strongly delocal-
ized processes in real space correspond to strongly localized processes in momentum
space, allowing one to describe such delocalized processes with a finite amount of
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operators in momentum space. One challenge of this approach is the fact that the
initial Hamiltonian often contains interactions of small range in real-space, which
are strongly delocalized in momentum space. This increases the amount of tracked
contributions in momentum space significantly and therefore partially offsets the ad-
vantage of the momentum-space approach. For elementary excitations with trivial
bosonic or fermionic operators, the commutation relation in real space is preserved
in momentum space. More intricate excitations, such as hard-core bosons, can have
distinctly more involved commutators in momentum space. This can increase the
number of relevant processes further and render the application of flow equations in
momentum space significantly more challenging.

In this work, we study the application of flow equations for hard-core bosons in
momentum space. We discuss a one-dimensional Ising chain in a transverse magnetic
field, which hosts hard-core bosonic excitations and a quantum critical point. We in-
troduce truncation schemes in momentum space that could provide powerful tools in
the future, but at the current stage do not offer significant improvements over other
traditional truncation schemes. Furthermore, we investigate the asymptotic conver-
gence behavior of non-particle-conserving operator terms in momentum space. Our
computations show that they can be described with a small number of convergence
exponents, which could lead to powerful analytical or numerical descriptions in the
future.

1.3 Dissipative Flow Equations

One of the most fundamental approximations in physics is to model a system
isolated from the rest of the universe. The assumption behind this is convincing: In
many cases, the system of interest does not interact with the environment in a signif-
icant way or can be isolated well enough in an experimental setting. However, these
interactions do not vanish completely and can still influence the system, i.e. by intro-
ducing dissipation. In quantum mechanics, such systems that are in interaction with
an environment or bath are called open quantum systems [60]. One important differ-
ence to closed systems is the fact that in closed quantum systems the time evolution
is unitary and its generator is the Hermitian Hamilton operator, also called Hamil-
tonian. Contrary to this, the most general description of open quantum systems

Figure 1.3: Schematic idea of the Lindblad formalism. Instead of describing the total system,
the environment is incorporated in the open quantum system through dissipative terms.
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with Markovian baths is given by the Lindblad (or Gorini-Kossakowski-Sudarshan-
Lindblad) master equations [60]. For these systems, the time evolution is non-unitary
and the generator is the non-Hermitian Lindblad operator, also called Lindbladian,
with complex eigenvalues. The imaginary parts of the eigenvalues encode relaxations
and dissipations. The basic idea is outlined in Fig. 1.3.

Some prominent examples of open quantum systems are radioactive decays [61],
exciton polaritons [62], cold gases with losses [63], circuit QED arrays [64], trapped
ions [65] and Rydberg atoms [66]. Non-Hermitian operators also appear in other
contexts outside of Markovian baths [67–69]. For instance, they arise in effective ap-
proximations such as the Dyson-Maleev representation, which replaces spin operators
by effective bosonic operators but leads to a non-Hermitian representation on the full
bosonic Hilbert space [70,71]. Open quantum systems are an active field of research
and important for the understanding of novel quantum phenomena [72–75]. Under-
standing the dissipative effects in these systems on a quantitative level is crucial in
non-equilibrium physics in general and specifically for quantum coherent control in
quantum information processing and for any pump-probe setups.

It is important to develop new, robust and efficient tools for describing open
quantum systems. Some of the methods introduced to this end are quantum tra-
jectories [76], tensor networks [77, 78], quantum algorithms [79] and extensions of
mean field theories [80, 81]. Many approaches in the past attempted to describe the
unitary dynamics of the full system, i.e the system plus environment, by decoupling
the small system from the environment [11, 12, 14–16, 82–85]. This approach is lim-
ited considerably by the size of the full system. It is more effective to solve only the
non-unitary dynamics of the microscopic system, specifically, while the effects of the
environment are described by the Lindblad master equations.

Historically, the application of flow equations was restricted to Hermitian matri-
ces and non-Hermitian matrices with real eigenvalues. They were therefore unable to
treat the non-Hermitian matrices and complex eigenvalues encountered in dissipative
open quantum systems. Rosso et al. introduced three novel generator schemes in
2020, which extend the scope of flow equations to non-Hermitian matrices, labelled
dissipative flow equations [86]. They demonstrated that the formalism works for
various systems and compared the convergence speeds of their proposed generators.
However, the field of dissipative flow equations is still in its infancy and efficient
schemes are crucial to push the field forward.

In this thesis, we introduce a novel generator scheme by generalizing the particle-
conserving (pc-)generator to dissipative flow equations. We extend the scope of
previous research, which focused on convergence speed [86], to the equally important
accuracy of the flows in spite of truncation. Since truncations are necessary for
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almost all relevant applications of flow equations, a generator scheme must minimize
truncation errors to capture the physics correctly. We prove important properties
of our proposed generator scheme and benchmark the convergence speed as well as
truncation errors for various systems. Finally, we compare all results with the results
for the generator suggested before and thereby show that our generator is a good
tradeoff, because it combines excellent accuracy with good convergence speed.

1.4 Structure of This Thesis

We cover the basic principles of CUT in Chap. 2 , which are relevant for all
following chapters. The flow equation approach is explained in Sec. 2.1 and extended
to second quantization in Sec. 2.2 . We introduce common generator schemes, most
notably the pc-generator, in Sec. 2.3 . Common truncation schemes are presented in
Sec. 2.4 and symmetries are discussed in Sec. 2.5 . The residual-off-diagonality
(ROD) is defined in Sec. 2.6, which provides a very useful convergence measure.

In Chap. 3 we calculate the dynamic properties of a spin-1/2 Heisenberg ladder
for RIXS experiments. The physical model is defined in Sec. 3.1 , where the concept
of triplon excitations and bound states are also explained. Sec. 3.2 covers experi-
mental probing methods and the corresponding excitation channels relevant for an
experimental verification of our findings, while Sec. 3.3 discusses the theoretical and
numerical methods utilized for computing the relevant response functions. We report
our findings in Sec. 3.4 and summarize the central results in Sec. 3.5 .

Truncations in momentum space for hard-core bosons are studied in Chap. 4 .
We define the physical model in Sec. 4.1 and discuss advantages and challenges of
a momentum-space approach in Sec. 4.2 . In Sec. 4.3 we investigate strategies to
exploit the momentum-space description. The findings are concluded in Sec. 4.4.

We investigate the generalization of the pc-generator to dissipative flow equations
in Chap. 5 . The Lindblad master equations are introduced in Sec. 5.1 and non-
unitary flow equations are discussed in Sec. 5.2 . We show the limitations of the
pc-generator in Sec. 5.3 and generalize it to a more suitable form for dissipative flow
equations in Sec. 5.4 . The three previously suggested generators are discussed in
Sec. 5.5 and compared to our proposed generator analytically in Sec. 5.6. All four
generators are benchmarked numerically in Sec. 5.7 . We conclude our findings in
Sec. 5.8 .

The central findings of Chap. 3 to Chap. 5 are summarized and an outlook for
future scientific research is given in the final conclusion in Chap. 6 .



9

Chapter 2

Continuous Unitary
Transformations (Flow Equations)

In this chapter we introduce the basic idea of CUTs, derive the flow equations and
introduce generator and truncation schemes relevant for the rest of this thesis.

2.1 Flow Equation Approach

The Hamiltonians of physical many-body systems are often established in an un-
amenable form, e.g. in second quantization with creation and annihilation operators
of particles which are not conserved. To arrive at a more tractable form, e.g. a
Hamiltonian with (quasi-)particle conservation, one typically changes the basis by a
discrete unitary transformation

Heff = UHU † with U † = U−1 . (2.1.1)

The difficulty lies in finding an appropriate unitary transformation operator U . Some
standard cases can be solved by generic approaches such as Fourier transformations
and Bogoliubov transformations [87], but for more complicated systems finding a
suitable unitary transformation is not trivial.

The flow equation scheme provides a systematic approach for finding appropri-
ate transformations. To this end, it generalizes the discrete unitary transformation
to a continuous unitary transformation (CUT) by introducing the continuous flow
parameter ` [4, 5, 17, 28]

H(`) = U [H(`)]H(0)U †[H(`)] −→
`→∞

H(∞) = Heff , (2.1.2)

where Heff is a more tractable form than H(0). In principle, Heff can be determined
by finding the transformation for ` → ∞. At first glance, this seems like an un-
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necessary complication of the initial problem, but often in physics a complicated
generalization allows for an elegant simplification. We use the notation U [H(`)] to
emphasize that the unitary matrix U(`) depends on H(`), because it is chosen at
each ` such that it transforms H(`) closer to the final form Heff. The idea behind
this can be illustrated by an analogy to rotations in high-dimensional spaces. By
changing the generator of the rotation, i.e. the instantaneous rotation axis, one can
optimize the orientation of the rotation at each `. This is a vital asset of the CUT,
which allows for advantageous properties when transforming complicated systems
which can only be treated approximately.

Continuing with this analogy, the rotation axis is defined by the generator, so it
is reasonable to express the unitary matrix U(`) by the Antihermitian generator η(`)

U(`) = T` exp

 `∫
0

η[H(`′)]d`′

 , η†(`) = −η(`) , (2.1.3)

where T` is the `-ordered product. By inserting (2.1.3) in (2.1.2) and differentiating
with respect to `, one obtains the flow equations

∂`H(`) =
[
η[H(`)], H(`)

]
. (2.1.4)

One can also transform observables O to the new basis with the transformation

∂`O(`) =
[
η[H(`)], O(`)

]
. (2.1.5)

By introducing (2.1.4) and (2.1.5), the problem of finding the transformation U

is replaced by choosing an appropriate generator scheme η[H(`)] and solving the
flow equations. The flow equations can sometimes be solved analytically, but most
commonly they must be integrated numerically. To set up the flow equations, one
can recursively insert H(`) in (2.1.4), starting with the initial Hamiltonian H(0), to
find the new terms that arise during the flow. In most cases, the flow equations are
not closed, i.e. the number of terms is infinite. Therefore, a truncation scheme must
be applied to limit the number of tracked terms.

The workflow of the CUT or flow equation method can be broken down to

1. choosing a generator and truncation scheme,

2. evaluating the commutator, often multiple times, to set up the flow
equations,

3. analytically or numerically integrating the flow equations.

This simple recipe can be expanded to improve the computational efficiency and
accuracy of the CUT approach. The most common variants are [88]
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• Self-similar CUT (sCUT)
In sCUT, the Hamiltonian is approximated by a finite basis of operators in
second quantization, enabling normal-ordering and distinction of interactions
by the number of involved quasi-particles. Using second quantization also
enables one to track multiple matrix elements of the Hamiltonian in a single
operator, see Sec. 2.2.1 . A finite operator basis can often only be obtained by
introducing a truncation scheme. This truncation scheme can be based on a
small perturbation parameter [3,14] or the range in real-space [59]. Aside from
this truncation, no perturbative expansion is performed.

• Graph-theory based CUT (gCUT)
The gCUT method [89] can be seen as an expansion of the exact linked-cluster
expansion [90] for ground-state properties. The flow equations of the Hamilto-
nian are decomposed into finite graphs, which can be solved numerically on the
matrix level. The non-perturbative effective Hamiltonian is obtained by com-
bining the results of all graphs. The accuracy is controlled by the maximum
size of the considered graphs.

• Perturbative CUT (pCUT)
This method, which was introduced by Knetter and Uhrig [17,91,92], performs
a perturbative expansion up to very high orders to calculate flow equations
that can be integrated analytically. The remaining task is the calculation of
the matrix elements which appear in the effective Hamiltonian.

• Enhanced perturbative CUT (epCUT)
By combining the representation of the Hamiltonian in second quantization
and the explicit numerical integration of the flow equations from sCUT with
the perturbative expansion of pCUT, the epCUT method [32] can derive a
series expansion of Heff for a larger class of models than pCUT. The operator
monomials are expanded perturbatively, such that only contributions which
are relevant to the targeted quantities in the desired order n of xn are tracked.

• Directly evaluated enhanced perturbative CUT (deepCUT)
The deepCUT [32] is a non-perturbative twin of the epCUT, which utilizes the
perturbative expansion to determine which contributions are relevant for the
targeted quantities in the desired order, but integrates the obtained differential
equation system directly without any expansion. Thereby, all tracked flows are
considered up to infinite order in x. This scheme is explained in more detail in
Sec. 2.4.3 .

In this work, we apply the deepCUT scheme in Chap. 3 . In Chap. 4 and Chap. 5
we work on fundamental extensions in momentum space and for dissipative systems,
which are not directly restricted to a single CUT scheme.
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2.2 Flow Equations in Second Quantization

While (2.1.4) is the most straight-forward implementation of flow equations, a
description in second quantization is often more advantageous, see Sec. 2.2.1 . In
second quantization, the Hamiltonian and generator can be expressed in an operator
basis {Âi} [4]

Ĥ(`) =
∑
i

hi(`)Âi , (2.2.6a)

η̂(`) =
∑
i

ηi(`)Âi =
∑
i

hi(`)η̂[Âi] , (2.2.6b)

where each Âi is a normal-ordered monomial of creation (â†i ) and annihilation (âi)
operators, e.g. a hopping term â†iaj . Only the coefficients hi(`) and ηi(`) depend on
`, while the operator basis {Âi} remains constant during the flow. In (2.2.6b), we
assume for simplicity that the coefficients ηi(`) depend directly on the corresponding
hi(`), i.e. ηi(`) and hi(`) only differ by a factor that is constant for each Ai. We
explicitly denote operators by hat symbols in (2.2.6) to distinguish them from scalars,
but in the following equations, the hat symbols are omitted for brevity.

To set up the flow equations in second quantization, one can evaluate the com-
mutator (2.1.4), which yields a linear superposition of operator monomials. The
monomials are then compared with the basis monomials {Ai} and the prefactors can
be defined as the elements of the tensor Dijk of contributions, i.e.

[η̂[Aj ], Ak] =
∑
i

DijkAi . (2.2.7)

The contributions Dijk are then used to set up the flow equations

∂`hi(`) =
∑
jk

Dijk hj(`)hk(`) . (2.2.8)

For observables O(`) =
∑

i oi(`)Ãi one obtains Oeff in the effective basis by simulta-
neously integrating

∂`oi(`) =
∑
jk

D̃ijkhj(`)ok(`) , (2.2.9)

where the tilde over D̃ijk and Ã denote the fact that the observable may use a
different basis than the Hamiltonian. For bilinear Hamiltonians, i.e. Hamiltonians
containing only operator monomials of up to two bosonic or fermionic operators, the
process is simpler. In that case, the evaluation of the commutator (2.1.4) and the
integration of the flow equations can be performed directly on the matrix M(`) with

H(`) = a†M(`)a , a :=
(
a0, a1, ..., a

†
0, a
†
1, ...

)T
. (2.2.10)
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2.2.1 Advantages of the Description in Second Quantization

Figure 2.1: Diagrammatic representation of the irreducible processes constituting the diag-
onal matrix element |αβ〉〈αβ| to the two-particle state |αβ〉 with the corresponding creation
(t†α) and annihilation operators (tα), which act on states with a minimum of 0/1/2 quasi-
particles.

The first form of the flow equations (2.1.4) treats H in matrix form with elements
hnj = 〈n|H|j〉, where |n〉 is a basis in Hilbert space. This poses the problem that
the matrix dimension D increases exponentially with the system size N . Therefore,
the flow equations track an exponentially large number of matrix elements or, even
worse, the flow equations are not closed at all. This renders the numerical integration
of the flow equations impossible for most macroscopic systems.
Often, it is advantageous to formulate the flow equations in second quantization
(2.2.8), where one tracks the coefficients hi(`) of operator monomials Ai to obtain
tractable flow equations [4,29,59,92,93]. In that case, the number of tracked coeffi-
cients is not determined by D but rather by the size of the basis {Ai}. Because one
monomial creates contributions to a multitude of matrix elements hnj = 〈n|H|j〉,
even a small number of tracked monomials describes processes on a large section of
the Hilbert space. A suitable truncation scheme, see Sec. 2.4 , finds a finite number
of monomials that provide an accurate approximation in the thermodynamic limit
N →∞. Therefore, these monomials can be used to compute true continua, rather
than a discrete set of energies, which is a distinct advantage of this formalism.
The tradeoff is that many matrix elements are only captured partially. For instance,
a matrix element between two-particle states can be decomposed into various irre-
ducible interaction processes. For illustration, the processes constituting a diagonal
element to a two-particle state are shown in Fig. 2.1. If one wishes to fully capture
many-particle processes, the number of required monomials rises rapidly.
The different scaling of the basis size with and without second quantization can be
illustrated by a simple example. Consider a one-dimensional chain of N localized
spin-1/2 particles. Obviously, the Hilbert space has dimension 2N and accordingly,
the Hamiltonian H without truncation is of dimension D = 2N . Therefore, one
needs to track Ddirect = D2 = 4N matrix elements hnj = 〈n|H|j〉. Using second
quantization, the number of possible n-to-m-particle processes is given by the

(
N
n

)
possible combinations of n annihilation operators on N sites and the

(
N
m

)
possible
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Figure 2.2: Number of tracked coefficients without (Ddirect = 4N ) and with (DSQ, ≤k =∑k
n,m=1

(
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n

)(
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)
) second quantization up to k-particle processes. The dotted lines roughly

approximate the dimension DSQ symm, ≤k ≈ DSQ, ≤k/N when translation symmetry is uti-
lized.

combinations of m creation operators, i.e. DSQ, n→m =
(
N
n

)(
N
m

)
coefficients must

be tracked. If one attempts to track all contributions with n,m ∈ {1, 2, ..., k}, the
number of tracked coefficients if DSQ, ≤k =

∑k
n,m=1

(
N
n

)(
N
m

)
.

The number of tracked coefficients in each case is plotted in Fig. 2.2 up to k = 4.
The direct description using the matrix elements hnj = 〈n|H|j〉 always requires
more coefficients than the description in second quantization. One commonly wants
to describe a system as close as possible to the thermodynamic limit N → ∞, but
focusing on processes between at most 2 or 3 particles, i.e. low-energy processes,
in which case the advantage of the description in second quantization is even more
pronounced. Note that this argument holds even without utilizing symmetries, see
Sec. 2.5 , or sophisticated truncation schemes, see Sec. 2.4 , which both drastically
reduce the matrix dimension. For instance, by using translation symmetry, which
can be done trivially in second quantization, the number of tracked coefficients is
reduced by a factor N for a one-dimensional system with N sites. This causes a
significantly better scaling and makes the description in second quantization even
more efficient.

2.3 Generator Schemes

The choice of the generator scheme η[H] strongly affects the properties of the
flow equations and of the resulting effective Hamiltonian. Therefore, an appropriate
scheme must be chosen for a given problem. In this section, we present some com-
mon generator schemes and discuss their properties. These schemes or dissipative
generalizations based on them will be utilized in this thesis. The dependencies on `
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are not denoted explicitly for brevity.

2.3.1 Particle-Conserving (pc-)Generator

In this section, we introduce the particle-conserving (pc-)generator, which
has been proposed by Mielke for banded matrices [28] and independently by Knetter
and Uhrig for many-particle systems [17]. We treat the Mielke variant first, because
its definition is less universal, but we label both schemes pc-generator in this the-
sis because the central idea is extremely similar and the Mielke definition can be
understood as a special case of the Knetter and Uhrig definition.

2.3.1.1 Formulation by Mielke

Mielke proposed the generator

ηM[H] = H+ − H− ,

ηMnj [H] = sign(n− j)hnj ,

(2.3.11a)

(2.3.11b)

where H+ and H− are the upper and lower triangular part of H [28, 94] and ηMnj
are the matrix elements of ηM. The idea is that if the diagonal elements hnn are
sorted in ascending order and one chooses a negative sign for the lower triangular
matrix, the flow converges to stable fixed points corresponding to diagonal matrices,
see below. If the diagonal elements are not sorted, they will be sorted by the flow.
Alternatively one can use a different definition

ηMnj [H] = sign(hnn − hjj)hnj . (2.3.12)

Note that using (2.3.12) is equivalent to using the first definition (2.3.11) and ensuring
the ordering hnn > hjj ∀n > j at each value of ` by swapping the basis vectors, if
necessary. This can, however, change the structure and band-diagonality of the
matrix. For simplicity, we will continue with the first definition (2.3.11).

The Mielke generator induces the flow equations

∂`hnj =
∑
k

(
ηnkhkj − hnkηkj

)
(2.3.13a)

=
∑
k

(
sign(n− k)hnkhkj − sign(k − j)hnkhkj

)
(2.3.13b)

= −|hnn − hjj |hnj +
∑

k 6∈{j,n}

(
sign(n− k) + sign(j − k)

)
hnkhkj (2.3.13c)

⇒ ∂`hnn = 2
∑
k 6=n

sign(n− k) |hnk|2 . (2.3.13d)

By analyzing these flow equations, we can learn some important properties of the
Mielke generator.
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1) Convergence to Fixed Point
The flow always converges to a diagonal matrix, even if it contains degeneracies.
We prove this by summing over the flow of the first r diagonal elements

∂`

(
r∑

n=1

hnn

)
=

r∑
n=1

∑
k>r

−2|hnk|2 ≤ 0 . (2.3.14)

With this,
∑r

n=1 hnn cannot increase. At the same time, for a physical ground
state to exist, H needs to be bounded from below, so the variational principle
reveals that the sum cannot be lower than the sum of the lowest r eigenvalues

r∑
n=1

hnn ≥
r∑

n=1

λn (2.3.15)

and therefore the derivative must vanish for `→∞

lim
`→∞

∂`

r∑
n=1

hnn = 0 . (2.3.16)

The fixed points of the flow equations (2.1.4) are matrices H for which the gen-
erator η vanishes, i.e. matrices with vanishing off-diagonal elements

lim
`→∞

|hnk|2 = 0 . (2.3.17)

2) Renormalization of Energies
If the matrix H is close to diagonal, i.e. the off-diagonal elements |hnj | � 1∀n 6=
j, then the off-diagonal elements converge like

hnj ∝ exp

(
− |hnn(∞)− hjj(∞)|`

)
=: exp

(
− |∆Enj |`

)
(2.3.18)

because only the first summand in (2.3.13c) is of order O(hnj), while the sec-
ond summand is of order O(h2

nj) and therefore negligible. One can approximate
hnn(`) ≈ hnn(∞) in the nearly diagonal case as well, because (2.3.13d) reveals
that the error of this approximation is of order O(h2

nj).
This means that the off-diagonal elements of the Mielke generator converge to
0 (or in more colloquial terms “are rotated to 0”) with a linear dependence on
the energy differences ∆Enj in the exponential argument. This is an important
renormalizing property of the generator, as physical states with large energy dif-
ferences are separated from each other first and states energetically close to each
other are separated later. While this property can increase the computation time,
it also causes off-diagonal elements hnj with high distance |n − j| to the diago-
nal to vanish quickly before accumulating significant renormalizations. This is
relevant for truncation schemes, in which those off-diagonal elements far away
from the diagonal are neglected during the integration of the flow equations. The
truncation error is discussed in detail in the context of dissipative flow equations
in Chap. 5 .
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Figure 2.3: Schematic flow of the matrix elements induced by pc-generator in the Mielke
formulation (2.3.11). Green squares indicate finite diagonal elements and blue squares indi-
cate finite off-diagonal elements. The band diagonality is preserved, but new elements can
arise during the flow. The final matrix is diagonal.

3) Preservation of Band-Diagonality
The band-diagonality of the matrix is preserved. One can prove this quickly by
analyzing (2.3.13c). We assume

hnj(0) = 0 , ∀|j − n| > ∆ ∈ N0 , (2.3.19)

so that the initial matrix H(0) is band-diagonal with band-width ∆. We want to
show ∂`hnj=0 ∀|j−n| > ∆, since this implies that the elements hnj ∀|j−n| > ∆

stay at 0. We assume n < j for simplicity. The case n > j is analogous, as H is
Hermitian and hence hnj = h∗jn. We take (2.3.13c) and apply the assumptions

∂`hnj = −|hnn − hjj | hnj︸︷︷︸
=0

+
∑

k 6∈{j,n}

(
sign(n− k) + sign(j − k)

)
︸ ︷︷ ︸

=0 if k∈[n,j]

hnkhkj

(2.3.20a)

=
∑
k<n

2hnk hkj︸︷︷︸
=0

−
∑
k>j

2 hnk︸︷︷︸
=0

hkj , ∀|j − n| > ∆ . (2.3.20b)

In the last step we use that the summation k < n implies |k − j| > ∆ and k > j

implies |k−n| > ∆, respectively. Note that we only assume band-diagonality for
the initial matrix ` = 0, but our derivation holds not only for ` = 0, but for all
` > 0, since both ∂`hnj and hnj stay 0 during the complete flow.
The preservation of band-diagonality, which is shown schematically in Fig. 2.3,
is a great advantage of the Mielke generator. It reduces the number of new
contributions appearing during the flow, which in turn reduces the computational
cost and the error introduced by truncations.

4) Energy Ordering
The Mielke generator (2.3.11) sorts the eigenvalues hnn(∞) ≥ hjj(∞) for all
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n > j. In other words, attractive fixed points of the flow must obey

sign(n− j) = sign(hnn(∞)− hjj(∞)) . (2.3.21)

This can cause problems if the diagonal elements are not sorted initially or if they
lose their ordering during the flow. Even for the adapted version (2.3.12), which
does not explicitly sort the diagonal, such violation of the ordering can cause
massive reorderings of the matrix elements, during which the off-diagonal elements
can temporarily increase and the band-diagonality is no longer preserved [93].

5) Units
From the definition (2.3.11) of the Mielke generator, one can tell that η has
the dimension of an energy and hence the flow parameter ` has the dimension
of an inverse energy. This corresponds to the linear energy dependence in the
asymptotic behavior (2.3.18).

2.3.1.2 Formulation by Knetter and Uhrig

When appyling the Mielke generator from Sec. 2.3.1.1 , one can always decide
not to include all off-diagonal matrix elements in ηM, but rather a selected choice
of elements that should vanish in Heff. One can formalize this generalization of the
Mielke generator by introducing the more general pc-generator

ηpcnj [H] = sign(qnn − qjj)hnj , (2.3.22)

where one can use any diagonal operator Q with diagonal elements qnn to selectively
decouple blocks of H [17, 95]. The operator Q is not transformed during the flow.
In this way, the flow converges to a block diagonal Heff instead of a diagonal one,
where the blocks consist of states with constant qnn. An alternative definition is

ηpcnj [H] =
∑
j

∑
i
i>j

H i
j −H

j
i , (2.3.23)

where H i
j is the block of H which transforms states with q = j to states with q = i.

Additionally, the sign of the generator elements ηpcnj [H] can be controlled by the
choice of the elements qnn of Q.

Originally, Knetter and Uhrig formulated this generator for the purpose of decou-
pling subspaces with different numbers of quasi-particles, in which case qnn counts
the number of quasi-particles [17, 91]. In this case the flow converges at a quasi-
particle-conserving Heff, which is the motivation for the name “particle-conserving
generator”. Because the basic properties of the more general definition (2.3.22) of the
pc-generator are essentially the same as those of the Mielke formulation (2.3.11), we
do not repeat the properties discussed in Sec. 2.3.1.1 . However, we want to highlight
a few interesting aspects arising from the generalization.
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Figure 2.4: Schematic flow of the matrix elements induced by pc-generator in the more
general formulation by Knetter and Uhrig (2.3.22). Green squares indicate finite block
diagonal elements and blue squares indicate finite off-diagonal elements. The block band-
diagonality is preserved, but new elements can arise during the flow. The final matrix is
block diagonal. A block is defined by elements with identical qnn, e.g. with an identical
number of quasi-particles.

6) Interpretation of Block Band-Diagonality
Similar to the Mielke formulation, the pc-generator in the Knetter/Uhrig for-
mulation preserves the block band-diagonality of H and therefore reduces the
computational cost and truncation errors. Fig. 2.4 depicts the conservation of
band-diagonality schematically. The physical interpretation of the conservation
of block band-diagonality depends on the choice of Q.
In the case of many-particle systems, where Q counts the number of quasi-
particles, this implies that if the initial Hamiltonian H(0) only contains terms
which change the quasi-particles number by a maximum number of nmax, then the
pc-generator ensures that H(`) cannot contain terms which change the number of
quasi-particles by more than nmax [44]. As another example, if one applies CUT
in Floquet theory, the maximum change nmax of the phase factor exp(inmaxωt) is
preserved [26].

7) Generalized Energy Ordering
We stressed in Sec. 2.3.1.1 that the Mielke generator (2.3.11) assumes an ordered
diagonal, i.e. sign(n− j) = sign(hnn(∞)− hjj(∞)). For the pc-generator this is
generalized to

sign(qnn − qjj) = sign(hnn(∞)− hjj(∞)) . (2.3.24)

For example, assume that Q counts the number of quasi-particles. In this case
the pc-generator attempts to sort the energies hnn in a way that states with
more quasi-particles always have higher energies. This must not always be true,
however, as the energy bands can overlap (either initially or at some point during
the flow), which is shown schematically in Fig. 2.5. In this case, the pc-generator
has to perform significant reorderings, which can lead to a rising off-diagonal and
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Figure 2.5: Schematic examples of a system where the one-particle dispersion and the two-
particle continuum (left) are separated or (right) cross one another.

Figure 2.6: Schematic flow of the matrix elements induced by ps-generator (2.3.25). Green
squares indicate finite block diagonal elements and blue squares indicate finite off-diagonal
elements. The block band-diagonality is preserved, but new elements can arise during the
flow. The final matrix is block diagonal up to the selected number of quasi-particles.

causes numerical problems, possibly leading to a divergent flow.

2.3.2 Particle-Sorting (ps-)Generator

While the formulation (2.3.22) of the pc-generator generalizes the Mielke for-
mulation (2.3.12) to allow decoupling based on blocks with constant Q, it does not
allow to choose blocks which should not be decoupled from any other blocks with
different qnn. This can cause problems if the subspaces overlap energetically and can
cause a diverging flow when approximations are used [59]. Fischer, Duffe and Uhrig
proposed a solution to this problem with the particle-sorting generator scheme

ηps(k:n)[H] =
∑
j

j≤k

∑
i
i>j

(
H i
j −H

j
i

)
, (2.3.25)
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which only decouples the subspaces with up to k quasi-particles [96, 97] from other
subspaces. The flow is depicted schematically in Fig. 2.6.

Note that one can use the basic principle of the Mielke formulation (2.3.11) of the
pc-generator and generalize it beyond the scope of the Knetter/Uhrig formulation
(2.3.22) and the ps-generator (2.3.25). For instance, one can define a generator
ηnj [H] = hnjqnj , where qnj takes a constant value depending on the states and
energies hnn and hjj . The pc- and ps-generator are merely two schemes which have
proven versatile enough for many-body physics and are relevant for the scope of this
thesis.

2.3.3 Wegner Generator

The original generator proposed by Wegner [4]

ηWegner = [Hdiag, Hoff-diag] ,

ηWegner
nj = (hnn − hjj)hnj ,

(2.3.26a)

(2.3.26b)

has less advantageous convergence properties than the pc-generator, see below. Nev-
ertheless, it is a powerful tool that has been used successfully, for instance, for the
description of sine-Gordon models [21,22]. It is calculated by taking the commutator
of the diagonal and off-diagonal parts of the Hamiltonian H = Hdiag +Hoff-diag. Just
like for the pc-generator the terms ‘diagonal’ and ‘off-diagonal’ are not restrictive.
One is free to include only specific terms of H in Hoff-diag that should converge to
0 during the flow, while all other terms are kept in Hdiag. Note that the definition
(2.3.26) is quite similar to the definition of the Mielke generator (2.3.12) which does
not require ordered eigenvalues, but the Wegner generator introduces an additional
scaling with the value of the difference hnn−hjj . The Wegner generator induces the
flow equations

∂`hnj =
∑
k

(
(hnn − hkk)hnkhkj − (hkk − hjj)hnkhkj

)
(2.3.27a)

= −(hnn − hjj)2hnj +
∑

k 6∈{n,j}

(hnn + hjj − 2hkk)hnkhkj (2.3.27b)

⇒ ∂`hnn =
∑
k 6=n

2(hnn − hkk)|hnk|2 . (2.3.27c)

In the following, we list some important properties of these flow equations.

1) Convergence to Fixed Point
The squared Frobenius norm of the diagonal component

||Hdiag||2 =
∑
n

|hnn|2 = 2
∑
nj

(
hnn − hjj

)2|hnj |2 ≥ 0 (2.3.28)
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Figure 2.7: Schematic flow of the matrix elements induced by the Wegner-generator. Green
squares indicate finite diagonal elements and blue squares indicate finite off-diagonal ele-
ments. The block band diagonality is not preserved and new elements can arise during the
flow. The final matrix is diagonal apart from degeneracies.

increases during the flow, but is also bounded from above and must therefore
converge. The fixed points are matrices H which can only have finite off-diagonals
if the off-diagonal elements connect degenerate energies

hnj(∞) = 0 ∀n 6= j : hnn(∞) 6= hjj(∞) . (2.3.29)

Convergence has been proven originally for finite matrices [4] and later for infinite
systems [93] and self-similar truncation [98].

2) Renormalization of Energies
If H is already close to diagonal form, i.e. all |hnj | � 1 for n 6= j, then the
off-diagonal elements converge with

hnj ∝ exp

(
−
(
hnn(∞)− hjj(∞)

)2
`

)
=: exp

(
− |∆Enj |2`

)
. (2.3.30)

The reason for this is that the first summand in (2.3.27b) is of order O(hnj) and
the second summand is of order O(h2

nj), hence the second summand is neglegible.
One can approximate the diagonal elements as converged hnn(`) ≈ hnn(∞) since
their flow (2.3.27c) is of order O(h2

nj).

3) Band-Diagonality not Preserved
Contrary to the pc-generator, the Wegner generator does not systematically pre-
serve the band-diagonality of H. This is shown schematically in Fig. 2.7 and
causes a relatively high computational cost and larger truncation errors compared
to the pc-generator.

4) Units
In definition (2.3.26) of the Wegner generator, one can see that the generator
η has the dimension of a squared energy, which corresponds to the quadratic
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energy prefactor in (2.3.30). Consequently, the flow parameter ` is measured in
units of inverse squared energies. The fact that ` scales differently for different
generators is important if one compares the flow of different generators or of
systems with different energy scales. In those cases, one cannot directly compare
the convergence speed based on the flow parameter `.

2.4 Truncation Schemes

One central caveat of the CUT method is the fact that the flow equations are
not guaranteed to be closed for infinite systems, i.e. systems in the thermodynamic
limit. Even if the Hilbert space is finite or the flow equations are closed, they
can be too numerous for numerical integration. If one still wants to use CUTs
for such systems, an appropriate truncation scheme must be applied to obtain a
numerically solvable set of differential equations, while still capturing the relevant
physics. For small systems, one may analyze each contribution manually to determine
which monomials should be included in the calculation, but a more general scheme
is necessary for larger systems. Here, we present three strategies for finding an
appropriate truncation scheme.

2.4.1 Truncation by Scaling Arguments

One can use scaling arguments to find a suitable truncation scheme. For instance,
if the gap is found at ω(k = 0) = ∆, the relevant low-energy physics is described
by processes at k ≈ 0. To determine how relevant certain processes are in this area,
one can rescale the momenta k → λk with a factor λ ∈]0, 1[. For hard-core particles,
for instance, one can show by rescaling the hard-core commutator that monomials
consisting of 2n operators scale with λn−1, i.e. monomials with few operators are
most relevant, see Sec. 4.2.5 for a thorough calculation. Using this truncation scheme,
it is reasonable to only track monomials consisting of 2n < 2nmax operators.

2.4.2 Truncation by Real-Space Extension

For quantum systems with energy gap ∆ on a lattice, correlation functions (such
as spin-spin correlations) decay exponentially with the correlation length ξ. The
energy gap ∆ between the ground state and the energetically lowest excited state is
connected to the correlation length ξ by

∆ ∝ ξ−z (2.4.31)

with the dynamical critical exponent z [54]. This justifies a truncation scheme based
on the spatial extension of operator monomials. An extension is defined for each
monomial and all terms beyond a maximum extension d are truncated [29]. The
extension can be defined in several ways. Reischl proposed the maximal taxi cab
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distance between the sites on which the local creation and annihilation operators
act, i.e. the leftmost and rightmost operator on a one-dimensional lattice [29]. The
absolute position is not relevant for systems with translation invariance. But for the
calculation of response functions, the absolute position can be relevant, in which case
it can be useful to define the range by the sum of distances between a central site
and all local operators.

This truncation scheme can be combined with the scaling arguments discussed in
Sec. 2.4.1 . For hard-core particles, one can show using scaling arguments that low-
energy physics is dominated by processes on a low number of particles, so monomials
consisting of a small number 2n of local creation and annihilation operators are
more relevant. Hence, it is reasonable to only include monomials up to a maximum
particle number N , i.e. n ≤ N , and to use a 2N -tuple d = (d2, ..., d2N ) of maximal
extensions [59]. The extensions d0 and d1 are omitted because monomials consisting
of less than two operators have extension zero. A monomial of n particles is tracked
only if it fulfills n ≤ 2N and has maximal extension dn.

Truncation based on real-space range must be used with care when the correlation
length ξ becomes large, for instance close to a second order quantum phase transition,
where long-range processes become relevant and ξ diverges. For example, for a one-
dimensional spin-chain with z = 1 one finds

ξ =
v

∆
(2.4.32)

with the spin-wave velocity v in absence of a gap. To capture all relevant correlations,
one should choose a minimum extension

dmin
!

' ξ =
v

∆
. (2.4.33)

To check if this condition is fulfilled, one has to calculate v for a given system. This
can be achieved by approximating the dispersion ω(k) at the gap

min
k
ω(k) = ω(k0) = ∆ (2.4.34)

in leading order by using the approximation

ω(k) ≈
√

∆2 + v2(δk)2 , δk := k − k0 (2.4.35a)

⇒ |v| = lim
δk→0

√
ω2(k)−∆2

|δk|
. (2.4.35b)

This yields the condition

dmin
!

' lim
δk→0

√
ω2(k)/∆2 − 1

|δk|
. (2.4.36)

For a numerical implementation on a discrete lattice, this condition can be checked
by evaluating ω at the k-value closest to k0. Alternatively, ω(k) can be interpolated
in a small area around k0.
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We stress that truncation with a maximal extension dmax = maxn(dn) can be
applied on a system in the thermodynamic limit N → ∞ and is different from a
calculation on a finite system of size N with periodic boundary conditions. The
periodic boundaries fold back terms in the commutator (2.2.7) so that otherwise
truncated terms are still tracked [58], e.g. a monomial t0t9 on a system with N = 10

does not have extension 9, but 1. The flow equations of the finite system with
periodic boundaries are identical to the equations for the infinite system only if the
system size N is large enough [58], i.e. for 1-dimensional systems if

N ≥ Neff = 3dmax + 1 . (2.4.37)

In that sense, the finite system with N ≥ Neff and the infinite system are equiva-
lent for the truncated CUT, even though their eigenvalues without truncation, for
instance obtained by exact diagonalization, are distinct. One advantage of this fact
is that the CUT results can be used to calculate true continua on the infinite sys-
tem without discretization in k, because the truncated CUT can be performed on
a system in the thermodynamic limit N → ∞. This is a major advantage over the
discrete eigenvalues one obtains using other methods such as exact diagonalization.

2.4.3 Truncation by Perturbative Expansion (epCUT and deepCUT)

If the Hamiltonian H can be expanded in a small perturbation parameter x, it is
reasonable to truncate terms based on their order O(xn). This approach was intro-
duced by Knetter and Uhrig, labelled pCUT [17,91,92], and in second quantization
by Krull, labelled epCUT [32]. We focus on the epCUT variant for now, because
of the advantages of the description in second quantization, which are outlined in
Sec. 2.2.1 .

We assume that the initial Hamiltonian can be expanded in orders of x

H(0) =

n∑
m=0

xmH(m)(0) . (2.4.38)

Most commonly, the initial Hamiltonian takes the form H(0) = H(0)(0) + xH(1)(0),
i.e. only terms in order O(x0) and O(x1) appear. We assume that either the local
Hilbert space on each site is finite or that H(0) is a sum of local bilinear terms
of bosonic or fermionic operators. A (block-)diagonal H(0) is desirable, but not
required. We aim to track the flow up to order O(xn)

H(`) =

n∑
m=0

xmH(m)(`) . (2.4.39)

With the expansion of H(m)(`) in the operator basis {Ai}, see Sec. 2.2 , we obtain
an expansion of the coefficients hi(`) in x

hi(`) =

n∑
m=0

xmf
(m)
i (`) . (2.4.40)
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Inserting this into the flow equations (2.2.8) yields

∂`

n∑
m=0

xmf
(m)
i (`) =

∑
jl

Dijl

n∑
p,q=0

xp+qf
(p)
j (`)f

(q)
l (`) . (2.4.41)

The contributions Dijl do not depend on the orders m, p, q, but only on the commu-
tation relation (2.2.7) between the corresponding basis monomials. By comparing
individual orders in x, one obtains the flow equations

∂`f
(m)
i (`) =

∑
jl

Dijl

∑
p+q=m

xp+qf
(p)
j (`)f

(q)
l (`) . (2.4.42)

All contributions to order m consist of either commutations of H(0) with a term
of order m or of commutation of two terms with orders p, q < m. This defines a
hierarchy of the coefficients because higher-order coefficients do not influence lower-
order coefficients.

Taking the full flow (2.4.42) into account is inefficient, as many terms do not
contribute to the target quantity, e.g. the ground state energy or dispersion, in
order O(xn). The epCUT approach aims to identify contributions f (m)

i which are
required to obtain the flow to the target quantity in the target order and to truncate
all other contributions. The flow equations (2.4.42) are then solved for all relevant
f

(m)
i (`). The algorithm for identifying only the relevant orders is explained in detail
in Ref. [32].

The deepCUT scheme improves this approach [32]. The expansion to find the
relevant contributions f (m)

i is still applied, but instead of integrating the individual
orders f (m)

i (`) in (2.4.42), the flow equations (2.2.8) are integrated for the full mono-
mial coefficients hi(`). This way, all relevant terms are considered in infinite order
in x, which drastically increases the accuracy of the results [32], while the number of
tracked coefficients is still minimized to only the minimum amount to obtain exact
results of the target quantities up to order O(xn).

Note that for discrete lattice systems, the small expansion parameter x often
appears in the processes spanning over multiple sites. We will discuss examples of
such models in Sec. 3.1.1 and Sec. 4.1.1 . For such systems, the minimum order
n in x and the spatial extension of a process are often identical, so the truncation
approach based on the order in n is similar to truncation based on real-space distance,
see Sec. 2.4.2 . For this reason, the deepCUT approach can yield accurate results
even in the high-perturbation regime x ' 1 because only high-range effects are
truncated [32]. However, note that deepCUT does not only truncate based on the
order O(xn), but performs an expansion so that the number of tracked monomials is
reduced as far as possible, while the target quantity is still described in the desired
order. Therefore, a true deepCUT approach is more efficient and accurate than a
naive truncation based on the spatial extension.
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In this work, the deepCUT scheme is applied to a spin ladder in Chap. 3 , for
which a truncation in order O(xn) truncates all terms of spatial extension above n.

2.5 Symmetries

The computational cost of the integration of the flow equations can be reduced
significantly by making use of inherent symmetries of the Hamiltonian and algebraic
symmetries.

2.5.1 Symmetries of the Hamiltonian

Numerically, symmetries can be implemented by treating the coefficients {hi} of
multiple monomials {Ai}, which can be transformed into one another using symme-
try transformation, as a single value in the flow equations (2.2.8). However, when
calculating the tensor elements Dijk, care must be taken to only count each unique
contribution once.

We show explicitly how to adapt the tensor Dijk when applying symmetries. We
introduce the set

S[Ai] = {Aj |Aj ∼= Ai} . (2.5.43)

of all monomials Aj that can be obtained by applying symmetry transformations of
the system on Ai. If Aj ∈ S[Ai], then the coefficients of Aj and Ai must be identical.
We define the number of monomials in the set

s[Ai] =
∣∣S[Ai]

∣∣ . (2.5.44)

Furthermore, we choose one representative Ri ∈ S[Ai] from each set as a reference
operator. The different index notation i is used to imply that we have less represen-
tatives Ri than operators Ai. We introduce the set of indices i corresponding to the
representative i

I[Ri] = {i|Ai ∈ S[Ri]} . (2.5.45)

At the beginning of the numerical treatment one must calculate all symmetry sets
S[Ri] and their sizes s[Ri] by applying all symmetry transformations of the Hamilto-
nian multiple times on the operator basis. Typical transformations include transla-
tion, mirroring, rotations in spin-space and calculating the adjoint. The symmetry
groups must then be considered in the flow equations (2.2.8) for the coefficients hi(`)
of the representative Ri

∂`hi(`) =
∑
i

Dijlhj(`)hl(`) . (2.5.46)

with
Dijl =

1

s[Ri]

∑
i∈I[Ri]
j∈I[Rj]
k∈I[Rl]

Dijk . (2.5.47)
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Note that it does not suffice to calculate only the commutators [Rj, Rl] of the rep-
resentatives in (2.2.7) to obtain the tensor Dijl. However, it suffices to calculate
the commutators [Rj, Al], ∀Al ∈ S[Rl], where only one of the representatives is ex-
panded to the full group, rather than [Aj , Al], ∀Aj ∈ S[Rj], Al ∈ S[Rl], where both
representatives are expanded.

2.5.2 Algebraic Symmetries

In addition to real symmetries between fundamentally different monomials, al-
gebraic symmetries occur where one monomial can be notated in different fashions
because of its algebra, i.e. because certain operators commute with one another. Let
us consider a bosonic or hard-core bosonic algebra, where all annihilators commute
with one another [bi, bj ] = 0 and all creators commute with one another [b†i , b

†
j ] = 0.

Therefore terms such as

b†ib
†
j = b†jb

†
i (2.5.48)

must share the same coefficient. While this equivalence is trivial analytically, it must
be kept in mind for numerical implementations where one attempts to make use of
the symmetries of H. If a symmetry transformation on Ai yields an algebraically
equivalent version of Ai, rather than a truly new operator, then this symmetry
transformation does not increase the group size s[Ai]. The algebraic group size
salg[Ai] indicates the number of operators that are algebraically equivalent to Ai and
is calculated for each basis monomial Ai. For instance, the algebraic group size of
b†ib
†
j is salg[b

†
ib
†
j ] = 2 for i 6= j and salg[b

†
ib
†
j ] = 1 for i = j.

Tab. 2.1 shows possible group sizes for some simple bilinear and quartic mono-
mials, which will be relevant in Chap. 4 . The column for index transformations only
lists transformations which are independent from one another. These transformations
can be applied one after another to calculate the whole set of algebraically equivalent
monomials. The last column lists the possible algebraic group sizes salg[Ai]. Note

Ai Equivalent Transformation Possible salg[Ai]

b†ib
†
j

∼= b†jb
†
i i↔ j 1, 2

b†ib
†
jbmbn

∼= b†jb
†
ibmbn i↔ j 1, 2, 4

∼= b†ib
†
jbnbm m↔ n

b†ib
†
jb
†
mbn ∼= b†jb

†
ib
†
mbn i↔ j 1, 3, 6

∼= b†ib
†
mb
†
jbn j ↔ m

Table 2.1: Possible algebraic symmetries for selected bilinear and quartic monomials.
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that the concrete value of salg[Ai] depends on the values of the operator indices.
In general, the algebraic group size salg[Ai] can be calculated for a given monomial
Ai by the formula

salg =
Nc!Na!∏

i nc,i
∏
i na,i

(2.5.49)

where Nc (Na) is the total number of creation (annihilation) operators found in the
monomial while nc,i (na,i) is the number of creation (annihilation) operators with the
same numerical index. We omit [Ai] for sake of brevity. For example, the monomial
b†1b
†
1b
†
2b4 has Nc = 3 creators and Na = 1 annihilators. It consists of one creator

b†1 appearing twice and one unique creator b†2 as well as one unique annihilator b4.
Therefore, we find nc,1 = 2, nc,2 = 1 and na,1 = 1, which leads to salg = 3!·1!

2·1·1 = 3

possible permutations.

2.6 Termination Criterion: Residual-Off-Diagonality

In numerical calculations, one cannot perform the integration of (2.1.4) up to
` → ∞, but must stop at a finite `fin with H(`fin) ≈ Heff. To determine whether
the integration can be stopped, it is useful to define a measure of convergence. A
well-established measure is the residual-off-diagonality (ROD) [44]

ROD[H] =
1

D

√∑
i

∑
j 6=i
|hij |2 , (2.6.50)

of a D-dimensional matrix H, which measures the geometric norm of all off-diagonal
elements. As the flow converges to a stable fixed point, the ROD converges to 0.
Note that this formula can easily be adapted to

1. second quantization, in which case hij is replaced by the coefficients hi of the
operator monomials

ROD[H] =

√
N
∑
i

|hi|2
Nn(Ai)

. (2.6.51)

Here, one divides the summands by the system size N to the power of n(Ai),
which is the number of creation and annihilation operators that Ai consists of.

2. variants where not all off-diagonal elements are rotated away. In this case only
the components which are supposed to be rotated away are included in the
summation. To do this automatically, one can also define the ROD by the
generator norm

ROD[H] = ||η||2 =
1

D

√∑
i,j

|ηij |2 . (2.6.52)
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This definition is equivalent to (2.6.50) if all generator elements fulfill either
|ηnj | = |hnj | or ηnj = 0. This definition stresses that a vanishing ROD corre-
sponds to a vanishing flow, i.e. η = 0 corresponds to ∂`H = 0 in (2.1.4).
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Chapter 3

Dynamic Correlations of Spin-1/2
Heisenberg Ladders

The previous chapter introduced important basics of the flow equation method, also
known as CUT, and various important concepts such as truncation schemes. These
methodical basics are applied in Chap. 3 to Chap. 5, which cover the three scientific
problems of this thesis.

In this chapter, we apply the flow equation method to theoretically predict three-
triplon bound states formed unambiguously by irreducible three-triplon interactions
in realistic spin ladders that can be found in cuprates, i.e. compounds containing
copper cations. We calculate the relevant structure factors and suggest experimental
settings in which they can be measured to confirm our predictions. We perform the
computations using the deepCUT scheme, see Sec. 2.4.3 , and Lanczos tridiagonal-
ization [99]. Parts of the results presented in this chapter have been published in
Ref. [44].

The chapter is structured in the following way: we define the spin-1/2 Heisen-
berg ladder and discuss the theoretical description of triplon excitations in Sec. 3.1 .
Experimental methods to probe the system are explained in Sec. 3.2 and theoretical
methods to predict the experimental results are introduced in Sec. 3.3, including the
application of deepCUT in Sec. 3.3.2 . The results for various excitation channels are
discussed in Sec. 3.4 . We conclude our findings and compare the predicted responses
in the excitation channels in Sec. 3.5 .
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3.1 Antiferromagnetic Spin-1/2 Heisenberg Ladder

3.1.1 Basic Model

Figure 3.1: The antiferromagnetic two-leg spin-1/2 Heisenberg ladder. The spins are placed
on the vertices of the spin ladder. The superexchange coupling to nearest neighbors in x-
direction has strength Jleg, the coupling in y-direction Jrung. The relative coupling strength
is parametrized by x := Jleg/Jrung.

We consider the quasi-one-dimensional antiferromagnetic spin-1/2 ladder
in the Heisenberg model

H =

N∑
i=1

JrungSi,1 · Si,2 + Jleg
∑
τ=0,1

Si,τ · Si+1,τ

 (3.1.1)

with the vector spin operator Si,τ at the vertex intersecting rung i and leg τ ∈ {0, 1}
and the next-neighbor superexchange interaction Jrung and Jleg in y- and x-direction,
respectively. The ladder contains N rungs and the total spin of this system is a
conserved quantity. Since global energy prefactors do not change the qualitative
physics, the only free parameter of interest is the coupling ratio x := Jleg/Jrung,
where x = 0 corresponds to the trivial case of N isolated dimers. Note that in
some studies, the authors define x differently, since they focus on the regime close to
isolated spin chains x� 1. In this thesis, we focus on the strongly dimerized regime
x ≈ 0 and the intermediate regime x ≈ 1.

Spin ladders are of interest due to their relation to high-temperature supercon-
ductors and because they are an entangled magnetic many-body system that does
not exhibit any long-range order [100, 101]. Heisenberg spin ladders are realized in
cuprates to a high degree of accuracy with x ' 1 [101].

Tab. 3.1 lists various cuprates that host spin ladders with either dominant rung
couplings or dominant leg couplings. The corresponding value of x is specified for
each material.
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Cuprate x ≈ Reference Notes

(5IAP)2CuBr4·2H2O 0.077 [102]

KCuCl3 0.096-0.25 [103,104] best agreement with experiments

when no diagonal interaction

Cu2(C5H12N2)2Cl4 0.2 [105] plus small ferromagnetic

diagonal interaction

(C5H12N)2CuBr4 0.29 [106]

La6Ca8Cu24O41 1.0 [107] plus small ring coupling

(La,Ca)14Cu24O41 1-1.2 [108]

BiCu2PO6 1.2 [36] plus multiple further couplings

Sr14Cu24O41 1.2 [49]

La4Sr10Cu24O41 1.5 [109] plus small ring coupling

CaCu2O3 12 [110]

Table 3.1: Examples of cuprates that host spin ladders with various values of x. Dominant
rung couplings correspond to x < 1 and dominant leg couplings correspond to x > 1. When
possible, x is taken directly from the reference, otherwise it is calculated from x = Jleg/Jrung

rounded to two significant digits with Jleg and Jrung taken from the corresponding reference.

3.1.2 Triplons as Elementary Excitations

In this work, we start in the diagonal basis of the spin ladder with x = 0 and
treat the leg terms through an expansion in x. For small x, the spin ladder dimerizes.
The elementary excitations of dimerized systems in the strong coupling limit are
quasi-particles known as triplons [111]. Since each dimer consists of two spins with
S = 1/2, the combined spin divides into a singlet (Ss = 0) and triplet (St = 1).
By defining the singlet state as the vacuum state, one can introduce triplon creation
operators (tα)† and annihilation operators tα with flavors α ∈ {x, y, z} for a single
dimer

|s〉 = |0〉 =
1√
2

(|↑↓〉 − |↓↑〉) , (3.1.2a)

|x〉 = (tx)† |0〉 =− 1√
2

(|↑↑〉 − |↓↓〉) , (3.1.2b)

|y〉 = (ty)† |0〉 =
i√
2

(|↑↑〉+ |↓↓〉) , (3.1.2c)

|z〉 = (tz)† |0〉 =
1√
2

(|↑↓〉+ |↓↑〉) . (3.1.2d)

This definition of the operators tα differs from the bond-operator representation
[112,113], which introduces an additional abstract state. Note that for all multiplet
arrangements resulting from spin addition the multiplet with maximum total spin
is symmetric under parity transformations (e.g. exchanging the two spins with one
another) and the multiplets alternate between symmetric and antisymmetric configu-
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ration under parity transformations. Therefore, the triplet states are symmetric and
the singlet states are antisymmetric. This can also be verified by explicitly switching
the spins in (3.1.2).

As a consequence of the different parity of singlet and triplet states, whenever the
number of triplons in the spin-ladder system changes by an odd number, the parity
of the system changes as well. Note that in this context, the parity of the spin ladder
describes the (anti-)symmetry with respect to a reflection along the symmetry axis
parallel to the x-axis, i.e. the transformation τ ↔ τ̄ := 1− τ switching the two legs.
A state of even parity remains unchanged after such a reflection, while a state of odd
parity changes by a factor -1. The parity is relevant for the experimental selection
of the excitation channels, see Sec. 3.2.1 .

To describe not only one but all dimerized rungs of the spin ladder, we reintroduce
the indices i for the rung and τ for the leg in the operators tαi,τ . The triplon operators
satisfy the hard-core boson commutation relation

[
tαi , t

β †
j

]
= δi,j

(
δα,β

(
1−

∑
γ

tγ †i tγi

)
− tβ †i tαi

)
(3.1.3)

including the triplon flavors α, β, γ ∈ {x, y, z}. Triplon exitations also appear in other
dimerized systems, such as Shastry-Sutherland magnets [23,114,115]. In Chap. 4 we
will introduce a physical system which exhibits elementary excitations that can be
described by flavorless hard-core bosons with a similar algebra (4.1.10a), which can
be derived from (3.1.3) by applying the constraint α = β = γ.

One can express the system (3.1.1) with triplon operators by using the relations

2Sαi,1 = + tαi + tα †i − i
∑
βγ

εαβγt
β †
i tγi , (3.1.4a)

2Sαi,2 =− tαi − t
α †
i − i

∑
βγ

εαβγt
β †
i tγi (3.1.4b)

to replace all spin operators and obtain

H

Jrung
= H(0) +H(1) (3.1.5)

with

H(0) = −3

4

∑
i

1 +
∑
i,α

tα †i tαi , (3.1.6)
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and

H(1) = +
x

2

[∑
i,α

(
tα †i tαi+1 + tα †i+1t

α
i

)
+
∑
i,α 6=β

tα †i tβ †i+1t
β
i t
α
i+1

−
∑
i,α 6=β

tα †i tα †i+1t
β
i t
β
i+1

+
∑
i,α

(
tα †i tα †i+1 + tαi t

α
i+1

)]
. (3.1.7a)

Completely localized triplon excitations, which are restricted to a single rung
without influencing neighboring rungs, only appear for x = Jleg/Jrung = 0. For
x > 0, the triplons smear out over multiple rungs due to the finite leg couplings.
Therefore, triplon excitations become more delocalized for increasing x. The extent
of the delocalization is characterized by the correlation length ξ (See Sec. 2.4.2 for
a brief discussion of correlation lengths). If x becomes too large and the energy gap
closes, i.e. mink ω(k) → 0, a quantum phase transition occurs, the ground state
is no longer described by the triplon vacuum state and triplons are no longer the
elementary excitations of the system. In that case, the triplon picture no longer
describes the system well. Furthermore, the correlation length diverges when the
gap closes, see (2.4.32). For the simple Heisenberg ladder presented here, however,
the gap only closes at x→∞ [116,117]. Therefore, the triplon picture works for all
finite x. The only restriction is that if one uses perturbative approaches in x in order
omax, i.e. order O(xomax), which only consider effects spanning over a maximum of
omax rungs, then strongly delocalized triplons cannot be described correctly and the
method fails for large values of x.

By examining the terms appearing in the Hamiltonian (3.1.7a), one can also
ascertain that the number of triplons is in fact not a conserved quantity. On the
one hand, this is a caveat, because a basis transformation is required to obtain
delocalized, conserved quasi-particles. On the other hand, by transforming to a basis
of conserved quasi-particles, this allows the observation of excitations consisting of
various conserved quasi-particles. Since the parity is a conserved quantity, similar
to the total spin of the system, the number of local triplons in the initial basis can
only change by even numbers.

3.1.3 n-Triplon Bound States

Fig. 3.2 depicts the emergence of bound states in spin ladders. For increasing
x = Jleg/Jrung, the triplon excitations in the conserving basis are delocalized over
an increasing number of rungs and the attractive triplon interactions increase in
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Figure 3.2: Emergence of multi-triplon bound states in spin ladders. (a) The S = 1/2

spins interact with their next neighbors with coupling strengths Jleg and Jrung. (b) For
x = Jleg/Jrung = 0 the spins on each rung form a singlet (blue ellipses) in the ground
state. The elementary excitations are local S = 1 triplons (orange ellipse). (c) For x > 0 the
elementary excitations are delocalized S = 1 triplons. (d) Attractive two-triplon interactions
lead to S ∈ {0, 1} two-triplon bound states (red double-ellipse). (e) Strong three-triplon
interactions lead to S = 0 three-triplon bound states, see Sec. 3.4.3 . (f) Strings of bound
states containing n triplons are predicted for ladders with additional diagonal couplings (not
shown). The emergence of three-triplon bound states without diagonal couplings suggests
n-strings even without diagonal couplings. We also published this figure in Ref. [44].

strength. The two-triplon interactions lead to the formation of S ∈ {0, 1} two-
triplon bound states. Two-triplon bound states have been experimentally observed
mediated by a phonon in infrared absorption for bound states with S = 0 [108] and
using inelastic neutron scattering (INS) (see Sec. 3.2.2) for S = 1 [109]. Two-
triplon bound states are also well established theoretically [111,118,119]. The color
code (orange for free triplons and red for bound triplons) is also used in the result
Sec. 3.4 .

Three-triplon bound states, however, have not been observed before in such sys-
tems. They have only been observed in completely frustrated Heisenberg spin ladders
with antiferromagnetic diagonal couplings, where they result from two-triplon inter-
actions [120]. We will show in Sec. 3.4.3 that for the Heisenberg ladder (3.1.1),
three-triplon bound states result as a consequence of irreducible three-triplon inter-
actions and cannot be formed by only two-body interactions.

Further n-triplon bound states with n > 3 are theoretically possible, as well, but
the theoretical prediction is not possible with the currently available computational
power when using the methods covered in this chapter. Nevertheless, triplon strings
of many bound triplons offer an exciting prospect, especially since they generalize the
concept of Bethe strings, which have already been detected in spin chains [121,122],
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Stot = 0 (SC) Stot = 1 (NSC)

three triplons odd parity

two triplons even parity

one triplon odd parity

zero triplons even parity ground state

Table 3.2: The excitation channels are characterized by the parity and total spin. Both spin
and parity are specified relative to the ground state, so the ground state is even by definition
and no one-triplon S = 0 states or zero triplon S = 1 states exist. White shading indicates
unphysical states, light blue shading indicates possible states and green shading indicates
the ground state. Note that multi-triplon states containing n > 3 triplons and total spin
1 < S ≤ n could, in principle, also be studied, but are beyond the scope of this thesis.

to a much broader class of non-integrable solid-state systems.

3.2 Experimentally Probing the System

3.2.1 Excitation Channels

The total spin and the parity, i.e. reflection symmetry with respect to the trans-
formation τ ↔ τ̄ , are conserved quantities of the system. When probing the system
from the ground state, one can selectively study subspaces of the full Hilbert space
that have a total spin and parity that corresponds to the excitation one introduces
to the system by probing.

The parity of the system depends on the number of triplon excitations, since
each singlet has odd parity and each triplon even parity. The parity of the ground
state can be either even or odd, depending on the number of rungs, but for the sake
of simplicity we define parity with respect to the ground state, therefore defining
the ground state to be of even parity. Each time a triplon is added to the system,
one odd singlet is replaced by an even triplon, changing the total parity. Therefore,
states with an even (odd) number of triplon have even (odd) parity. By choosing a
probing method which either changes or preserves parity, one can selectively observe
the channel with an even or odd number of triplons, respectively.

The ground state has a total spin of S0 = 0, so the total spin is always determined
by the number of triplons. A single triplon carries a spin of S1 = 1. For n > 1

triplons, the total spin can be combined to Sn ∈ {0, 1, ..., n}. In this work, we focus
on the spin-conserving (SC) channel S = 0 and a single non-spin-conserving
(NSC) channel with S = 1.
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Figure 3.3: Schematic experimental setup of an inelastic neutron scattering experiment.
The incident neutrons with frequency ωi and momentum ki are scattered, transferring ω
and q to the sample, and are measured in the detector with a scattered frequency ωs and
momentum ks. Different q can be selected by rotating sample and detector by the angle θ
and 2θ, respectively.

The different channels are illustrated in Tab. 3.2. An established method of exper-
imentally probing the system is a scattering experiment, in which massive particles
or photons are scattered at a sample of the material. By using such experiments,
magnetic properties like spin correlation functions and features of the excitations can
be studied [123, 124]. Depending on the experimental setup and the scattered par-
ticles, various channels and energy scales can be studied. In the following sections,
we will introduce three probing techniques that are of interest for the theoretical
predictions in this chapter.

3.2.2 Inelastic Neutron Scattering

INS is a standard technique for studying magnetic properties of solid-state sys-
tems, with the first experiments having been performed in the 1930s [33, 34]. The
magnetic moment of the neutrons allows them to interact with unpaired electrons in
magnetic atoms, opening up measurements of the magnetic properties of the stud-
ied sample. In contrast to charged particles, Coulomb interactions can be neglected
when scattering neutral neutrons. The microscopic structure of the sample can be
resolved by neutrons with wavelengths of approximately 10−10 m, which corresponds
to energies in the order of meV. Such neutrons are called thermal neutrons and are
commonly created using a nuclear research reactor or a particle accelerator. These
facilities are expensive and the neutron flux is quite low. This limits the utility of
INS, especially for small cross sections.

The basic experimental setup is shown in Fig. 3.3. A collimated neutron beam
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is focused on the sample, where the neutrons and the sample interact with each
other. The incident frequency ωi (directly connected to the energy Ei = ~ωi) and
momentum ki changes during the scattering process to the scattered frequency ωs
and momentum ks. The transferred momenta q = ki−ks and ω = ωi−ωs determine
the intensities of the scattered neutrons and are directly connected to the physical
processes in the sample. By measuring the intensities of the scattered neutrons with
a detector, one can obtain information about the microscopic structure of the sample.

For the spin-ladder system (3.1.1), which extends macroscopically in x-direction,
but only has two different spins in y-direction, qy is restricted to the two cases

qy = 0 parity conserved , (3.2.8a)

qy =
π

a
parity changes . (3.2.8b)

Keeping the channels in Tab. 3.2 in mind, this implies that one can select whether
to probe an even (qy = 0) or odd (qy = π/a) number of triplons.

The differential cross section for the solid angle element dΩ is

d2σ

dΩdω
∝
√
ωf
ωi
SDSF(q, ω) (3.2.9)

with the dynamic structure factor (DSF) at zero temperature

SDSF(q, ω) =
1

2π

∞∫
−∞

dteiωt〈Sz(−q, t)Ŝz(q, 0)〉

=
1

N

∑
f

∣∣∣∣〈f ∣∣∣∣∑
i,τ

eiqRi,τSzi

∣∣∣∣g〉∣∣∣∣2δ(ωf − ωg + ω) ,

(3.2.10a)

(3.2.10b)

which can be expressed as the Fourier transform of the spin-spin correlation function
〈Sz(−q, t)Sz(q, 0)〉 [125]. The symbols |g〉 and |f〉 are the ground state and final
state with respective energies ωg and ωf. Correlation functions for other flavors than
z can be considered, as well, but do not reveal any further information for a system
with spin isotropy. To predict the results of INS measurements, we will focus on the
DSF defined above. We will also consider other relevant structure factors, therefore
it makes sense to define the general form of structure factors

S(q, ω) =
1

N

∑
f

∣∣∣∣〈f ∣∣∣∣∑
i,τ

eiqRi,τO

∣∣∣∣g〉∣∣∣∣2δ(ωf − ωg + ω) , (3.2.11)

which can be evaluated for other observables O, as well.

The DSF measured by INS experiments covers only the NSC channel with trans-
ferred spin S = 1. To study the SC channel, one needs to employ other experimental
techniques, e.g. electromagnetic scattering techniques, one of which we discuss in
the following section.



40 Dynamic Correlations of Spin-1/2 Heisenberg Ladders

3.2.3 Resonant Inelastic X-Ray Scattering

Historically, electromagnetic light (i.e. photons) in the X-ray frequency range
has seen widespread use in medical screening, but has also been used in elastic X-ray
spectroscopy by the Bragg brothers as early as 1912 [126]. Resonant inelastic X-
ray scattering (RIXS) is a specialized application of X-ray scattering, where the X-
ray energy corresponds to the X-ray transitions of core-level electrons of the studied
material, which leads to a resonant enhancement of the cross section by several
orders of magnitude [45]. During scattering, energy, momentum and polarization are
transferred from the incident photon to the sample and therefore to the material’s
inherent excitations. By selectively changing the properties of the incident photons
in the RIXS experiment, specific edges with unique scattering properties can be
probed [127]. This allows one to study the subset of excitations that appear in the
selected probing channel. Of particular interest to us is the fact that the SC channel
can be probed by RIXS. While RIXS does not provide the same energy resolution
as INS, it covers a wider scattering phase space and requires only small sample
volumes [45].

The basic idea of the experimental setup is similar to the INS setup in Fig. 3.3.
While photons are used instead of neutron, RIXS experiments also measure the
amplitude of the scattered X-rays for various transferred energies ω and momenta q.
During the scattering process, excitations in the material can be created by direct
or indirect RIXS processes.

A direct RIXS process is shown in Fig. 3.4. When a photon of momentum ki

and energy ωi hits the probe, it can excite a core-level electron to an empty state
in the valence band. The empty core level can now be filled by one of various other
electrons from occupied states with different energies and momenta. When the core-
level state is filled, a photon of momentum kf and energy ωf is emitted, which can
then be measured by the detector.

An indirect RIXS process is shown in Fig. 3.5. In an indirect RIXS process
the same electron that is excited decays back to the core-level. The energy and
momentum scattering occurs due to Coulomb interactions of the core hole (or the
excited electron) and the valence electrons.

By tuning the incident energy ωi to the binding energy of specific core-level
electrons in specific atoms and choosing appropriate polarization, those electrons
can be excited selectively [127]. Since those energies appear as singular edges in the
absorption rate, see Fig. 3.6, it is common to refer to the excited core-level by the
corresponding edge. For example, when one mentions probing at the Cu K-edge,
then that person refers to exciting the 1s electrons of Cu atoms.
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Figure 3.4: Direct RIXS process, where (a) a photon of momentum ki and energy ωi excites
a core-level electron to an unoccupied state in the valence band. (b) An electron from an
occupied state decays to the core level, emitting a photon of momentum kf and energy ωf
in the process. [45–49]

Figure 3.5: Indirect RIXS process, where (a) a photon of momentum ki and energy ωi excites
a core-level electron to an unoccupied high-energy state. (b) In the intermediate state, the
Coulomb interaction UC between the core-level hole and an electron in the conduction band
leads to an excitation of the electron. (c) In the final state, the high-energy electron decays
back into the core-level and a photon of momentum kf and energy ωf is emitted. [45–49]

Figure 3.6: Schematic plot of X-ray absorption edges arising when the absorbed energy
ω resonantly excites a core-level electron. The vertical, dotted lines mark the core-level
energies. Note that the energies ωj=3/2

2p at the L3-edge and ω
j=1/2
2p at the L2-edge are clearly

separated in presence of strong spin-orbit coupling, e.g. in Cu atoms [50].
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Different edges have different properties. For example, probing the Cu K-edge or
oxygen K-edge in cuprates leads purely to SC excitations [46,128], while probing the
Cu L3-edge leads to both SC and NSC contributions [129,130].

Two important advantages of RIXS experiments over INS experiments are the
high cross section at large energies and the fact that the SC channel can be probed
separately from the NSC channel [45]. Probing at the Cu K-edge also provides
enough initial momentum to induce significant momentum transfer q. The full re-
sponse function, however, is more challenging to calculate than the DSF (3.2.10),
which is the response function of INS experiments. This increases the computational
complexity of theoretical predictions. In the following, we will discuss how to calcu-
late the leading orders in core-hole lifetime of the RIXS response both in the SC and
the NSC channel.

3.2.3.1 Indirect RIXS Response

The RIXS response of the indirect process can be approximated using the ultra-
short core-hole lifetime (UCL) approximation [37, 45, 47, 48, 50]. The full
derivation is presented in App. A. While the NSC channel is described well by the
DSF (3.2.10), the RIXS response in first order in the SC channel is given by the more
complicated dynamic exchange structure factor (DESF) at zero temperature

SDESF(q, ω) =
1

N

∑
f

∣∣∣∣〈f ∣∣∣∣∑
i,τ

eiqRi,τOex
i,τ

∣∣∣∣g〉∣∣∣∣2δ(ωf − ωg + ω) , (3.2.12a)

Oex
i,τ =Si,τ · [Jleg (Si+1,τ + Si−1,τ ) + JrungSi,τ̄ ] (3.2.12b)

with the spin exchange observable Oex
i,τ . For efficient numerical calculations, it is

useful to work with observables of fixed parity. For this reason, we introduce the
observable

Oex
i,± = Oex

i,1 ±Oex
i,2 (3.2.13)

with the two cases

Oex
i,+ =Jleg

∑
τ

Si,τ · (Si+1,τ + Si−1,τ ) + 2JrungSi,1 · Si,2 , (3.2.14a)

Oex
i,− =Jleg

∑
τ

Si,τ · (Si+1,τ + Si−1,τ ) (−1)τ−1 (3.2.14b)

and obtain

S±DESF(qx, ω) =
1

N

∑
f

∣∣∣∣〈f ∣∣∣∣∑
i

eiqxRiOex
i,±

∣∣∣∣g〉∣∣∣∣2δ(ωf − ωg + ω) . (3.2.15)

The even DESF S+
DESF(qx, ω) describes excitations of an even number of triplons,

while S−DESF(qx, ω) describes excitations of an odd number of triplons. Tab. 3.3
depicts how the different channels of the spin ladder (3.1.1) can be probed using INS
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S = 0 (SC) S = 1 (NSC)

three triplons odd parity RIXS INS, RIXS

two triplons even parity RIXS INS, RIXS

one triplon odd parity INS, RIXS

zero triplons even parity ground state

Table 3.3: The excitation channels are characterized by the parity and total spin. Both spin
and parity are specified relative to the ground state, so the ground state is even by definition
and no one-triplon S = 0 states or zero-triplon S = 1 states exist. While INS can only probe
the NSC channel with the observable Szi,τ , RIXS has a rich spectrum in both the SC and
NSC channel, which is described by various observables.

and RIXS at the Cu K-edge. Just like for the INS, qy is restricted to the two cases
described in (3.2.8) and can be used to selectively probe an even or odd number of
triplons. Note that (3.2.13) does not require a normalizing prefactor 1/2 because
the structure factor is only proportional to the experimental response and global
prefactors do not change the relative weights at different values of ω and q.

The observables O∆S,k
i,τ,σ for higher orders of the UCL expansion in the SC and

NSC channel, respectively, are

OSC,k
i,τ =

(
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

))k
, k ≥ 1 (3.2.16)

and

ONSC,k
i,τ = Szi,τ

(
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

))k
, k ≥ 0 , (3.2.17)

which is derived in App. A. The index σ used in App. A is neglected here because it
no longer appears in the observables. Note that the NSC observable is non-Hermitian
for k > 0. The two leading orders in each channel are

ONSC,0
i,τ = Szi,τ ,

ONSC,1
i,τ = Szi,τ

(
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

))
,

OSC,1
i,τ =

(
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

))
,

OSC,2
i,τ =

(
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

))2

.

(3.2.18a)

(3.2.18b)

(3.2.18c)

(3.2.18d)

Note that ONSC,0
i,τ corresponds to the DSF observable and OSC,1

i,τ to the DESF ob-
servable. Analogous to (3.2.15), it is useful to calculate the response function for
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(anti-)symmetrized observables O(N)SC,k
i,± = O

(N)SC,k
i,1 ±O(N)SC,k

i,2 . The symmetric ob-
servable excites an even number of triplons and the antisymmetric observable excites
an odd number of triplons. The (anti-)symmetrized response for a general observable
O can be calculated with the

S±(qx, ω) =
1

N

∑
f

∣∣∣∣〈f ∣∣∣∣∑
i

eiqxRiO∆S,k
i,±

∣∣∣∣g〉∣∣∣∣2δ(ωf − ωg + ω) ,

O∆S,k
i,± = O∆S,k

i,1 ±O∆S,k
i,2 .

(3.2.19a)

(3.2.19b)

In the following calculations for general observables, we use the symbol O±i instead
of O∆S,k

i,± for brevity.

3.2.4 Terahertz Spectroscopy

To verify our findings in the SC channel, see Sec. 3.4.3 , a third experimental
method with higher energy resolution is necessary, which is briefly presented in this
section. This method is terahertz spectroscopy, which utilizes strong electromag-
netic fields and has been used successfully in the past to observe Bethe strings [121].
In principle, any probing in the terahertz frequency range of 0.1 − 20THz can be
considered terahertz spectroscopy, but the term often refers to time-resolved THz
spectroscopy, where THz pulses are generated and detected in a synchronous, coher-
ent manner using visible or near-IR laser pulses [131].

A distinct advantage of THz spectroscopy is the time-resolution, which is not di-
rectly relevant for our work here. Furthermore, it is possible to measure not only the
intensity of the electric field, but both the amplitude and phase of each spectral com-
ponent of the pulse. Most importantly, THz experiments offer a much higher energy
resolutions than RIXS, which allows one to distinguish features with similar energies.
While RIXS experiments offer typical energy resolutions of (10-100)meV [130, 132],
THz spectroscopy can achieve resolutions below 1MHz [133,134], which corresponds
just a few neV. However, THz spectroscopy does not allow high momentum transfer,
which limits the covered scattering phase space.

3.3 Calculating the Response

The DESF is usually calculated using exact diagonalization [37–40] or density
matrix renormalization groups [43]. In this work, we apply the deepCUT scheme with
an expansion in x and the ps-generator (2.3.25) to separate subspaces of different
number of triplons to arrive at high resolution results of the DESF. One additional
advantage of this approach is the fact that n-particle interactions can be activated
and deactivated selectively. In the following, the necessary analytical equations and
numerical methods to compute spectral weights are presented.
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3.3.1 Green’s Function

The structure factor (3.2.19) can be expressed in terms of a Green’s function

S±(qx, ω) = − 1

π
Im[G±(qx, ω)] (3.3.20)

at temperature T = 0 in accordance with the fluctuation-dissipation theorem [135].
One can calculate the Green’s function by using the resolvent

G±(qx, ω) =

〈
g

∣∣∣∣ (O±qx)† 1

ω −H(qx)− E0 + i0+
O±qx

∣∣∣∣g〉 ,
O±qx =

1√
N

∑
i

O±i e
iqxRi

(3.3.21)

(3.3.22)

with the Hamiltonian H, the ground state energy E0 and the Fourier transformed
observables O±qx .

3.3.2 Separating Triplon Spaces using deepCUT

We apply the deepCUT scheme, see Sec. 2.4.3 , to separate the n-triplon spaces in
the effective Hamiltonian Heff(qx), i.e. the Hamiltonian in an effective basis. To this
end, we transform both the Hamiltonian H(qx) and the observable O±qx and obtain
the effective operators Heff(qx) and O±qx,eff. The ground state in the effective basis is
the triplon vacuum state |geff〉 and the resolvent can be expressed as

G±(qx, ω) =

〈
geff

∣∣∣∣ (O±qx,eff)† 1

ω −Heff(qx)− E0 + i0+
O±qx,eff

∣∣∣∣geff〉 . (3.3.23)

The effective Hamiltonian Heff(qx) conserves the number of triplons, which makes
the evaluation of the fraction significantly easier, since the calculation can be per-
formed for each n-triplon subspace separately. Since the momentum qx and energy ω
are conserved by Heff(qx) and O±qx,eff creates triplon excitations of total momentum
qx, as well, one can also perform the calculations for different qx separately. The
calculations for different ω, however, cannot be separated completely, because O±qx,eff
does not create excitations of a single specific energy ω, but of various energies at
once.
The effective exchange observable O±qx,eff consists of operator monomials that create
or annihilate multiple triplons. Since it is applied to the vacuum ground state |g〉
in (3.3.23), one only needs to consider contributions that create a fixed number of n
triplons at once. Effectively, one can calculate the full Green’s function by summing
over all n-triplon Green’s functions up to a certain nmax

G±(qx, ω)=

nmax∑
n=1

G±n triplons(qx, ω) . (3.3.24)

One can also choose to selectively calculate the Green’s function G±n triplons(qx, ω) for
a specific number of triplons n to examine the response in this channel. This is useful
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if the energy continua of channels with an even (odd) number of triplons overlap,
in which case multiple channels lead to spectral weight in the same region of phase
space. Furthermore, one can selectively enable or disable m-triplon interactions for
various m in Heff(qx) to investigate the effects of those interactions. Being able
to selectively choose the number of excited triplons and considered interactions is
a fundamental advantage of the flow equation method over other methods such as
exact diagonalization.

3.3.3 Lanczos Tridiagonalization

We employ the

Lanczos Algorithm

|Ψ0〉 = O±qx,eff |g〉 ,

|Ψ1〉 = (Heff(qx)− a0) |Ψ̄0〉 ,

|Ψn+1〉 = (Heff(qx)− an) |Ψ̄n〉− b2n |Ψ̄n−1〉 ∀n ∈ N+ ,

|Ψ̄n〉 =
|Ψn〉
bn

∀n ∈ N0

(3.3.25a)

(3.3.25b)

(3.3.25c)

(3.3.25d)

with the

Lanczos Coefficients (LC)

an(qx) =
〈Ψn|Heff(qx) |Ψn〉
〈Ψn|Ψn〉

∀n ∈ N0 ,

b20(qx) = 〈Ψ0|Ψ0〉 ,

b2n(qx) =
〈Ψn|Ψn〉
〈Ψn−1|Ψn−1〉

∀n ∈ N+

(3.3.26a)

(3.3.26b)

(3.3.26c)

to calculate a tridiagonal expression for the effective Hamiltonian

Heff(qx) =


a0(qx) b0(qx) 0 · · ·
b0(qx) a1(qx) b1(qx) · · ·

0 b1(qx) a2(qx) · · ·
...

...
...

. . .

 (3.3.27)

in the Krylov subspace that is created by repeatedly applying Heff on |Ψ0〉 [99].
The central idea of the Lanczos algorithm is finding the most important eigenval-
ues and eigenvectors of the matrix Heff(qx), which in most cases are the most ex-
treme eigenvalues, without diagonalizing the full matrix. The multiplication step
(Heff(qx)− an) |Ψ̄n〉 in the algorithm (3.3.25) reveals that the Lanczos method is an
adaption of the more naive power method |Ψn〉 = Hn

eff(qx) |Ψ0〉.

When performing Lanczos tridiagonalization, one commonly samples a random
initial state |Ψ0〉 so that it is preferably not orthogonal to any eigenvector of Heff(qx).
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This ensures that all eigenvectors and -values can be acquired by repeatedly applying
Heff(qx). In the Green’s function (3.3.23), the resolvent is applied to the initial state
O±qx,eff |g〉. Therefore, only states accessible from |Ψ0〉 = O±qx,eff |g〉 are relevant for
the computation of the Green’s function.

To obtain results for fixed momenta qx, the calculation is performed in momentum
space in the basis of Fourier transformed n-triplon states. In real space, the n-triplon
states can be denoted |r0, α0〉...|rn−1, αn−1〉 with triplons of flavors αi at rungs ri with
ri+1 > ri ∀i ∈ N0. The Fourier transformed states are

|qx, α0〉 =
1√
N

∑
r0

eiqxr0 |r0, α0〉 , (3.3.28a)

|qx, α0〉|d1, α1〉 =
1√
N

∑
r0

eiqx
r0+r1

2 |r0, α0〉|r1, α1〉 , (3.3.28b)

|qx, α0〉...|dn, αn〉 =
1√
N

∑
r0

eiqx
r0+...+rn

n+1 |r0, α0〉...|rn, αn〉 (3.3.28c)

with the distance di := ri − ri−1 ∀i ∈ N+ between two consecutive triplons in real
space. Note that only the space index r0 is replaced by a momentum qx, while the
information about the relative distances di between the triplons still exists in the
momentum space basis states.

When a numerically small coefficient |bn| < 10−8 is obtained at any point of
the Lanczos tridiagonalization, we assume that we have completely exhausted the
Krylov space and terminate the algorithm. Since the Hilbert space is infinite and the
Krylov space can be infinite as well, an additional termination criterion is necessary.
We assume that states with high distances di between triplons do not contribute to
the spectral weight in a significant way, which is justified by the fact that the initial
Hamiltonian (3.1.1) consists of highly localized interactions. After switching to the
effective basis using deepCUT, Heff(qx) contains delocalized interactions spanning
multiple rungs, but unless x is chosen to be very large, the interaction strength
decreases quickly with the number of spanned rungs. Furthermore the deepCUT
method performs a truncation by an expansion in x, which effectively only considers
interactions spanning a maximum number of rungs, so Heff(qx) is already localized
because of the deepCUT truncation scheme. To utilize this, we introduce a maximum
distance dmax and truncate states that do not fulfill

di ≤ dmax ∀i ∈ N+ . (3.3.29)

In this way, we only consider states where the triplons are close enough to each
other. Typical values of dmax in our calculations are 2000 for two triplons and 1000
for three triplons. For one triplon, the value of dmax is irrelevant and only one
Lanczos coefficient appears, i.e. the Hamilton operator can be evaluated directly.
After performing a deepCUT of order o in the perturbation parameter x on the
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Figure 3.7: An example of calculated Lanczos coefficients an and b2n for the observable O+
qx,eff

in two-triplon space at qx = π/a for the perturbation parameter x = 1.0, perturbation order
o = 10 and maximum distance dmax = 2000. Despite the critical limit of coefficients being
nLC,crit = 200, first significant errors appear only at nLC > 800. Because we manually
choose a single limit nLC, max of used coefficients that must be valid for multiple values of
qx, nLC = 700 was chosen for this dataset. The horizontal dashed lines mark the calculated
values of a∞ and b∞.

spin ladder (3.1.5) in triplon language, triplon jump processes t†i+∆ti spanning over
|∆| ≤ o rungs can appear in Heff. Therefore, when one calculates at least

nLC > nLC, crit =
dmax

o
(3.3.30)

Lanczos coefficients, the truncation in di introduces errors to the Lanczos coefficients.
However, even beyond nLC,crit one can calculate multiple coefficients with negligibly
small errors. Since a higher number of calculated Lanczos coefficients leads to a
higher accuracy of the calculated spectral weights, we continue the calculation be-
yond nLC,crit and manually check how many coefficients nLC can be used for the
calculation of the response (3.2.19). We choose the number of coefficients nLC such
that qualitative deviations from the quasi-periodic behavior are cut off. Typical
values are nLC/nLC,crit = 2–6, but how many values can be used in a specific case
depends on various parameters like x and qx.

Fig. 3.7 shows an example of calculated coefficients an and b2n for o = 10 and
dmax = 2000. After a very short initial convergence to the horizontal dashed lines,



3.3 Calculating the Response 49

the Lanczos coefficients show a quasi-periodic behavior. Most of the coefficients
are on the dashed lines, but periodically some coefficients show a short peak of
varying amplitude. At around nLC > 800, clear deviations from the quasi-periodic
behavior can be observed, which arise due to the truncation errors of dmax. For
the dataset shown here, the maximum number of considered Lanczos coefficients is
set to nLC = 700, which is significantly lower than the point where the first clear
errors appear. We choose nLC = 700 for this dataset because we manually choose a
single value of nLC for all datasets which share the same observable, x, o and dmax

but differ in qx. Manually choosing an individual nLC for each value of qx would be
an immense effort without providing significant increases in accuracy. We show in
Sec. D.1 for one example that the choice of nLC is large enough so that the result
does not suffer from any perceptible errors.

We also calculate the convergence values a∞ and b∞ of an and bn respectively,
which are depicted by dashed lines in Fig. 3.7. In some cases, the Lanczos coefficients
converge nicely to these values and do not show quasi-periodic deviations, in which
case it is easy to determine a∞ and b∞ automatically by using the last coefficients an
and bn. For quasi-periodic cases like the one depicted in Fig. 3.7 we perform a slightly
more involved calculation to automatically determine a∞ and b∞. We explain the
automated method exemplarily for a∞ (the method for b∞ works analogously):

1. Consider an interval of consecutive Lanczos coefficients an, n ∈ [200, nLC]

starting at 200 to exclude any initial convergence behavior.

2. Sort the coefficients an in the interval by size, yielding sorted coefficients
a′n, n

′ ∈ [0, nsorted] with nsorted = nLC − 200.

3. Determine the median ā := ansorted/2 =: an̄.

4. Average over an interval of 51 coefficients around the median to obtain an

approximation of the convergence value a∞ = 1
51

n̄+25∑
n=n̄−25

a′n.

The explicit numbers 200 and 51 in the above algorithm were chosen because they
proved reliable for our data, but other values can be a valid choice depending on
the number of calculated Lanczos coefficients. To ensure that the algorithm works
correctly for all calculations, we manually compare the horizontal lines for a∞ and
b∞ with the actual coefficients an and bn in similar plots to Fig. 3.7 . If we observe
a discrepancy, we tune the starting point of the interval and the number of averaged
coefficients until a∞ and b∞ coincide well with the trend of an and bn. An additional
clue for wrong values of a∞ and b∞ is obtained by examining the calculated spectral
weights (3.2.19) after performing the continued fraction expansion, see Sec. 3.3.4 . If
the calculated weights fluctuate immensely, the convergence values are most likely
not calculated correctly.



50 Dynamic Correlations of Spin-1/2 Heisenberg Ladders

The convergence values of the Lanczos coefficients are related to the upper energy
ωmax and lower energy ωmin of the corresponding n-triplon continuum [99]

ωmax(qx) =a∞(qx) + 2b∞(qx) , (3.3.31a)

ωmin(qx) =a∞(qx)− 2b∞(qx) . (3.3.31b)

One can calculate the bare continuum edges without multi-triplon interactions by
iterating the calculation

ωbare
max,n(qx) =max

k
(ωn−1(qx − k) + ω1(k)) , (3.3.32a)

ωbare
min,n(qx) =min

k
(ωn−1(qx − k) + ω1(k)) (3.3.32b)

from n = 2 up to the desired number of triplons. Note that it is desirable to use a very
high discretization in qx to calculate the bare continua. Otherwise, significant errors
arise for large n and steep dispersions ω1(qx). Using the Lanczos coefficients and
(3.3.31), one can obtain the full continuum limits including interactions. Attractive
triplon interactions decrease the energies of the lower edge and repulsive interactions
increase the energies of the upper edge.

To find the correct edges of the three-triplon continuum, one must calculate
the Lanczos coefficients and determine a∞ and b∞ with (3.3.31). The three-triplon
continuum includes states of three freely scattering triplons and states of one free
triplon scattering with a two-triplon bound state. Because of the bound two-triplon
states, which include energetic contributions from two-triplon interactions, the true
three-triplon continuum edges cannot be calculated trivially with (3.3.32).

The two-triplon continuum consists only of two freely scattering triplons. There-
fore, one can calculate the continuum edges directly by applying (3.3.32)

ωmax,2(qx) =max
k

(ω1(qx − k) + ω1(k)) , (3.3.33a)

ωmin,2(qx) =min
k

(ω1(qx − k) + ω1(k)) . (3.3.33b)

We omit the superscript ’bare’ in this case because these terms already describe the
true two-triplon continuum edges. Two-triplon interaction processes do not move
the two-triplon continuum edges, but rather introduce two-triplon bound states with
fixed discrete energies (but different energies for different qx) outside of the con-
tinuum. Since the true continuum in the two-triplon case can be calculated using
(3.3.32), the relations (3.3.31) can be rearranged to

a∞(qx) =
ωmax(qx) + ωmin(qx)

2
, (3.3.34a)

b∞(qx) =
ωmax(qx)− ωmin(qx)

4
, (3.3.34b)

and then be used to determine a∞ and b∞. We apply this method to calculate a∞
and b∞ in the two-triplon channel and also use these results to check the results of
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our automated algorithm for a∞ and b∞. These check verify that our automated
algorithm yields correct results.

To make large values of dmax and therefore high accuracy feasible, we highly
optimized the computation of the Lanczos algorithm. To this end, a sparse matrix
representation (Heff)nj = 〈Φn|Heff |Φj〉 is prepared in advance by applying Heff once
on each relevant basis state in the truncated Krylov space. The matrix products
Heff |Φn〉 are parallelized in C++ with the Eigen library [136] and OpenMP [137]. For
different values of qx, only the exponents of the Fourier transformed states (3.3.28)
differ. Therefore, we can first calculate a general matrix representation for general
qx, where we keep track of the phase factors r0+...+rn

n+1 in the exponents so that we
can quickly calculate the matrix representations for specific qx. This works well in
the two-triplon channel when we calculate the spectral weight for a large amount of
different qx. For the results presented in this thesis, we use 51 values of qx for low-
resolution plots and 201 values for high-resolution plots. For these calculations, the
general matrix representation significantly reduced the computation time. For the
three-triplon channel, however, the general matrix representation requires too much
internal memory and cannot be used for high dmax with the hardware available to
us. Therefore, we calculate a new matrix representation for each qx directly without
using the general matrix representation in three-triplon space. We also use various
further micro optimizations in our code to increase the attainable maximum value
of dmax.

3.3.4 Continued Fraction Expansion with Square-Root Terminator

The tridiagonal form (3.3.27) of Heff(qx) allows the evaluation of (3.3.23) with a
continued fraction expansion [99,138] of the resolvent

G±(qx, ω) =
b20(qx)

ω − a0(qx)− b21(qx)
ω−a1(qx)−...

, (3.3.35)

which can be expressed as a recursion

Gn =
b2n

ω − an −Gn+1
(3.3.36)

with G±(qx, ω) = G0. The explicit notation of qx, ω and ± in the recursion (3.3.36)
is omitted for brevity.

Divergences in Re(G) correspond to peaks in Im(G) due to the Kramers-Kronig-
relation

Re(G)(qx, ω) = −2P

∞∫
−∞

dω′

2π

Im(G)(qx, ω
′)

ω − ω′
(3.3.37)



52 Dynamic Correlations of Spin-1/2 Heisenberg Ladders

with the principal value P of the integral. One can approximate the imaginary part
Im[G±(qx, ω)], and hence S±(qx, ω) according to (3.3.20), by a finite number of delta
peaks by calculating (3.3.35) explicitly for a finite number of Lanczos coefficients.
The number of considered delta peaks increases with the number of calculated Lanc-
zos coefficients and the peaks can be broadened artificially, see Sec. 3.3.6 . However,
approximating the continuous weight with a multitude of peaks is not the optimal
approach, even if many coefficients are known. One can instead exploit the fact the
Lanczos coefficients converge to a∞ and b∞ to perform an effective calculation for
a quasi-infinite number of coefficients. To that end, one can introduce a terminator
G∞ to the continued fraction expansion

G =
b20

ω − a1 − ...
...−G∞

. (3.3.38)

Assuming that the Lanczos coefficients converge to a∞ and b∞, one can expect the
continued fraction terms Gn to similarily converge to

G∞ =
b2∞

ω − a∞ − b2∞
...

=
b2∞

ω − a∞ −G∞
(3.3.39)

⇔ 0 = G2
∞ −G∞(ω − a∞) + b2∞ (3.3.40)

⇔ G∞ =
ω − a∞

2
±
√

(ω − a∞)2

4
− b2∞ . (3.3.41)

Using the relations (3.3.34), we can infer

(ω − a∞)2

4
− b2∞

≤ 0 , ω ∈ [ωmin, ωmax]

> 0 else
(3.3.42)

and see that G∞ is complex in the continuum energy range [ωmin, ωmax]. Thus, one
can obtain a continuous expression of the spectral weight (3.3.20) for all continuum
energies ω ∈ [ωmin, ωmax], including energies ω 6∈ {ai} not covered explicitly by the
calculated Lanczos coefficients. The particular choice of a terminator above is called
square-root terminator with the sign of the square-root for the physical solution
determined by ω

G∞ =


ω−a∞

2 −
√(

ω−a∞
2

)2 − b2∞ , ω > ωmax ,

ω−a∞
2 − i

√
b2∞ −

(
ω−a∞

2

)2
, ω ∈ [ωmin, ωmax] ,

ω−a∞
2 +

√(
ω−a∞

2

)2 − b2∞ , ω < ωmin .

(3.3.43)

As the name and the square-root in the formula imply, this terminator reproduces
square-root divergences excellently. It is therefore of great use in one-dimensional and
quasi-one-dimensional systems like spin ladders, which typically exhibit square-root
divergences.
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Recall that the spectral density S±(qx, ω) is related to the imaginary part of the
Green’s function according to (3.3.20). The total spectral weight Icont(qx) of the
continuum for total momentum qx is obtained by integration over the continuous
spectral density S±(qx, ω)

Icont(qx) =

ωmax∫
ωmin

S±(qx, ω)dω . (3.3.44)

3.3.5 Finding (Anti-)Bound States

Bound states are found at energies ω < ωmin and antibound states at energies
ω > ωmax outside of the continuum. In the following, we only refer to bound states,
but the statements are true for antibound states as well. Their spectral weight can
be calculated using

Ibound(ωm) =
b20

|f ′(ωm)|
, 0 = f(ωm) = ωm − a0 −

b21
ω − a1− ...

(3.3.45)

where ωm are the roots of the denominator. Finding these roots, however, can prove
quite difficult. One can attempt to find them by searching for singularities of the
real parts of the Green’s function or by explicitly looking for roots of f(ωm). A more
reliable solution for finding (anti-)bound states, however, is exact diagonalization,
where one calculates all eigenenergies ωm and the corresponding eigenstates |ψm〉 of
Heff(qx) directly. The caveat is that this does not capture the effect of the termi-
nator. The computation of the diagonalization is more efficient if performed on the
tridiagonal form (3.3.27). Furthermore, since the exact diagonalization is performed
on the effective Hamiltonian obtained by deepCUT, it is possible to selectively calcu-
late bound states consisting of a chosen number of triplons and a chosen total spin.
The spectral weight of the bound state is computed using

Ibound(ωm) = |〈ψ(ωm)|ψ0〉|2 (3.3.46)

with the eigenstate |ψ(ωm)〉 to the eigenvalue ωm and the initial state |Ψ0〉 = O±qx,eff |g〉
that also appears in the Lanczos algorithm (3.3.25).

3.3.6 Artificial Lorentz Broadening

As an alternative approach for calculating the spectral weights, one can introduce
a small imaginary part δ+ to the energies

z = ω + iδ+ (3.3.47)

to cause an artificial Lorentzian broadening of the peaks of the continued fraction

G = lim
δ+→0+

b20

ω + iδ+ − a1 −
b21
...

= lim
z→ω

b20

z − a1 −
b21
...

. (3.3.48)
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This way, the continuum and bound states can be calculated as a continuous function
without the use of a terminator or exact diagonalization. Broadening is especially
useful for plotting bound states, which would otherwise be infinitely narrow delta
peaks. The disadvantage of this approach is the fact that the continuum is plotted as
a spectrum of broadened delta-peaks, rather than a smooth function. This becomes
especially noticeable for a small number of considered Lanczos coefficients, where
one obtains a strongly fluctuating continuum.

In this thesis, we only use Lorentz broadening to plot the (anti-)bound states
outside of the continuum. The continuum is calculated and plotted using the square-
root terminator (3.3.43) and the energies and weights of bound states are calculated
using exact diagonalization. Instead of introducing the broadening using (3.3.47),
we plot the bound state at energy ωm with weight Ibound(ωm) using the Lorentz
function

L(ω) =
1

π

Ibound(ωm)γ

(ω − ωm)2 − γ2
, γ = 5 · 10−4 . (3.3.49)

Note that we use Lorentz broadening for the bound states, because it is typical
for lifetime effects. For experimental purposes, however, we presume that Gaussian
broadening caused by the finite precision of the measuring instruments are the more
dominant broadening effect.

3.4 Results

3.4.1 Preliminary Considerations

Two central findings that are discussed in the following sections are the exis-
tence of three-triplon bound states and their relation to three-triplon interactions.
For readers without prior experience with the flow equation method, it might seem
peculiar that three-triplon processes emerge in the natural basis of the spin ladder,
although no such processes occur in the initial Hamiltonian (3.1.5). App. B pro-
vides two exemplary calculations, which demonstrate how three-triplon interactions
emerge in the effective Hamiltonian Heff.

The deepCUT is performed with a program by Nils Drescher, which is explained
in detail in his PhD thesis [88]. For all considered parameter ranges, we attempt
a deepCUT calculation up to order 10, but in some cases the maximum convergent
order lies below 10. Furthermore, the maximum distance dmax in (3.3.29) must be
reduced for more than two triplons due to high memory demands, leading to fewer
Lanczos coefficients nLC. The numerical parameters are not listed explicitly in the
following plots, but a comprehensive list can be found in App. C. For most data sets,
we use perturbation parameters x ∈ {0.25, 0.5, 1.2, 2.0}. The value x = 1.2 is chosen
instead of x = 1.0 because this better represents the experimentally relevant range
in cuprates, in particular for the telephone number compound La5.2Ca8.8Cu24O41,
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see Tab. 3.1 at the beginning of this chapter. App. C provides slices of the heatmaps
presented in the following sections, which allows one to more easily discern the form
of the spectral density.

3.4.2 Non-Spin-Conserving Channel in Order k = 0

The NSC channel with excitations of total spin S = 1 can be probed with INS
and the corresponding spectral density up to two triplons has been calculated in the
past [32,111]. However, RIXS offers a larger cross section at high energies, potentially
allowing one to probe excitations in three-triplon space. Furthermore, higher order
contributions beyond the observable Szi,τ can be probed by RIXS and are superposed
with the leading order contribution. For these reasons, and to discuss differences
between the NSC and SC channel, we study the leading order NSC response in this
section.

The leading order (k = 0) observable in the NSC channel is described by the
observable

ONSC,0
i,± = Szi,τ ± Szi,τ̄ . (3.4.50)

Fig. 3.8 (x ∈ {0.25, 0.5}) and Fig. 3.10 (x ∈ {1.2, 2}) show the weights for the even
observable ONSC,0

i,+ = Szi,1 + Szi,2 in two-triplon space. Note that the ω axis does not
start at 0 in order to show only the energy range in which significant contributions of
the selected channel appear. The continuum edges are highlighted with solid white
lines and the bound states are marked by dashed red lines. With increasing x, the
energetic range of the two-triplon continuum increases. Furthermore, the spectral
weight increases and shifts towards larger qx. The boundaries are non-monotonic for
x ' 1. A bound state can be observed for a small x = 0.25 at qx ' 0.6π/a. For
larger x, the bound state emerges from the continuum for smaller qx (qx ' 0.2π/a at
x = 2) and the bound state weight increases. The formation of a bound state below
the continuum implies attractive two-triplon interactions in the effective basis. The
left panel of Fig. 3.12 shows that the relative weight of the bound state compared
to the continuum at the same momentum qx is large for all considered values of
x and a wide range of qx. The bound state weight is most dominant for small x
and qx = π/a. The energies of the lower continuum edge and the bound state are
separated well, which enables one to detect the bound state in an experimental setting
with reasonable energy resolution [108,109]. Note that it is trivial to determine that
this bound state is a two-triplon S = 1 bound state because the NSC two-triplon
channel was selected. Furthermore, our approach allows us to trivially distinguish
between bound state and continuum.

The spectral weight of the odd NSC observable ONSC,0
i,− = Szi,1 − Szi,2 for one and

three triplons is depicted in Fig. 3.9 (x ∈ {0.25, 0.5}) and Fig. 3.11 (x ∈ {1.2, 2}).
The one-triplon dispersion (bottom row) is monotonically decreasing for smaller
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Figure 3.8: Spectral density S(qx, ω) of the leading NSC observable ONSC,0
i,+ = Szi (DSF, see

(3.2.10) and (3.2.18)) in two-triplon space for perturbation parameters x ∈ {0.25, 0.5}.
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Figure 3.9: Spectral density S(qx, ω) of the leading NSC observable ONSC,0
i,− = Szi (DSF, see

(3.2.10) and (3.2.18)) in one-triplon space and three-triplon space for perturbation parame-
ters x ∈ {0.25, 0.5}.

x ∈ {0.25, 0.5}, but non-monotonic for larger x ∈ {1.2, 2}, which is in accordance
with the non-monotonic two-triplon continuum for x ∈ {1.2, 2}. With increasing
x, the energy gap ω(qx = π/a) decreases and the spectral weight shifts towards
higher qx. The three-triplon response (top row) is depicted near the lower contin-
uum edge, where the spectral weight dominates. The solid white line depicts the
bare continuum edge (3.3.32) and the dashed white line depicts the true continuum
edge (3.3.31). For x ∈ {0.25, 0.5}, one finds a dominant spectral feature at the lower
continuum edge close to qx = 0. A three-triplon bound state is found for x = 0.5 at
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Figure 3.10: Spectral density S(qx, ω) of the leading NSC observable ONSC,0
i,+ = Szi (DSF,

see (3.2.10) and (3.2.18)) in two-triplon space for perturbation parameters x ∈ {1.2, 2}.

0.0 0.2 0.4 0.6 0.8 1.0
qx [ 1

a ]
0.0

0.2

0.4

0.6

0.8

1.0

[J r
un

g
]

1

2

3

4
(a)

bare continuum edge
true continuum edge

0
3×10 2

1

2

3

4

5

6 (b)
0
3×10 2

0 1
4

1
2

3
4

0

1

2

(c)

1(q)

0
3×10 2

0 1
4

1
2

3
4

0

1

2

3

4

(d)
0
3×10 2

NSC (k = 0)x = 1.2 x = 2

Th
re

e 
Tr

ip
lo

ns
O

ne
 T

ri
pl

on

Figure 3.11: Spectral density S(qx, ω) of the leading NSC observable ONSC,0
i,− = Szi (DSF,

see (3.2.10) and (3.2.18)) in one-triplon space and three-triplon space for perturbation pa-
rameters x ∈ {1.2, 2}.

small qx, but the weight of this bound state is negligible, rendering an experimental
detection virtually impossible. It stands out, however, that a thin feature emerges in
the continuum at the imagined continuation of the bound state into the continuum.
For increasing x, two distinct dominant features can be found at larger qx ∈ [π/2, π].
The three-triplon weight increases with x. Note that sometimes different color scales
of the heat map are chosen for different x in order to better accentuate the rele-
vant features. Therefore, features of the same color in different plots do not always
represent the same spectral density.
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Figure 3.12: Left: Ratio of bound-state weight to integrated continuum weight of the leading
NSC observable ONSC,0

i,+ (DSF, see (3.2.10) and (3.2.18)) in two-triplon space for various x
and qx. Right: Ratio of integrated three-triplon continuum weight to one triplon weight for
the NSC observable ONSC,0

i,− .

The one-triplon and three-triplon weights are both measured in the same channel
with qy = π, so the weights could overlap in principle. The right panel of Fig. 3.12
shows that the one-triplon weight dominates over the three-triplon weight, especially
for small x. This does not pose a problem in experimental settings, because the
one-triplon dispersion and three-triplon continuum are energetically separated for
x ∈ {0.25, 0.5, 1.2}. For x = 2, the energies overlap at qx / 0.35π/a, but all
significant three-triplons weight is found at larger energies or momenta. Fig. 3.13
depicts the dispersion, two-triplon continuum, three-triplon continuum and all found
bound states. In that figure, the overlap of one-triplon energies and three-triplons
energies for x = 2 can be observed more explicitly.

To conclude this section, the leading order of the NSC channel provides some
dominant features up to three-triplon space, which are well separated energetically.
RIXS experiments have a high cross section even for larger energies, so we surmise
that an experimental verification is possible even of the three-triplon features, for
which an INS is less feasible. A dominant bound state with S = 1 arises in two-
triplon space, but no three-triplon bound state of significant weight is found.

3.4.3 Spin-Conserving Channel in Order k = 1

The SC channel cannot be probed by INS, but can be studied with RIXS. In
this section, we discuss the leading order results in the SC channel, which are also
published in Ref. [44]. The leading order (k = 1) of the SC channel is described by
the observable

OSC,1
i,± =

∑
τ

[
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

)]
(−1)τ . (3.4.51)
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Figure 3.13: Continua and bound states up to three-triplon space in the NSC channel for
perturbation parameters x ∈ {0.25, 0.5, 1.2, 2}. Solid lines depict bare continuum edges,
dashed lines mark the true three-triplon continuum including binding effects and dotted
lines depict bound states.
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Figure 3.14: Continua and bound states up to three-triplon space in the SC channel for
perturbation parameters x ∈ {0.25, 0.5, 1.2, 2}. Solid lines depict the dispersion and bare
continuum edges, dashed lines mark the true three-triplon continuum including binding
effects and dotted lines depict bound states.
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Figure 3.15: Spectral density S(qx, ω) of the leading SC observable OSC,1
i,+ (DESF, see

(3.2.15)) in two-triplon space for perturbation parameters x ∈ {0.25, 0.5}.
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Figure 3.16: Spectral density S(qx, ω) of the leading SC observable OSC,1
i,− (DESF, see

(3.2.15)) in three-triplon space for perturbation parameters x ∈ {0.25, 0.5}.

Fig. 3.14 depicts the continua and bound states in the SC channel. Note that no
one-triplon response occurs, because a single S1 = 1 triplon cannot have a total spin
of 0 and hence cannot be excited in the SC channel. When comparing the relevant
energies in Fig. 3.14 with the NSC channel depicted in Fig. 3.13, one finds that the
bound states have different energies. A two-triplon bound state can have a total
spin S2 ∈ {0, 1, 2} due to the superposition of two S1 = 1 triplons. The S2 = 0

two-triplon bound state has less energy than the S2 = 1 two-triplon bound state,
similar to the lower energy of a singlet state compared to a triplet state in a single
dimer. The S2 = 2 two-triplon bound state cannot be probed with the observables
presented in this work and hence will not be discussed. A three-triplon bound state
appears in the SC channel for all x, which will be discussed in more detail below.
Note that the bare continua are identical in the SC and NSC channel, but the true
lower edge of the three-triplon continuum is found at smaller energies in the NSC
channel than in the SC channel. The reason for this is that the true lower edge of
the three-triplon continuum is formed by the combination of a two-triplon bound
state and a free triplon. Combinations of three free triplons are possible, as well, but
are already captured by the bare continuum edges. In the NSC channel, a total spin
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Figure 3.17: Spectral density S(qx, ω) of the leading SC observable OSC,1
i,+ (DESF, see

(3.2.15)) in two-triplon space for perturbation parameters x ∈ {1.2, 2}.
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Figure 3.18: Spectral density S(qx, ω) of the leading SC observable OSC,1
i,− (DESF, see

(3.2.15)) in three-triplon space for perturbation parameters x ∈ {1.2, 2}.

of S3 = 1 can be achieved by combining a single S1 = 1 triplon with a two-triplon
bound state of S2 ∈ {0, 1, 2}, so the low-energy S2 = 0 two-triplon bound state from
the SC channel contributes to the NSC three-triplon continuum. In the SC channel,
however, a total spin of S3 = 0 can only be achieved by combining a single S1 = 1

triplon with a two-triplon bound state of S2 = 1, so only the two-triplon bound
state of the NSC channel contributes, which has higher energy and leads to a higher
minimal energy of the three-triplon continuum.

The two-triplon spectral density of the even SC observable in order k = 1

OSC,1
i,+ = 2JrungSi,1 · Si,2 + JlegSi,1 ·

(
Si+1,1 + Si−1,1

)
+ JlegSi,2 ·

(
Si+1,2 + Si−1,2

)
is

depicted in Fig. 3.15 (x ∈ {0.25, 0.5}) and Fig. 3.17 (x ∈ {1.2, 2}). For x = 0.25,
most spectral weight is found around qx ≈ π/a and in the bound state, which is also
situated at large qx. With increasing x, the overall spectral weight increases and the
distribution inside the continuum changes. With larger x more continuum weight
is found at qx ≈ 0.5π/a at the lower continuum edge while the upper continuum
edge retains significant weight at qx ≈ π/a. Most weight, however, transfers towards
the S = 0 two-triplon bound state. While the weight of this bound state is small
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Figure 3.19: Spectral density S(qx, ω) of the leading odd SC observable OSC,1
i,− (DESF, see

(3.2.15)) in three-triplon space for perturbation parameters x ∈ {1.2, 2} with and without
activated three-triplon interactions.

Figure 3.20: Spectral density S(ω) at qx = 0.5π/a of the leading odd SC observable OSC,1
i,−

(DESF, see (3.2.15)) in three-triplon space for perturbation parameters x ∈ {1.2, 2} with
and without activated three-triplon interactions at fixed momentum qx = π/2.
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compared to the continuum weight at x = 0.25, it is absolutely dominant at x = 2.

The three-triplon spectral density of the odd SC observable in order k = 1

OSC,1
i,− = JlegSi,1 ·

(
Si+1,1 + Si−1,1

)
− JlegSi,2 ·

(
Si+1,2 + Si−1,2

)
is shown in Fig. 3.16

(x ∈ {0.25, 0.5}) and Fig. 3.18 (x ∈ {1.2, 2}). Note that the deepCUT for these
calculations does not converge in order 10 for the (3:n)-generator, which separates
all triplon-spaces up to three triplons. To achieve the best possible accuracy, we
combine the one-triplon and two-triplon contributions to Heff obtained with the
(2:n)-generator in order 10 with the three-triplon contributions of the the highest
convergent order of the (3:n)-generator. The highest convergent order for each case
can be found in Tab. C.1 in App. C.

The attractive two-triplon interactions, which lead to the formation of two-triplon
bound states, also shift the lower edge of the bare three-triplon continuum (3.3.32)
towards smaller energies for the true three-triplon continuum (3.3.31). Note that
three-triplon interactions are not considered when calculating the three-triplon con-
tinuum edges. While three-triplon interactions can shift the weight inside of the
continuum, the only energetically new contributions are obtained through bound
states with discrete energy for a given qx.

With increasing x, the three-triplon spectral weight is shifted towards the lower
continuum edge around qx ≈ 0.5π/a. The overall spectral weight increases with
x. This is not captured quite clearly in the plot, since most weight is found in the
three-triplon bound state, which is very close to the continuum edge and plotted as
a Lorentzian of small width γ = 5 · 10−4, see Sec. 3.3.6 .

In Fig. 3.19, we investigate the spectral weight around the lower continuum edge
for x ∈ {1.2, 2} and compare the results with the full Heff (panels a-b) with results
after disabling irreducible three-triplon interactions (panels c-d). For the results
including three-triplon interactions, one finds a S = 0 three-triplon bound state,
highlighted by a dashed red line, appearing directly below the continuum edge at
qx < 0.65π/a for x = 1.2 and at qx < 0.75π/a for x = 2.0. One could argue
that the close vicinity of the bound state to the lower continuum limit suggests
that it appears only due to a numerical error: After all, if one eigenenergy ωm of
the tridiagonalized Hamiltonian is found ever so slightly below the lower continuum
edge, it is interpreted as a bound state. Hence, an error in the calculation of the
Lanczos coefficients or an error in the calculation of the lower continuum edge could
lead to a continuum contribution detected incorrectly as a bound state. To preclude
such an error, we checked the Lanczos coefficients and the continuum limits by using
the relations (3.3.34) and (3.3.31) and by plotting the Lanczos coefficients an and bn
explicitly like in Fig. 3.7. The conclusion of all these checks is that a three-triplon
bound state indeed emerges below the three-triplon spectrum.
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The bottom row (panels c-d) of Fig. 3.19 depicts the same phase space as the
upper row after disabling all three-triplon interactions in the Heff. Consequently,
these plots show only the effects of one-triplon energies and two-triplon interactions.
Without the three-triplon interactions, no three-triplon bound state appears and
most of the spectral weight is found at larger energies. Conversely, it can be deduced
that the strongly attractive three-triplon interactions lead to the spectral weight
shifting towards the lower continuum edge and to the emergence of the bound state.
The two-triplon interactions alone are not strong enough to form a three-triplon
bound state.

This is a tremendously interesting results when contraposed to classical parti-
cles, i.e. not quasi-particles, which are described purely by two-particle interactions.
These two-particle interactions alone can create many-particle bound states of more
than two particles, e.g. an atom with multiple electrons or even a macroscopic solid-
state system. For triplon quasi-particles, which are the elementary excitation in
the spin ladder discussed in this chapter, we find a three-triplon bound state which
emerges only if three-triplon interactions are considered explicitly. One could argue
that these are not true three-particle states, because they are described in an effective
quasi-particle basis and three delocalized triplons in that effective basis correspond
to a vast number of local triplets in the original basis. However, the initial local
triplet basis is only introduced because it is a simple starting point for setting up
the Hamiltonian of the spin ladder. In the local triplet basis, the number of quasi-
particles is not conserved and hence one cannot speak of bound n-triplet states in
a meaningful way. The natural basis to describe the spin ladder is the basis which
conserves the number of quasi-particles: The effective triplon basis that we obtain
by applying the deepCUT method.

In Fig. 3.19, it is quite difficult to discern the exact form and the size of the
spectral weight around the lower continuum edge because of the close vicinity of
the bound state. To enable a closer investigation, Fig. 3.20 depicts a smaller energy
range and a single momentum qx = 0.5π/a. Again, the top row depicts the results
for the full Heff while the bottom row depicts the results with disabled three-particle
interactions. The numerical values of the bound state weight and of the full contin-
uum are depicted explicitly, including continuum energies which are outside of the
plotted range of ω. The weight of the bound state is significant compared to the
continuum weight and is even slightly larger for x = 2. For increasing x, one finds
the distance between bound state and continuum increasing, making the bound state
more distinct and easier to discern, which is important for experimental verification.
Slight ripples can be observed in the continuum weight, which are an artifact of
the continued fraction expansion. If one calculates the lower continuum edge and
the limit Lanczos coefficients (3.3.34) incorrectly, these ripples become very distinct.
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Figure 3.21: Left: Ratio of bound weight to integrated continuum weight of the leading
SC observable OSC,1

i,− (DESF, see (3.2.15)) in three-triplon space for various x and qx. The
continuum weight has contributions from (i) three asymptotically scattering triplons and
(ii) one triplon plus a two-triplon bound state. Right: The same ratio for the second leading
order OSC,2

i,− , discussed in Sec. 3.4.5 .

The slight inaccuracy of the lower continuum limit at qx = 0.5π/a, which leads to
the ripples observed here, is significantly smaller than the energetic distance between
bound state and continuum.

In the bottom row of Fig. 3.20, a square-root divergence of the continuum weight
occurs at the lower continuum edge. Surprisingly, in (d) it appears as if a three-
triplon bound state exists for x = 2 even without three-triplon interactions. However,
this pseudo bound state is so close to the continuum limit that it can be the results
of calculating a slightly too large value of the lower continuum edge. The weight of
the pseudo bound state is not significant compared to the continuum and the distinct
square-root divergence at the lower continuum edge can still be observed, which is
not the case when a true bound state emerges in (a-b). Therefore, it is reasonable
to assume that no actual bound state appears in (d). One could manually lower the
continuum edge so that this pseudo bound state does not appear, but for the purpose
of this discussion we use the continuum limits that are calculated by the automated
method presented in Sec. 3.3.3 .

To show that the bound states carry significant weight for various x and qx, we
calculate the ratio of bound state weight (3.3.46) to continuum weight (3.3.44) and
show the results in the left panel of Fig. 3.21. When this ratio is high, this means
that at the given qx the bound state is dominant and can be discerned more easily in
an experimental setting. We find that with increasing x the bound weight becomes
more significant and that the maximum of the ratio moves towards larger qx. In all
four considered cases, the relative maximum is found in the range qx ∈ [0, 0.5π/a].
The value of the maximum ratio is in the range Ibound/Icont ≈ 20%− 105%.
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Figure 3.22: Spectral density S(qx, ω) of the leading even SC observable OSC,1
i,+ (DESF, see

(3.2.15)) in two-triplon space for perturbation parameters x ∈ {0.25, 0.5} with (a-b) and
without (c-d) activated two-triplon interactions.

While the weight of the bound state is significant, the small energetic difference
to the lower continuum edge, which also carries significant weight, complicates ex-
perimental verification. RIXS experiments are able to probe the SC channel with
substantial momentum transfer, but the energy resolution of current instruments
is not high enough to distinguish between the three-triplon bound state and the
continuum. A solution to this problem are THz experiments, which offer a higher
energy resolution. However, they do not transfer significant momentum, which is a
problem because the bound state is most dominant at qx ≈ 0.5π/a. To circumvent
this problem, one can use a spin ladder with a slight distortion with periodicity of
four ranges. That way, the states qx ∈ {0.25π/a, 0.5π/a, 0.75π/a} are folded back
to the center of the Brillouin zone. This enables one to detect the bound state even
without substantial momentum transfer. However, we stress that to probe the SC
channel, a momentum transfer of at least qy = π/a is necessary.

To further demonstrate how disabling interactions affects the spectral weight,
Fig. 3.22 (for x ∈ {0.25, 0.5}) and Fig. 3.23 (for x ∈ {1.2, 2}) compare the two-
triplon results with and without activated two-triplon interations. As expected, the
S = 0 two-triplon bound state appears only if two-triplon interactions are activated.
Without two-triplon interactions, no bound state emerges and the spectral weight is
distributed more broadly in the continuum.
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Figure 3.23: Spectral density S(qx, ω) of the leading even SC observable OSC,1
i,+ (DESF,

see (3.2.15)) in two-triplon space for perturbation parameters x ∈ {1.2, 2} with (a-b) and
without (c-d) activated two-triplon interactions.

To conclude this section, we find that a three-triplon bound state arises in the
SC channel, which is not accessible to INS, but to RIXS. This bound state arises
as a consequence of genuine three-triplon interactions, which is a novel phenomenon
compared to many-particle bound states which arise solely due to two-particle inter-
actions. The bound state is energetically close to the continuum edge, but becomes
more distinct for larger x, where the energetic distance and the spectral weight of the
bound state increase. The vicinity to the continuum edge renders the experimental
resolution with RIXS difficult, but THz spectroscopy on distorted spin ladders offers
a solution for experimental verification. We also found a two-triplon bound state
and various continuum features which should be easily distinguishable for RIXS.

3.4.4 Non-Spin-Conserving Channel in Order k = 1

In Sec. 3.4.2 , we discussed the leading order (k = 0) of the NSC channel. In this
section, we investigate the next leading order of the UCL expansion, see Sec. 3.2.3.1 .
The second leading order (k = 1) observable in the NSC channel is

ONSC,1
i,± =

∑
τ

[
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

)]
Szi,τ (−1)τ . (3.4.52)

The absolute value of the spectral weight cannot be compared directly due to the
nontrivial prefactors arising in the expansion, but the qualitative distribution pro-
vides insights to the shape of the spectral density observed in RIXS experiments.
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Figure 3.24: Spectral density S(qx, ω) of the second leading NSC observable ONSC,1
i,+ (see

(3.2.19)) in two-triplon space for perturbation parameters x ∈ {0.25, 0.5}.
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Figure 3.25: Spectral density S(qx, ω) of the second leading NSC observable ONSC,1
i,−

(see (3.2.19)) in one-triplon space and three-triplon space for perturbation parameters
x ∈ {0.25, 0.5}.

Fig. 3.24 (x ∈ {0.25, 0.5}) and Fig. 3.26 (x ∈ {1.2, 2}) show the weights for the
even observable ONSC,1

i,+ in two-triplon space. Compared to the leading order (k = 0)

results in Fig. 3.8 (x ∈ {0.25, 0.5}) and Fig. 3.10 (x ∈ {1.2, 2}), the spectral weight
is shifted towards qx = 0 and qx = π/a, i.e. away from qx ≈ 0.5π/a. The leading
order shows a single dominant feature at qx ≈ 0.5π/a for x ≤ 0.5, which is split into
two features in the second leading order. Overall, one should expect larger spectral
weight at the extreme values qx ≈ π/a and qx ≈ 0.25π/a than the first order results
suggest.



3.4 Results 69

0.0 0.2 0.4 0.6 0.8 1.0qx [ 1
a ]

0.0

0.2

0.4

0.6

0.8

1.0
[J r

un
g
]

0 1
4

1
2

3
4

0

1

2

3

4

5 (a)

2(q)
bound state

0
3×10 2

0 1
4

1
2

3
4

1
2
3
4
5
6
7
8 (b)

0
8×10 2

NSC + (k = 1)x = 1.2 x = 2

Tw
o 

Tr
ip

lo
ns

Figure 3.26: Spectral density S(qx, ω) of the second leading NSC observable ONSC,1
i,+ (see

(3.2.19)) in two-triplon space for perturbation parameters x ∈ {1.2, 2}.
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Figure 3.27: Spectral density S(qx, ω) of the second leading NSC observable ONSC,1
i,−

(see (3.2.19)) in one-triplon space and three-triplon space for perturbation parameters
x ∈ {1.2, 2}.

Fig. 3.25 (x ∈ {0.25, 0.5}) and Fig. 3.27 (x ∈ {1.2, 2}) show the weights for
the odd observable ONSC,1

i,− , which can be compared to the leading order results in
Fig. 3.9 (x ∈ {0.25, 0.5}) and Fig. 3.11 (x ∈ {1.2, 2}). In one-triplon space, the
spectral weight is shifted towards qx = π/a. In three-triplon space, the weight is also
shifted towards large qx, with multiple features arising, which are clearly separated
energetically. The shape of the features is similar to the shape in the leading order.
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Figure 3.28: Left: Ratio of integrated three-triplon continuum weight to one-triplon weight
for the leading NSC observable ONSC,0

i,− (see (3.2.19))) for various x and qx. The same data as
in the right panel of Fig. 3.12 is shown. Right: Ratio for the second leading NSC observable
ONSC,1
i,− . The data is identical to the leading order results aside from small fluctuations for

x = 0.25.

The right panel of Fig. 3.28 depicts the ratio of integrated spectral weight in
the three-triplon channel to the integrated weight in the one-triplon channel. A
comparison with the leading order (k = 0) results in the left panel reveals that, aside
from slight fluctuations, the relative spectral weight is identical.

To conclude this section, the second order calculation in the NSC channels reveals
that one should expect more spectral weight at qx ≈ π/a than the leading order
results suggest. Furthermore, two distinct continuum features arise in the space of
two-triplon states for x ∈ {0.25, 0.5}, while the leading order results suggest only a
single feature.
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3.4.5 Spin-Conserving Channel in Order k = 2

In Sec. 3.4.3 , we discussed the leading order (k = 1) of the SC channel. In this
section, we investigate the next leading order of the UCL expansion, see Sec. 3.2.3.1 .
The second leading order (k = 2) observable in the SC channel is

OSC,2
i,± =

∑
τ

[
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

)]2
(−1)τ . (3.4.53)

Like in the previous section, the absolute value of the spectral weight cannot be
compared directly due to the nontrivial prefactors arising in the expansion, but the
qualitative distribution gives insights about the overall spectral weight observed in
RIXS experiments.

Fig. 3.29 (x ∈ {0.25, 0.5}) and Fig. 3.31 (x ∈ {1.2, 2}) show the weights for the
even observable OSC,2

i,+ in two-triplon space, which can be compared to the leading
order results in Fig. 3.15 and Fig. 3.17. For x = 0.25, the spectral weight is shifted
significantly towards smaller qx ∈ [0, 0.35π/a] with a large feature extending from
qx = 0 to the intersection point of the bound state and the continuum. For larger
x, the continuum weight is also shifted towards smaller qx, but less distinctly than
for x = 0.25. For instance, for x ∈ {1.2, 2} the continuum weight at the intersection
point with the bound state increases in the k = 2 correction, while for x = 0.5 a
novel weak feature arises at qx ∈ [0, 0.25π/a].

Fig. 3.30 (x ∈ {0.25, 0.5}) and Fig. 3.32 (x ∈ {1.2, 2}) show the weights for the
odd observable OSC,2

i,− in three-triplon space. Compared to the leading order results in
Fig. 3.16 and Fig. 3.18, the qualitative shape of the spectral weight in the continuum
changes only marginally. An interesting shift of weight occurs, however, in the bound
state. This is depicted in the right panel of Fig. 3.21, which shows the ratio of bound
weight to integrated continuum weight for various x and qx. Compared to the ratios
of the leading order depicted in the left panel of Fig. 3.21, the highest ratio of bound
weight arises for x ∈ {0.25, 0.5} close to qx = 0. This is a vital finding, because
a dominant three-triplon bound state at x ≤ 1 opens up new materials for which
the bound state can be verified experimentally. The caveat is that for small x, the
bound state has energy even closer to the continuum edge, making it more difficult
to resolve it unambiguously in an experimental setting. As discussed in Sec. 3.4.3 ,
this problem can be circumvented with THz spectroscopy, which has a higher energy
resolution than RIXS. Since the relative bound weight in the right panel of Fig. 3.21
is most dominant at qx ≈ 0 for x = {0.25, 0.5}, the marginal momentum transfer of
THz spectroscopy poses less of a problem than for x = {1.2, 2}. However, note that
THz spectroscopy is not described by the same structure factor as RIXS experiment.

To conclude this section, the second order results in the SC channel predict
more spectral weight around qx ≈ 0 in two-triplon space than the leading order
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Figure 3.29: Spectral density S(qx, ω) of the second leading SC observable OSC,2
i,± (see

(3.2.19)) in two-triplon space for perturbation parameters x ∈ {0.25, 0.5}.
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Figure 3.30: Spectral density S(qx, ω) of the second leading SC observable OSC,2
i,± (see

(3.2.19)) in three-triplon space for perturbation parameters x ∈ {0.25, 0.5}.

suggests. Furthermore, three-triplon bound states with dominant weight compared
to the continuum are predicted for x < 1, while the leading order only suggests
dominant bound states for x ≥ 1. The three-triplon bound states at small x have
the most dominant weight at qx ≈ 0, which is useful for THz spectroscopy, which
offers high energy resolution but only marginal momentum transfer. However, the
requirement of high energy resolution is even more important for small x, because the
energy of three-triplon bound state and continuum are even closer to one another.

3.4.6 Comparison with Exact Diagonalization

In the previous sections, we presented the two leading order results in the SC
channel and NSC channel. In this section, we compare the results obtained by
deepCUT with results calculated by exact diagonalization (ED) [49] to emphasize
the advantages of our approach and corroborate the results. We also discuss the
accuracy of the deepCUT results in more detail in App. D.

Comparing the deepCUT results with ED results serves two purposes: (i) one can
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Figure 3.31: Spectral density S(qx, ω) of the second leading SC observable OSC,2
i,± (see

(3.2.19)) in two-triplon space for perturbation parameters x ∈ {1.2, 2}.
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Figure 3.32: Spectral density S(qx, ω) of the second leading SC observable OSC,2
i,± (see

(3.2.19)) in three-triplon space for perturbation parameters x ∈ {1.2, 2}.

check whether the deepCUT results strongly contradict the ED results, which would
be a clue for an error in the deepCUT approach, and (ii) one can compare properties
of the methods. Fig. 3.33 shows ED data for x = 1 [49]. Note that in the ED
calculation, N stands for the number of considered spins, so up to N/2 = 14 rungs
are considered. Naively, this appears to be a larger system than the one considered in
the deepCUT calculation. The deepCUT is evaluated up to order o10, so processes
spanning up to 10 rungs are considered. The difference, however, is that deepCUT
considers a system in thermodynamic limit and truncation occurs only in the triplon
operators in second quantization. Due to translational symmetry, the effect of these
operators is considered on the full system.

The first thing one notices when observing Fig. 3.33 is the fact that the ED-results
are much more coarse than the deepCUT results discussed in previous sections. This
is a consequence of the finite system size, which limits the resolution of the ED
approach. The discretization of qx is naturally limited by N/2. Significant finite size
effects arise, which becomes apparent when comparing the results for different N .
For instance, in panel (e), one observes two dominant features in two-triplon space
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Figure 3.33: Spectral density in the SC channel for x = 1 calculated with exact diagonal-
ization (data kindly provided by Umesh Kumar [49]) with various number of considered
sites N , i.e. N/2 considered rungs, in two-triplon space (qy = 0) and three-triplon space
(qy = π/a). The theoretical bound state curve is plotted as a red dashed line.

for N = 16. Increasing N in (f-h) changes the number and shape of the dominant
features. In (f), the two features are flatter and a third dominant feature at higher
energies arises. In (g) the middle features loses significant spectral weight. In (h)
the middle feature has insignificant weight compared to the other features and the
top feature splits into two features of different energies. The author of the ED data
confirmed that this are indeed discretization artifacts. In the ED calculation, the
two-triplon bound state is not calculated explicitly and the results do not explicitly
reveal that it is a bound state without knowledge of the continuum limits. The
energy-momentum relation is approximated by an analytical expression [49].

Fig. 3.34 shows a direct comparison of the ED results with x = 1 and N =

28 to the deepCUT results. The deepCUT results in panel (b) and (d) have an
exceedingly better resolution that can be increased even further without performing
the deepCUT calculation a second time. To double the resolution in qx, one can
perform the Lanczos tridiagonalization, see Sec. 3.3.3 , twice as often, which is only
computationally expensive for three or more triplons. To double the resolution in
ω one can perform the continued fraction expansion, see Sec. 3.3.4 , twice as often,
which does not cost significant computation time. At worst, the computational cost
of the deepCUT approach increases linearly with the resolution, while the dimension
of the Hilbert space in ED scales exponentially with the system size. Both ED and
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Figure 3.34: Spectral density (left column) in the SC channel for x = 1 calculated with
exact diagonalization (data kindly provided by Umesh Kumar [49]) with N = 28 considered
sites, i.e. N/2 = 14 considered rungs, in two-triplon space (qy = 0) and three-triplon space
(qy = π/a). The data is compared with the (right column) deepCUT results, where the
bound state is plotted with Gaussian broadening for easier comparison.

deepCUT yield significant features in the same area of phase space, which is expected.
However, ED yields features with multiple maxima, while deepCUT yields fewer but
continuous features. In panel (c), for instance, one finds 3-4 separate features around
ω/Jrung ∈ [2.5, 4] and qx ∈ [0.5π/2, π/a], while panel (d) shows only two significant
features, the bound state and a long feature in the continuum.

To conclude, the deepCUT approach provides several benefits over ED. One
obtains outstanding resolution without finite size artifacts (but with finite-range
effects) and can distinguish contributions from different numbers of quasi-particles.
The true continuum limits and the dispersion relation of bound states are obtained
directly by the method and bound states can be distinguished unambiguously from
the continuum. Furthermore, one can selectively disable n-triplon interactions, which
was used in Sec. 3.4.3 .
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3.5 Concluding Discussion of the Response Function

In this chapter, we applied the deepCUT method to calculate spectral features of
a spin-1/2 Heisenberg ladder (3.1.1) in both the NSC channel and the SC channel up
to three-triplon space. The SC channel cannot be probed by INS experiments, but
is accessible to RIXS. Convergence in high orders of the deepCUT expansion is more
difficult when more triplons are considered. To calculate three-triplon contributions
with high accuracy, we combine results in high expansion order o10, obtained with
the (2:n)-generator, with the highest converged order of the (3:n)-generator.

The RIXS response can be described by the UCL expansion, with the first leading
order in the SC channel being relevant for INS experiments. We calculated the two
leading orders, both for the SC channel and the NSC channel. The second leading
order describes the dominant corrections to the leading order.

In the NSC channel, our results for the leading order observable ONSC,0
i,τ = Si,τ

coincide with prior findings for INS experiments [32, 111]. We showed that the flow
equation method provides a substantially higher resolution than exact diagonaliza-
tion, partially because it allows one to calculate true continua, which are less prone to
discretization errors. RIXS experiments make it possible to study the spectral weight
even for larger energies in the three-triplon channel with a reasonably large cross sec-
tion. The spectral feature in the NSC channel are separated well enough energetically
to be captured as separate features by RIXS measurements. The second leading or-
der NSC observable ONSC,1

i,± = Si,τ
[
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

)]
in-

troduces a shift of spectral weight towards large qx ≈ π/a. For x ∈ {0.25, 0.5}, we
find novel spectral features in two-triplon space.

The leading order results in the SC channel are described by the observable
OSC,1
i,τ = JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

)
. We calculated the response

and showed the emergence of a three-triplon bound state. The surprising revelation
is that this bound state only emerges due to genuine, i.e. irreducible, three-triplon
interactions. In nature, multi-particle bound states usually arise due to two-body
interactions. We showed that three-triplon interactions are necessary to form this
bound state by selectively deactivating these interactions, which is possible due to
the decoupling of n-particle subspaces by deepCUT. The spectral weight of the three-
triplon bound state is significant and even dominates the continuum weight for x =

2 and qx ≈ 0.42π/a. By evaluating the second leading order observable OSC,2
i,τ ,

we showed that significant bound weight can be found for x = 0.25 at marginal
momentum transfer qx ≈ 0. Note, however, that the odd parity channel, i.e. the
channel with an odd number of triplon excitations, can only be probed with qy = π/a,
so a finite momentum transfer or some difference in the structure is still required.
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The most significant finding is the emergence of three-triplon bound states due to
irreducible three-triplon interactions. RIXS experiments can probe the phase space
of the bound state, but the energy resolution of around (10− 100)meV [130,132] is
not high enough to properly distinguish the bound state from the lower three-triplon
continuum edge, which also carries significant weight. THz spectroscopy offers higher
energy resolution below 1 neV [133,134], but only transfers marginal momentum. The
dominant bound weight at qx ≈ 0 for x = 0.25 in the second leading order could
allow one to measure the bound state with small momentum transfer. Alternatively,
one could attempt to probe the bound state at x = 2 and qx ≈ 0.42π/a with THz
spectroscopy for a distorted spin ladder with periodicity of four rungs, which folds
qx ∈ {0.25π/a, 0.5π/a, 0.75π/a} back to the center of the Brillouin zone. Tab. 3.1,
which can be found at the beginning of this chapter, lists candidates of cuprates for
experimental verification. With the steady improvement of experimental techniques,
we are hopeful of verifications of our findings in the near future.

Future theoretical studies could investigate the RIXS response for more complex
systems, e.g. spin ladders with diagonal couplings between nearest-next neighbors or
coupled spin ladders. Furthermore, one could investigate more terms of the UCL ex-
pansion, such as the cross term neglected in our calculation, see App. A, or consider
the full response by summing over the leading orders with known coefficients (cal-
culated from the core-hole lifetime). Additionally, a fascinating question is whether
n-triplon bound states with n > 3 triplons arise in spin ladders. Such n-triplon
strings would provide a generalization of Bethe string [121, 122]. Different from
Bethe strings, they would not be restricted to integrable systems such as spin chains.

Our results show that the CUT method, and specifically deepCUT as a highly
optimized variant, is very powerful and the effective quasi-particle-conserving ba-
sis provides many advantages. The selective disabling of three-triplon interactions
allowed us to show unambiguously that they are necessary to form three-triplon
bound states. We were able to trivially separate continua from bound states and
different excitation channels from one another and sum rule checks verified that no
significant spectral weight was neglected. The results are real continua in high res-
olution, which do not show significant discretization artifacts. Even in four-triplon
space, which is too large to treat with high accuracy, we were able to obtain a rough
approximation of the spectral weight, see App. D. The approach described in this
chapter opens novel ways to study complex bound states, which are also relevant
in other fields, for instance for finding bound states in superconducting nanowires
for quantum computing [139], topological bound states in non-Hermitian systems of
photonic lattices [140] and for the discovery of three-body correlations in ultracold
atoms [141]. In the following chapters, we will lay the groundwork to extend the
CUT method to a wider class of problems.
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Chapter 4

Hard-Core Flow Equations in
Momentum-Space

In the previous chapter, the flow equation method was applied to compute the dy-
namic response of a spin ladder in RIXS experiments and predict three-triplon bound
states. Our results show the strengths of the method. However, flow equations have
already been applied to spin ladders numerous times in the past, albeit only for the
simple INS observable. In Chap. 4 to Chap. 5, the focus is shifted to methodical
improvements of flow equations in order to treat a wider class of problems.

In this chapter we study flow equations for hard-core systems using the pc-
generator in momentum space with the goal of finding strategies to apply the mech-
anism to gapless quantum systems, for instance systems at a quantum critical point.
To this end, a one-dimensional spin model is studied. Our numerical computations
show that a direct implementation of the flow equation method in momentum space
is considerably more costly than in real space, but principally possible. However,
both the real-space and momentum-space CUT do not converge in the vicinity of
the quantum critical point other than for extremely small system sizes. We introduce
truncation schemes in momentum space and study their effect on the flow. However,
no significant improvement over spatial truncation schemes is found at the current
stage. Further analyses show that close to the fixed point, many coefficient con-
verge with the same speed. This finding could be used in the future for analytic and
numerical simplifications.

We introduce the physical model and discuss the analytical dispersion in Sec. 4.1.
In Sec. 4.2 we discuss how applying a CUT for hard-core particles in momentum space
offers both benefits and challenges. We investigate different strategies in Sec. 4.3 and
conclude our findings in Sec. 4.4 .
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4.1 Transverse-Field Ising Model

4.1.1 Model in Real Space

Figure 4.1: Schematic representation of the TFIM model (4.1.2). The spin-1/2 particles are
fixed on equidistant sites of distance a on a one-dimensional chain and the x-components
Sx of next neighbors interact with strength Jx, while the z-components Sz are coupled to a
magnetic field Γz. Black arrows represents spin-up, red arrows spin-down and blue arrows
represent the magnetic field.

The generalized Heisenberg spin chain in a magnetic field [142] is defined as

H = Γ
N−1∑
i=0

Si −
N−1∑
i,j=0

∑
α,β∈{x,y,z}

2Jαβij S
α
i S

β
j (4.1.1)

with spin operators Si on sites i ∈ {0, 1, ..., N−1} and elements Sαi with α ∈ {x, y, z}.
The external magnetic field is parametrized by Γ and the interactions between pairs
of spins are described by Jαβij . The prefactor 2 in the interaction term is chosen to
compensate for the quadratic factor (1/2)2 from the spins compared to the linear
factor 1/2 in the field term. This system cannot be solved exactly, apart from special
cases [143]. In the following investigation, we focus on an exactly solvable special
case, the transverse-field Ising model (TFIM)

H = Γz

N−1∑
i=0

Szi − 2Jx

N−1∑
i=0

Sxi S
x
i+1 , (4.1.2)

which has already been studied extensively [54,144–146] in the past and is depicted
in Fig. 4.1 . The TFIM describes a one-dimensional spin chain with next-neighbor
interaction of the x-components Sxi and interactions with a magnetic field in z-
direction, i.e. transversal with respect to the next-neighbor interaction, and periodic
boundaries SN = S0. The ratio x := Jx/Γz is the only relevant quantum parameter
governing the phase of the system at temperature T = 0, since a global prefactor of
the energy do not affect the phase.
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The TFIM has been studied in the past using various methods, including CUT
in real space, which utilizes a transformation to string operators [35]. For |x| < 1, all
spins are aligned antiparallel to the magnetic field in the ground state. For |x| > 1

the spins obey ferromagnetic ordering in x-direction for x > 1 or antiferromagnetic
ordering for x < −1 in the ground state. Note that the aim of this chapter is not
to contribute novel findings about the TFIM, but rather to use it as a toy model
to study the applicability of truncation schemes in momentum space. Considering a
one-dimensional system provides two major advantages: numerical calculations are
less computationally expensive and quantum critical effects are more dominant [52].
In particular, the TFIM hosts flavorless hard-core bosons, see below, which provide
a distinct challenge in momentum space.

The commutation relation of the spin operators in natural units, i.e. ~ = 1, is

[Sαj , S
β
l ] = iδj,l

∑
γ∈{x,y,z}

εαβγS
γ
i . (4.1.3)

One can transform to ladder operators

S±j = Sxj ± iSyj = (S∓j )† (4.1.4)

by using the relations

Sxj
(4.1.4)

=
1

2
(S+
j + S−j ) , (4.1.5)

S±j S
∓
j = (Sxj )2 + (Syj )2 ∓ i [Sxj , S

y
j ]︸ ︷︷ ︸

(4.1.3)
= iSzj

= S2
i︸︷︷︸
3
4

− (Szj )2︸ ︷︷ ︸
1
4

±Szj =
1

2
± Szj . (4.1.6)

The ladder operators fulfill the (anti-)commutation relations

[S−j , S
+
l ] = i [Sxj , S

y
l ]︸ ︷︷ ︸

(4.1.3)
= iδj,lS

z
j

−i [Syj , S
x
l ]︸ ︷︷ ︸

(4.1.3)
= −iδj,lS

z
j

= −2δj,lS
z
j
(4.1.6)

= δj,l(1− 2S+
j S
−
j ) ,

(4.1.7a)

[S±j , S
±
l ] = ±i [Sxj , S

y
l ]︸ ︷︷ ︸

(4.1.3)
= iδj,lS

z
j

±i [Syj , S
x
l ]︸ ︷︷ ︸

(4.1.3)
= −iδj,lS

z
j

= 0 , (4.1.7b)

{S±j , S
±
j } = {Sxj , Sxj }︸ ︷︷ ︸

1
2

− {Syj , S
y
j }︸ ︷︷ ︸

1
2

= 0 . (4.1.7c)

On can use (4.1.5) to describe the system (4.1.2) in the eigenbasis of Szi , where the
ladder operators act similar to creation and annihilation operators

H

Γz
=

N−1∑
i=0

(
S+
i S
−
i −

1

2

)
− x

2

N−1∑
i=0

(
S+
i S
−
i+1 + S+

i S
+
i+1 + h.c.

)
. (4.1.8)
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For the discussion of this system, it is useful to use operators similar to the triplon
operators (3.1.2) introduced in Chap. 3 . To that end, we apply the Matsubara-
Matsuda transformation [147]

S+ = b† , (4.1.9a)

S− = b , (4.1.9b)

Sz = b†b − 1

2
(4.1.9c)

with creation (b†) and annihilation (b) operators describing hard-core bosons ful-
filling the

Hard-Core Algebra (Real Space)[
bi , b

†
j

]
= δi,j

(
1− 2b†ibi

)
,

[bi , bj ] =
[
b†i , b

†
j

]
= 0 , ∀i 6= j ,

{bi , bi} =
{
b†i , b

†
i

}
= 0 .

(4.1.10a)

(4.1.10b)

(4.1.10c)

Note the similarity to the commutation relations (3.1.3). The only difference lies
in the fact that the hard-core bosons described here are flavorless, i.e. instead of
four states |s〉, |x〉, |y〉 and |z〉 per site with three different triplon flavors α ∈
{x, y, z}, only two states |0〉 (no excitation) and |1〉 (hard-core bosonic excitation)
per site exist. Aside from that, the algebra describes similar particles to triplons:
the local Hilbert space is finite, allowing only for two possible local energies and,
since the hard-core bosons are flavorless, two possible local states. In that sense,
hard-core bosons are similar to fermions, which fulfill the Pauli exclusion principle.
This motivates the name “hard-core”, because this principle can be understood as a
hard-core repulsion of the quasi-particle excitations. On the other hand, they can
also be understood as bosons, because hard-core operators on different sites commute
rather than anticommute. This can be shown explicitly by rearranging (4.1.10a) for
the two cases i = j and i 6= j

[
bi , b

†
j

]
= δi,j

(
1− 2b†ibi

)
=

1− 2b†ibi , i = j ,

0 , i 6= j

⇔


{
bi , b

†
i

}
= bib

†
i + b†ibi = 1 , i = j ,[

bi , b
†
j

]
= 0 = δi,j , i 6= j .

(4.1.11)

One can apply (4.1.9) to formulate (4.1.8) in terms of hard-core operators

H

Γz
=

N−1∑
i=0

(
b†ibi −

1

2

)
− x

2

N−1∑
i=0

(
b†ibi+1 + b†ib

†
i+1 + h.c.

)
. (4.1.12)
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4.1.2 Model in Momentum Space

For the discussion of CUT methods in momentum space, it is necessary to first
describe the model in momentum space with Fourier transformations. For trivial sys-
tems consisting of only bilinear hopping terms b†ibj , a Fourier transformation already
fully diagonalizes H. Fourier transformations are also useful for less trivial systems
if they are translationally invariant, because this discrete invariance corresponds to
conservation of total momentum up to summands n2π/a with n ∈ Z. For the TFIM
model considered here, the Fourier transformed hard-core operators

bk =
1√
N

N−1∑
j=0

eikxjbj , b†k =
1√
N

N−1∑
j=0

e−ikxjb†j , (4.1.13a)

bj =
1√
N

1.BZ∑
k

e−ikxjbk , b†j =
1√
N

1.BZ∑
k

eikxjb†k (4.1.13b)

with xj := ja fulfill the algebra

[bk, bk′ ]
(4.1.13a)

=
1

N

N−1∑
j,l=0

ei(kxj+k
′xl) [bj , bl ]︸ ︷︷ ︸

(4.1.10b)
= 0

= 0 , (4.1.14a)

[
b†k, b

†
k′
]

= [bk′ , bk]
† (4.1.14a)= 0 , (4.1.14b)[

bk, b
†
k′
] (4.1.13a)

=
1

N

N−1∑
j,l=0

ei(kxj−k′xl) · [ bj , b
†
l ]︸ ︷︷ ︸

(4.1.10a)
= δj,l(1−2b†jbj)

=
1

N

N−1∑
j=0

ei(k−k′)xj

︸ ︷︷ ︸
δk,k′

− 2

N

N−1∑
j=0

ei(k−k′)xjb†jbj

(4.1.13b)
= δk,k′ −

2

N

1.BZ∑
q,q′

1

N

N−1∑
j=0

ei(k−k
′+q−q′)xj

︸ ︷︷ ︸
δk−k′+q,q′

b†qbq′

= δk,k′ −
2

N

1.BZ∑
q

b†qbk−k′+q . (4.1.14c)

While the commutators [bk, bk′ ] vanish just like in real space, the commutator [bk, b
†
k′ ]

is more involved, introducing a summation over various momenta. This is relevant
for CUTs, because it causes more operator monomials to arise during the calculation
of the commutator (2.2.7) in second quantization, i.e. more coefficients that must be
tracked during integration.

The anticommutation relations in momentum space are less trivial than in real
space. The real-space operators only anticommute if they act on the same site, so an
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analogous calculation to (4.1.14a) for the momentum-space anticommutators is not
possible. One finds

bkb
†
k′ − b

†
k′bk

(4.1.14c)
= δk,k′ −

2

N

1.BZ∑
q

b†qbk−k′+q , (4.1.15a)

⇔ bkb
†
k′ + b†k′bk = δk,k′ −

2

N

1.BZ∑
q

(
1−Nδk′,q

)
b†qbk−k′+q = {bk, bk′} . (4.1.15b)

Consequently, the trivial hard-core repulsion {bi , bi} = 0 in real space, i.e. the
constraint of the number of hard-core excitation per site to ni ∈ {0, 1}, does not
translate to a more complicated constraint in momentum space, i.e. multiple hard-
core excitations with the same momentum can, in principle, exist. We discuss how
to correctly describe the hard-core repulsion in momentum space in Sec. 4.2.3 . For
now, it suffices to summarize the most useful commutation relations

Hard-Core Algebra (Momentum Space)[
bk, b

†
k′
]

= δk,k′ −
2

N

1.BZ∑
q

b†qbk−k′+q ,

[bk, bk′ ] =
[
b†k, b

†
k′
]

= 0 .

(4.1.16a)

(4.1.16b)

The TFIM (4.1.12) can be expressed in terms of the Fourier-transformed hard-core
operators (4.1.13a) by applying the relation δk,k′ = 1

N

∑
xi
eixi(k−k′) to apply conser-

vation of momentum. The final Hamiltonian in momentum space reads

H

Γz
=

1.BZ∑
k

[(
1− x cos(ka)

)
b†kbk

]

− x

2

1.BZ∑
k

[
cos(ka)

(
b†kb
†
−k + h.c.

)]
− N

2
. (4.1.17)

The last summand is a constant energy shift and can be omitted, because we are not
interested in the ground state energy, but in the relative energy of excited states in
relation to the ground state.

4.1.3 Analytical Results

The TFIM can be solved using a Jordan-Wigner transformation in real space to
obtain spinless fermionic operators, a subsequent Fourier transformation to obtain
momentum-conserving operator terms and a final Bogoliubov transformation to treat
the pair-creation and pair-annihilation terms. The full calculation is discussed in
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Figure 4.2: Dispersion εx(k), see (4.1.18b), and energy gap ∆(x), see (4.1.19), of the TFIM.

App. E. The resulting Hamiltonian for the ferromagnetic case x ∈ [0, 1] is

H

Γz
=

1.BZ∑
k

ε(k)

(
f †kfk −

1

2

)
, (4.1.18a)

ε(k) =

√(
1− x

)2

+ 2x

(
1− cos(ka)

)
(4.1.18b)

with the fermionic annihilation and creation operators f (†)
k and the dispersion relation

(4.1.18b). The dispersion and the energy gap

∆(x) := min
k

(
ε(k)

)
= |1− x| (4.1.19)

are plotted in Fig. 4.2. At |x| = 1, a the gap closes and a second order phase
transition occurs, i.e. this is a quantum critical point. The antiferromagnetic case
x ∈ [−1, 0] has the same dispersion shifted by k → k+ π/a, since it is related to the
ferromagnetic case by the flip of every second spin.

We use the analytical results of the gap (4.1.19) as a reference to check the
accuracy of the CUT method in momentum space with various truncation schemes.
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4.2 Momentum Continuous Unitary Transformations

In this section, we discuss why it can be advantageous to perform the CUT in
momentum space to treat a system with a vanishing energy gap. We also point out
challenges of this approach for hard-core systems.

4.2.1 Advantages

A vanishing or extremely small gap complicates renormalizing methods, such as
CUTs. Local spatial truncation schemes fail because the correlation length diverges.
Additionally, perturbative expansions fail, since the energy denominator vanishes,
which makes it necessary to sum over an arbitrary number of orders. Furthermore,
energies from different particle-spaces can overlap, e.g. the three-particle continuum
with the one-quasi-particle dispersion, causing the particle picture to break down.

In momentum space, each single operator term is maximally delocalized. In this
way, a finite number of operator monomials can describe strongly delocalized pro-
cesses. While the real-space approach is suitable for systems with strongly localized
elementary excitations, a momentum-space approach can perform better for strongly
delocalized elementary excitations.

To perform an efficient calculation, all symmetries of a given system should be
exploited. Symmetries in real space can be applied in momentum space as well and
sometimes even easier than in real space. For instance, the real-space Hamiltonian
(4.1.12) exhibits translational invariance, i.e. coefficients Cij of operator monomials
related to sites i and j depends only on the difference of sites, i.e. Cij = Ci−j .
In momentum space, this symmetry appears in the form of conservation of total
momentum, e.g. Ck,k′bkbk′ = Ck,kbkb−kδk′,−k and Ckk′b

†
kbk′ = Ckk b

†
kb−kδk′,k. Note

that we use subscripts for the annihilation indices and superscripts for the creation
indices. Translation invariance in real space implies that, for instance, all operator
monomials b†i+∆bi with the same ∆ share a single coefficient, so the number of tracked
coefficients is reduced by a factor 1/N whenN sites are tracked. In momentum space,
this translates to the last momentum index being determined unambiguously by all
other momenta. Other symmetries can also be used analogously in momentum space.
For instance, mirror symmetry Cj1,...i1,...

= C−j1,...−i1,... can be applied directly in the form
Cq1,...k1,...

= C−q1,...−k1,... and so can Hermiticity Ck1,...q1,... = (Cq1,...k1,...
)∗. Both symmetries are valid

for the TFIM (4.1.12).

4.2.2 Challenges

The real-space formulation of the TFIM (4.1.12) with hard-core operators con-
tains highly localized operator monomials that span only next neighbors. When
deriving the flow equations, the number of tracked coefficients increases with each
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commutation (2.2.7) and is often only limited by the truncation scheme. Never-
theless, a small number of finite coefficients in the initial Hamiltonian H(` = 0) is
advantageous to reduce the number of significant operator monomials that should
not be truncated. When taking symmetries into account, the initial real-space TFIM
(4.1.12) effectively only contains three finite initial coefficient: Those for the operator
monomials b†ibi , b

†
ibi+1 and b†ib

†
i+1. In contrast, the initial formulation in momentum

space (4.1.17) contains various bilinear operator monomials, specifically b†kbk and
b†kb
†
−k for all values of k in the Brillouin zone. This is not surprising, since the initial

real-space Hamiltonian is highly localized, requiring a large number of delocalized
operator terms in momentum space. This drastically increases the number of tracked
coefficients in momentum space and therefore the computational cost.

Additionally, the hard-core algebra in momentum space (4.1.16a) is more involved
than in real space (4.1.10a). In real space, each commutation introduces the term
[bi , b

†
j ] = δi,j

(
1− 2b†ibi

)
with two new summands: one with two less operators and

one with the same amount of operators, which act on the same site as the original

operators. In momentum space, each commutation [bk, b
†
k′ ] = δk,k′ − 2

N

1.BZ∑
q
b†qbk−k′+q

introduces N+1 new summands: one with two fewer operators and N with the same
amount of operators, which can act on different momentum sites than the original
operators. This way, the number of tracked coefficients increases even more rapidly
in momentum space. Note that this problem only occurs for hard-core excitations,
since simple bosonic and fermionic excitations fulfill the same algebra in real and
momentum space.

4.2.3 Hard-Core Repulsion in Momentum Space

In real space, the local Hilbert space at each site is finite, i.e. only ni ∈ {0, 1}
hard-core excitations are allowed, due to the anticommutator {bi , bi} = 0, see
(4.1.10c). This restriction also reduces the number of tracked coefficients in the
flow equations, since operator monomials containing terms b†ib

†
i or bibi , i.e. two sub-

sequent creations (or annihilations) on the same site, have vanishing coefficients. In
momentum space, however, the anticommutator is more complicated, so it is not ex-
plicitly forbidden to create two excitations and operator monomials containing terms
such as b†kb

†
k or bkbk do not have a vanishing coefficient. The hard-core repulsion can

be reformulated as a more involved condition in momentum space. In this section,
we motivate and introduce a general formula for the hard-core repulsion (4.1.10c)
in momentum space. We use the notation h[A] for the coefficient of an operator
monomial A, see Sec. 2.2 .

The hard-core condition in momentum space can be derived most easily for bi-
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linear operators

0
(4.1.10c)

= δ∆,0

N−1∑
j=0

b†jb
†
j+∆ = δ∆,0

1.BZ∑
k,k′

1

N

N−1∑
j=1

eij(k+k′)

︸ ︷︷ ︸
=δk,−k′

eik′∆b†kb
†
k′

= δ∆,0

1.BZ∑
k

e−ik∆b†kb
†
−k =

1.BZ∑
k

b†kb
†
−k . (4.2.20)

Hence, the bilinear condition in momentum-space is

0 =
∑
k

h[b†kb
†
−k] . (4.2.21)

This result is hardly surprising, because the Fourier transform of the real-space term
b†ib
†
i is the sum over all momentum space terms b†kb

†
k. Note that in real-space all N

bilinear hard-core conditions b†ib
†
i = 0 for i ∈ {0, 1, ..., N−1} are linear dependent due

to translation invariance. Consequently, the single condition (4.2.21) in momentum
space fully captures the hard-core restraint on the bilinear level.

For a quartic operator of the form b†kb
†
k′bqbk+k′−q one obtains

0
(4.1.10c)

= δ∆i,0N
N−1∑
j=1

b†jb
†
j+∆1

b
j+∆̃

b
j+∆̃+∆2

∀i ∈ {1, 2} (4.2.22a)

=δ∆i,0

1.BZ∑
k,k′,q,q′

1

N

N−1∑
j=1

eij(k+k′−q−q′)

︸ ︷︷ ︸
=δk+k′−q,q′

ei(k′∆1−q′∆2−(q+q′)∆̃)b†kb
†
k′bqbq′ (4.2.22b)

=δ∆i,0

1.BZ∑
k,k′,q

ei(k′∆1−(k+k′−q)∆2−(k+k′)∆̃)b†kb
†
k′bqbk+k′−q′ , (4.2.22c)

which leads to 2N2 rules

0 =δ∆i,0

∑
k,q,q′

ei(k′∆1−(k+k′−q)∆2−(k+k′)∆̃)h[b†kb
†
k′bqbk+k′−q] (4.2.23)

∀i ∈ {1, 2}, j 6= i : ∆j , ∆̃ ∈ {0, ..., N − 1} .

For the coefficients of general operator monomials h[b†k1 . . . b
†
km
bq1 . . . bqn ] with m

creators and n annihilators, one can perform an analogous calculation to derive the
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conditions

0 = δci,0
∑

k1=0,...
q1=0,...∑
i qi=

∑
i ki

γc1,...;a1,...;∆̃k1,...;q1,...
h[b†k1 . . . b

†
km
bq1 . . . bqn ] ,

0 = δai,0
∑

k1=0,...
q1=0,...∑
i qi=

∑
i ki

γc1,...;a1,...;∆̃k1,...;q1,...
h[b†k1 . . . b

†
km
bq1 . . . bqn ] ,

γc1,...;a1,...;∆̃k1,...;q1,...
= exp

i
m∑
j=2

(cjkj)− i
n∑
j=2

(ajqj)− i∆̃
m∑
j=1

km

 .

(4.2.24a)

(4.2.24b)

(4.2.24c)

These conditions can be interpreted geometrically as orthogonality 0 = γ ·h with the
components γc1,...;a1,...;∆̃k1,...;q1,...

of γ and the components h[b†k1 . . . b
†
km
bq1 . . . bqn ] of h. Some

of the conditions can be linear dependent, i.e. due to the Hermiticity of the TFIM
Hamiltonian.

In real space, the hard-core conditions are fulfilled automatically if the commu-
tation relations are applied consistently. In momentum space, our calculations show
that the conditions must be implemented explicitly in order to obtain the same re-
sults as the real-space calculation. This can be done in two different ways. (i) One
can implement this restriction explicitly when setting up the tensor Dijk of the flow
equations, which can unfortunately increase the number of tracked coefficients. (ii)
To avoid introducing new coefficients, one can check this restriction in each inte-
gration step of the flow equations and correct the coefficients accordingly. The first
approach is preferable despite the increased number of tracked coefficients, because
it does not require hard-coded changes of the coefficients during the flow, which can
lead to numerical instability.

Note that for testing purposes one can derive the flow equations in real space while
considering the hard-core repulsion and then perform a Fourier transformation to
obtain the flow equations in momentum space. In that case, the hard-core restriction
is already fulfilled. For realistic applications, however, this approach can be less
viable if one want to apply specialized truncation schemes in momentum space.

To conclude, the hard-core repulsion can be expressed explicitly in momentum
space, but is considerably more intricate that in real space.

4.2.4 Alternative Approach using Bond-Operators

As an alternative to the hard-core operator description (4.1.9) with the rather
complicated hard-core commutator (4.1.10a), one can apply a bond-operator descrip-
tion similar to the one proposed for triplons [112, 113]. For the flavorless hard-core
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bosons in the TFIM, one can define

b†i =: B†i si (4.2.25a)

|g〉 = s†i |0i〉 (4.2.25b)

|Bi〉 = B†i |0i〉 (4.2.25c)

with the bosonic operator [si , s
†
j ] = δij and [Bi , B

†
j ] = δij and real-space sites i. The

state |g〉 contains no hard-core excitation and |Bi〉 contains a single excitation at
site i. The state |0i〉 is a mathematical reference state that lies outside the physical
Hilbert space. Subsequently, one can define multi-particle states |BiBj ...0a0b...〉.
The advantage of the bond-operator description is that the hard-core condition is no
longer encoded in the algebra, but instead in the condition

1 = b†ibi + s†isi , ∀i ∈ {0, 1, ...N − 1} . (4.2.26)

Since Fourier transformations do not alter bosonic commutation relations, the com-
mutators [sk, s

†
k′ ] = δkk′ and [Bk, B

†
k′ ] = δkk′ in momentum space are trivial. Con-

dition (4.2.26), however, takes a more complicated form in momentum space. For
instance, by summing over all N conditions (4.2.26) and Fourier transforming the
operators, similar to the derivation (4.2.20), one finds the less trivial relation

N =
∑
k

(
b†kbk + s†ks

†
k

)
. (4.2.27)

Consequently, the bond-operator description does not completely remove the com-
plexity of the hard-core condition in momentum space, but only changes in which
equation the complexity arises.

However, the difficulty of the momentum space CUT arises primarily due to the
increased number of terms created in each commutation. These are a result of the
hard-core algebra (4.1.16a) in momentum space, which contains a summation over
all momenta. One could argue that the bosonic commutation relation of the bond-
operators avoids this problem. Unfortunately, this is not correct. The bond-operator
description increases the number of operators in all monomials. For instance, bilinear
hard-core monomials are quartic bond-monomials bb→ BBss and quartic hard-core
monomials are octic bond-monomials bbbb → BBBBssss. Bosonic commutation
of a term with n1 operators and a term with n2 operators yields terms containing
n1 + n2 − 2 operators. Since the initial bilinear hard-core monomials in (4.1.12) are
quartic in the bond language (ni = 4), commutation always increases the number of
operators. Additionally, momentum conservation is only fulfilled for the sum of all
indices. For instance, the Fourier transform of bilinear hard-core terms should create
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terms with only one independent momentum. However, in bond-operator language

∑
n∆

bnbn+∆ =
∑
n∆

Bns
†
nBn+∆s

†
n+∆ (4.2.28a)

=
∑
∆

1

N

∑
nkk′qq′

ein(−k−k′+q+q′)ei∆(q′−k′)Bks
†
qBk′s

†
q′ (4.2.28b)

=
∑
∆

∑
kk′q

ei∆(k−q)Bks
†
qBk′s

†
k+k′−q (4.2.28c)

terms containing three independent momentum indices are created. A Fourier trans-
form in hard-core language only creates terms with one independent momentum, see
(4.2.20). It should be noted that the coefficients of the bond-operator term differ
only by the factor ei∆(k−q) and therefore only depend on a single momentum differ-
ence k− q. Therefore, it should be possible to reduce the bond-operator description
in such a way that the number of tracked terms is the same as in the hard-core
description. Nevertheless, the bond-operator does not solve the problem that vari-
ous new operator terms emerge in momentum space, which drastically increases the
computational load of the momentum CUT.

For our purpose, the bond-operator formalism complicates the computation of
the flow equations and does not offer any meaningful advantage compared to the
hard-core operators (4.1.9). Therefore, this description is not pursued further in this
work.

4.2.5 Scaling Argument

One advantage of the momentum-space description is the fact that scaling ar-
guments based on the energy are more viable. The scaling dimension is used, for
instance, in operator product expansions [21, 22]. In this section, we calculate the
scaling dimension of one-dimensional hard-core bosonic systems to motivate a trun-
cation based on the number of operators [148].

For simplicity, we assume that the energy gap is found at k = 0, which is the
case for the TFIM for x ∈ [0, 1]. For gapless excitations, the lower edges of multi-
particle continua overlap with the dispersion. The low-energy multi-particle states
contain many particles at k ≈ 0. Therefore, it is reasonable to assume that the
low-temperature physics is dominated by processes with momenta k ≈ 0 and that
these processes are most relevant for the renormalizing CUT flow. To quantify which
terms are most important for small energies, one can rescale the momenta k → λk

with λ < 1.
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In the thermodynamic limit

1. BZ∑
k

→ L

2π

π/a∫
−π/a

dk , δk,k′ →
2π

L
δ(k − k′) , bk →

1√
L
b(k) . (4.2.29)

the commutation relation (4.1.16a) in momentum space becomes

[b(k), b†(k′)] = 2πδ(k − k′)− a

π

π/a∫
−π/a

dqb†(q)b(k − k′ + q) . (4.2.30)

Rescaling the momenta yields

[
b(λk), b†(λk′)

]
= 2πδ(λk − λk′)− a

π

π/a∫
−π/a

dqb†(q)b(λk − λk′ + q)

q′:=q/λ
=

2π

λ
δ(k − k′) − λa

π

π/(λa)∫
−π/(λa)

dq′b†(λq′)b(λk − λk′ + λq′).

(4.2.31)

Since the rescaling should not change the algebra, the prefactor 1/λ in front of the
delta function must vanish. With this it follows

b̃†(k) = λ
1
2 b†(λk) (4.2.32)

for the one-dimensional TFIM. In D-dimensional systems, one finds the more general
scaling relation b̃†(k) = λ

D
2 b†(λk) through an analogous calculation. Since each

operator increases the scaling order in λ, it follows that operator monomials with a
higher number of operators become less relevant for small energies.

This scaling behavior motivates a truncation scheme, where one considers only
operator monomials up to a maximum number of operators, e.g. up to quartic order.
Note, however, that this truncation scheme can also be applied in real space and does
not exploit that momentum space operators are highly delocalized in real space.

4.3 Strategies and Results

4.3.1 Numerical Implementation

The CUT of the TFIM is implemented in quartic order, i.e. with operator mono-
mials containing up to four operators, with the pc-generator (2.3.23). In the follow-
ing, we use the symbol Cn1,n2,...

m1,m2,...(`) for the coefficient of the real-space monomial
b†n1b

†
n2 ...bm1bm2 ... and C

k1,k2,...
q1,q2,... (`) for the coefficient of the momentum-space mono-

mial b†k1b
†
k2
...bq1bq2 ....
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In real space, the Hamiltonian and generator

H(`) =

N−1∑
n,m=0

Cnm(`)

2
b†nbm +

N−1∑
n1,n2,m1,m2=0

Cn1,n2
m1,m2

(`)b†n1
b†n2

bm1
bm2

+

N−1∑
n1,n2=0

Cn1,n2(`)b†n1
b†n2

+
N−1∑

n1,n2,n3,m1=0

Cn1,n2,n3
m1

(`)b†n1
b†n2

b†n3
bm1

+ h.c.

(4.3.33a)

η(`) =
N−1∑

n1,n2=0

Cn1,n2(`)b†n1
b†n2

+
N−1∑

n1,n2,n3,m1=0

Cn1,n2,n3
m1

(`)b†n1
b†n2

b†n3
bm1
− h.c.

(4.3.33b)

are initialized with

Cnm(0) = δn,m −
x

2
(δn,m+1 + δn,m−1) , (4.3.34a)

Cn1,n2(0) = −x
4

(δn1,n2+1 + δn1,n2−1) , (4.3.34b)

Cn1,n2
m1,m2

(0) = Cn1,n2,n3
m1

(0) = 0 . (4.3.34c)

In momentum space, the Hamiltonian and generator

H(`) =
1.BZ∑
k,q=0

Ckq (`)

2
b†kbq +

1.BZ∑
k1,k2,q1,q2=0

Ck1,k2q1,q2 (`)b†k1b
†
k2
bq1bq2

+
1.BZ∑

k1,k2=0

Ck1,k2(`)b†k1b
†
k2

+
1.BZ∑

k1,k2,k3,q1=0

Ck1,k2,k3q1 (`)b†k1b
†
k2
b†k3bq1 + h.c.

(4.3.35a)

η(`) =

1.BZ∑
k1,k2=0

Ck1,k2(`)b†k1b
†
k2

+

1.BZ∑
k1,k2,k3,q1=0

Ck1,k2,k3q1 (`)b†k1b
†
k2
b†k3bq1 − h.c.

(4.3.35b)

are initialized with

Ckq (0) = (1− x cos(ka))δk,q , (4.3.36a)

Ck1,k2(0) = −x
2

cos(ka)δk1,−k2 , (4.3.36b)

Ck1,k2q1,q2 (0) = Ck1,k2,k3q1 (0) = 0 . (4.3.36c)

The real-space Hamiltonian is translation invariant. Therefore, the effective num-
ber of independent coefficients is N for bilinear terms and N3 for quartic terms. Ad-
ditionally, mirror symmetry and permutations of creators (or annihilators) decrease
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the number of independent terms. Numerically, only a single value is stored for all
equivalent terms, see Sec. 2.5 .

In momentum space, only N bilinear terms and N3 quartic terms of each type
must be tracked due to momentum conservation. Like in real space, all symmetries
are applied to reduce the number of tracked coefficients and consequently the com-
putational effort. In (4.3.36), each bilinear term fulfilling momentum conservations
starts with a finite coefficient, while only strongly localized real-space terms have fi-
nite initial values (4.3.34a). The momentum is discretized with N equidistant values
k ∈ { nN

2π
a }, n ∈ {0, 1, ..., N − 1}, which always include the dispersion minimum at

k = 0.

The commutator (2.2.7) of the flow equations is first computed symbolically for
arbitrary N and then explicitly for specific N . The detailed process of solving the
commutators symbolically is explained in full detail in my master thesis [148]. The
program was extended with a non-symbolic evaluation of (2.2.7) in order to facilitate
a deepCUT expansion in x for hexatic terms. However, this approach did not improve
the CUT results significantly, because the significant increase in runtime and memory
cost did not allow tracking a significant number of hexatic terms. The results will
not be discussed in the scope of this work.

The flow equations is solved numerically in C++. Matrix arithmetics are imple-
mented using the Eigen library [136]. The flow equations are integrated using the
Runge-Kutta-Dopri5 algorithm from the Boost library [149]. A controlled stepper
adjusts the step size ∆` to reduce the absolute and relative error below 10−8.

4.3.2 Results of Quartic Calculation

Fig. 4.3 depicts the gap ∆ of the TFIM computed with a quartic CUT and
the pc-generator. The results for the real-space CUT (RCUT) and the momentum-
space CUT (KCUT) for various numbers of sites N are compared to results with
exact diagonalization (for the same N) and the exact result (4.1.19) for N → ∞.
As one would expect, the real-space and momentum-space results are equivalent.
Remember, however, that the momentum-space calculation for hard-core particles
requires exceptionally more computational effort and a program implementing this
approach is significantly more prone to programming errors. Not surprisingly, the
difference between exact diagonalization and quartic CUT increases with N because
the quartic truncation excludes n-particle interactions with n > 2. These truncated
terms are less relevant for very small N . Furthermore, larger N lead to results
closer to the exact solution in the thermodynamic limit. However, the quartic CUT
does not converge for N = 9 at x ≥ 0.98. For larger N , the minimal x for which
the quartic CUT does not converge decreases even further. Since the full quartic
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Figure 4.3: Computed gap with quartic CUT of the TFIM in real space (RCUT) and
momentum space (KCUT) for various system sizes N . The results are compared to exact
diagonalization results with the respective N and with the analytical result (4.1.19) in the
thermodynamic limit. The inset to the top right depicts the results close to x = 1. If the
quartic CUT does not converge, the gap at the minimal ROD is plotted and highlighted
with a red circle. Here, this occurs for N = 9 and x ∈ {0.98, 0.99, 1}.

calculation in momentum space requires a long runtime, however, this work focuses
only on calculations up to N = 9.

In principle, incorporating hexatic terms, i.e. monomials containing six operators,
could lead to more stable convergence for x ≈ 1. However, this greatly increases the
computational cost. First calculations using a deepCUT-expansion in real-space did
not provide better convergence. Full hexatic calculations, especially in momentum
space, did not prove computationally feasible.

To conclude, the momentum-space CUT is capable of reproducing the results of
the real-space CUT, but requires considerably more effort and is more error-prone.
Both approaches do not converge for N ≥ 9 and x ≈ 1. This problem could be
approached with more sophisticated momentum-space approaches, which we explore
in the following sections.

4.3.3 Truncation Based on Momentum Extension

To describe highly delocalized excitations in real space, it is reasonable to use
localized operators in momentum space. This motivates a truncation scheme based
on the extension of operator monomials in momentum space, akin to truncation
based on real space extension, see Sec. 2.4.2 . By truncating all terms that do not
fulfill d < dmax with an appropriate extension definition d, only terms with small
momenta are considered. Normally, monomials containing a larger number of op-
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erators have larger d and are, therefore, truncated more strictly. On the one hand,
this is convenient since such terms are less important due to the scaling argument
presented in Sec. 4.2.5 . On the other hand, a more controlled truncation can be
achieved by using different maximal extensions for monomials with the respective
number of operators, similar to the spatial truncation scheme explored in Sec. 2.4.2 .
In the following, three definitions of d are considered to explore truncation schemes
in momentum space.

The most straightforward definition of the extension is a direct application of the
spatial extension defined in Sec. 2.4.2

ddirect[b
†
k1
...bkn ] = max

ij
|ki − kj | (4.3.37)

with a truncation criterion ddirect < dmax. The definition ddirect is difficult to justify
physically, since translational invariance is valid in real space, but not in momentum
space. Note that the periodicity of the Brillouin zone is considered when calculating
|ki − kj |, so a more rigorous definition is given by substituting

|ki − kj | → min
n∈Z

∣∣∣∣ki − kj +
n

N

2π

a

∣∣∣∣ . (4.3.38)

An alternative extension definition is based on the extension of momenta relative
to a reference momentum. The reference momentum is chosen to be the momentum
at which the one-particle dispersion is minimal, i.e. k = 0 for the TFIM at x ∈ [0, 1].
The reasoning is that low-energy processes are dominated by particles at low energies
and, therefore, processes acting on these particles should dominate. To this end, the
reference-point momentum extension

dref-point,kref [b
†
k1
...bkn ] =

n∑
i=1

|ki − kref|/2 (4.3.39)

is defined with the summation over all indices ki in a given operator monomial.
The factor 1/2 is introduced because

∑n
i=1 |ki − kref| is always even due to total

momentum conservation.

The third definition is based on the extension of the momenta appearing in an
operator monomial relative to one another. The idea is that particles with a large mo-
mentum difference, e.g. one particle with small momentum and another particle with
large momentum, have a large energy difference according to the dispersion. There-
fore, processes connecting such particles span large energy differences and are least
relevant in a renormalizing scheme. Incorporating this idea in a truncation scheme
is not straightforward. For particle-conserving processes, it might seem effective to
sum over the difference between the momenta of the creation and annihilation op-
erators by choosing pairs containing one creation and one annihilation operator, i.e.
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Figure 4.4: Average coefficients and total number of quartic operator monomials of given
extension during the full quartic momentum-space flow of the TFIM-Hamiltonian (4.3.35a)
for N = 8 and x = 0.9 at ` ≈ 4.5/Γz, i.e. in the early phase of the flow. For all three
definition of the extension d in Sec. 4.3.3, small extension d ≈ 0 correspond to a small
number of monomials with the largest coefficients. However, for dref-point,0 half of the largest
coefficients are found at the maximal extension d ≈ N .

dpair[b
†
k1
...b†knbq1bqn ] =

∑n
i=1 |ki − qi|. These pairs can be chosen, for instance, such

that for each monomial the sum of momentum differences is minimized. However,
it is not possible to find distinct pairs unambiguously for non-particle-conserving
processes such as b†k1b

†
k2

or b†k1b
†
k2
b†k3bq1 . A more general definition is provided by

a summation over all possible differences of momenta between all operators, the
pair-wise momentum extension

dpair[b
†
k1
...b†knbq1bqm ] =

n∑
i=1

n∑
j=1

|ki − qj | . (4.3.40)

Note that this definition has the disadvantage that it cannot be applied to monomials
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Figure 4.5: Computed gap with quartic CUT in momentum space and truncation based on
the extension dpair, see Sec. 4.3.3 . If the quartic CUT does not converge, the gap at the
minimal ROD is plotted and marked with a red circle. No convergence is achieved for N = 9

and x ≥ 0.9 for dmax ≥ 4.

containing only one type of operator. For the TFIM, this does not pose a problems,
since the only terms of this form are bilinear and already present in the initial
Hamiltonian H(` = 0). Therefore, none of these terms should be truncated.

For the above extension definitions to be reasonable, terms of high extension
should (i) have relatively small coefficients in a non-truncated calculation so that
truncating them does not introduce large errors and (ii) be numerous enough that
truncating them improves the computational performance significantly. Both of these
conditions are verified in Fig. 4.4. Surprisingly, the naive definition ddirect fulfills both
conditions. The second definition dref-point,0 has the problem that some of the largest
coefficients are also found at dref-point,0 = N , i.e. when all four momenta are π/a.
The third definition dpair fulfills both conditions. Since dpair can be as large as N ,
while ddirect cannot be larger than N/2, the third definition dpair allows for more
precise adjustments of how many terms to truncate. Therefore, dpair is the best
candidate for a truncation scheme in momentum space.
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Figure 4.6: Computed gap with quartic CUT in real space and truncation based on the
spatial extension d = maxij |ri − rj |, see Sec. 2.4 . If the quartic CUT does not converge,
the gap at the minimal ROD is plotted and marked with a red circle. No convergence is
achieved for N = 9 and x ≥ 0.9 for dmax ≥ 4.

The truncation scheme using dpair is applied to the TFIM-Hamiltonian (4.3.35a)
by considering bilinear terms of all extensions and quartic terms of extension up
to dmax. Fig. 4.5 shows the computed gap for N ∈ {5, 9} and dmax ∈ {1, 2, ..., 8}.
Obviously, the computed gaps converge to the results obtained with a full quartic
CUT in the limit dmax → ∞. For small dmax, the gap is often closer to the correct
result than the full quartic gap, see Fig. 4.3. However, this must be understood as
a coincidence rather than a systematic improvement. Unfortunately, the truncated
CUT does not converge for all x ∈ [0, 1] at N = 9 (and larger N , despite not being
shown explicitly), unless dmax = 1 is chosen, which neglects all but the most trivial
quartic terms. This problem was also observed without truncation in Sec. 4.3.2 .
Ideally, a good truncation scheme would improve the convergence behavior, but
this is not the case here. While the truncation scheme does reduce the number
of tracked terms, the description in momentum space is still computationally more
expensive than a comparable calculation in real space. Additionally, Fig. 4.6 depicts
the computed gap with a truncated CUT in real space, which appears to converge
more reliably than the truncated momentum space CUT for small dmax.

To conclude, the presented truncation schemes in momentum space can be moti-
vated physically and the truncated terms are numerous and have small coefficients,
which makes the approach computationally reasonable. However, the computed flows
using these truncation schemes do not converge more reliably than a truncation based
on spatial extension. Considering the increased computational burden of a calcula-
tion in momentum space for hard-core systems, truncation in momentum space does
not offer significant advantages.
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4.3.4 Asymptotic Convergence

The momentum-space description offers another potential advantage beyond trun-
cation schemes based on momenta. Due to the renormalizing property of the pc-
generator, off-diagonal matrix elements most generally converge asymptotically with
exp(casym`) in the vicinity of the fixed point, see Sec. 2.3.1. The coefficient casym < 0

depends on the energy difference of the states that are connected by the off-diagonal
element. This relation is straightforward for explicit matrix representations, but
can be more involved in second quantization. Bilinear Hamiltonians H(`) can be
expressed by a matrix M(`)

H(`) = b†M(`)b , b :=
(
b0, b1, ..., b

†
0, b
†
1, ...

)T
(4.3.41)

in second quantization, i.e. the matrix elements are the coefficients Ck1...q1... (`) of the
monomials. For such bilinear Hamiltonians, one finds asymptotic convergence of the
non-particle-conserving terms Ck,−k(`) ∝ exp(−2Ckk `). Indeed, the flow equations of
the TFIM-Hamiltonian (4.3.35a) calculated with a bosonic algebra [bq, b

†
k] = δkq are

∂`C
k
k = −8Ck,−kCk,−k and ∂`Ck,−k = −2Ck,−kCkk [148]. Therefore, the Hamiltonian

remains bilinear in the bosonic case and the non-particle-conserving terms converge
with Ck,−k(`) ∝ exp(−2

∫ `′
0 Ckk (`′)d`′).

The Hamiltonian does not remain bilinear during the flow obtained with the
hard-core algebra (4.1.16a). Therefore, the convergence behavior close to the fixed
point is more complicated, but it is conceivable that the convergence behavior can
be described well by the dispersion coefficients Ckk (`′). For instance, a naive assump-
tion for one-to-three-terms b†k1b

†
k2
b†k3bq1 is an asymptotic convergence with coefficient

casym = −|Ck1k1 + Ck2k2 + Ck3k3 − C
q1
q1 |. If such a systematic asymptotic convergence

behavior could be found, it could be exploited (i) to drastically reduce the number
of tracked coefficients by expressing various quartic coefficients in terms of a small
number of quartic coefficients and bilinear energies or (ii) to find an analytic solution.
Note that such an approach is only viable close to the fixed point, e.g. to describe
the macroscopic physics of an effective low-energy model after the microscopic de-
tails of high-momentum terms has been treated with a different method, such as the
Schrieffer-Wolff transformation [150]. To work towards such an application of flow
equations, we study the asymptotic convergence of the quartic one-to-three terms in
this section.

Fig. 4.7 depicts an analysis of the asymptotic convergence of quartic one-to-three
processes in momentum space for N ∈ {7, 9} and x = 0.9. The value x = 0.9 is
chosen because it is close to x = 1, but still small enough that the CUT converges.
As the top row of Fig. 4.7 shows, asymptotic convergence Ck1,k2,k3q1 (`) ∝ exp(casym`)

can be observed during large sections of the flow both for the bilinear and quartic
non-particle-conserving terms. Deviations from this convergence occur mostly during
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Figure 4.7: Analysis of the convergence behavior of quartic three-to-one coefficients Ck1,k2,k3q1

for N ∈ {7, 9} and x = 0.9. The top row shows the flow of the coefficients of the bilinear
(Ck1,k2) and quartic (Ck1,k2,k3q1 ) non-particle-conserving operator monomials. The grey areas
mark the value of ` at which the asymptotic convergence exponent casym is evaluated, i.e.
where the coefficients converges with Ck1,k2,k3q1 (`) ∝ exp(casym`). The middle row shows
histograms of the number of coefficients found for each value of casym, using 50 bins over
the range of all found values for casym. For each bin, the monomials are sorted by the value
of the annihilator momentum q1 and displayed in the histograms in the bottom row.

the initial flow, where significant reordering happens and the signs of the coefficients
often change, and during the late stage of the flow, where numerical errors can
cause significant deviations. Notably, many quartic coefficients Ck1,k2,k3q1 (`) appear
to converge with the same speed, i.e. have the same convergence exponent casym.
Furthermore, all bilinear coefficients Ck1,k2(`) converge with the same exponent as
the fastest converging quartic terms.
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To quantify this finding, a flow paramater `asym is chosen at which all terms
decrease exponentially and casym is then determined for each individual Ck1,k2,k3q1 (`)

by interpolating the flow at this `asym. All these coefficients are counted and plotted
in histograms in the middle row of Fig. 4.7, which show that only two (for N = 7)
or three (for N = 9) relevant values of casym are found aside from small deviations.
Therefore, all Ck1,k2,k3q1 (`) converge, in good approximation, with one of these casym.
However, the fact that common coefficients exist by itself does not clarify how one
finds the correct value casym for a given monomial.

To gain a better understanding, the histograms in the bottom row of Fig. 4.7
count the number of one-to-three terms b†k1b

†
k2
b†k3bq1 with respect to the annihilator

momentum q1. Different colors are used depending on the convergence exponent
casym of the respective coefficients. Note that due to the discrete spatial translation
invariance, all momenta q1 = 2π

a n with n ∈ Z correspond to q1 = 0. Furthermore,
mirror symmetry implies that q1 = 2π

aN n and q1 = 2π
aN (N − n) correspond to one

another. Keeping this in mind, one finds in the bottom row of Fig. 4.7 that fastest
convergence is achieved when q1 is close to 0, i.e. the momentum with minimal
energy. Let us assume that only two (for N = 7) and three (for N = 9) correct
values of casym exist and that the small deviations are negligible. In this case, all
coefficients with the same q1 share the same convergence exponent casym. Specifically,
the most rapid convergence is found for the smallest momenta |q1

aN
2π | ≤ 2. For each

additional momentum |q1
aN
2π | ∈

{
3, ..., bN2 c

}
, an additional convergence exponent

exists, which explains why N = 9 has one more exponent than N = 7. However,
additional data for N > 9 is required to test if this trend continues for larger N .

No trivial way to calculate the concrete value of casym from k1, k2, k3 and q1 has
been found. For instance, when the histograms in the bottom row of Fig. 4.7 are
computed with respect to |Ck1k1 +Ck2k2 +Ck3k3−C

q1
q1 | or |Ck1k1 +Ck2k2 +Ck3k3 +Cq1q1 | instead of

q1, no correlation between these energy terms and casym can be found. Nevertheless,
the fact that many coefficients share the same convergence behavior and that the
convergence speed is connected to the trivial momentum q1 is quite promising.

The analysis shows that up to quartic level, various monomial coefficients share
a common convergence behavior close to the fixed point. This could be exploited to
reformulate them as Ck1,k2,k3q1 (`) = Ck1,k2,k3q1 (0) exp(casym`) and subsequently perform
analytic or numerical simplifications.
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4.4 Conclusion

Traditional truncation schemes based on spatial extension fail in the vicinity
of quantum critical points, i.e. when the energy gap closes and the elementary
excitations delocalize. A description in momentum space offers the advantages that
(i) delocalized excitations can be described more naturally and (ii) the asymptotic
convergence of quartic terms can be related more easily to bilinear energy terms.
However, the algebra of hard-core particles is much more involved in momentum
space and vastly increases the computational cost of flow equations.

We studied the TFIM, which hosts flavorless hard-core bosonic excitations, in
order to investigate a momentum-space approach. Our computations show that a
direct implementation of a CUT in momentum space up to quartic order in the
number of operators requires significantly more computational effort, but is possible
and yields the same result as a similar calculation in real space.

We proposed three definitions of an extension d for operator monomials in mo-
mentum space in order to find new truncation schemes. While the analysis shows
that two of the definitions could provide effective truncation schemes, our CUT calcu-
lations show that they do not offer significant improvements over spatial truncations
for the TFIM. Such truncation schemes could, however, prove useful in the future
for other models or in combination with other optimizations.

For Hamiltonians without second quantization and bilinear Hamiltonians in sec-
ond quantization, the off-diagonal or non-particle-conserving terms have an exponen-
tial asymptotic convergence behavior. We investigated the flow of the bilinear and
quartic non-particle-conserving terms and found that their asymptotic convergence
can be described by a small number of exponents. For the small systems that we
investigated, the convergence speed is directly connected to one of the momenta,
which allows for a trivial mapping of operator monomials to a common conver-
gence class. Future works could apply this knowledge to express various coefficients
Ck1,k2,k3q1 (`) by terms Ck1,k2,k3q1 (`) = Ck1,k2,k3q1 (0) exp(casym`), which only differ by a
constant factor Ck1,k2,k3q1 (0). This could allow for elegant analytic solutions or sig-
nificant numerical simplifications. However, we stress that this shared convergence
behavior only arises if the system is close enough to the fixed point, that means close
to the particle-conserving Hamiltonian H(` → ∞). Future works could attempt to
treat the microscopic high-momentum details of a physical system using different
methods, such as the Schrieffer-Wolff transformation [150], to find an effective low-
energy system. This effective system could then be treated efficiently in momentum
space by exploiting the common convergence behavior.
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Chapter 5

Dissipative Flow Equations

In the previous chapter, we discussed a generalization of distance-based truncation
schemes to momentum space for hard-core systems. In this chapter, we investigate
a generalization of flow equations to dissipative flow equations, which are no longer
restricted to Hermitian matrices and non-Hermitian matrices with real eigenvalues,
but can also treat non-Hermitian matrices with complex eigenvalues.

Specifically, we aim to generalize the particle-conserving generator (pc-generator)
scheme from Sec. 2.3.1 to non-Hermitian matrices, in general, and Lindblad master
equations as an important application field. Lindblad master equations provide the
most general description of Markovian dynamics of open quantum system. The
term ‘Markovian’ specifies that the past of the physical state does not affect the
dynamics. We prove important properties of our proposed generator and compare it
with generator schemes proposed previously [86]. We show that our generator, which
inherits the renormalizing properties of the pc-generator, offers an excellent tradeoff
between convergence speed and accuracy in spite of truncation. Parts of this chapter
are published in Ref. [151].

In Sec. 5.1 , we discuss the Lindblad master equations for open quantum sys-
tems as an important example in quantum physics where one faces non-Hermitian
matrices. In Sec. 5.2 we generalize the formalism of flow equations, see Sec. 2.1 ,
to non-unitary flow equations. We show the limitations of the pc-generators for the
dissipative case in Sec. 5.3 and introduce a more suitable generalization of the pc-
generator in Sec. 5.4 . Additionally, we present three previously suggested generators
for non-unitary flow equations in Sec. 5.5 . We compare all four generators with one
another analytically in Sec. 5.6 and numerically in Sec. 5.7 and conclude our findings
in Sec. 5.8 .
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5.1 Lindblad Master Equations

Figure 5.1: Schematic picture of an open quantum system consisting of a system (blue)
coupled to an external environment (yellow). The density matrix ρ, Hamiltonian H and
Hilbert space H are denoted by the subscript E for the environment and T for the total
system. System and environment are coupled by αHI.

An important application case of non-Hermitian matrices in quantum physics are
Lindblad master equations [152]. They describe the time evolution of a unitary
system interacting with an external environment, which leads to dissipation in the
system. This division is depicted schematically in Fig. 5.1. In App. F, we discuss a
full derivation of the simplified

Lindblad Master Equations

i
d
dt
ρ(t) = [H, ρ(t)] + i~

∑
α

γα

(
Lαρ(t)L†α −

1

2

{
L†αLα, ρ(t)

})
. (5.1.1)

The operators Lα are often called Lindblad operators [60] or (quantum) jump oper-
ators [86,152] and the corresponding gain and loss rates are denoted by γα. The first
summand describes the unitary von-Neumann dynamics of the density operator ρ(t)

and the Hamiltonian H of the small system. The Lindbladian describes Markovian
dynamics of the system, i.e. the time evolution of the system does not depend on
past events. More details can be found in the derivation.

The equation of motion can be formulated as a single superoperator, the Lind-
bladian L with

i~
d
dt
|ρ(t)〉 = L|ρ(t)〉 , (5.1.2)

which acts on the density matrices |ρ(t)〉 in Fock-Liouville space, which are treated
like vectors [152]. The time evolution of the eigenstates L|ρλ(t)〉 = λ|ρλ(t)〉 is

|ρλ(t)〉 = exp

(
−i
λt

~

)
|ρλ(0)〉 . (5.1.3)

The real part of the eigenvalue is determined by the Hamiltonian in [H, ρ(t)] and
describes oscillations, i.e. exp(−i Re(λ)t/~). The imaginary part originates from
the second, dissipative summand and describes dissipations, i.e. decaying states
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exp(−|Im(λ)|t/~). Note that Im(λ) ≤ 0, i.e. one does not observe unphysical ex-
ponentially increasing time evolutions. The eigenvectors to the eigenvalue λ = 0

corresponds to a steady state ρ0(t) = ρ0, which can be degenerate, and eigenvectors
to eigenvalues with Im(λ) = 0 but finite Re(λ) are quasi-stationary. These states do
not vanish in the temporal evolution. Also note that all eigenvalues with Re(λ) 6= 0

appear in pairs (λ,−λ∗) because of the symmetry L = −L† of the map. In literature,
the prefactor −i/~ is sometimes defined to be part of the Lindbladian, so the time
evolution is then L[ρ(t)] = d

dtρ(t) and non-real eigenvalues appear in pairs (λ, λ∗),
instead.

5.2 Non-Unitary Flow Equations

The flow equation mechanism from Sec. 2.1 can be generalized to non-Hermitian
matrices M by introducing a non-unitary transformation

M(`) =S(`)M(0)S(`)−1 , (5.2.4a)

S(`) := T` exp

 `∫
0

η(`′)d`′

 (5.2.4b)

with the transformation matrix S(`), which needs not necessarily be unitary so that
the generator η(`) needs not necessarily be Antihermitian. Aside from this, the mech-
anism works the same as for Hermitian matrices: One arrives at an effective matrix
Meff at `→∞, or in good approximation for large enough `, and can formulate the
transformation with infinitesimal flow equations

d
d`
M(`) =

[
η[M(`)],M(`)

]
. (5.2.5)

Choosing a suitable generator η[M(`)] is more involved than for the Hermitian case
and the generator schemes from Sec. 2.3 must be adapted accordingly.

5.3 Limitations of the PC-Generator for Non-Hermitian
Matrices

We begin by showing that the pc-generator introduced in Sec. 2.3.1 is not guaran-
teed to converge for non-Hermitian matrices M . We work with (2.3.11) here, which
is the original definition by Mielke, but recall that the pc-generator scheme can be
used in a more universal fashion, see Sec. 2.3.1.2 .

The proof of convergence for the pc-generator presented in Sec. 2.3.1.1 does not
hold for non-Hermitian matrices M . One reason is the fact that the variational
principle does not apply for M , another is the more intricate flow

∂`

(
r∑

n=1

mnn

)
=

r∑
n=1

∑
k>r

(−2mnkmkn) . (5.3.6)
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Figure 5.2: Exemplary flows induced by the pc-generator for the two non-Hermitian matrices
(5.3.11). The left panels depicts a convergent flow, the right panel a periodic flow where the
off-diagonal elements do not converge to 0.

For a Hermitian matrix hnkhkn = |hnk|2 > 0 is known, but this relation is not
fulfilled for mnkmkn ∈ C. One can get a better understanding of the flow equations
by decomposing M = H + A into a Hermitian component H = H† with a real
spectrum and an Antihermitian component A = −A† with an imaginary spectrum

H :=
M +M †

2
, hnj := (H)nj , (5.3.7a)

A :=
M −M †

2
, anj := (A)nj . (5.3.7b)

The flow equations decompose to the matrix form

∂`H =
[
η[H], H

]
+
[
η[A], A

]
, (5.3.8a)

∂`A =
[
η[H], A

]
+
[
η[A], H

]
. (5.3.8b)

and the element-wise form

∂`hnj = sign(n− j) [hnj(hjj − hnn) + anj(ajj − ann)]

+
∑
k 6=n,j

[sign(n− k) (hnkhkj + ankakj) + sign(j − k) (hnkhkj + ankakj)]

(5.3.9a)

⇒ ∂`hnn =
∑
k

2sign(n− k)
(
|hnk|2 − |ank|2

)
∈ R (5.3.9b)
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and

∂`anj = sign(n− j) [hnj(ajj − ann) + anj(hjj − hnn)]

+
∑
k 6=n,j

[sign(n− k) (hnkakj + ankhkj) + sign(j − k) (ankhkj + hnkakj)]

(5.3.10a)

⇒ ∂`ann =
∑
k

2sign(n− k) (ankh
∗
nk + aknh

∗
kn) ∈ iR . (5.3.10b)

If the Hermitian components are dominant, i.e. if |ank| � |hml| ∀n, k,m, l, then
the flow equations are approximately equivalent to the ones in the Hermitian case,
e.g. ∂`hnn ≈

∑
k 2sign(n− k)|hnk|2, and convergence is still likely. Non-Hermitian

matrices M with real eigenvalues also lead to convergence, as will be explained
briefly in Sec. 5.4 . This has been observed, for instance, when applying the Dyson-
Maleev representations of spin observables [30, 31] and when studying spin lattices
subject to a non-Hermitian staggered magnetic field [69]. However, convergence is
not guaranteed for non-Hermitian matrices and it is simple to find examples for
which the flow does not converge. In Fig. 5.2 we show the pc-flows for the two
non-Hermitian initial matrices

Mconv(0) =

(
0 1

−1 1 + i

)
(5.3.11a)

Mper(0) =

(
0 1

−1 2i

)
. (5.3.11b)

The left panel shows the flow of the non-Hermitian matrixMconv(`), which converges
nicely. The right panel depicts the flow of Mper(`), which does not converge, but
oscillates periodically.

5.3.1 Special Case: Antihermitian Matrix

To understand how a generalization of the pc-generator can be constructed, let
us first consider the trivial case of an Antihermitian matrix A. This matrix can be
expressed by a Hermitian matrix H, using

A = −A† , (5.3.12a)

H := iA = H† . (5.3.12b)

Since we know that the pc-generator induces a convergent flow for Hermitian matrices
H, it is straightforward to define an extension, the imaginary particle-conserving
(ipc-) generator

ηipcnj [A] = iηpcnj [H] = sign(n− j)ianj , (5.3.13)

which induces an imaginary flow ∂ann ∈ iR that is convergent for Antihermitian
matrices instead of Hermitian matrices, but otherwise behaves analogous to the pc-
generator. For Hermitian matrices, however, the ipc-generator often either converges
very slowly or does not converge at all.
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By considering the ipc-generator, one can find a pattern that helps to generalize
the pc-generator to general non-Hermitian matrices:

• Hermitian matricesH with real eigenvalues hnn ∈ R and real eigenvalues
difference (hnn − hjj) ∈ R can be solved with the pc-generator ηpcnj [H].

• Antihermitian matrices A with imaginary eigenvalues ann ∈ iR and
imaginary eigenvalue differences (ann − ajj) ∈ iR can be solved with
the pc-generator, modified by a phase factor i, i.e. iηpcnj [iA].

• One can surmise that general non-Hermitian matrices M can be solved
with a modification of the pc-generator in which the phase of the eigen-
value differences ϕnj with

exp(iϕnj) :=
mnn −mjj

|mnn −mjj |
, exp(−iϕnj) =

m∗nn −m∗jj
|m∗nn −m∗jj |

(5.3.14)

is taken into account.

5.4 Generalized PC-Generator

We generalize the pc-generator by replacing the signum-function by a complex
prefactor exp(−iϕnj) and obtain at the generalized particle-conserving gener-
ator (gpc-generator)

ηgpcnj [M ] =


m∗nn−m∗jj
|m∗nn−m∗jj |

mnj ∀mnn 6= mjj ,

0 ∀mnn = mjj

(5.4.15)

with the special cases

ηgpcnj [H] = sign( hnn − hjj)hnj = ηpcnj [H] ∀H = H† , (5.4.16a)

ηgpcnj [A] = i sign(iann − iajj)anj = ηipcnj [A] ∀A = −A† . (5.4.16b)

Therefore, the gpc-generator is equivalent to the pc-generator for Hermitian matrices
and non-Hermitian matrices with real eigenvalues (exp(iϕnj) = ±1) and to the ipc-
generator for Antihermitian matrices and non-Hermitian matrices with imaginary
eigenvalues (exp(iϕnj) = ±i). Assuming that the gpc-generator converges for any
non-Hermitian matrix, this also explains why the pc-generator leads to a convergent
flow for non-Hermitian matrices with real eigenvalues, because such matrices still
contain only real differences of the eigenvalues.

Note that the special cases discussed above correspond to definition (2.3.12) of
the pc-generator, where the value of the diagonal elements is taken into account,
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so the diagonal elements do not have to be sorted in ascending order. This is a
consequence of how the prefactor in (5.4.15) is chosen and is actually advantageous,
because providing a sorted diagonal is not always possible for complex eigenvalues.

In addition to the gpc-generator, we also investigated other generalizations of
the pc-generator. However, those do not prove suitable for real applications, since
they either suffer from slow convergence or do not correctly converge to diagonal
matrices for all initial non-Hermitian matrices. For completeness sake and to inform
the reader about less fruitful trials, these generalizations are discussed in App. G.

Note that the gpc-generator can be further generalized to obtain block-diagonality
instead of diagonality, e.g. by using the definition

ηgpcnj [M ] =

sign(qnn − qjj)
m∗nn−m∗jj
|m∗nn−m∗jj |

mnj ∀mnn 6= mjj ,

0 ∀mnn = mjj

(5.4.17)

where qnn are the elements of a diagonal operator Q that is not transformed during
the flow, similar to the formulation (2.3.22) of the pc-generator. Only decoupling
selective blocks, similar to the ps-generator (2.3.25), is also possible. Further exten-
sion, such as a truncation based on the deepCUT approach are also conceivable, but
are not investigated in this thesis.

In the following sections, we focus only on the definition (5.4.15) of the gpc-
generator and compare the analytical and numerical results to previously suggested
generators.

5.5 Previously Suggested Generators

In 2020, Rosso et al. introduced three generator schemes for dissipative systems
[86], which are defined by

ηR1 =
[
M †,Mnondiag

]
,

ηR2 =
[
M †diag,Mnondiag

]
, ηR2nj = (mnn −mjj)

∗mnj ,

ηR3nj =


mnj

mnn−mjj , if mnn 6= mjj ,

0, if mnn = mjj .

(5.5.18a)

(5.5.18b)

(5.5.18c)

The first two generators R1 and R2 are a generalization of the Wegner generator
(2.3.26) to non-Hermitian matrices and R3 is inspired by White’s suggestion for
quantum chemistry in 2002 [153]. In the following sections, we will compare the
gpc-generator with these three generators analytically as well as numerically.
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5.6 Analytical Analysis of the GPC-Generator

5.6.1 General Analysis of the Flow Equations

We begin with a general comparison between the gpc-flow and the flow of the
three R-generators. Since R1 and R2 lead to very similar flow equations, which will
be shown in the following sections, we do not discuss R1 explicitly in this section. A
discussion of R2 suffices for a qualitative understanding of both generators. One can
rewrite the generators on the matrix element level by using the prefactor exp(iϕnj)

from (5.3.14). The resulting generators

ηR2nj [M ] = e−iϕnj |mnn −mjj |mnj , (5.6.19a)

ηgpcnj [M ] =

e−iϕnjmnj ∀mnn 6= mjj ,

0 ∀mnn = mjj ,
(5.6.19b)

ηR3nj [M ] =

e−iϕnj 1
|mnn−mjj |mnj ∀mnn 6= mjj ,

0 ∀mnn = mjj .
(5.6.19c)

share the basic layout

η
(r)
nj [M ] :=

e−iϕnj |mnn −mjj |rmnj ∀mnn 6= mjj ,

0 ∀mnn = mjj ,
(5.6.20a)

η(r)[M ] =


ηR2[M ] , r = 1 ,

ηgpc[M ] , r = 0 ,

ηR3[M ] , r = −1 ,

(5.6.20b)

so they only differ in the power of the factor |mnn −mjj |.

The value of r also determines the physical dimension: The generator η and the
flow parameter ` have dimension

[
η(r)
]

= 1J1+r,
[
`(r)
]

=
1

J1+r , (5.6.21)

in the general case, so R1 and R2 (r = 1) scale quadratically with the inherent
energy scales of the system, gpc (r = 0) linearly and R3 (r = −1) does not scale
with the energy at all. Note that these generators have the same scaling behavior as
the Wegner, pc- and White generator, respectively, which they are based on.

To investigate the qualitative behavior of the flows of the various generators,
one can analytically compare the flow equations and the asymptotic convergence
behavior when the matrix is close to a diagonal form. The most general form of the
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flow equations with arbitrary r is

∂`mnj

∣∣
(r)

=
∑
k

(η
(r)
nkmkj −mnkη

(r)
kj ) (5.6.22a)

=e−iϕnj |mnn −mjj |rmnjmjj − eiϕnj |mnn −mjj |rmnjmnn

+
∑
k 6=n,j

(
eiϕkn |mnn −mkk|r + eiϕkj |mjj −mkk|r

)
mnkmkj (5.6.22b)

=− |mnn −mjj |r+1︸ ︷︷ ︸
=:|∆Enj |r+1

mnj︸︷︷︸
O(Mnondiag)

+
∑
k 6=n,j

(
eiϕkn |mnn −mkk|r + eiϕkj |mjj −mkk|r

)
mnkmkj︸ ︷︷ ︸
O(M2

nondiag)

. (5.6.22c)

Explicitly, the flow equations for R2 (r = 1) read

∂`mnj

∣∣
R2 = − |mnn −mjj |2︸ ︷︷ ︸

=:|∆Enj |2

mnj︸︷︷︸
O(Mnondiag)

+
∑
k 6=n,j

(
m∗nn +m∗jj − 2m∗kk

)
mnkmkj︸ ︷︷ ︸
O(M2

nondiag)

.

(5.6.23)
It is apparent that the second summand is negligible when M is close to diago-
nal. In this case, the first summand is dominant and mnn(`) ≈ mnn(∞) is ful-
filled in good approximation, so the generators induce an asymptotic convergence
of mnj(`) ∝ exp

[
−|∆Enj |2`

]
, where ∆Enj := hnn − hjj . With this, the R1- and

R2-generator are renormalizing just like the Wegner generator which inspired them.

The gpc-generator (r = 0) induces the flow

∂`mnj

∣∣
gpc =− |mnn −mjj |︸ ︷︷ ︸

=:|∆Enj |

mnj︸︷︷︸
O(Mnondiag)

+
∑
k 6=n,j

(
m∗nn −m∗kk
|m∗nn −m∗kk|

+
m∗jj −m∗kk
|m∗jj −m∗kk|

)
mnkmkj︸ ︷︷ ︸
O(M2

nondiag)

.

(5.6.24)

Analogous to the flow of R2, the first summand dominates ifM is close to a diagonal
form, in which case one finds the asymptotic convergence mnj(`) ∝ exp [−|∆Enj |`].
For this generator, the convergence scales linearly with the energy difference, just
like for the pc-generator. One important difference to the pc-generator, however, is
the fact that the gpc-generator does not preserve the diagonal width of M unless
M is either Hermitian or Antihermitian. We examine this in more detail in App.
H. One can calculate the flow of the diagonal elements mnn(`) as a special case of
(5.6.24)

∂`mnn

∣∣
gpc = 2

∑
k 6=n,j

m∗nn −m∗kk
|m∗nn −m∗kk|

mnkmkn︸ ︷︷ ︸
O(M2

nondiag)

. (5.6.25)

The R3-generator (r = −1) does not depend on the energy scale and induces a
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flow

∂`mnj

∣∣
R3 = − mnj︸︷︷︸

O(Mnondiag)

+
∑
k 6=n,j

(
1

mnn −mkk
+

1

mjj −mkk

)
mnkmkj︸ ︷︷ ︸
O(M2

nondiag)

, (5.6.26)

which converges asymptotically with exp(−`) [86]. This offers a significant advan-
tage, but also an even greater disadvantage: The advantage is the fact that the
convergence speed is constant and does not decrease for nearly degenerate energies,
i.e. for small ∆E. This is also this generator’s greatest disadvantage, because this
renders it not renormalizing. We will show in the numerical tests in Sec. 5.7 how this
leads to large errors when truncations are used. Another issue of the R3-generator in
numerical implementations is the fact that to calculate the generator elements ηnj ,
one divides by ∆Enj if ∆Enj 6= 0, which leads to extremely large generator elements
in the case of near degeneracy (∆Enj ≈ 0), which switch signs according to the sign
of ∆Enj . If the energies are actually degenerate (∆Enj = 0), the corresponding
generator elements ηR3nj = 0 vanish. To differentiate between these cases, one has to
define a numerical cutoff ∆Emin. The strong discontinuity and the numerical cutoff
can cause numerical instability, especially if the energy differences of the system are
in the same order of magnitude as the cutoff. While a similar cutoff is necessary for
the gpc-generator as well, the R3-generator is impacted more significantly because
the elements ηR3nj scale inversely with |∆Enj |.

Generator [η] [`] Convergence Behavior

R1, R2 E2 1/E2 exp[−|∆E|2 `]

gpc E 1/E exp[−|∆E| `]

R3 1 1 exp[−`]

η(r) E1+r 1/E1+r exp[−|∆E|1+r `]

Table 5.1: Comparison of the dimension and convergence behavior of the generators consid-
ered in this work.

The comparison of the generators is summarized in Tab. 5.1. In principle, one can
define various generators with r ∈ R. The numerical results in Sec. 5.7 , however, will
suggest that it is reasonable to choose |r| < 1. The case r = 1 converges slowly and
it stands to reason that convergence decreases further for r > 1, because the power
of the energy scaling increases. The case r = −1 offers excellent convergence speed,
but is not robust against trunations and numerical instability. We surmise that
these problems are worse for r < −1, because for these values of r the renormalizing
property is inverted, so processes of low energy are treated before processes of high
energy, and the generator elements increase even further for near degenerate energies.
By choosing |r| < 1, one can define generators which fill the gap between the gpc-,
R1-, R2- and R3-generator and potentially offer tradeoffs between their properties.
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5.6.2 Proof of Convergence

We show convergence of the flow induced by the gpc-generator using perturbative
arguments in an expansion parameter x for a matrix M without degeneracy. We
assume that all off-diagonal elements can be expanded in x, i.e.

mnn(`) =mn(`) ∈ O(x0) with ma(`) 6= mb(`) ∀a 6= b , (5.6.27a)

mnl(`) =
∑
i>0

a
(i)
nl (`)x

i , n 6= l, . (5.6.27b)

In the following, we do not denote the `-dependencies explicitly for brevity. One can
define the factor

cnkl :=

(
m∗n −m∗k
|m∗n −m∗k|

+
m∗l −m∗k
|m∗l −m∗k|

)
= eiϕkn + eiϕkl ⇒ |cnkl| ≤ 2 , (5.6.28)

which is obviously bounded from above by 2. One can calculate the flow of the
off-diagonals

∂`

(∑
i>0

a
(i)
nl x

i

)
=− |mn −ml|

(∑
i>0

a
(i)
nl x

i

)
(5.6.29a)

+
∑
k 6=n,l

cnkl

(∑
i>0

a
(i)
nkx

i

)(∑
j>0

a
(j)
kl x

j

)
(5.6.29b)

⇒ ∂`a
(i)
nl =− |mn −ml|a

(i)
nl +

∑
k 6=n,l

cnkl

( ∑
0<δ<i

a
(δ)
nka

(i−δ)
kl

)
. (5.6.29c)

In the last step we compare the coefficients of the monomials in x to selectively
calculate the derivative of individual orders a(i)

nl . For the flow to converge, all of
these coefficients should become exponentially small during the flow. One can prove
this using induction in i by showing that all orders j ≤ i of the non-diagonal elements
mnl(`) are exponentially small beyond a minimum value `i of the flow paramter `,
i.e. ∣∣a(j)

nl (`)
∣∣� 1 ∀0 ≤ j ≤ i; ` > `i . (5.6.30)

The induction basis is
a

(0)
nl (`) = 0 , (5.6.31)

which is trivially fulfilled with `0 = 0 since the expansion (5.6.27b) is assumed to
start at i = 1 and, therefore, a(0)

nl (`) = 0 by definition of the initial conditions. For
the induction step, one can assume that all coefficients of order j ∈ {0, 1, ..., i − 1}
are exponentially small beyond a large enough `max,i∣∣a(j)

nl (`)
∣∣� 1 ∀0 ≤ j < i; ` > `max,i max(`0, ...`i−1) . (5.6.32)

In that case, obviously
∣∣∣a(δ)
nka

(i−δ)
kl

∣∣∣≪ 1 is extremely small for all δ ∈ N with 0 <

δ < i. Since |cnkl| ≤ 2 is bounded from above, the second summand in (5.6.29c) is
negligibly small and the flow is dominated by the first summand. Furthermore, the
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diagonal elements can approximated to be diagonal, i.e. mn(`) ≈ mn(∞), because
the error made by this approximation is of order O(x2j), see (5.6.25). It follows

∂`a
(i)
nl (`) ≈ − |mn(∞)−ml(∞)|a(i)

nl (`) , ∀` > `max,i , (5.6.33a)

⇒ a
(i)
nl (`) ≈ a

(i)
nl (`max,i)e

−|mn(∞)−ml(∞)| ` , ∀` > `max,i , (5.6.33b)

⇒
∣∣a(i)
nl (`)

∣∣ � 1 , ∀` > `i with `i � `max,i .

(5.6.33c)

One sees that |a(i)
nl (`)| � 1 ∀` > `i is fulfilled if `i is chosen large enough, which

concludes the induction step. Note that no explicit value for `i is determined in
the derivation. The convergence speed and therefore the value of `i depends on the
concrete flow of the matrix elements mn(`) and ml(`), but the proof shows that
convergence is eventually achieved for an arbitrarily large `i. �

We must point out, however, that the series in x can be ill-behaved if the series
`i grows too quickly with i. In that case, despite the convergence of a(i)

nl (`), the
series (5.6.27b) in mnl(`) does not converge and thus the off-diagonal elements do
not vanish for large `. Nevertheless, all our numerical calculations presented in the
following sections yield convergent gpc-flows, so all evidence suggests that the gpc-
generator consistently induces convergent flows.

5.6.3 Analytical Example: Fermionic Mode with Losses and Gains

5.6.3.1 Physical Model

We consider a simple physical example to analytically compare the flow of the
generators for a concrete problem. The example is also discussed for the R-generators
in Ref. [86] and consists of a single fermionic mode of energy ε, which is coupled to
a bath with a loss rate Γ1 and a gain rate Γ2. The Lindblad operators (or jump
operators) can be described by the canonical fermionic creation and annihilation
operators ĉ and ĉ†. With this, one obtains the Lindblad master equations

i~
d
dt
ρ(t) = [H, ρ(t)] + i~

∑
j

ΓjLjρ(t)L†j −
i~
2

Γj

{
L†jLj , ρ(t)

}
, (5.6.34a)

Ĥ = εĉ†ĉ, L1 = ĉ, L2 = ĉ† . (5.6.34b)

One can treat this problem using a Lindbladian superoperator in matrix formM = L,
which acts on the density state |ρ(t)〉, see (5.1.2). To obtain this form, one can use
superfermion representation to treat the open quantum system as a fermionic
two-mode problem. The full derivation can be found in Refs. [86, 154, 155]. In
this thesis, we only present the general idea to understand how the superfermionic
representation can be used to derive the Lindbladian matrix.

One can express the density matrix ρ =
∑N

n,m=1 ρnm|n〉〈m| by a vector of dimen-
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sion N2 in Fock-Liouville space

|ρ〉 =
∑
nm

ρnm|n〉 ⊗ |m〉 = ρ⊗ 1|I〉 , (5.6.35a)

|I〉 :=
∑
n

|n〉 ⊗ |n〉 , (5.6.35b)

where the identity matrix is expressed by |I〉. In this space, one can work with
fermionic superoperators

c := ĉ⊗ 1 , (5.6.36a)

c̃ := (−1)c
†c ⊗ ĉ , (5.6.36b)

which describe the action of the fermionic operators ĉ and ĉ† on the left or right side
of the density matrix. The operators c and c̃ are called fermionic superoperators
because they fulfill the fermionic anticommutation relations

{c, c} = 0 , {c, c†} = 1 , (5.6.37a)

{c̃, c̃} = 0 , {c̃, c̃†} = 1 , (5.6.37b)

{c, c̃} = 0 , {c, c̃†} = 0 . (5.6.37c)

Note that a similar superoperator representation is possible for bosons [156] and
that the last two anticommutation relations (5.6.37c) follow from the factor (−1)c

†c

in (5.6.36b). By applying the superfermion formalism, one obtains the bilinear ex-
pression

M =
(
c† c̃

)(ε− i~
2 ∆Γ12 ~Γ2

−~Γ1 ε+ i~
2 ∆Γ12

)(
c

c̃†

)
− ε− i~

2
(Γ1 + Γ2) (5.6.38)

with ∆Γ12 := Γ1 − Γ2. This matrix can be diagonalized with a non-unitary, but
invertible transformation Meff = SMS−1. In the new basis, one can define the
operators (

d

d̃†

)
= S

(
c

c̃†

)
, (D†, D̃) = (c†, c̃)S−1 , (5.6.39)

which satisfy the fermionic anticommutation relations. Note that (d)† 6= D† and
(D̃)† 6= d̃†, but the anticommutators of the operators fulfill the relations {d,D†} = 1

and {d̃†, D̃} = 1. Using these operators, one obtains the diagonal form

Meff =
(
D† D̃

)(ε− i~
2 (Γ1 + Γ2) 0

0 ε+ i~
2 (Γ1 + Γ2)

)(
d

d̃†

)
− ε− i~

2
(Γ1 + Γ2) .

(5.6.40)

To compare the flows of the generators introduce in Sec. 5.4 and Sec. 5.5 , we perform
this diagonalization via flow equations. To that end, we parameterize the matrix
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elements

M(`) =

(
ε(`) + iα(`) µ2(`)

−µ1(`) ε(`)− iα(`)

)
, α(`), ε(`), µ1,2(`) ∈ R ,

α(0) =− ~
2

∆Γ12 , µ1,2(0) = ~Γ1,2 , ε(0) = ε

(5.6.41a)

(5.6.41b)

and check if the flow converges to a diagonal matrix with the correct eigenvalues

λ± = −ε± i~
2

(Γ1 + Γ2) . (5.6.42)

This means that the parameters must converge to

ε(∞) = ε, α(∞) = ±~
2

(Γ1 + Γ2), µ1(∞) = µ2(∞) = 0 . (5.6.43)

5.6.3.2 Flow and Stationary State

The gpc-generator for the matrix (5.6.41a) reads

ηgpc =

(
0 (ε−iα)−(ε+iα)

|(ε−iα)−(ε+iα)|µ2

(ε+iα)−(ε−iα)
|(ε+iα)−(ε−iα)|(−µ1) 0

)
=

(
0 −iµ2sign(α)

−iµ1sign(α) 0

)
(5.6.44)

and the resulting flow

∂`M
∣∣
gpc =[ηgpc,M ] (5.6.45a)

=

(
i2µ1µ2sign(α) −2µ2|α|

2µ1|α| −i2µ1µ2sign(α)

)
. (5.6.45b)

One can formulate the flow equations as one-dimensional equations for the parame-
ters

gpc: ∂`α =2µ1µ2sign(α) , ∂`µ1 =− 2µ1|α| , ∂`µ2 =− 2µ2|α| . (5.6.46a)

and do the same for the other three generators [86]

R1: ∂`α =4µ1µ2α , ∂`µ1 =− 2µ1(2α2 + µ2
1 − µ2

2) , (5.6.47a)

∂`µ2 =− 2µ2(2α2 − µ2
1 + µ2

2) , (5.6.47b)

R2: ∂`α =4µ1µ2α , ∂`µ1 =− 4µ1α
2 , (5.6.47c)

∂`µ2 =− 4µ2α
2 , (5.6.47d)

R3 (∀α 6= 0): ∂`α =µ1µ2/α , ∂`µ1 =− µ1 , (5.6.47e)

∂`µ2 =− µ2 . (5.6.47f)

Note that we do not write down the flow equations for ε(`), because the real parts
of the diagonals do not change, hence ∂`ε = 0. Furthermore, all of the above flow
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equations are quite simple due to the small matrix size, but one can see that R1
creates a slightly more involved equation with more summands. The gpc-flow also
appears as if it was slightly more complicated for analytical calculations due to the
sign(α). This can be solved by using the absolute value |α|, but we will keep using
α for the brief discussion presented here. One can use the two invariants of motion

Tr[M ] = 2ε = const. ⇒ ε = const , (5.6.48a)

Tr[M2] = 2(ε2 − α2)− 2µ1µ2 = const. ⇒ α2 + µ1µ2 = ~2 (Γ1 + Γ2)2

4
(5.6.48b)

to simplify the flow equation for α and to decouple it from µ1 and µ2, obtaining

gpc: ∂`α(`) =
1

2

(
~2(Γ1 + Γ2)2 − 4α2(`)

)
sign(α) , (5.6.49a)

R1, R2: ∂`α(`) =
(
~2(Γ1 + Γ2)2 − 4α2(`)

)
α(`) , (5.6.49b)

R3 (∀α 6= 0): ∂`α(`) =
~2(Γ1 + Γ2)2

4α(`)
− α(`) . (5.6.49c)

Note that α, µi and ~Γi all have the dimension of an energy, thus one can clearly see
the energy scaling of the different generators. For all generators, one finds the two
fixed points α̃1,2 = ±~(Γ1 + Γ2)/2. A third fixed point α̃3 = 0 appears directly for
R1, R2 and gpc. For R3, α̃3 = 0 is also a fixed point, since the generator vanishes for
α(`) = 0. In the trivial case Γ1 = −Γ2 these three fixed points collapse to a single
one, but we will consider the more interesting case Γ1 6= −Γ2.

One can easily see that the correct eigenvalues ofM(`) are found at the two fixed
points α̃1,2, but the flow only converges to these fixed points if they are attractive.
One can check the stability by differentiating the flow equation ∂`α =: f(α) with re-
spect to α. The derivative fulfills f ′(α) < 0 for attractive fixed points and f ′(α) > 0

for repulsive fixed points. This is not possible for R3 at α̃3 = 0 due to the disconti-
nuity of the flow equation, so one must check this case, instead, by calculating the
signum of ∂`α(`). The results of this analysis are

gpc: f ′(α̃1,2) =− 2~|Γ1 + Γ2| ≤ 0 f ′(α̃3) =~2(Γ1 + Γ2)2δ(0) > 0 ,

(5.6.50a)

R1, R2: f ′(α̃1,2) =− 2~2(Γ1 + Γ2)2 ≤ 0 f ′(α̃3) =(Γ1 + Γ2)2 > 0 , (5.6.50b)

R3: f ′(α) < 0 ∀α 6= 0 sign (∂`α(`)) =sign(α) for α ≈ α̃3 = 0

(5.6.50c)

and confirm that for all generators α̃1,2 are attractive fixed points of the flow and α̃3 is
a repulsive fixed point. Therefore, all four generators converge to the same, correct
fixed points. The concrete speed of the flow in the space of possible (α, µ1, µ2),
however, differs. The flow α(`) is plotted in Fig. 5.3 for all four generators for three
different initial conditions, i.e. with different rates Γ1 and Γ2. For small energy
differences (left panel), R3 converges most quickly, followed by gpc and finally by R1
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Figure 5.3: Exemplary flows α(`) of the analytical example (5.6.41a) induced by the gpc-
generator (5.6.46a) and the R-generators (5.6.47f). Each panel depicts the flow for different
rates Γ1 and Γ2. The flows are plotted based on the numerical values of ` for each generator,
but recall that analytically, the physical dimensions of ` differ.

and R2. For larger energy differences the difference in convergence speed decreases
(middle panel) or the order of the generators is reversed (right panel).

To better understand the correlation between convergence speed and energy dif-
ferences, Fig. 5.4 displays exemplary flow trajectories (α(`), µ1(`)) and the speed of
the flow with the initial condition µ2(0) = µ1(0) + 2α(0). For the gpc-generator
(third panel), the speed increases when the difference 2iα(`) between the eigenval-
ues increases. For the R1- and R2-generator (first and second panel), this effect is
even more pronounced and one observes extremely slow flows at α ≈ 0. The R3-
flow (fourth panel) converges faster when the energy difference is small. All four
generators induce faster flows if the off-diagonals µ1 and µ2 are larger. These obser-
vation corresponds perfectly with the energy scaling of the generators discussed in
Sec. 5.6.1 .

Note that the observations made above are based on a simple two-level system.
More complex systems exhibit a multitude of energy scales and the corresponding
flow often cannot be evaluated analytically. Furthermore, the physical dimension of
the flow parameter ` differs between the generators, complicating the comparison
further. For this reason, we will only study one last simplified analytical case be-
fore performing numerical benchmarks of the real time convergence speed for more
realistic system sizes.
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Figure 5.4: Exemplary flow (α(`), µ1(`)) of the analytical example (5.6.41a). The black lines
depict the flow for exemplary initial parameters (α, µ1, µ2) = (±10−8~, µ1, µ1±2·10−8~) and
the heatmaps indicate the logarithmic norm of the gradient log[(∂`α)2 + (∂`µ1)2 + (∂`µ2)2]

for exemplary initial parameters with µ2 = µ1 + 2α. Red color indicates large gradients
while blue color indicates small gradients.

5.6.3.3 Simple Analytical Case Γ2 = 0

As an even simpler analytical example, we set Γ2 = 0 for the gain rate. In this
case µ2(`) = 0, so one degree of freedom disappears. Using the second invariant, one
derives α(`) = −Γ1/2, losing another degree of freedom. Only the flow equation for
µ1(`) remains and takes the form

gpc: ∂`µ1(`) =− ~Γ1µ1(`) , (5.6.51a)

R1: ∂`µ1(`) =− 2(~2Γ2
1 + µ2

1(`))µ1(`) , (5.6.51b)

R2: ∂`µ1(`) =− ~2Γ2
1µ1(`) , (5.6.51c)

R3: ∂`µ1(`) =− µ1(`) . (5.6.51d)

The respective scalings in energies appear quite clearly, again. The solutions are
trivial

gpc: µ1(`) =~Γ1 exp(−~Γ1`) , (5.6.52a)

R1: µ1(`) =
~Γ1√

2 exp(4~2Γ2
1`)− 1

, (5.6.52b)

R2: µ1(`) =~Γ1 exp(−~2Γ2
1`) , (5.6.52c)

R3: µ1(`) =~Γ1 exp(−`) (5.6.52d)

and demonstrate the convergence behaviors that one generally observes in the asymp-
totic case of the respective generator, see Sec. 5.6.1 . All four generators succeed in
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the diagonalization with varying convergence speeds. The R3-generator is slightly
favored, but the convergence speed ultimately depends on the concrete value of Γ1.
Since all flows can be computed without approximations, a final statement on trunca-
tion errors is not possible based on these results alone, but they provide a qualitative
understanding of the convergence speed.

5.7 Numerical Analysis of the GPC-Generator

In this section, we perform numerical benchmarks of the gpc-generator and com-
pare the results with the results for the R1-, R2- and R3-generator. For these bench-
marks, we diagonalize matrix representations of various mathematical and physical
systems without bias. The benchmarking process is explained in detail in Sec. 5.7.1 .

All calculations are implemented in C++ and use the Eigen library [136] for
matrix arithmetics. The flow equations are integrated using the Runge-Kutta-Dopri5
algorithm from the Boost library [149] with a controlled stepper, which adjusts the
step size ∆` so that the absolute and relative error stay below 10−8.

All calculations are performed on the same machine. The computation times are
measured in seconds, but absolute values are not representative, because the compu-
tation times depend strongly on the specific hardware and software implementations.
Nevertheless, the relative computation times of various generators provide informa-
tion on their relative performance in most scenarios.

5.7.1 Benchmark Parameters

5.7.1.1 Benchmark of Convergence Speed

To ensure that the integration of the flow equations is feasible for complicated
systems, rapid convergence to an attractive fixed point of the flow is favorable. To
benchmark the convergence speed, we fully diagonalize various models and generators
until the ROD (2.6.50) falls below the threshold RODmin = 10−8J , where J = [m00]

is the energy dimension of the matrix elements. For purely mathematical models,
one can set J = 1, but for physical models J is typically an energy. Note that for
purely numerical benchmarks, one could measure convergence with other methods,
e.g. by calculating the square norm of the differences between the diagonal elements
of the matrix M(`) and the exact spectrum. We choose the ROD-criterion because
it is simple to check and ROD(`) = 0 implies η(`) = 0 and hence ∂`M(`) = 0.
Furthermore, in realistic applications of flow equations one often does not know the
spectrum beforehand, but can easily calculate the ROD for any given M(`). Recall
that one can also use flow equations for block-diagonalization, e.g. to obtain a system
with preservation of quasi-particles, see Sec. 2.3.1 . Full diagonalization, however, is
useful for the numerical benchmarks presented here.
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One can examine the convergence speed by studying the full flow of the function
ROD(`), but it is also useful to quantify the convergence speed by a single number.
To that end, we introduce the convergence coefficient

C
(`)
Conv =

− ln[ROD(`2)/ROD(`1)]/(`2 − `1) if flow converges ,

0 else ,
(5.7.53)

with two reference points `1 and `2 with `2 > `1. Assuming asymptotic behavior
ROD ∝ exp(−C(`)

Conv`) (see Sec. 5.6.1) between these reference points, the conver-
gence coefficient describes the coefficient of the exponent and faster convergence
coincides with a larger C(`)

Conv. The reference points `1 and `2 should be chosen such
that the convergence behavior of the ROD is captured well. Initially, ROD(0) is often
of the order of magnitude of 100 = 1 and asymptotic convergence starts only after
an initial transient, so `1 should not be chosen too small. When the flow is close to
convergence, i.e. for large `� J , numerical fluctuations of the ROD can obscure the
true convergence, so `2 should not be chosen too large. For the following benchmarks,
we choose `2 such that ROD(`2) ≈ 10−6 J and `1 such that ROD(`1) ≈ 0.5ROD(`2).
Note that we only use the approximate values because of the finite step size in ` in
numerical calculations.

As long as one only compares generators that share a similar definition and iden-
tical physical dimensions, C(`)

Conv can be a suitable choice for a convergence measure.
However, we discussed in Sec. 5.6.1 that the generators depend differently on the
energy scales, so not even the physical dimension of ` is comparable. Additionally,
even for generators with the same energy dependence, constant coefficients change
the convergence speed in `. To understand this, consider the effect of rescaling a
generator η′ = 2η. According to (5.2.5), this implies ∂`H ′ = 2∂`H, which is equiva-
lent to the transformation `′ = `/2 and causes a doubling (C

(`)
Conv)′ = 2C

(`)
Conv of the

convergence coefficient. Hence, η′ has a higher convergence coefficient than η, but
the calculation takes the same computation time, because the integration must be
performed with halved step size to obtain the same precision. This simple example
demonstrates that large values of C(`)

Conv are not guaranteed to imply fast computa-
tion.

A better convergence measure that circumvents this problem is the time-dependent
convergence coefficient

C
(t)
Conv =

− ln[ROD(t2)/ROD(t1)]/(t2 − t1) if flow converges ,

0 else ,
(5.7.54)

which measures the convergence speed in accordance with the asymptotic behavior
ROD ∝ exp(−C(t)

Convt) with the actual computation time t. Measuring the real time is
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prone to artifacts such as heat throttling of the CPU. Nevertheless, C(t)
Conv quantifies

the realistic performance of the generators better than C
(`)
Conv. It also takes into

account that the computation time increases if the calculation of a generator requires
computationally expensive operations.

Note that the convergence coefficient assumes asymptotic behavior inside the
interval t ∈ [t1, t2] (or ` ∈ [`1, `2]). For a vanishing energy gap, the convergence
follow a power law. While C(t)

Conv allows one to quickly compare the asymptotic
convergence speed of various generators with one another, it is still useful to check
the full flow of ROD(`), since it conveys further information, such as

• the full computation time necessary until convergence ROD(`)<RODmin is
achieved,

• the flow before the beginning of the asymptotic interval, i.e. t < t1 and ` < `1,

• whether true asymptotic, i.e. exponentially decreasing, behavior occurs at all,

• if the ROD increases momentarily.

5.7.1.2 Benchmark of Truncation Error

While rapid convergence speed is desirable to reduce computational cost, it is also
necessary that the results are accurate. Since one generally uses the flow equation
method with truncation, see Sec. 2.4 , one must ensure that the truncation error re-
mains small. Naturally, low computational cost allows one to perform the calculation
in higher truncation orders, i.e. to consider more terms and therefore increase the
accuracy of the results. Yet, it is preferable to choose a generator which combines
speed with a calculation that is highly accurate at its core. Rapid convergence and
minimal truncation errors are two orthogonal requirements and one has to choose a
generator scheme which represents a good compromise of both.

We benchmark the truncation error by preparing an initial matrixMprep based on
one of the physical or mathematical models M used for the speed benchmark. The
preparation consists of truncating M in order onmax, so that Mprep is band-diagonal
with diagonal width nmax. This scheme is easy to implement for the benchmark, but
in a real physical scenario, it would only be reasonable if off-diagonal elements far
from the diagonal are small. If this assumption is not true for a given M , one can
additionally rescale the elements mnj, prep = λ|n−j|mnj with an expansion parameter
λ ∈ (0, 1). Additionally, it can be useful to reorder the diagonals of Mprep so that
|mnn −mjj | > |mnn −mkk| for |n− j| > |n− k| is fulfilled. Note that this ordering
is not trivial for mnj ∈ C. For the following benchmarks, we always perform the
truncation based on diagonal width, while we only rescale the off-diagonals or reorder
the diagonals if we state so explicitly.
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To illustrate the preparation process, consider a 4x4 matrix that is truncated in
order o2 in λ with rescaled off-diagonals

M =


m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

 ⇒ Mprep =


m11 λm12 λ2m13 0

λm21 m22 λm23 λ2m24

λ2m31 λm32 m33 λm34

0 λ2m42 λm43 m44

 .

(5.7.55)

After the initialization of Mprep, we solve the flow equations with various generators
in order onmax, i.e. any emerging elements mnj(`) with |n−j| > nmax are truncated.
This way, truncation errors arise in the effective model Meff = M(`eff) at the end
point `eff of numerical integration. We terminate the integration when a sufficiently
small ROD(`eff) ≤ 10−8 is obtained. To quantify the truncation error ∆trunc, we
compare the spectrum Λtrunc of Meff with the numerically exact spectrum Λexact of
Mprep obtained with standard diagonalization

Mprep, with spectrum Λexact = (λ1, λ2, ..., λD) (5.7.56a)

flow equations−−−−−−−−→Meff, ∆trunc =
∣∣Λtrunc − Λexact

∣∣ =

√∑
n

∣∣λi, trunc − λi∣∣2 . (5.7.56b)

Note that the initial matrix Mprep is always truncated in the same order as the flow
equations, i.e. the diagonal width of Mprep can increase with the truncation order.
For this reason, the truncation error ∆trunc can increase upon increasing nmax. This
is different from real physical examples, where the initial system is typically already
a band matrix and one uses a truncation scheme which does not truncate any of the
initial terms present at ` = 0. In such realistic scenarios, increasing the truncation
order normally decreases truncation errors. Since the benchmark presented here does
not aim at comparing truncation orders with one another, but rather at comparing
generator schemes, this behavior does not cause any problems.

5.7.2 Random Matrices

5.7.2.1 Matrix Generation

The first benchmark of the generators is performed for various non-Hermitian
matrices with varying degrees of Hermiticity and Antihermiticity. To that end, ran-
dom (DxD)-matrices R are sampled with real part and imaginary part of each matrix
element rnm from a uniform distribution on the interval [−1, 1]. The uniform distri-
bution is chosen to avoid extremely large matrix elements. The Hermiticity of the
matrix M is controlled by the transformation

M := (1− α)(R+R†) + α(R−R†) = R+ (1− 2α)R† (5.7.57)

with the crossover ratio α. For α = 0, the matrix M is Hermitian and for α = 1

it is Antihermitian. One can choose α ∈ [0, 1] to select how close M is to the
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Figure 5.5: Convergence coefficients for `-dependent (first row) and time-dependent (second
row) flow of D-dimensional random matrices (5.7.57) for various crossover ratios α averaged
over 100 samples. The flow induced by the gpc-generator is compared to the flows induced
by the R1-, R2- and R3-generator. The dimension D is specified at the top of each column.

(Anti-)Hermitian case. We sample non-Hermitian matrices for various values of α.

5.7.2.2 Convergence Speed

We show the convergence coefficients in Fig. 5.5, averaged over 100 samples of
random matrices for each value of α. We use the same samples for all four generators
to ensure a fair comparison. The bottom row displays the coefficients C(t)

Conv for the
ROD(t) in real time and each column shows results for a different system size D. A
larger coefficient is favorable, as it stands for faster convergence. For completeness
sake, the top row also shows C(`)

Conv for the ROD(`), even though we established in
Sec. 5.7.1.1 that it is not a reliable measure of convergence speed.

We first examine the results C(`)
Conv in the top row. The R3-generator has a

constant C(`)
Conv = 1, which is expected since it does not scale with energy differences

∆E. The generators R1 and R2 share a similar convergence coefficient with one
another, because have share the same quadratic energy dependence. It is interesting
to see that the convergence coefficient of the gpc-generator, which has a quadratic
energy dependence, correlates strongly with the R1- and R2-coefficients. This is due
to the fact that all three renormalizing generators depend on energy differences, albeit
in different powers. If a matrix features near-degeneracy, all renormalizing flows are
slowed down. Note that the convergence coefficients of the generators cannot be
compared with one another quantitatively because of the different energy scales, as
we discussed in Sec. 5.7.1.1 .

To compare the convergence speeds quantitatively, we examine the more reliable
C

(t)
Conv in the bottom row of Fig. 5.5. We see that the R2- and R3-generators converge
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Figure 5.6: Left: Spectrum of a 100-dimensional random matrix (5.7.57) for various crossover
ratios α. Right: Histogram of the distances between pairs of eigenvalues, calculated with
100 bins on the interval [0, 50].

very slowly. Rapid convergence is achieved by the R3-generator and, close behind,
the gpc-generator. Furthermore, we see that the renormalizing flows (gpc, R1 and
R2) converge quickest at α ≈ 0.5 and slowest at α ∈ {0, 1}. This is connected to the
shape of the spectrum of eigenvalues. The sampling step (5.7.57), which combines
R and R† to achieve a crossover ratio α, causes the eigenvalues to be randomly
distributed on a two-dimensional sphere. The width and height of this sphere are
determined by α. For α = 0.5 it is circular and for α ∈ {0, 1} it is compressed on
a straight line on either the real or imaginary axis. In the latter cases, the diagonal
elements stay on the same axis during the whole flow. Because they cannot leave
this one-dimensional line, the chance of near-degeneracy increases, which slows down
the renormalizing flow considerably.

We illustrate this in Fig. 5.6, which shows the spectrum {λi} and a histogram of
the distances |λi−λj | between pairs of eigenvalues. The histogram shows a distribu-
tion of distances that is narrower for α ≈ 0.5. For α ≈ 0 and α ≈ 1, the maximum
distance |λi − λj | increases. The off-diagonal elements connecting these eigenvalues
are rotated away by the renormalizing generators very quickly. The different shape
of the histograms is a consequence of the spherical spectrum with width and height
depending on α. More importantly, matrices M with α ≈ 0 and α ≈ 1 feature more
extremely small differences |λi − λj | ≈ 0 and therefore more off-diagonal elements
that are rotated away very slowly. These slowly-rotating off-diagonal elements slow
down the flow and dominate the asymptotic behavior. This causes the flows for
matrices close to α ≈ 0 and α ≈ 1 to converge slowly.
Note that this observation is favorable for the renormalizing generators. The disad-
vantage of renormalizing flows is the fact that not all matrix elements are treated at
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crossover ratios α. The flow induced by the gpc-generator is compared to the flows induced
by the R1-, R2- and R3-generator.

the same speed, which increases computation time. This is already well-known for
Hermitian matrices. The fact that complex eigenvalues are less likely to approach
degeneracy mitigates this increase of computation time.

By inspecting the panels in Fig. 5.5 from left to right, we see that both con-
vergence coefficients C(t)

Conv and C(`)
Conv decrease with increasing matrix dimension D.

This makes sense for C(t)
Conv, because a larger matrix requires a larger system of dif-

ferential equations to be solved. For C(`)
Conv, we only see a decrease with D for the

renormalizing generators gpc, R1 and R2. This can be explained by the fact that with
increasingD it becomes more likely for initial diagonal elementsmnn(0) to be close to
each other, since they are restricted to the region [−1, 1]2 ∈ C2. This can slow down
the flow in `, especially in the initial phase. This effect should weaken as the flow
proceeds, because the final spectrum mnn(∞) is not restricted to [−1, 1]2 ∈ C2, but
is actually spherical and its radius scales linearly with D. For the R3-generator, the
coefficient C(`)

Conv = 1 does not change with D, because the asymptotic convergence
of the R3-flow always takes the form exp(−`).

We show the full flow of ROD(t) for exemplary matrix samples in Fig. 5.7. Both
the gpc-flow and the R3-flow exhibit a transient behavior at the beginning, where the
ROD only decreases slowly, before rapid convergence begins. For the gpc-generator,
this transient phase is longest for α ∈ {0, 1}, the two cases where the eigenvalues are
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distributed on a straight line. For the R3-generator, it is especially noteworthy that
the ROD can increase significantly during this transient phase. This is a consequence
of the fact that the R3-generator is not renormalizing. Off-diagonal elements can be
renormalized and reorganized significantly by the R3-flow, leading to a temporary
increase of the ROD. This effect is relevant for the discussion of the truncation error,
see below.

To conclude, the R3-generator offers the best convergence speed for the random
matrices (5.7.57) with the gpc-generator close behind. The R1- and R2-flow conver-
gence extremely slowly.

5.7.2.3 Truncation Error

The benchmark in the previous section shows rapid convergence of the R3-flow
and slower but still fast convergence of the gpc-flow. Since flow equations are gen-
erally used in combination with truncations, rapid convergence is only desirable if it
is not tied to large trunation errors. Renormalizing generators are commonly better
at reducing the truncation error, which we confirm in this section.

To cover a large variety of matrices, we use two different models that are based
on the random matrices from the previous section. The first model is an unordered
truncated random matrix, which is sampled using (5.7.57) and then rescaled
mnj, prep = λ|n−j|mnj and truncated to diagonal width nmax, see Sec. 5.7.1.2 . Renor-
malizing generators perform better when the diagonal elements and the spectrum are
ordered. Ordering complex values is not trivial, but can potentially increase the ac-
curacy of renormalizing generators. For this reason, we introduce a second model,
the ordered truncated random matrix. We sample this model the same way
as the unordered truncated random matrix, but then replace the diagonal elements
with

m00,ordered = exp
(

i
απ

2

)
r0 , (5.7.58a)

mnn,ordered =mn−1,n−1,ordered + exp
(

i
απ

2

)
rn ∀n ∈ {1, 2, ..., D} , (5.7.58b)

where rn are real random numbers sampled from a uniform distribution on [0, 1].
Note that α is the crossover ratio, see (5.7.57), and that the off-diagonal elements
are not changed by the ordering (5.7.58). By defining the ordered truncated random
matrix in this way, all diagonal elements are placed on a straight line in the complex
plane and the distances of neighboring eigenvalues fluctuate on the interval [0, 1]. In
Fig. 5.8 we show exemplary diagonal elements of ordered truncated random matrices
in the left panel and the corresponding eigenvalues in the right panel. While the
spectrum does not form a perfect line because of the random off-diagonal elements
mnj , both the spectrum and the diagonals are ordered to a great extent.
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Figure 5.8: Representative diagonal elements (left) and eigenvalues (right) of the sorted
truncated random matrices (5.7.58).

The truncation errors ∆trunc in order o1, o2 and o3 are shown in Fig. 5.9. The top
row displays the results for the unordered truncated matrix. We see that the errors
are similar for different generators, but the R3-generator generally performs slightly
worse than the renormalizing generators. For some individual sampled matrices, the
gpc-generator shows a significantly smaller error than the other generators, but this
does not show up as a significant effect in the averaged data presented in the figure.

For the ordered model displayed in the bottom row, the difference between the
generators are more pronounced. For a small expansion parameter λ = 0.1, the
gpc-generator clearly shows the highest accuracy, while the R1- and R2-generator
perform only slightly better than the R3-generator. The R3-generator has the highest
truncation error, which is a tradeoff for the high convergence speed achieved by
treating all matrix elements simultaneously at the same speed. While this reduces
computation time, it introduces significant renormalizations of the truncated off-
diagonal elements far from the diagonal. The initially rising ROD in Fig. 5.7 is a
strong indicator for these major reorderings happening in the off-diagonal elements.
The renormalizing generators tackle this problem by treating off-diagonals connecting
large energy differences first, but surprisingly only the gpc-generator decreases the
truncation error significantly. Since the gpc-generator is a generalization of the
pc-generator and the latter conserves diagonal width, it is possible that the gpc-
generator is especially robust against truncation errors, even more than the R1- and
R2-generators.

For larger λ = 0.5, i.e. a weaker downscaling λ|n−j| of the off-diagonals mnj ,
the differences between the generators are less noticeable. A possible explanation
is the fact that larger off-diagonals lead to more reordering, i.e. points of the flow
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where the diagonal elements are no longer ordered and hence the far off-diagonals are
renormalized more strongly. If such reordering occurs, the renormalizing property
of the gpc-, R1- and R2-generator can actually be detrimental, because the off-
diagonals far away from the diagonal can become elements connecting small energy
differences during the reordering. In that case, the renormalizing generators rotate
these elements away last, after they are already renormalized significantly. In fact,
the R1- and R2-errors sometimes exceed the R3-error. Despite this caveat, the gpc-
generator reliably yields more accurate results than the three other generators.

Special attention should be given to the cases α = 0 and α = 1. In these cases,
the gpc-generator is equivalent to the pc-generator (2.3.12) for α = 0 or to the ipc-
generator (5.3.13) for α = 1, which both conserve the diagonal width. Naively, one
could assume that this would lead to a vanishing truncation error, but we observe
finite, albeit small, errors for α ∈ {0, 1} in Fig. 5.9. This can be explained by the
fact that the diagonal elements do not stay ordered during the whole integration, i.e.
the flows of two diagonal elements mnn(`) and mjj(`) can cross, effectively leading
to a reordering of the basis.

To conclude this example, we note that the gpc-generator offers the highest ac-
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curacy in spite of truncations. This advantage is much more distinct when the
diagonal elements are ordered and when the off-diagonal elements are significantly
smaller than the diagonal elements. Together with the high convergence speed dis-
cussed in the previous section, this confirms that the gpc-generator is a beneficial
generator choice. The R3-generator suffers from the largest truncation errors, which
is the cost of the high convergence speed.

5.7.3 Ordered Dissipative Scattering Model

While the benchmark in Sec. 5.7.2 revealed some important properties of the gen-
erators, we only considered random matrices with spherical- or line-shaped spectra.
The spectra of real physical systems are often more complicated, so it stands to rea-
son that the observations made in Sec. 5.7.2 cannot be generalized to such systems.
For this reason, we examine the convergence speed and truncation errors for more
realistic physical examples, specifically open quantum systems, in this and the fol-
lowing sections. The Lindblad formalism was introduced in Sec. 5.1 . In this section,
we consider an open quantum system with a spectrum that is mostly ordered.

5.7.3.1 Physical Model

Consider a gas of spinless fermions in d dimensions restricted to a box of volume
Ld. The system has a loss mechanism that is localized at x = 0. The Lindblad
master equations of this system read

i~
d
dt
ρ(t) = [H, ρ(t)] + i~

∫
dx Γ(x)

(
Ψ(x)ρ(t)Ψ†(x)− 1

2

{
Ψ†(x)Ψ(x), ρ(t)

})
,

(5.7.59a)

Ĥ =
∑
k

εkĉ
†
kĉk, Γ(x) = γδ(x) .

(5.7.59b)

One can formulate the full master equations completely in momentum space

i~
d
dt
ρ(t) =

[∑
k

εkĉ
†
kĉk, ρ(t)

]
+ i

~γ
Ld

∑
k,q

(
ĉkρ(t)ĉ†q −

1

2

{
ĉ†kĉq, ρ(t)

})
. (5.7.60)

By applying the superfermion representation (5.6.36), one obtains

M ′ =
∑
k

εk

(
c†kck + c̃kc̃

†
k

)
− i

~γ
2Ld

∑
k,q

(
c†kcq − c̃kc̃

†
q

)
− ~γ
Ld

∑
k,q

c̃kcq −
∑
k

(
ε(k) + i

~γ
2Ld

)
.

(5.7.61)

This leads to a triangular block matrix

M ′ =

(
H − i~

2 Λ1 0

−Λ1 H + i~
2 Λ1

)
, (5.7.62a)

hnj =ε(kn)δnj , (Λ1)nj =
~γ
Ld

∀n, j , (5.7.62b)
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Figure 5.10: Eigenvalues of the ordered dissipative scattering model (5.7.63), calculated with
the gpc-generator and dimension D = 201, i.e. N = 100. The eigenvalues are represented
by transparent lines, and the eigenvalue of the strongly dissipative state for γ ≥ 4v is
additionally marked by a dotted black line.

which allows one to narrow the problem down to finding the eigenvalues of the upper
left block H − i~

2 Λ1. One can simplify the problem further by assuming a one-
dimensional system with a linear dispersion ε(k). The final problem is described by
the matrix

M = H − i~
2

Λ1 , mnj = ε(kn)δnj − i
~2γ

2L
,

ε(kn) = ~v
2π

L
n ∀n ∈ [−N,−N + 1, ..., N − 1, N ] ,

(5.7.63a)

(5.7.63b)

where an energy cutoff |ε| ≤ ΛN = ~ν 2π
L N is used so the matrix has finite dimension

D = 2N + 1.

The imaginary, i.e. dissipative, components of the eigenvalues are plotted in
Fig. 5.10. The results agree perfectly with prior findings [86]. For γ > 4v, the
system exhibits a strongly dissipative state, denoted by the subscript ’sds’, i.e.
a dominant imaginary eigenvalue

λsds = −iΛN tan

(
π

2

(
4v

γ
− 1

))
∀γ > 4v (5.7.64)

with λsds � λi for all other eigenvalues λi [86]. The strongly dissipative state decays
much faster than all other states of the system.

5.7.3.2 Convergence Speed

Similar to the benchmark we performed for the previous model in Sec. 5.7.2 , we
start with an analysis of the convergence speed. This time, we do not study the
convergence coefficients, but rather focus solely on the flow of the ROD(`), because
the asymptotic convergence does not capture all relevant effects. Furthermore, we
only benchmark the two most efficient generator, gpc and R3, because the R1- and



132 Dissipative Flow Equations

0.0 0.2 0.4 0.6 0.8 1.0t[s]
0.0

0.2

0.4

0.6

0.8

1.0
RO

D 10 6

10 4

10 2

100

gpc

0 20 40 60 80 10010 6

10 4

10 2

100

R3

D = 201

/v = 1.0
/v = 2.0
/v = 3.0
/v = 4.0
/v = 5.0
/v = 6.0
/v = 7.0
/v = 8.0
/v = 9.0
/v = 10.

Figure 5.11: ROD flow of the ordered dissipative scattering model (5.7.63) of dimension
D = 201, calculated with the gpc-generator and R3-generator.

R2-flows converge far too slowly for large system sizes. We choose the matrix size
D = 201, which is achieved by choosing an energy cutoff with N = 100.

The results are plotted in Fig. 5.11. The R3-generators shows rapid convergence,
as before, while the gpc-generator converges less quickly. Both generators suffer
from a rising ROD in the initial transient for γ > 4v, i.e. in when γ is large enough
for the strongly dissipative state to emerge. It is surprising that the renormalizing
gpc-generator induces a temporarily increasing ROD as well but this suggests that
the strongly dissipative state leads to major renormalizations for both generators.
Nevertheless, the R3-generator sees a larger increase of computation time during
this phase. The computation time increases because of the large initial changes in
the off-diagonals, which requires a reduction of the step size ∆` in the integration
algorithm to ascertain a small integration error.

Just like for random matrices, the R3-generator exhibits the best convergence
speed of all four generators, but the computational cost increases in presence of the
strongly dissipative state because of the initially rising ROD.

5.7.3.3 Truncation Error

The ordered dissipative scattering model (5.7.63) can provide a more realistic
insight to the truncation error than the random matrices considered in Sec. 5.7.2 .
We rescale the matrix elements mnj,prep = λ|n−j|mnj to ensure that off-diagonals
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Figure 5.12: Representative diagonal elements (left) and spectra (right) of the ordered dis-
sipative scattering model, see (5.7.63).
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Figure 5.13: Truncation error ∆trunc(`max) between the exact spectrum of the truncated
matrix and the flow equation result for the ordered dissipative scattering model (5.7.63).
The truncation order is denoted by (o1,o2,o3,o4) for truncation in order (1,2,3,4).

become less relevant with increasing distance to the diagonal, see Sec. 5.7.1.2 . We
calculate the truncation error for all four generators. Since the diagonal elements of
(5.7.63) are already ordered, we do not perform any subsequent ordering. In Fig. 5.12
we show that both the diagonal elements and spectrum of the ordered dissipative
scattering model (5.7.63) are ordered. Aside from the strongly dissipative state, all
eigenvalues lie on a one-dimensional curve in the complex plane. Note that the plot
shows the spectrum of the full system without truncation. We expect such ordering
to be advantageous for the renormalizing generators (gpc, R1 and R2).

The truncation error ∆trunc is plotted in Fig. 5.13. The gpc-generator performs
best out of all generators, especially in order o1. We stress that this is quite sur-
prising, because we saw in Sec. 5.7.3.2 that the gpc-generator exhibits an initially
rising ROD, just like the R3-generator. Since the gpc-generator is renormalizing,
the increasing ROD mainly manifests in an increase of the off-diagonals which are
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close to the diagonal, i.e. elements that are not truncated, while the R3-generator
increases off-diagonals that are truncated, leading to a larger truncation error. This
argument is supported by the fact that ∆trunc increases with γ/v, i.e. it increases
when the strongly dissipative state becomes more dominant, which correlates with
a more pronounced initial increase of the ROD. Note that the excellent accuracy of
the gpc-generator agrees with the properties summarized in Tab. 5.1, which places
the gpc-generator between R2 and R3. Unlike the gpc-generator, the generators R1
and R2 provide less reliable results. In some cases they are slightly more accurate
than the gpc-generator, but in most cases their accuracy is as bad as, or even worse
than, the R3-generator’s accuracy.

Note that it is not surprising that the truncation error ∆trunc increases with the
truncation order for the gpc-generator and a relatively large expansion parameter
λ = 0.5. The additional matrix elements mnj = −iλ|n−j|~2γ/(2L) are not negligible
for λ = 0.5 and lead to a more involved flow, implying a larger ∆trunc. This effect was
discussed in Sec. 5.7.1.2 and does not contradict the fact that in realistic applications,
an increase of the truncation order normally increases accuracy.

To conclude, the gpc-generator clearly provides the highest accuracy for the or-
dered physical system (5.7.63). Surprisingly, the renormalizing R1- and R2-generators
do not reliably offer better accuracy than the R3-generator.

5.7.4 Disordered Dissipative Scattering Model

The previous example provided a benchmark for a realistic open quantum system
with ordering of the eigenvalues. In this section, we examine an open quantum system
with an unordered spectrum, which is less favorable for the renormalizing generators
gpc, R1 and R2.

5.7.4.1 Physical Model

We consider a fermionic disordered tight-binding model on a one-dimensional
chain with periodic boundaries

Ĥ = −J
∑
j

[
ĉ†j ĉj−1 + h.c.

]
+
∑
j

hjn̂j , hj = random([−W,W ]) , (5.7.65)

where the local site energies hj are sampled from a uniform distribution and j denotes
the lattice sites. We add a localized loss mechanism with loss rate γ at site 0 and
obtain the Lindblad master equations

i~
d
dt
ρ̂(t) = [Ĥ, ρ̂(t)] + i~γ

(
ĉ0ρ(t)ĉ†0 −

1

2
{n̂0, ρ(t) }

)
. (5.7.66)
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Figure 5.14: Imaginary parts of the eigenvalues of the disordered scattering model (5.7.67)
with N = 10. The data for these plots was calculated using exact diagonalization and aver-
aged over 100.000 disordered samples. One strongly dissipative state with a large imaginary
part emerges for γ ≥ 4J .

One can apply the superfermion representation (5.6.36) to obtain the matrix form
(5.1.2) with M = L and matrix elements

mnn = hn − i
~γ
2
δn,0 ,

mnj = −J(δn,j+1 + δn,j−1) .

(5.7.67a)

(5.7.67b)

The definition of mnn suggests that a large value of γ leads to a single strongly
dissipative state, which has a large negative imaginary part, dominating all other
imaginary parts of the spectrum. Indeed, just like for the ordered system (5.7.63), a
strongly dissipative state emerges for γ ≥ 4J , which we show in Fig. 5.14.

5.7.4.2 Convergence Speed

The flow of ROD(`) for the two generators with the best convergence speed,
gpc and R3, is plotted in Fig. 5.15. The data is averaged over 10 samples because
the model (5.7.67) contains randomly sampled matrix elements. Surprisingly, the
gpc-flow converges more quickly to RODmin = 10−8 than the R3-flow in most cases,
although the R3-generator shows a rapid convergence after the intial transient, al-
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Figure 5.15: Exemplary ROD flow of the disordered dissipative scattering model (5.7.67),
for N = 45 and W = J , calculated with the gpc-generator and R3-generator, averaged over
10 samples.

lowing for a quick calculation of even smaller RODs. An initial transient, which
exhibits an increasing ROD and requires much computation time, only occurs in the
R3-flow. As discussed for the previous models, this is connected to major reorderings
of the off-diagonals. Contrary to the ordered system discussed in Sec. 5.7.3.2 , in the
disordered system the initial transient of the R3-flow occurs even in absence of the
strongly dissipative state. No initial transient is observed for the gpc-generator.
It is surprising that the gpc-generator converges more quickly than the R3-generator,
since disorder is unfavorable for renormalizing generators. A possible explanation
is the fact that in the ordered model the eigenvalues are close to each other (see
Fig. 5.12), while they are spread out more randomly in the disordered model. This
leads to larger ’energy’ differences |∆E|, i.e. differences of pairs of diagonal elements,
and faster asymptotic convergence exp(−|∆E| `) of the gpc-flow.

We conclude that the gpc-generator can surprisingly lead to faster converge than
the R3-generator for the disordered model (5.7.67), despite the fact that disordering
is unfavorable for a renormalizing generator such as the gpc-generator.

5.7.4.3 Truncation Error

The matrix (5.7.67) is already tridiagonal aside from the two furthest off-diagonal
elements m0,D−1 = mD−1,0 = −J/i, which are finite due to the periodic boundaries.
Therefore, the diagonal width of the initial matrix M(0) does not increase with the
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Figure 5.16: Truncation error ∆trunc(`max) between exact spectrum and the flow equation
result for the disordered dissipative scattering model (5.7.67), averaged over 100 samples.
The truncation order is denoted by (o1,o2,o3) for truncation in order (1,2,3).

truncation order, unlike the models discussed previously. For this reason, it is not
necessary to rescale the off-diagonals with a factor λ. We also refrain from sorting
the matrix elements before solving the flow equations, since the aim of this section
is to investigate the truncation error for a realistic disordered system.

The truncation error ∆trunc is plotted in Fig. 5.16 for matrix dimension D = 10

and two different maximum spreads W ∈ {1, 4} of the local site energies hn. In
all cases, the truncation error ∆trunc ∈ [10−1, 101] is quite large for all generators
in the orders used here. The large errors are a result of the disordered energies,
since they cause even the renormalizing generator to significantly renormalize off-
diagonals inside the truncated zone, i.e. far from the diagonal. High accuracy can
only be achieved in higher truncation orders.

The gpc-generator shows the highest accuracy in most cases, but the R1- and R2-
generator also perform well forW = 4. At first, this is surprising, because the results
for unordered random matrices in Sec. 5.7.2.3 suggest that the truncation error of
those two generators is similar to the R3-error for unordered matrices. However, note
the different scales of the errors in Fig. 5.9 and Fig. 5.16. The increase in accuracy of
the R1- and R2-generator compared to the R3-generator is similar for both models,
but appears less pronounced in Fig. 5.9 because that plot covers a wider range of
values of ∆trunc.

This benchmark shows that the renormalizing generators still provide higher
accuracy than the R3-generator, even for a realistic disordered system. The gpc-
generator provides the highest accuracy, but by a narrower margin than for the
previous examples.
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Figure 5.17: Top: Circular spectrum {λU} of a matrix with uniformly random complex
elements sampled with (5.7.57) for α = 0.5 and dimension D = 2000. The spectrum is
normalized to the matrix dimension D and energy scale J . Bottom: Spectrum {λL} of a
random Lindbladian (5.7.69), normalized to the energy scale J . The Lindbladian is sampled
with N = 50 states, yielding D = N2 = 2500 eigenvalues. The spectrum consists of a single
stationary state λL = 0 and a lemon-shaped cluster around −i.

5.7.5 Random Lindbladians

In Sec. 5.7.2 we sampled random non-Hermitian matrices to examine the flow for
various matrices. In Sec. 5.7.3 we considered a physical open quantum system with
ordered energies and in Sec. 5.7.4 we examined an open quantum system with disor-
dered energies. Now, we want to combine the idea sampling random matrices with
more realistic open quantum systems by sampling random Lindbladians, because
the Lindblad master equations (5.1.1) is the most general Markovian description of
open quantum systems. Sampling of realistic Lindbladians is still a subject of cur-
rent studies [157]. The aim is to benchmark the convergence speed for a variety of
Lindbladian systems.

5.7.5.1 Matrix Generation

First, we illustrate why the random matrices (5.7.57) used in the first numerical
benchmark do not represent realistic Lindbladians. To this end, we examine the
spectrum of random matrices with α = 0.5, which corresponds to M = R, i.e. all
elements have real and imaginary parts drawn from a uniform distribution on the
interval [−1, 1]. In the top panel of Fig. 5.17 we see that the spectrum is circular
and centered at 0 and the radius scales with the matrix dimension D. Note that
half of the eigenvalues have a positive imaginary part, which is unphysical for a
Lindbladian, since it corresponds to exponentially increasing solutions in (5.1.2). In
contrast, the Lindbladians discussed in this section have a spectrum that is shown in
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the bottom panel of Fig. 5.17. A single stationary state with λ = 0 exists alongside
a lemon-shaped cluster of dissipative states around −i. A detailed discussion of
random Linbladians can be found in Ref. [158].

For the sampling process, we use the Gorini-Kossakowski-Sudarshan-Lindblad
form [159,160]

L(ρ) = [H, ρ] + LD(ρ) = LU (ρ) + LD(ρ) . (5.7.68)

For the sake of the benchmark, we neglect the unitary part LU (ρ) and focus on
sampling only the dissipative part

LD(ρ) = i~
N2−1∑
m,n=1

Kmn

[
FnρF

†
m −

1

2

(
F †mFnρ+ ρF †mFn

)]
(5.7.69)

of dimension N2 × N2. The traceless matrices {Fn}, n = 1, 2, ..., N2 − 1 form an
orthonormal Hilbert-Schmidt basis in Fock-Liouville space with Tr(Fn) = 0 and
Tr(FnF

†
m) = δn,m, while K is a positive semidefinite, complex Kossakowski matrix.

Since the spectral features of the random Lindbladians are universal, the particular
method for sampling the Kossakowski matrix does not matter. We sample LD(ρ) in
the following way, which is based on the method discussed in Ref. [158]:

1. Before staring the sampling process, we set up the orthonormal, traceless
Hilbert-Schmidt basis of N×N -dimensional matrices {Fn}, n = 1, 2, ..., N2−1

with the N2 − 1 Hermitian generators of SU(N) [161]. The basis consists of

N(N − 1)

2
symmetric matrices Sjk =

1√
2

(|j〉〈k|+ |k〉〈j|) , (5.7.70a)

N(N − 1)

2
antisymmetric matrices Jjk = − i√

2
(|j〉〈k| − |k〉〈j|) , (5.7.70b)

N − 1 diagonal matrices Dl =
1√

l(l + 1)

(
l∑

n=1

|n〉〈n| − l|l + 1〉〈l + 1|

)
(5.7.70c)

with j, k ∈ {1, 2, ..., N} and l ∈ {1, 2, ..., N − 1} .

For N = 2, one obtains the famous Pauli matrices and for N = 3 the standard
eight Gell-Mann matrices.

2. For each sample of a random Lindbladian, we compute a (N ×N)-dimensional
complex square Ginibre matrix G. The real and imaginary parts of the matrix
elements gnm of G are sampled from a normal distribution with expectation
value µ = 0 and standard deviation σ = 1/

√
2N . Using G, the complex square

Wishart matrix W and the Kossakowski matrix K are computed

W = GG† ≥ 0 , (5.7.71)

K =
NW

Tr(W )
. (5.7.72)



140 Dissipative Flow Equations

3. To obtain a matrix representation of LD(ρ), one can choose an arbitrary basis
{Bn}n with n ∈ {1, 2, ..., N2} of density matrices ρ in Fock-Liouville space. For
simplicity, we choose the N2 matrices Bn which have a single finite element 1,
and compute the Lindbladian supermatrix elements mnm using the relation

LD[Bj ] =
∑
n

mnjBn . (5.7.73)

In principle, we apply the Lindbladian on each basis state Bj ∀j ∈ {1, 2, ..., N2}
and express the results in the basis {Bn}n to obtain all mnm. Our basis choice
makes it trivial to express the results LD[Bj ] in the basis {Bn}n. After com-
puting all elements mnj , we obtain the (N2 × N2)-dimensional supermatrix
representation M of LD(ρ).

The process of sampling random Lindbladians and calculating their matrix rep-
resentation is computationally expensive and scales with O(N7) in the worst case,
i.e. if the matrix multiplications scale with O(N3). One can see this in (5.7.69),
where the summation over m and n are of order O(N2), respectively, and the matrix
product of the (N×N)-dimensional matrices is of order O(N3). For sparse matrices,
such as Fn and ρ, matrix products can often be calculated more efficiently, so the
overall scaling can be slightly better, i.e. O(Nα) with non-integer scaling dimension
α ∈ [6, 7]. To reduce computation time, we use the sparse matrix representation of
the Eigen library for C++ [136] and calculate all possible products Fnρ and ρF †m

only once, outside of the innermost loop. Using all these optimizations, the compu-
tation time for the sampling process is negligible compared to the time necessary for
integration the flow equations.

5.7.5.2 Convergence Speed

Fig. 5.18 shows the flow of ROD(`) for all four considered generators and two
exemplary Lindbladians of dimension D = 100 and D = 400, respectively. In both
cases, the R1- and R2-generator induce an extremely slow convergence. This coin-
cides with the convergence speed for other models and the fact that the asymptotic
scaling with |∆E|2 can reduce convergence speed significantly if many eigenvalues
with near-degeneracy exist. Recalling Fig. 5.17, the radius of the spectrum of the
random Lindbladians (5.7.69) does not scale with D, unlike the spectrum of random
matrices (5.7.57). Therefore, the amount of nearly-degenerate eigenvalues increases
with D, exacerbating this problem. It is surprising to see that even tough the gpc-
generator is also renomalizing, its |∆E|-scaling does not inhibit rapid convergence.
Instead, the gpc-generator shows fast convergence despite an initial transient with a
temporarily rising ROD.

Recalling the results for previous models, one would expect the R3-generator,
which does not depend on energy differences, to show the rapid convergence for
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Figure 5.18: ROD flow of Random Lindbladians (5.7.69) with D = N2 = 100 (left) and
D = N2 = 400 (right) eigenvalues, calculated with the gpc-generator, R1-, R2- and R3-
generator.

random Lindbladians as well. For D = 100 (left panel of Fig. 5.18), this is true. The
ROD rises during the initial transient, which costs significant computation time,
but finally converges to 0 rapidly and overtakes the rapid convergence of the gpc-
generator. For larger system sizes, however, the R3-generator no longer induces rapid
convergence. In fact, we do not observe convergence of the R3-flow over the course
of the computation time, anymore. One such example, D = 400, is depicted in the
right panel of Fig. 5.18. While the gpc-flow converges nicely for D = 400, the R3-flow
does not converge at any point during a calculation up to t = 150000 s (not shown).
Instead, the ROD increases during the computed R3-flow.

For all system sizes D, i.e. even when the R3-flow converges, the ROD-increase
during the initial transient of the R3-flow is significantly greater than the ROD-
increase observed during the gpc-flow. A possible explanation is the denominator
mnn −mjj appearing in the R3-generator (5.5.18c). While the generator does not
explicitly scale with energy differences, near-degeneracies can still cause numerical
problems, because the denominator is then numerically close to 0. The generator
avoids the singularity by defining ηR3nj = 0 for mnn − mjj = 0, but the distinctive
discontinuity and large generator elements for mnn−mjj ≈ 0 remain. We tackle the
problem with a cutoff ηR3nj = 0 for |mnn −mjj | < 10−10, but the results for large D
suggest that the R3-generator can still be numerically unstable.

To conclude, the R3-flow converges slightly faster than the gpc-flow for random
Lindbladians of small size, but for larger system sizes the R3-generators does not con-
verge in our calculations. The gpc-generator appears more robust against numerical
instabilities caused by near-degeneracy and still provides fast convergence.
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5.8 Concluding Comparison of Dissipative Generators

Understanding open quantum systems, i.e. quantum systems in interaction with a
dissipative bath, is crucial for the theoretical description of novel physics. Important
application areas are non-equilibrium physics, pump-probe experiments and quan-
tum information processing. Lindblad master equations provide the most general
description for Markovian baths and feature non-Hermitian matrices, which cannot
be treated with continuous unitary transformations. They can, however, be treated
with dissipative flow equations, which require generalizations of existing generator
schemes. We cannot overemphasize that truncations are the critical issue of flow
equations, since simple systems which are tractable without any truncation can also
be solved by other methods. Therefore, an appropriate generator scheme must offer a
good compromise between two orthogonal requirements: (i) rapid convergence to al-
low the treatment of complicated systems and (ii) accuracy in spite of truncations to
capture the physics correctly. Renormalizing generators like the pc-generator provide
such a compromise, because they treat high-energy excitations before low-energy ex-
citations. This causes less flow into truncated matrix elements and therefore reduces
truncation errors significantly, but increases computation time. Previous works in
the field of dissipative flow equations have focused solely on convergence speed [86].

We introduced a generalization of the pc-generator, the gpc-generator, for dissi-
pative flow equations. In the special cases of Hermitian and Antihermitian matrices,
this generator is equivalent to the pc-generator and ipc-generator. We presented a
perturbative proof that the gpc-generator converges for any non-Hermitian matrix.
Unlike the pc-generator, however, the gpc-generator does not preserve the diagonal
width, except for the very limited class of complex-sorted matrices. We compared
the gpc-flow with the flows for the R-generators introduced in Ref. [86]. Further-
more, we introduced the generator scheme η(r), which is generalized even further and
encapsulates three of four dissipative generators: η(1) = ηR2, which has a quadratic
energy dependence and suffers from extremely slow convergence speed, the non-
renormalizing generator η(−1) = ηR3 which has excellent convergence speed at the
cost of large truncation errors and our proposed generator η(0) = ηgpc, which has a
linear energy dependence and is placed between the other two.

We compared all four generators analytically and benchmarked the convergence
speed and truncations errors numerically. The speed benchmark is based on real
computation time, because the physical dimension of the flow parameter ` differs
between the generators. The truncation error is quantified by the difference between
the exact spectrum and the spectrum obtained via flow equations.
As expected, the R3-generator shows the highest convergence speed with the largest
truncation errors, because it treats all matrix elements at the same time and speed.
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Generator [η] [`] Asymp. Convergence Convergence Speed Accuracy

R1, R2 E2 1/E2 exp[−|∆E|2 `] ∼

gpc E 1/E exp[−|∆E| `]

R3 1 1 exp[−`]

Table 5.2: Results of the analytical analysis and numerical benchmark for the generators
considered in this work. The dimension of η and ` are given in terms of the energy E

and the asymptotic convergence in terms of the energy differences ∆E of the system. The
convergence speed and the accuracy (in spite of truncation) are depicted by the symbol +++

for positive results, − for negative results and ∼ for mixed results.

The other three generators are renormalizing, and accordingly induce a less rapid
convergence, but smaller truncation errors. As expected, the gpc-generator converges
quicker than the R1- and R2-generators and is more robust against truncations than
the R3-generator.
Surprisingly, the truncations errors induced by the gpc-generator are significantly
smaller than the errors induced by the R1- and R2-generator in most cases. In the
rare cases where R1 and R2 exhibit slightly smaller truncation errors, the fast con-
vergence speed of the gpc-generator allows calculations in higher truncation orders,
which provide higher accuracy. Therefore, our results suggest that gpc is always a
better choice than R1 and R2.
Furthermore, we are surprised to find that the gpc-generator sometimes provides
better convergence speed than the R3-generator. In particular, the R3-flow does
not converge for large random Lindbladians, most likely due to numerical instability
in presence of near-degeneracy, while the gpc-flow remains robust. This puts the
excellent convergence speed of the R3-generator into perspective. The results for all
generators are summarized in Tab. 5.2.

We conclude that the gpc-generator η(0) = ηgpc surpasses all previously suggested
generators in regards to the accuracy in spite of truncation. This exceeds the ex-
pectations made by choosing it to fill the gap between η(1) = ηR2 and η(−1) = ηR3.
The R3-generator provides higher convergence speed, but the gpc-generator is more
robust against truncation errors and near-degeneracy.
In the past, the pc-generator has been further developed with novel truncation and
approximation schemes like the deepCUT approach [32,59], see Sec. 2.4.3 . We expect
similar advances for the gpc-generator in future studies, which could provide even
more powerful tools for open quantum system. In addition, the generator scheme η(r)

could be investigated for other values of r. For instance, generators with non-integer
values r ∈ (−1, 0) or r ∈ (0, 1) are promising candidates for efficient and robust flow
equations, because they could fill the gap between ηR3 and ηgpc and between ηgpc

and ηR2, respectively.
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Chapter 6

Final Conclusion and Outlook

The flow equation method, also known as CUT method, provides a powerful renor-
malization tool to obtain effective models, especially in low-energy physics. It im-
proves traditional renormalization methods by not discarding high-energy processes
completely. Instead, it takes care of processes spanning large energy differences first
before going to processes spanning small energy differences. The method has been ex-
panded considerably in the past, including various sophisticated truncation schemes
and combinations with other methods such as Floquet theory.

In this thesis, we applied the flow equation method to describe novel physics
and extended its scope. We began with the introduction of basic CUT concepts
such as generator and truncation schemes in Chap. 2 . In the following chapters, we
investigated flow equations in three different contexts.

In Chap. 3 , we introduced a Heisenberg spin-ladder system with triplon excita-
tions and discussed various excitation channels for scattering experiments, specifi-
cally INS and RIXS. We argued that RIXS offers many promising prospects, such as
probing of the SC channel, which is unavailable to INS measurements. Unfortunately,
the prediction of RIXS results requires the calculation of spectral weights for more
complicated observables. To find the most relevant observables in both the SC and
NSC channel, we performed the UCL expansion and calculated the corresponding
spectral weights in the two leading orders by using the deepCUT method, Lanczos
tridiagonalization and the continued fraction expansion. The CUT method trans-
forms the problem to an effective model with conserved triplons. We showed that
the deepCUT method provides many advantages over other methods, such as (i) the
computation of real continua instead of discretized eigenvalues, (ii) a high resolution
of the spectral weights, (iii) results of remarkable accuracy, (iv) an effective Hamil-
tonian in the basis of the real elementary excitations that are a conserved quantity,
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and (v) the ability to selectively turn off n-particle interactions. The last advantage
turned out to be especially useful when we discovered a three-triplon bound state.
By selectively turning off the three-triplon interactions, we were able to show that the
three-triplon bound states occur only in presence of true three-triplon interactions.
In contrast, most binding effect in nature are induced by two-body interactions. We
proposed realistic physical systems to confirm our predictions experimentally with
RIXS or THz spectroscopy.
This research can be extended in various ways. For instance, one could investigate
higher orders of the UCL expansion or consider the cross terms that are neglected
in our study. One could also apply the CUT method to compute the RIXS response
for more sophisticated systems, e.g. coupled spin ladders or systems with more in-
volved interactions such as the Dzyaloshinskii-Moriya-interaction proposed for the
compound BiCu2PO6 [36]. Furthermore, one could investigate n-triplon bound states
for n > 3 and assess whether triplon-strings arise in spin ladders, i.e. many-triplon
bound states analogous to Bethe strings [121,122].

In Chap. 4 we studied the TFIM, a spin-ladder model that hosts hard-core bosons.
Close to the critical point, the correlation length diverges and truncation schemes
that rely on the spatial extension fail to capture the physics. To tackle this challenge
and track delocalized excitations, we introduced truncation schemes that are local
in momentum space and therefore delocalized in real space. The new truncation
schemes do not offer advantages for the TFIM at the current stage, but future works
could study if similar truncation schemes prove useful in other settings. Furthermore,
we analyzed the asymptotic convergence of the non-particle-conserving terms. Our
computations show that the asymptotic convergence can be described by a small
number of exponents that are connected trivially to the momenta of the operators.
Because of the computational cost of calculating the flow equations for hard-core
bosons in momentum space, only small systems with up to N = 9 sites were studied,
so far. Future works could investigate whether these observations can be extended
to larger systems and explore ways to utilize this finding. For instance, the flow
equation method could be improved for effective low-energy models with small or
vanishing gaps by vastly reducing the number of tracked coefficient.

In Chap. 5 we introduced dissipative flow equations, i.e. non-unitary flow equa-
tions that can be applied to non-Hermitian matrices. Such matrices occur in open
quantum systems that are coupled to an external bath. As an important applica-
tion field, we discussed Lindblad master equations, which provide the most general
description of the Markovian dynamics of open quantum systems. We proposed the
gpc-generator, which generalizes the famous pc-generator to non-Hermitian matri-
ces, and discussed important properties of this novel generator. To this end, we
compared it to previously suggested generator schemes for dissipative systems both
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analytically and numerically by investigating various benchmark problems. Some
of these problems are purely mathematical models, while others describe realistic
physical systems with dissipation. A previous study [86] concerning dissipative flow
equations focused only on the convergence speed, which is important to reduce com-
putational cost and to tackle large systems. We explained that high accuracy despite
truncation is an equally important requirement because truncations are ubiquitous
in the field of flow equations and the physics of a system can only be captured cor-
rectly if the truncation error remains small. Moreover, we showed that previous
generator schemes provide either excellent convergence speed or reasonable accuracy
against truncations, but not both at the same time. Our proposed gpc-generator
fills the gap between the existing schemes. It provides a good compromise of the
desired properties and its performance in the numerical benchmarks even exceeds
the expectations. Additionally, we introduced the more general dissipative generator
scheme η(r), where the gpc-generator corresponds to the special case r = 1 and the
other generators correspond to r ∈ {−1, 1}. This emphasizes that the gpc-generator
can be understood as an intermediate choice between the other generators.
The field of dissipative flow equations is still in its infancy, but our results offer
promising prospects for future research. While we focused on establishing the ad-
vantageous properties of the gpc-generator, keeping the application simple, future
studies could apply it to more sophisticated open quantum systems. Furthermore,
one could extend the scope of the gpc-generator by combining it with advances made
previously for the pc-generator, such as the deepCUT scheme, where one performs
a perturbative expansion in second quantization to decide which operator monomi-
als should be tracked during the integration of the flow equations. Moreover, one
could investigate the more general generator scheme η(r) for other values of r, i.e.
non-integer values r ∈ (−1, 0) or r ∈ (0, 1).

In conclusion, we applied flow equations to calculate the response functions of
RIXS measurements and predicted novel physics, specifically three-triplon bound
states induced by irreducible three-triplon interactions arising in realistic Heisenberg
spin ladders. Furthermore, we extended the scope of flow equations by proposing
truncation schemes in momentum space and finding common asymptotic behavior,
which could facilitate improvements of the flow equation method for gapless systems.
Finally, we generalized the pc-generator to the gpc-generator, which can be applied
to non-Hermitian matrices and dissipative systems, and showed that it has more
advantageous properties than previously suggested generators.
The flow equation method, which was established in physics by Wegner in 1994 [4],
has seen vast improvements and extensions in the past decades. Considering our
findings in this thesis, it is obvious that the full scope of this method has not been
exhausted yet and one can still await exciting future developments.
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Appendix A

Ultra-Short Core-Hole Lifetime
Expansion at Cu L3-Edge

We approximate the indirect RIXS response for a Heisenberg spin ladder (3.1.1) in
the ultra-short core-hole lifetime (UCL) expansion [47,48,50]. As its name suggests,
the leading orders of the UCL expansion provide a good approximation of the full
response if the core-hole lifetime 1/Γ of the intermediate state is much shorter than
the timescales of the spin exchange couplings 1/J and the elementary excitations of
the system. In the following, we derive the UCL expansion for the special case of the
Cu L3-edge, but an analogous calculation can be performed for different edges. The
derivation presented here is based on the Kramers-Heisenberg formalism [50, 162],
but the UCL expansion can also be derived with Green’s functions [45].

In the Kramers-Heisenberg formalism, the response intensity is

I(q, ω) ∝
∑
f

∣∣∣〈f |D†kfRDki
|g〉
∣∣∣2 δ(ωf − ωg + ω) (A.1)

with the initial momentum ki and final momentum kf in the Fourier transformed
dipole operators

Dk =
∑
i,τ,σ

eikRi,τDi,τ,σ (A.2)

for spins at rung i and leg τ with spin orientation σ ∈ {↑, ↓}. The symbol R is the
resolvent

R =
1

ω −HUCL + iΓ
=
∑
|ν〉

|ν〉〈ν|
ω − εn + iΓ

(A.3)
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with the intermediate Hamiltonian

HUCL = H̃ +Hsoc , (A.4a)

H̃ = H0 + UC
∑
i,τ

ni,τn
c
i,τ , (A.4b)

H0 = Jrung
∑
i=1

Si,1 · Si,2 + Jleg
∑

i,τ=0,1

Si,τ · Si+1,τ , (A.4c)

Hsoc = εαc
∑
i,τ,α

nci,τ,α . (A.4d)

Here, |ν〉 denotes the eigenstates of HUCL, ni,τ is the valence band occupation, nci,τ
the core-level occupation and UC is the strength of the Coulomb interaction between
these levels. The term Hsoc represents the spin-orbit coupling in the core-level with
α ∈ {L2, L3}, i.e. it is necessary to differentiate between the energies for different
total angular momenta J = L + S in the 2p-orbital, which are well separated for
Cu atoms [50]. In the following, creation and annihilation operators describe the
creation and annihilation of holes. Note that because of the short core-hole lifetime,
(i) the dynamics on the intermediate state are limited, (ii) the core-hole potential
can be treated as a local potential and (iii) the core-hole is immobile [45]. The strong
Coulomb interaction UC inhibits hoppings to the d-orbital in the intermediate state.
With completely suppressed hopping, the intermediate state factorizes

|ν〉 = |n〉|nc〉 , (A.5a)

HUCL|ν〉 = εn|ν〉 , (A.5b)

H̃|n〉 = En|n〉 , (A.5c)

Hsoc|nc〉 = Ec|nc〉 . (A.5d)

For this derivation, we focus on the L3-edge with energy Ec = EL3 and |nc〉 = |L3〉,
but an analogous calculation can be performed for the L2-edge. For the L3-edge, the
spectral composition of the resolvent is

R = |L3〉〈L3|
∑
|n〉

|n〉〈n|
ω − En − EL3 + iΓ

(A.6a)

= |L3〉〈L3|
1

∆− H̃ + iΓ
(A.6b)

= |L3〉〈L3|
1

∆ + iΓ

∞∑
l=0

(
H̃

∆ + iΓ

)l
(A.6c)

with the difference ∆ := ω − EL3 between transferred energy and the energy of the
edge. At resonance ∆→ 0, one obtains

R = |L3〉〈L3|
1

iΓ

∞∑
l=0

(
H̃

iΓ

)l
. (A.7)
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The dipole operator for the 2p→3d process at the Cu L3-edge is

Di,τ,σ =
∑
α

di,τ,σp
†
i,τ,α (A.8)

where p†i,τ,α creates a core-hole in the p-orbital at rung i and leg τ and di,τ,σ annihi-
lates a valence hole. One can define the local exchange Hamiltonian

Hi,τ = Si,τ ·
(
JrungSi,τ̄ + Jleg

(
Si+1,τ + Si−1,τ

))
(A.9)

which fulfills Hi,τDi,τ,σ|g〉 = 0. The Coulomb interaction UC inhibits the superex-
change coupling to the core-hole site spin Si,τ , so the Hamiltonian for the inter-
mediate state can be written as H̃ = H0 − Hi,τ , which fulfills [H̃,Di,τ,σ] = 0 and
H̃|g〉 = (H0 +Hc)|g〉 = 0|g〉 with the ground state energy set to H0|g〉 = 0|g〉. One
can use these relations to obtain an expansion in powers of Hi,τ

1

iΓ

∞∑
l=0

(
H̃

iΓ

)l
Di,τ,σ|g〉 = Di,τ,σ

1

iΓ

∞∑
l=0

(
H0 −Hi,τ

iΓ

)l
|g〉 (A.10a)

= Di,τ,σ
1

iΓ

∞∑
l=0

(
1− Hi,τ

iΓ
+
H2
i,τ

(iΓ)2
− H0Hi,τ

(iΓ)2
+ ...

)
|g〉 .

(A.10b)

By applying the relations

d†i,τ,σ′di,τ,σpi,τ,α|L3〉〈L3|p†i,τ,α =

ni,τ,σ , σ′ = σ ,

Szi,τ , σ′ 6= σ
(A.11)

from Ref. [50] one can expand the scattering amplitude

〈f |eikRi,τD†i,τ,σ′ |L3〉〈L3|Di,τ,σ

∞∑
l=0

eikRi,τ
(H0 −Hi,τ )l

(iΓ)l+1
|g〉

=

〈f |
∑

i e
ikRi,τni,τ,σ

∑∞
l=0

(H0−Hi,τ )l

(iΓ)l+1 |g〉 , σ′ = σ ,

〈f |
∑

i e
ikRi,τSzi,τ

∑∞
l=0

(H0−Hi,τ )l

(iΓ)l+1 |g〉 , σ′ 6= σ .
(A.12)

If one neglects the cross term H0Hi,τ , the leading orders are given by Hi,τ and H2
i,τ .

The leading orders of the response in the SC (∆S = 0) and NSC (∆S = 1) channel
are obtained with the expansion

SUCL
∆S (q, ω) =

∞∑
k=0

 J2k

Γ2(k+1)

∑
f

∣∣∣〈f |eikRi,τO∆S,k
i,τ,σ |g〉

∣∣∣2
 δ(ωf − ωg + ω) (A.13)

and with the SC observables

O0,k
i,τ,σ :=


ni,τ,σ , k = 0 ,(
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

))k
, k > 0

(A.14)
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and the NSC observables

O1,k
i,τ,σ := Szi,τ

(
JrungSi,τ · Si,τ̄ + JlegSi,τ ·

(
Si+1,τ + Si−1,τ

))k
. (A.15)

Note that the NSC observables for k > 0 are not Hermitian because [Szi,τ ,Si,τ ] 6= 0

and that the index σ can be omitted for all observables aside from O0,0
i,τ,σ.
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Appendix B

Emergence of Three-Triplon
Processes

In Chap. 3 the deepCUT method is applied to the Hamiltonian of the spin-1/2
Heisenberg ladder. The initial Hamiltonian (3.1.5) features two-triplon interactions,
but no irreducible three-triplon interactions, i.e. interactions that only emerge for
three or more triplons. However, the Bogoliubov terms, i.e. pair creation terms and
pair annihilation terms, lead to the emergence of new interaction terms in the course
of the CUT. This way, one obtains irreducible three-triplon interactions in the effec-
tive Hamiltonian Heff. In this section, we discuss two examples of the commutation
(2.1.4) leading to the three-triplon interaction terms, both with and without con-
sidering the hard-core constraint. In both examples, we calculate the commutators
between selected operator monomials to derive exemplary irreducible three-triplon
interactions in leading order.

For the first example, we start with the commutation of a pair creation term
(present in η and H) and a translation term (present in H)[

x tα,†i tα,†i+1 , x t
β,†
i+2t

β
i+1

]
= x2tα,†i tβ,†i+2

[
tα,†i+1 , t

β
i+1

]
(B.1a)

= x2 δα,β

−tα,†i tβ,†i+2 +
∑
γ

tα,†i tβ,†i+2t
γ,†
i+1t

γ
i+1︸ ︷︷ ︸

one-to-three process


+ x2 tα,†i tβ,†i+2t

α,†
i+1t

β
i+1︸ ︷︷ ︸

one-to-three process

. (B.1b)

The calculation yields a one-to-three process in order O(x2). This process is not
present in the initial Hamiltonian (3.1.5), hence it is added to the basis. Since
this process does not conserve the number of quasi-particles, it also appears in the
generator η. Next, we consider the commutation of this new process with a pair
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Figure B.1: Diagrammatic representation of an irreducible three-triplon interaction emerging
from processes in the initial Hamiltonian (3.1.5) or similar processes in higher-dimensional
systems with finite local Hilbert spaces. The dimer site r and the inter-dimer distances δ,
δ′ and δ′′ are given in real space in dimension D. Blue arrows indicate incoming triplons,
red arrows scattered, outgoing triplons and black arrows internal triplon propagations. (a)
For normal bosons the combined process is single-particle ireducible and corresponds to
an effective hopping, but (b) the hard-core constraint (black circles) induces three-triplon
interactions in order O(x3). We also published this figure in Ref. [44].

annihilation process, which is present both in η and H[
x2 tα,†i tβ,†i+2t

γ,†
i+1t

γ
i+1 , x t

µ
i+2t

µ
i+3

]
= x3 tα,†i

[
tβ,†i+2 , t

µ
i+2

]
tγ,†i+1t

γ
i+1t

µ
i+3 (B.2a)

= x3 δβ,µ

−tα,†i tγ,†i+1t
γ
i+1t

µ
i+3 +

∑
ν

tα,†i tγ,†i+1t
ν,†
i+2t

γ
i+1t

ν
i+2t

µ
i+3︸ ︷︷ ︸

three-triplon interaction


+ x3 tα,†i tγ,†i+1t

β,†
i+2t

γ
i+1t

µ
i+2t

µ
i+3︸ ︷︷ ︸

three-triplon interaction

. (B.2b)
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Figure B.2: Diagrammatic representation of an irreducible three-triplon interaction emerging
without hard-core constraint from processes in the initial Hamiltonian (3.1.5) or similar
processes in higher-dimensional systems with finite local Hilbert spaces. The dimer site
r and the inter-dimer distances δ, δ′, δ′′ and δ′′′ are given in real space in dimension D.
Blue arrows indicate incoming triplons, red arrows scattered, outgoing triplons and black
arrows internal triplon propagations. Without the hard-core constraint, the three-triplon
interactions emerge in order O(x4).

and obtain an irreducible three-triplon interaction in order O(x3). The emergence
of this process from the three initial processes is depicted in analogy to the famous
Feynman-Diagrams in Fig. B.1. Note that the above calculations are performed on a
one-dimensional spin ladder, but irreducible three-triplon interactions can emerge by
the same process for any dimerized system in any dimension D, which is indicated
in Fig. B.1 by the dimer indices r and inter-dimer distances δ, δ′ and δ′′. The
three-triplon interactions only arise in leading order O(x3) because of the hard-
core constraint, which appears in the triplon commutator (3.1.3) as bilinear operator
terms, which allows one to obtain irreducible three-triplon interactions using no more
than two commutations.

For the second example, we consider a bosonic approximations without the hard-
core constraint and show that irreducible three-triplon interactions still emerge, al-
beit in order O(x4) because three commutations are necessary. We start with the
commutation of a two-body interaction and a zero-to-two process[

x tα,†i tβ,†i+1t
β
i t
α
i+1 , x t

γ,†
i+1t

γ,†
i+2

]
= x2 δα,γ t

α,†
i tβ,†i+1t

α,†
i+2t

β
i . (B.3)

Next, one can calculate the commutator of this one-to-three process with another
two-body interaction[

x2 tα,†i tβ,†i+1t
α,†
i+2t

β
i , x t

γ,†
i+2t

µ,†
i+3t

µ
i+2t

γ
i+3

]
= −x3 δα,µ t

α,†
i tβ,†i+1t

γ,†
i+2t

α,†
i+3t

β
i t
γ
i+3 . (B.4)
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Finally, one can combine this two-to-four process with a two-to-zero process[
x3 tα,†i tβ,†i+1t

γ,†
i+2t

α,†
i+3t

β
i t
γ
i+3 , x t

µ
i+3t

µ
i+4

]
= −x4 δα,µ t

α,†
i tβ,†i+1t

γ,†
i+2t

β
i t
γ
i+3t

α
i+4 . (B.5)

The final term is an irreducible three-body interaction. Note how this interaction
emerges even without considering the hard-core nature of the quasi-particles. How-
ever, recall that this mechanism is only possible because the initial Hamiltonian
contains terms which do not preserve the number of particles, namely Bogoliubov
terms. The diagrammatic formation of a bosonic irreducible three-body interaction
is shown in Fig B.2, where r is a dimer site in D dimension and δ, δ′, δ′′ and δ′′′ are
interdimer distances.
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Appendix C

Numerical Parameters and Slices
of the Dynamic Response

In Chap. 3 we apply the deepCUT method to calculate the dynamic response of the
spin-1/2 Heisenberg ladder in RIXS experiments. In Sec. 3.4 , we discuss the results
of the two leading nontrivial orders of the UCL expansion in both the SC and NSC
channel. App. D presents additional data to assess the accuracy of the results. An
extensive list of the numerical parameters used for the calculation of spectral densities
is found here in Tab. C.1 (first leading orders) and Tab. C.2 (second leading orders).

The plots provided in Chap. 3 depict the spectral weight as heat maps for various
x and qx in each plot. This representation provides a good overview of the relative
weight in different regions of phase space, but does not convey the shape of the
function. For instance, square-root divergences at the continuum edges cannot be
recognized easily. In Fig. C.1 to Fig. C.8, we provide plots of the spectral weight
S(ω) for fixed qx, where the form of the spectral weight can be discerned more easily.
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Channel UCL order qy nQP η̂ x omax dmax nLC nqx
NSC− k = 0 π 1 (1:n) 0.25 o10 - 1 201

0.5 o10 - 1 201
(Fig. 3.9, Fig. 3.11) 1.2 o10 - 1 201

2 o10 - 1 201
NSC+ k = 0 0 2 (2:n) 0.25 o10 2000 1000 201

0.5 o10 2000 800 201
(Fig. 3.8, Fig. 3.10, Fig. C.1) 1.2 o10 2000 600 201

2 o10 2000 500 201
NSC− k = 0 π 3 (3(2):n) 0.25 o8(10) 1000 600 201

0.5 o8(10) 1000 600 201
(Fig. 3.9, Fig. 3.11, Fig. C.2) 1.2 o6(10) 1000 500 201

2 o5(10) 1000 400 201
SC+ k = 1 0 2 (2:n) 0.25 o10 2000 1000 201

0.5 o10 2000 900 201
(Fig. 3.15, Fig. 3.17, Fig. C.3) 1.2 o10 2000 600 201

2 o10 2000 500 201
SC− k = 1 π 3 (3(2):n) 0.25 o9(10) 1000 560 201

0.5 o8(10) 1000 600 201
(Fig. 3.16, Fig. 3.18, Fig. C.4) 1.2 o6(10) 1000 500 801

2 o5(10) 1000 500 801

NSC+ k = 0 0 2 (2:n) 1 o9 1800 900 201
(Fig. D.1) 1 o10 1800 900 201

SC+ k = 1 0 2 (2:n) 1 o10 2000 600 201
SC− k = 1 π 3 (3:n) 1 o6 1000 500 201

(Fig. 3.34)

SC+ k = 1 0 2&4 (2:n) 0.25 o10 60 30 51
0.5 o10 60 30 51

(Fig. D.2, Fig. D.3) 1.2 o10 80 30 51
2 o10 60 30 51

Table C.1: Numerical parameters of all plots in first leading order in Chap. 3 , App. C and
App. D . The channel is characterized by (non-)-spin-conservation, (anti-)symmetry of the
observable and order k of the UCL expansion. The (anti-)symmetry of the observable is
directly related to the momentum qy and number of excited triplons nQP. The deepCUT is
evaluated in order omax in the expansion parameter x = Jleg/Jrung. The notation (3(2):n) is
used when the accuracy of three-triplon computations is increased by combining (i) three-
triplon interactions computed with the (3:n)-generator in maximum convergent order (see
omax) with (ii) one- and two-triplon processes computed with the (2:n)-generator in order
10. The maximum distance dmax between triplons is used in the Lanczos algorithm with
nLC considered Lanczos coefficients and nqx is the number of evaluated discrete values qx.
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Channel UCL order qy nQP η̂ x omax dmax nLC nqx
NSC− k = 1 π 1 (1:n) 0.25 o10 - 1 201

0.5 o10 - 1 201
(Fig. 3.25, Fig. 3.27) 1.2 o10 - 1 201

2 o10 - 1 201
NSC+ k = 1 0 2 (2:n) 0.25 o10 2000 1000 201

0.5 o10 2000 900 201
(Fig. 3.24, Fig. 3.26, Fig. C.5) 1.2 o10 2000 700 201

2 o10 2000 550 201
NSC− k = 1 π 3 (3(2):n) 0.25 o8(10) 1000 600 201

0.5 o8(10) 1000 600 201
(Fig. 3.25, Fig. 3.27, Fig. C.6) 1.2 o6(10) 1000 500 201

2 o5(10) 1000 400 201
SC+ k = 2 0 2 (2:n) 0.25 o10 2000 1000 201

0.5 o10 2000 900 201
(Fig. 3.29, Fig. 3.31, Fig. C.7) 1.2 o10 2000 700 201

2 o10 2000 550 201
SC− k = 2 π 3 (3(2):n) 0.25 o8(10) 1000 600 201

0.5 o8(10) 1000 600 201
(Fig. 3.30, Fig. 3.32, Fig. C.8) 1.2 o6(10) 1000 500 201

2 o5(10) 1000 400 201

Table C.2: Numerical parameters of all plots in second leading order in Chap. 3 , App. C
and App. D . The channel is characterized by (non-)-spin-conservation, (anti-)symmetry of
the observable and order k of the UCL expansion. The (anti-)symmetry of the observable is
directly related to the momentum qy and number of excited triplons nQP. The deepCUT is
evaluated in order omax in the expansion parameter x = Jleg/Jrung. The notation (3(2):n) is
used when the accuracy of three-triplon computations is increased by combining (i) three-
triplon interactions computed with the (3:n)-generator in maximum convergent order (see
omax) with (ii) one- and two-triplon processes computed with the (2:n)-generator in order
10. The maximum distance dmax between triplons is used in the Lanczos algorithm with
nLC considered Lanczos coefficients and nqx is the number of evaluated discrete values qx.
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Figure C.1: Spectral density S(qx, ω) slices of the leading order NSC observable in two-
triplon space.
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Figure C.2: Spectral density S(qx, ω) slices of the leading order NSC observable in three-
triplon space.
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Figure C.3: Spectral density S(qx, ω) slices of the leading order SC observable in two-triplon
space.
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Figure C.4: Spectral density S(qx, ω) slices of the leading order SC observable in three-
triplon space.
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Figure C.5: Spectral density S(qx, ω) slices of the second leading order NSC observable in
two-triplon space.
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Figure C.6: Spectral density S(qx, ω) slices of the second leading order NSC observable in
three-triplon space.
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Figure C.7: Spectral density S(qx, ω) slices of the second leading order SC observable in
two-triplon space.
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Figure C.8: Spectral density S(qx, ω) slices of the second leading order SC observable in
three-triplon space.
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Appendix D

Accuracy of the Dynamic
Response Predictions

In Chap. 3 we apply the deepCUT method to calculate the response of the spin-1/2
Heisenberg ladder in RIXS experiments. In Sec. 3.4 , we discuss the results of the
two leading orders of the UCL expansion in both the SC and NSC channel. Here, we
discuss the accuracy of the results by showing that convergence is achieved during
the calculation and by arguing that no significant weight from states of more than
three triplons interferes with the predicted response.

D.1 Convergence of the Numerical Results

If the numerical parameters (deepCUT-order, maximum extension dmax of terms
in Lanczos algorithm, number nLC of Lanczos coefficients) used for the calculation
are not large enough, then the truncated results are not a good approximation of
the exact results. When increasing the parameters, the results should converge to
the correct results. Therefore, one can change the parameters slightly to check
whether convergence has occurred up to numerical precision. The results might not
be converged if

(i) the deepCUT truncation order is too low or

(ii) too few Lanczos coefficients are used, i.e. dmax is too small.

Fig. D.1 depicts an exemplary comparison of results for x = 1 between typical
used parameters and slightly altered parameters. Panel (c) displays the results with
typical parameters, o10 and dmax = 2000, while panel (b) shows results for a smaller
dmax = 1800 and panels (a) results for a lower truncation order o9 and dmax = 1800.
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For the calculation with a lower truncation order in panel (a), dmax = 1800 is chosen
such that the same number of Lanczos coefficients can be used as in panel (c). A
lower deepCUT expansion order allows for more Lanczos coefficients before the dmax

truncation leads to errors in the coefficients. One observes that the results in the
three panels do not differ in any significant way, indicating that the calculation is
converged up to numerical precision for the used parameters.
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Figure D.1: Spectral density S(qx, ω) of the leading NSC observable ONSC,0
i,τ = Szi,τ (DSF,

see (3.2.10)) in two-triplon space for perturbation parameter x = 1 for different deepCUT
expansion orders (o9,o10,o10) and maximum Lanczos extension dmax ∈ {1800, 1800, 2000}.
Apart from numerical noise, all three calculations yield the same results, demonstrating that
the parameters suffice for convergence.

D.2 Spectral Weight In in n-Triplon Channels

The numerical calculation of spectral densities becomes very memory consuming
in higher n-triplon spaces. The calculations up to three-triplons space converge well
and the results are discussed in Sec. 3.4 . Calculations in four-triplon space are cur-
rently only feasible with the (3:n)-generator and up to small dmax, as can be seen
in Tab. C.1. The four-triplon results in the SC channel are shown in Fig. D.2 and
Fig. D.3 in panels (a-b), respectively, and the two-triplon results are added in panels
(c-d). While the four-triplon results contain many ripples which indicate that the
calculation is not fully converged due to too few Lanczos coefficients, it is apparent
that the spectral weight of the four-triplon contributions is significantly smaller than
the two-triplon spectral weight. This is especially important for experimental veri-
fication of the results, since both channels show contributions in the same region of
phase space.

The four-triplon results should be treated with caution, since the (3:n)-generator
was used during the deepCUT. This means that four-triplon contributions of the
Hamiltonian are not decoupled from higher spaces, i.e. four triplons states are not
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Figure D.2: Spectral density S(qx, ω) of the leading SC observableOSC,1
i,± (DESF, see (3.2.15))

in (two+four)-triplon and four-triplon space for perturbation parameters x ∈ {0.25, 0.5}.
Note that the calculation in four-triplon space is only feasible with a small value of dmax,
see Tab. C.1.
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Figure D.3: Spectral density S(qx, ω) of the leading SC observableOSC,1
i,± (DESF, see (3.2.15))

in (two+four)-triplon and four-triplon space for perturbation parameters x ∈ {1.2, 2}. Note
that the calculation in four-triplon space is only feasible with a small dmax, see Tab. C.1.
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separated from six-triplon states, those are not separated from eight-triplon states
and so forth. Consequently, the four-triplon results do not correctly portray the
four-triplon channel of conserved triplons, but rather provides an estimate of the
real results.

In the following, we show more rigorously that the results for n ≤ 3 already
describe the bulk of the weight and no significant weight is added by n > 3 triplons.
To achieve this, we use the sum rule

Itotal[O] =

∞∑
n=0

In[O] =
〈
O2
〉
− 〈O〉2 , (D.1)

which gives the total spectral weight Itotal[O] of all n-triplon subspaces by evaluating
the expectation values

〈
O2
〉
and 〈O〉 on the ground state. We calculate the total

weight numerically using the following scheme

1) We set up the Hamiltonian of a finite spin ladder with N rungs numerically in
the spin basis. The basis states are characterized by the spin quantum num-
bers (Sz1,1, Sz1,2, Sz2,1, ..., SzN,2). To increase efficiency, we use the sparse matrix
representation of the Eigen library [136].

2) We calculate the ground state |0〉 of the system by using the power method [163]

a) Initialize |Ψ0〉 with a normalized random vector.

b) Calculate normalized vectors

|Ψn+1〉 =
Ĥ|Ψn〉∣∣∣Ĥ|Ψn〉

∣∣∣ (D.2)

until the composition of the state no longer changes up to numeric precision,
i.e. repeat the iteration until∣∣∣∣( 1

〈Ψn|Ψn+1〉

)
|Ψn+1〉 − |Ψn〉

∣∣∣∣ < 10−8 . (D.3)

Note that the division by 〈Ψn|Ψn+1〉 is necessary since the eigenvalue can have
a complex phase exp(iϕ).

c) The final calculated state approximates the ground state |0〉 ≈ |Ψnmax〉.

We perform these calculations up to N = 12 rungs, which corresponds to 24
spins and a Hilbert space of dimension 224 = 16777216. For small N , we compare
the result for the ground state and ground state energy with results using exact
diagonalization as an additional check.

3) We extrapolate the results for finite N to N =∞ with

Itotal(N) = a+ bec/N (D.4)
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Figure D.4: Total weights Itotal(N) for the leading order SC observable Oex
± , see(3.2.15), in

the symmetric (Oex
+ , left) and antisymmetric (Oex

− , right) case for finite spin ladders with
N rungs, calculated using exact diagonalization. The filled data points are used for the fit,
the empty data points are skipped. The dotted lines show the fits for even N and odd N ,
respectively.

with the fit parameters a, b and c. Since the ground state changes qualitatively
between even and odd N , the extrapolation of these cases is performed separately.
We average the extrapolated results

Itotal(∞) =
Ieventotal(∞) + Ioddtotal(∞)

2
. (D.5)

To reduce finite size effect of extremely small N , which do not scale like (D.4),
we only fit the data points for the largest available N , i.e. Neven ∈ {12, 10, 8}
and Nodd ∈ {11, 9, 7}. The caveat is that three data points for three parameters
do not yield fit errors, which would be useful to estimate the accuracy of the
extrapolation. However, one can use the difference between the even and odd
result ∆Itotal(∞) = |Ieventotal(∞)− Ioddtotal(∞)| to estimate the error. The data points
for finite N and the fitted curves are shown in Fig. D.4.

The total weights Itotal calculated with the above method and the n-triplon
weights In obtained with the deepCUT approach are compared in Fig. D.5. The
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Figure D.5: Total weights In in n-triplon spectra for the exchange observable Oex
± , see

(3.2.15), in the symmetric (Oex
+ , left) and antisymmetric (Oex

− , right) case. The black crosses
show the total weight (D.1) of the observable for all n-triplon spaces evaluated using exact
diagonalization. The estimated error ∆Itotal(∞) = |Ieventotal(∞) − Ioddtotal(∞)| is smaller than
the symbol size for x > 0.25; even for x = 0.25, the vertical black lines indicating the error
are barely visible. The errors increase with x, but this cannot be observed directly due to
the logarithmic scale of the y-axis.

weights increase with x and most weight is found in the two-triplon and three-triplon
channel. Furthermore, the total weight is already described well by the two-triplon
and three-triplon contributions and consequently no additional, significantly large
weight can appear in the channels with n > 3 triplons. However, one finds for large
x > 1 that Itotal is smaller than I2 or I3, respectively. This is an indicator for small
errors in the RIXS results for large x. Three sources for these errors exist.

(i) The extrapolation (D.4) of the finite-size results to the infinite system. Results
for higher N can give a better estimation of Itotal(∞). This error does not
imply any errors in the calculated spectral densities using deepCUT.

(ii) The finite deepCUT expansion order. This error increases with x as the delo-
calization of the triplons increases.

(iii) The four-triplon sector not being decoupled from sectors with 6, 8, ... triplons
due to the use of the (3:n)-generator. This tends to overestimate the weight of
the 4-particle channel.

Despite these inaccuracies for large x, the results show clearly that hardly any weight
is to be expected for n > 4 triplons.
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Appendix E

Analytical Solution of the TFIM
Model

We discuss flow equations in momentum space for the TFIM model in Chap. 4, which
can be formulated with hard-core operators in real space

H

Γz
=

N−1∑
i=0

(
b†ibi −

1

2

)
− x

2

N−1∑
i=0

(
b†ibi+1 + b†ib

†
i+1 + h.c.

)
. (E.1)

In the strong field limit |x| ≤ 1, the system can be diagonalized by applying the

1. Jordan-Wigner transformation [164]

fl = exp

iπ
∑
j<l

b†l bl

 bl , bl = exp

iπ
∑
j<l

f †l fl

 fl , (E.2)

f †l = exp

iπ
∑
j<l

b†l bl

 b†l , b†l = exp

iπ
∑
j<l

f †l fl

 f †l , (E.3)

2. Fourier transformation

f̄k =
1√
N

∑
j

e+ikxjfj , fj =
1√
N

∑
k

e−ikxjfk , (E.4)

f̄ †k =
1√
N

∑
j

e−ikxjf †j , f †j =
1√
N

∑
k

e+ikxjf †k , (E.5)
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3. and Bogoliubov transformation [165]

(
f †k
f−k

)
=

(
cos(θk) +i sin(θk)

+i sin(θk) cos(θk)

)(
f̄ †k
f̄−k

)
, (E.6)(

f̄ †k
f̄−k

)
=

(
cos(θk) −i sin(θk)

−i sin(θk) cos(θk)

)(
f †k
f−k

)
(E.7)

one after another. We consider only the ferromagnetic case x ∈ [0, 1] explicitly,
but the antiferromagnetic x ∈ [−1, 0] result is treated analogously with a shifted
momentum k → k + π/a.

The Jordan-Wigner transformation introduces coefficients eiπnj<l = ±1, where
the signs depends on the number nj<l :=

∑
j<l b

†
l bl of occupied sites j ∈ {0, ..., l−1}.

This highly non-local transformation turns the symmetric commutation relations
of hard-core operators between different sites into antisymmetric anticommutation
relations of spinless fermions. Strictly speaking, this transformation is only possible
for open systems, but not for systems with periodic boundaries. This does not restrict
the application of the Jordan-Wigner transforamtion to obtain a solution of the
TFIM in the thermodynamic limit, because in that limit the open and periodic case
are equivalent. Note that the occupation number operators f †i fi = b†ibi transform
trivially. The Hamiltonian (E.1) expressed in terms of the fermionic operators reads

H

Γz
=

N−1∑
i=0

(
f †i fi −

1

2

)
− x

2

N−1∑
i=0

(
f †i fi+1 + f †i f

†
i+1 + h.c.

)
. (E.8)

The next-neighbor hopping terms of this tight-binding Hamiltonian are diagonalized
with the Fourier transformation

H

Γz
=

1.BZ∑
k

[(
1− x cos(ka)

)
f̄ †k f̄k −

1

2

]
+ i

x

2

1.BZ∑
k

[
sin(ka)

(
f̄ †k f̄

†
−k − h.c.

)]
. (E.9)

Note that the prefactor of the pair creation and annihilation terms in the fermionic
momentum-space formulation (E.9) differs significantly from the hard-core bosonic
momentum-space formulation (4.1.17). The most important difference, however, is
not the different prefactor, but the fact that the fermionic operators fulfill the simpler
fermionic anticommutation relations. The Bogoliubov transformation diagonalizes
the remaining pair creation and annihilation terms. It must fulfill the condition

cos θk = cos θ−k , sin θk = − sin θ−k (E.10)
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and conserve the anticommutation relations

{fk, fk′} = i cos θk sin θk′ {f̄k, f̄ †−k′}︸ ︷︷ ︸
=δk,−k′

+i sin θk cos θk′ {f̄ †−k, f̄k′}︸ ︷︷ ︸
δk,−k′

= iδk,−k′ [cos θk sin(−θk) + cos(−θk) sin θk] = 0 , (E.11a)

{f †k , f
†
k′} = {fk′ , fk}† = 0 , (E.11b)

{fk, f †k′} = cos θk cos θk′ {f̄k, f̄ †k′}︸ ︷︷ ︸
=δk,k′

+ sin θk sin θk′ {f̄ †−k, f̄−k′}︸ ︷︷ ︸
δk,−k′

= δk,k′(cos2 θk + sin2 θk) = δk,k′ . (E.11c)

The transformed Hamiltonian

H

Γz
=

1.BZ∑
k

{[(
1− x cos(ka)

)
cos(2θk) + x sin(ka) sin(2θk)

]
f †kfk

+

[(
1− x cos(ka)

)
sin2(θk)−

x

2
sin(ka) sin(2θk)−

1

2

]
+

[
− i

2

(
1− x cos(ka)

)
sin(2θk) + i

x

2
sin(ka) cos(2θk)

](
f †kf

†
−k − h.c.

)}
.

(E.12)

The coefficient of the pair creation and annihilation terms vanish for

tan(2θk) =
x sin(ka)

1− x cos(ka)
. (E.13)

By applying this condition and the relations

cos(2θk) =
1√

1 + tan2(2θk)
=

1− x cos(ka)√
(1− x)2 + 2x(1− cos(ka))

, (E.14a)

sin(2θk) =
tan(2θk)√

1 + tan2(2θk)
=

x sin(ka)√
(1− x)2 + 2x(1− cos(ka))

, (E.14b)

sin2(θk) =
1

2

(
1− cos(2θk)

)
, (E.14c)

1.BZ∑
k

cos(ka) = 0 , (E.14d)

one obtains the diagonal Hamiltonian

H

Γz
=

1.BZ∑
k

ε(k)

(
f †kfk −

1

2

)
,

ε(k) =

√(
1− x

)2

+ 2x

(
1− cos(ka)

)
(E.15a)

(E.15b)

with the ground state energy

ε0 = 〈0|H|0〉 = −1

2

1.BZ∑
k

√(
1− x

)2

+ 2x

(
1− cos(ka)

)
. (E.16)
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For x ≤ 1, the ground state is described by the vacuum state |0〉 with f †kfk|0〉 = 0∀k
and the excitations are induced by the creation operators f †k . The energy gap

∆(x) := min
k

(
ε(k)

)
= |1− x| (E.17)

can be found at k = 0 in the ferromagnetic case x > 0 and at k = π/a in the
antiferromagnetic case x < 0. In principle, both cases are described in an analogous
way and can be transformed into one another with a momentum shift k → k + π

a ,
which one can check explicitly for the dispersion

εx(k) =

√(
1− x

)2

+ 2x

[
2 sin2

(
ka

2

)]

=

√
1 + x2 + 2x

[
2 sin2

(
ka

2

)
− 1

]

=

√
1 + x2 + 2x

[
sin2

(
ka

2

)
− cos2

(
ka

2

)]
, (E.18)

ε−x

(
k +

π

a

)
=

√
1 + x2 − 2x

[
cos2

(
ka

2

)
− sin2

(
ka

2

)]
= εx(k) . (E.19)

For simplicity, we only consider the antiferromagnetic case explicitly. At the quantum
critical point x = 1, the gap closes linearly and a quantum phase transition between
the magnetically ordered phase and the unordered phase occurs [146]

ε1(k) =

√
2

(
1− cos(ka)

)
= 2

∣∣∣∣sin(ka2
)∣∣∣∣ ka�1
≈ |ka| . (E.20)

Note that the phase transition occurs at T = 0 and is induced solely by quantum
fluctuation. One can define the magnetization in x-direction

M(x) =

〈
0

∣∣∣∣N−1∑
i=0

Sxi

∣∣∣∣0〉 =

1
2

(
1− 1

x2

) 1
8 if x > 1 ,

0 if x ∈ [0, 1] ,
(E.21)

as an order parameter to characterize the phase with the critical exponent β = 1
8

[146]. The magnetization is plotted in Fig. E.1.

Figure E.1: Dispersion M(x), see (E.21), of the TFIM.
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Appendix F

Derivation of Lindblad Master
Equations

In Chap. 5 we discuss flow equations for non-Hermitian matrices and in Sec. 5.1 we
introduce Lindblad master equations (5.1.1). In the following, we present a derivation
of the Lindblad master equations from unitary time evolution [152].

Consider a total system consisting of the main system of interest and the external
environment, see Fig. 5.1. The Hilbert space H, density matrix ρ and Hamiltonian
H of the environment are denoted by the subscript E. For the total system we use
the subscript T. The unitary time evolution of the total system is described by the
von Neumann equation

ρ̇T(t) = −i [HT, ρT(t)] . (F.1)

Our goal is finding a Markovian equation of motion, i.e. an equation of motion
that does not depend on past events, of the system ρ(t), in which no knowledge of
the exact time evolution of the environment ρE(t) is necessary. These equations of
motion are non-unitary. We begin by introducing some necessary assumptions.

1) The interaction between the system and environment is small compared
to the inherent energy scales

HT = H ⊗ 1E + 1S ⊗HE + αHI, α� 1 . (F.2)

Here, we explicitly denote the identity operators once for clarity, but we will omit
them in the following calculations for brevity. The interaction Hamiltonian can
be expressed as

HI =
∑
i

Si ⊗ Ei . (F.3)

with Si ∈ H and Ei ∈ HE.
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1a) For all operators Ei appearing in HI, one can safely assume

〈Ei〉 = Tr[EiρE(0)] = 0 ∀i . (F.4)

If this assumption were not true for any Ei, one could always perform an
energy shift on HT and define H ′I with new operators E′i, so that

HT =

(
H + α

∑
i

〈Ei〉Si
)

+HE + αH ′I , (F.5a)

H ′I =
∑
i

Si ⊗ E′i :=
∑
i

Si ⊗
(
Ei − 〈Ei〉

)
(F.5b)

and 〈E′i〉 = 0.

2) At t = 0 the system and environment are not correlated and, therefore,
the density matrix is separable

ρT(0) = ρ(0)⊗ ρE(0) . (F.6)

This is possible if the system and environment have not interacted at t < 0 or if
the correlations are short-lived.

2a) Combining assumptions 1) and 2), it is reasonable to assume that the system
and the environment stay uncorrelated during the time evolution

ρT(t) = ρ(t)⊗ ρE(t) . (F.7)

This is not true exactly because the interaction can create correlations. How-
ever, due to the small coupling strength α one can assume that the timescale
of correlations τcorr and the timescale of relaxations in the environment τE
are much smaller than the typical system timescale τ , i.e.

τcorr, τE � τ . (F.8)

2b) The assumption that the system and environment have not interacted in the
past implies

HI(t) = 0 ∀t < 0 . (F.9)

3) The environment is thermal initially

ρE(0) =
1

Tr [e−βHE ]
e−βHE , β =

1

kBT
, (F.10)

where kB is the Boltzmann constant and T the temperature.

3a) Combining assumptions 2a) and 3), it is safe to assume that the environment
always stays thermal

ρE(t) = ρE(0) =
1

Tr [e−βHE ]
e−βHE . (F.11)

With this, one finds
ρT(t) = ρ(t)⊗ ρE(0) . (F.12)
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We will now use these assumptions to derive the Lindblad master equations.
We work in the interaction picture, where the time evolution of operators O(t) is
described by the inherent Hamiltonians H+HE and the time evolution of the density
matrix is described by the interaction Hamiltonian HI

O(t) = ei(H+HE)tO(0)e−i(H+HE)t , (F.13a)
d
dt
ρT(t) = −iα[HI(t), ρT(t)] . (F.13b)

The time evolution of the density matrix can, in principle, be integrated

ρT(t) = ρT(0)− iα

t∫
0

ds
[
HI(s), ρT(s)

]
. (F.14)

This formula poses two problems: One still needs to solve an integral in the total
Hilbert space HT and requires knowledge of the time evolution ρT(s) for all previous
times s ∈ [0, t]. One can tackle these issues by inserting (F.14) in (F.13b) once

d
dt
ρT(t) = −iα

[
HI(t), ρT(0)

]
− α2

t∫
0

ds
[
HI(t),

[
HI(s), ρT(s)

]]
(F.15)

and once more

d
dt
ρT(t) = −iα

[
HI(t), ρT(0)

]
− α2

t∫
0

ds
[
HI(t),

[
HI(s), ρT(t)

]]
+O(α3) . (F.16)

At this point, ρT(s) only appears in order O(α3) and can be disregarded due to
assumption 1). Now, one only requires knowledge of the density matrix ρT(t) at
time 0 and t and the interaction Hamiltonian HI(s) for all times s ∈ [0, t]. Since our
goal is the derivation of an equation of motion for only the system of interest ρ(t),
we trace over all degrees of freedom of the environment

d
dt
ρ(t) = TrE

[
d
dt
ρT(t)

]
(F.17a)

= −iαTrE
[
HI(t), ρT(0)

]
− α2

t∫
0

dsTrE
[
HI(t),

[
HI(s), ρT(t)

]]
. (F.17b)

First, we focus on the first summand. We decompose HI with (F.3), use the as-
sumption of no correlation (F.6) and the cyclic invariance of the trace so that we can
rewrite the summand to

TrE
[
HI(t), ρT(0)

]
=
∑
i

((
Si(t)ρ(0)− ρ(0)Si(t)

)
TrE

[
Ei(t)ρE(0)

]︸ ︷︷ ︸
=〈Ei〉

(F.4)
= 0

)
= 0 . (F.18)

With this, the first summand of the equation of motion vanishes. One can rewrite
the remaining summand

d
dt
ρ(t)

(F.12)
= −α2

t∫
0

dsTrE
[
HI(t),

[
HI(s), ρ(t)⊗ ρE(0)

]]
. (F.19)
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This result is already an independent equation of motion for ρ(t) that is local in time,
but it still depends on the initial state ρE(0) of the environment and is therefore non-
Markovian. Using the assumption that no interaction occurs at t < 0, see (F.9), one
can rewrite the equation of motion by performing a shift s → t − s and integrating
up to ∞

d
dt
ρ(t) = −α2

∞∫
0

dsTrE
[
HI(t),

[
HI(t− s), ρ(t)⊗ ρE(0)

]]
, (F.20)

which is also known as the Redfield equation. This equation poses a problem: It does
not warrant a positive map and can therefore give rise to non-positive density matri-
ces. Therefore, we use a final approximation, the rotating wave approximation.
To do so, we must first expand the commutators to

d
dt
ρ(t) = −α2Tr

[ ∞∫
0

dsHI(t)HI(t− s)ρ(t)⊗ ρE(0)−
∞∫

0

dsHI(t)ρ(t)⊗ ρE(0)HI(t− s)

−
∞∫

0

dsHI(t− s)ρ(t)⊗ ρE(0)HI(t)−
∞∫

0

dsρ(t)⊗ ρE(0)HI(t− s)HI(t)

]
.

(F.21)

We decompose the operators

Si =
∑
ω

Si(ω) (F.22)

in the basis of eigenstates Si(ω) to the superoperator [·, H], i.e. operators that fulfill
[Si(ω), H] = ωSi(ω) and, consequently, [S†i (ω), H] = −ωS†i (ω). To make use of this
decomposition, one can switch to the Schrödinger picture for the operators of the
interaction Hamiltonian

S̃i = eiHtSie
−iHt , (F.23a)

Ẽi = eiHEtEie
−iHEt (F.23b)

⇒ HI(t) =
∑
i,ω

e−iωtSi(ω)⊗ Ẽi(t) =
∑
i,ω

eiωtS†i (ω)⊗ Ẽ†i (t) . (F.23c)

By using the decomposition in Si(ω) for HI(t − s) and the decomposition in S†i (ω)

for HI(t), one can rewrite (F.21). Using [HE, ρE(0)] = 0 and the cyclic invariance of
the trace, one obtains

d
dt
ρ(t) =

∑
ω,ω′

n,j

(
ei(ω′−ω)tΓnj(ω)

[
Sj(ω)ρ(t), S†n(ω′)

]
+ ei(ω−ω′)tΓ∗jn(ω′)

[
Sj(ω), ρ(t)S†n(ω′)

])
,

(F.24a)

Γnj(ω) =

∞∫
0

ds eiωsTrE
[
Ẽ†n(t)Ẽj(t− s)ρE(0)

]
, (F.24b)



180 Derivation of Lindblad Master Equations

where the effect of the environment is hidden in Γnj(ω). Now, we can apply the
rotating wave approximation, where we assume that |ω−ω′| � α2, i.e. the functions
e±i(ω′−ω)t oscillate much faster than the typical timescale of the system, which means
that they do not contribute to the time evolution apart from resonant terms with
ω = ω′. Using this, one obtains

d
dt
ρ(t) =

∑
ω
n,j

(
Γnj(ω)

[
Sj(ω)ρ(t), S†n(ω)

]
+ Γ∗jn(ω)

[
Sj(ω), ρ(t)S†n(ω)

])
. (F.25)

One can decompose this equation of motion into a unitary von Neumann term and
a dissipative term. To do so, one has to divide Γnj into a Hermitian part γnj and an
Antihermitian part πnj , leading to

Γnj(ω) =
γnj(ω)

2
+ iπnj(ω) , (F.26a)

γnj(ω) = Γnj(ω) + Γ∗nj(ω) =

∞∫
−∞

dseiωsTr
[
Ẽ†n(s)Ej(0)ρE(0)

]
, (F.26b)

πnj(ω) = − i

2

(
Γnj(ω)− Γ∗nj(ω)

)
. (F.26c)

One can use this decomposition and transform back to the Schrödinger picture,
obtaining

d
dt
ρ(t) = −i[H+HLamb, ρ(t)]+

∑
ω
n,j

γnj(ω)

(
Sj(ω)ρ(t)S†n(ω)− 1

2

{
S†n(ω)Sj(ω), ρ(t)

})
(F.27)

with the Lamb shift Hamiltonian

HLamb =
∑
ω
n,j

πnj(ω)S†n(ω)Sj(ω) , (F.28)

which renormalizes the energies of the system Hamiltonian because of the interaction
with the environment. While this equation already presents a Markovian master
equation, this is not yet the Lindblad form. The factors γnj(ω) are Fourier transforms
of positive functions and therefore, the matrix γ(ω) formed by them is positive and
can be diagonalized. In the diagonal basis, one obtains the celebrated Lindblad
master equations

i
d
dt
ρ(t) = [H +HLamb, ρ(t)] + i~

∑
α,ω

γα

(
Lα(ω)ρ(t)L†α(ω)− 1

2

{
L†α(ω)Lα(ω), ρ(t)

})
(F.29)

where the operators Lα are often called Lindblad operators [60] or (quantum) jump
operators [86, 152] and the corresponding rates are denoted by γα. In the simplest
case, one only considers a single relevant frequency ω and the Lamb shift can be
neglected, in which case one obtains

i
d
dt
ρ(t) = [H, ρ(t)] + i~

∑
α

γα

(
Lαρ(t)L†α −

1

2

{
L†αLα, ρ(t)

})
. (F.30)
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Appendix G

Dissipative Generalizations of
PC-Generator

In Chap. 5 we discuss flow equations for non-Hermitian matrices and in Sec. 5.4
we introduce the gpc-generator, a generalization of the pc-generator (2.3.22) to the
non-Hermitian case. During initial testing, we considered other generalizations of
the pc-generator, as well, which are presented here to inform the reader about less
promising trials.

G.1 Phase-Shifted PC-Generator

Definition

As discussed in Sec. 5.4 , the pc-generator can be adapted to Antihermitian ma-
trices by introducing a phase factor eiπ/2 = i, which is connected to the imaginary
differences of diagonal elements. The gpc-generator generalizes this idea by calcu-
lating the phase factor exp(iϕnj) :=

mnn−mjj
|mnn−mjj | for each pair of diagonal elements.

A different scheme to incorporate a phase factor to the pc-generator is the phase-
shifted particle-conserving generator (ppc-generator)

ηppcnj (θ)[M ] = sign(n− j)eiθmnj , θ ∈
[
0,
π

2

]
, (G.1)

which uses a fixed phase factor eiθ. The idea is that matrices with mostly Hermitian
components can still be treated well by the pc-generator (θ = 0) and matrices with
mostly Antihermitian components can be treated well by the ipc-generator (θ = π/2).
Therefore, choosing a suitable θ can lead to convergence for matrices with various
crossover ratios of Hermitian and Antihermitian components. One can use a fixed
value θ = π

4 for convenience sake, but calculating a suitable θ for each matrix M by
comparing the norms of the Hermitian part H = (M+M †)/2 and the Antihermitian
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part A = (M −M †)/2 is also possible, i.e.

α =
‖M −M †‖ − ‖M +M †‖

2‖M‖
. (G.2)

Convergence Speed

We benchmark the convergence speed with the convergence coefficients intro-
duced in Sec. 5.7.1.1 and the random (D × D)-dimensional matrices M defined in
Sec. 5.7.2. During the benchmark, we vary two parameters , the phase ratio ϕ and
the crossover ratio α with

θ =
π

2
ϕ , (G.3a)

M = (1− α)(R+R†) + α(R−R†) = R+ (1− 2α)R† . (G.3b)

Therefore, the parameters are restricted to the intervall ϕ, α ∈ [0, 1], where 0 corre-
sponds to the Hermitian case and the pc-generator, respectively, while 1 corresponds
to the Antihermitian case and the ipc-generator, respectively. For ϕ = α the phase
ratio of the generator matches the crossover ratio of the Antihermitian and Hermitian
components of M .
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Figure G.1: Top left: Exemplary ROD flow of the ppc-generator, see (G.1), with fixed
ϕ = 0.5 for mixed random matrices with varying α. The other three panels depict the
convergence coefficients, each for a fixed random matrix with given α, diagonalized by the
ppc-generator with various values of ϕ. All matrices are of dimension D = 20.

Fig. G.1 show exemplary flows ROD(`) and convergence coefficients C(`)
Conv for

various α and ϕ. A fast decrease of ROD(`) and larger values of C(`)
Conv are favorable.

Since the prefactor of the generator only changes by a phase factor, the scale of ` does
not change with ϕ and one can compare the flow ROD(`) instead of ROD(t). The top
left panel depicts the flow ROD(`) for the ppc-generator with ϕ = 0.5 and various
matrix phase ratios α. Convergence is achieved in all cases, but the convergence speed
varies. Contrary to expectation, fastest convergence is achieved for α ≈ 0 and α ≈ 1,
i.e. for Hermitian and Antihermitian matrices. Convergence is very slow for α ≈ 0.5,
which signifies that α ≈ ϕ does not guarantee fast convergence speed. In fact, the



G.2 Hermitized PC-Generator 183

ROD(`) increases periodically for α ≈ 0.5. We do not benchmark the truncation
error, see Sec. 5.7.1.2 , for this generator, but note that a temporarily increasing
ROD(`) is an indicator for truncation errors and is therefore an unfavorable result.
This problem does not occur when using the gpc-generator for random matrices,
which is discussed in Sec. 5.7.2.2 and displayed in Fig. 5.7, in particular.

Additionally, the bottom left panel shows that the convergence coefficient C(`)
Conv

for fixed α = 0.5 is not maximized by choosing ϕ = α, i.e. ϕ = 0.5, and C(`)
Conv is

not related to |ϕ − α| in a trivial way. The exceptions are α = 0 (top right panel),
where the pc-generator (ϕ = 0) shows fastest convergence, and α = 1 (bottom right
panel), where the ipc-generator (ϕ = 1) is optimal. Note that C(`)

Conv vanishes for
|α− ϕ| = 1 because our calculations show no convergence in these cases.

We conclude that by choosing the ppc-generator with ϕ ∈]0, 1[ instead of the
pc- or ipc-generator, one can potentially increase the convergence speed and achieve
convergence for all α ∈ [0, 1]. However, finding the optimal value of ϕ a priori is not
trivial and in many cases, the optimal convergence speed is achieved with the pc-
or ipc-generator. Overall, the ppc-generator is vastly inferior to the gpc-generator,
which offers faster convergence without periodically increasing ROD(`).

G.2 Hermitized PC-Generator

Definition

Since the pc-generator can be used to diagonalize Hermitian matrices, one ap-
proach for diagonalizing non-Hermitian matricesM is the construction of a Hermitian
matrix

H := M †M, hnj =
∑
k

m∗knmkj . (G.4)

The matrix H can be diagonalized with the pc-generator while M is treated as an
observable so that after integration one obtains Meff in the effective basis. We call
this approach the hermitized particle-conserving generator (hpc-generator)

ηhpcnj [M ] := ηpcnj [H] = sign(n− j)
∑
k

m∗knmkj . (G.5)

For the concrete numerical implementation, one can either integrate the flow ofM(`)

and H(`) simultaneously, or only transform M(`) explicitly, in which case one must
calculate H(`) = M †(`)M(`) in each integration step to obtain η(`).

Fixed Points of the PC- and HPC-Generator

The attractive fixed points of the pc-generator are diagonal matrices [28]. By
assuming that the flow has converged to a fixed point, i.e. a point where the flow
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stops, one finds

∂`hnn = 0 (G.6a)

⇒
∑
k>n

|hnk| = 0 (G.6b)

⇒ |hnj | = 0 ∀n 6= j . (G.6c)

The Hermitian matrix H is diagonal at the fixed point. Since one aims to diagonalize
M when applying the generator ηhpcnj [M ], it is useful to express the fixed point by
the elements mnj of M

∀n 6= j : 0 = hnj (G.7a)

=
∑
k

m∗knmkj (G.7b)

= m†nmj . (G.7c)

The last line uses the standard inner product of complex vectors. By including the
case n = j, one can formulate this fixed point condition in the form

m†nmj = δnj |mn|2 . (G.8)

This condition strongly resembles the condition for a unitary matrix m†jmn = δnj ,
where the column vectors form an orthonormal basis. The condition (G.8), however,
only causes mn to form an orthogonal basis without normalization.

To conclude, the fixed points of the hpc-flow are defined by (G.8) and include
many matrices M which are not diagonal. Hence, the hpc-generator does not guar-
antee diagonalization of M .

Convergence Speed

We showed that the hpc-generator does not guarantee diagonalization. In this
section, we confirm this finding numerically. To this end, we attempt to diagonalize
random (D × D)-dimensional matrices M , see Sec. 5.7.2 , with the hpc-generator.
We show exemplary results in Fig. G.2. The top panel depicts the ROD of the
Hermitian matrix H = M †M , which converges to 0 as expected. However, the
bottom panel shows that the ROD[M ] of the matrix M of interest converges to a
finite value, in most cases. For α ≥ 0.5, the ROD[M ] decreases extremely slowly
and periodically increases, which is an indicator of unfavorable truncation errors.
The computationally expensive integration of the hpc-generator is superfluous if it
concludes with only a partial reduction of ROD[M ].

To conclude, the hpc-generator does not offer any benefits over the gpc-generator.
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Figure G.2: Flow of ROD[H = M†M ](`) (top) and ROD[M ](`) (bottom) induced by the
hpc-generator, see (G.5), for random matrices with different crossover ratios α, see Sec.
5.7.2 .

G.3 Switching between PC- and IPC-Generator

A non-Hermitian matrix can be expressed as a superposition M = H + A of
a Hermitian matrix H and an Antihermitian matrix A. Since the pc-generator
works well for Hermitian matrices and the ipc-generator performs equally well for
Antihermitian matrices, it seems reasonable to use them one after another

M =H +A :=
M +M †

2
+
M −M †

2
(G.9a)

ηipc[H]−→ M ′ =H ′ +A′diag (G.9b)
ηpc[A]−→ M ′′ =H ′′diag +A′′diag . (G.9c)

Note that for each step (M , M ′ andM ′′), H and A are defined as the Hermitian and
Antihermitian part of the respective matrix M . Indeed, the ipc-flow diagonalizes A,
yielding A′diag, and the pc-flow diagonalizes H ′, yielding H ′′diag. However, for the final
matrix M ′′ to be diagonal, the pc-flow must preserve the band-diagonality of A′diag
so that A′′diag is also diagonal. This condition is not fulfilled, which one can show by
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examining the flow equations of the Antihermitian components (5.3.10)

∂`anj = sign(n− j) [hnj(ajj − ann) + anj(hjj − hnn)]

+
∑
k 6=n,j

[sign(n− k) (hnkakj + ankhkj) + sign(j − k) (ankhkj + hnkakj)] .

(G.10)

For an Antihermitian matrix, the terms ank = 0 ∀n 6= k vanish initially, but one still
obtains a finite flow to the off-diagonals

∂`anj = sign(n− j)hnj(ajj − ann) , (G.11)

due to the fact that H ′ is not yet diagonalized. Therefore, the pc-generator does not
preserve the diagonality of the Antihermitian matrix A′diag. Consequently, A

′′
diag (and

therefore M ′′) are not guaranteed to be diagonal. If one reverses the order of the
generators, i.e. starts with the pc-generator and subsequently uses the ipc-generator,
an analogous argument shows that the diagonality of the Hermitian part is not
preserved by the ipc-flow. Numerical calculations for random (D ×D)-dimensional
matrices M , see Sec. 5.7.2 , confirm that alternating application of the pc- and ipc-
generator does not lead to better results than applying one of the generators once.
We do not show plots of the results because they do not provide any additional
information.

To conclude, switching between the pc- and ipc-generator increases the compu-
tational cost without significantly decreasing the ROD. Therefore, it does not offer
any benefits over the gpc-generator or even the basic pc- and ipc-generator.
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Appendix H

Loss of Band-Diagonality of
GPC-Generator

A particular advantage of the pc-generator (2.3.22) is the fact that it preserves the
band-diagonality of Hermitian matrices. This property reduces the number of tracked
coefficients during the integration of the flow equations and, therefore, decreases
both computational cost and truncation errors. Unfortunately, the gpc-generator
(5.4.15) does not inherit this property for non-Hermitian matrices. In this section,
we investigate to what extent the gpc-generator preserves the band-diagonality of
various matrices.

It is trivial that the gpc-generator preserves the band-diagonality of Hermitian
matrices and all other matrices with real diagonal elements, because it is equivalent
to the pc-generator for these matrices. We now define a broader blass of matrices

M = {mnj} is complex-sorted ⇐⇒ mnn = cxn, c ∈ C, xn ∈ R, xj+1 > xj∀n, j .

(H.1)
This definition is equivalent to the two conditions

1. all diagonal elements lie on a straight line through the origin in C and

2. they are sorted on this line.

The first condition is fulfilled, for instance, by the ordered truncated random ma-
trices introduced in Sec. 5.7.2.3 . While the first condition is a strong restriction, the
second condition can always be met for matrices without degeneracies by reordering
indices. However, this reordering can increase the diagonal width of the matrix, i.e.
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the number of minor diagonals including the diagonals with non-vanishing elements.
The first condition is always fulfilled by Hermitian and Antihermitian matrices with
sorted diagonals. We show that

if M(`) = {mnj(`)} is complex-sorted

⇒ the gpc-generator preverses the diagonal width of M infinitesimally,

i.e. ∂`mnj = 0 ∀|n− j| > δ if M has diagonal width δ .

(H.2)

Proof:
A matrix is band-diagonal with diagonal width δ if

mnj = 0 ∀|n− j| > δ . (H.3)

We prove that (H.3) implies ∂`mnj = 0 ∀|n− j| > δ by showing

m∗nn −m∗kk
|m∗nn −m∗kk|

+
m∗jj −m∗kk
|m∗jj −m∗kk|

(H.1)
=

c∗

|c|

(
xn − xk
|xn − xk|

+
xj − xk
|xj − xk|

)
(H.4a)

n<k<j
=

c∗

|c|
(−1 + 1) = 0 ∀n < k < j (H.4b)

and

∂`mnj = −|mnn −mjj | ·mnj︸︷︷︸
=0

+
∑
k 6=n,j

(
m∗nn −m∗kk
|m∗nn −m∗kk|

+
m∗jj −m∗kk
|m∗jj −m∗kk|

)
︸ ︷︷ ︸

=0 ∀n<k<j

·mnkmkj︸ ︷︷ ︸
=0 ∀k 6∈[n,j]

(H.5a)

= 0 ∀|n− j| > δ , (H.5b)

where the step mnkmkj = 0 ∀k < n∨ k > j follows from the band-diagonality (H.3).
�

Note that we only proved (H.2), which states that the renormalization of the off-
diagonals ∂`mnj = 0 vanishes as long as the matrix M(`) is complex-sorted. If, at
any point of the integration, the ordering ofmnn(`) changes because two flowsmnn(`)

and mjj(`) cross one another, the bandwidth is no longer preserved. Additionally,
the proof does not work for all band-diagonal matrices (H.3), because (H.4b) is not
fulfilled if the matrix is not complex-sorted. A simple example, for which the gpc-flow
does not conserve bandwidth, is the non-Hermitian matrix

M1 =

0 1 0

1 1 1

0 1 i

 . (H.6)
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In fact, one can even find a Hermitian matrix

M2 =

0 1 0

1 1 1

0 1 0

 (H.7)

for which neither the gpc- nor the pc-generator preserve bandwidth, because the
diagonal elements are not initially ordered. Note, however, that for a matrix with
unsorted real diagonal elements such as M2 this can be fixed by simply sorting the
diagonals, i.e.

M ′2 =

0 1 1

1 0 0

1 0 1

 . (H.8)

During such initial sorting, the bandwidth of the matrix can increase, because el-
ements can be moved to minor diagonals with a larger distance to the diagonal.
For non-Hermitian matrices, such as M1, the diagonals are complex and a rigorous
ordering is not always possible.

In conclusion, we showed that for the class of complex-sorted matrices M(`),
the gpc-generator does not renormalize matrix elements beyond the diagonal width
∂`mnj = 0 ∀|n − j| > δ at the specific value `. However, the bandwidth is not
preserved if the ordering of the diagonal elements changes at any point, i.e. if the
matrix ceases to be complex-sorted. While the bandwidth is preserved in special
cases, it should be expected for most application cases that the bandwidth is not
preserved by the gpc-generator.
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Acronyms

CUT continuous unitary transformation, also known as flow equation method, see
Sec. 2
2, 3, 5, 8–11, 19, 23, 25, 30, 76–78, 80, 81, 83, 84, 88–90, 92, 93, 96–98, 101,
143, 144, 150

deepCUT directly evaluated enhanced perturbative continuous unitary transfor-
mation, a scheme to efficiently expand and truncate the flow equations, see
Sec. 2.4.3
11, 26, 30, 43, 44, 46, 47, 52, 53, 62, 63, 72–76, 92, 93, 108, 142, 143, 145, 150,
154–156, 165, 166, 169, 170

DESF dynamic (spin) exchange structure factor, leading nontrivial order in the SC
channel of RIXS, see (3.2.12)
41–44, 59–61, 64–66, 167

DSF dynamic (spin) structure factor, dynamic response for INS leading order in the
NSC channel of RIXS, see (3.2.10)
38, 39, 41, 43, 55–57, 166

gpc generalized particle-conserving, see Sec. 5.4 for the definition of the gpc-generator
107–111, 113, 115–117, 119, 123, 125, 126, 128–136, 139–142, 144, 145, 180,
182, 183, 185–188

INS inelastic neutron scattering, see Sec. 3.2.2
3, 4, 35, 37–39, 41, 42, 54, 57, 66, 75, 143

ipc imaginary particle-conserving, see Sec. 5.3.1 for the definition of the pc-generator
106, 107, 128, 141, 180–182, 184, 185

NSC non-spin-conserving, used here to refer to a probing channel where spin S = 1

is transferred, as opposed to the spin-conserving channel
4, 36, 39, 41, 42, 54–60, 66–69, 72, 75, 143, 148, 149, 154, 157, 158, 161, 162,
165, 166, 189
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pc particle-conserving, see Sec. 2.3.1 for the definition of the pc-generator
vi, 7, 8, 14, 15, 17–22, 77, 90, 92, 97, 102, 104–110, 128, 141, 142, 144, 145,
180–182, 184–186, 188

ps particle-sorting, see Sec. 2.3.2 for the definition of the ps-generator
vi, 20, 21, 44, 108

RIXS resonant inelastic X-ray scattering, see Sec. 3.2.3
4, 8, 39–43, 54, 57, 65–67, 69, 71, 75, 76, 143–146, 154, 165, 170, 189

ROD residual-off-diagonality, see Sec. 2.6
8, 29, 93, 96, 97, 119–123, 125, 126, 128, 130–135, 139, 140, 181–185

SC spin-conserving, used here to refer to a probing channel where no spin is trans-
ferred (S = 0), as opposed to the non-spin-conserving channel
4, 36, 39, 41–43, 54, 57–62, 64–66, 69–75, 143, 148, 154, 159, 160, 163–167,
169, 189

TFIM transverse-field Ising model, see Sec. 4.1
viii, 78, 79, 81–85, 87–90, 92–96, 98, 101, 144, 171, 172, 174

UCL ultra-short core-hole lifetime expansion, see App. A
4, 5, 41, 42, 66, 69, 75, 76, 143, 144, 146, 154–156, 165
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