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Single NV centers as sensors for radio-frequency fields
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We show that a single electron spin can serve as a sensor for radio-frequency (rf) magnetic fields. The
longitudinal and transverse components of the rf field can be extracted from the phase acquired during free
evolution of the spin coherence. In our experimental demonstration, a single electron spin of an NV center in
diamond serves as an atomic size of two components of an rf field.
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Introduction. Quantum sensing can be defined as the use
of the quantum properties of a probing system (sensor) for
measuring physical quantities, such as temperature, time, and
electric and magnetic fields [1]. Quantum systems that can
be used as sensors include ensembles of nuclear spins [2],
atomic vapors [3,4], trapped ions [5,6], Rydberg atoms [7],
superconducting circuits [e.g., superconducting quantum in-
terference devices (SQUIDs)] [8–10], and nitrogen-vacancy
(NV) centers in diamond, either in the form of ensembles or
single spins [11–14].

Over the last years, it became evident that developments in
different quantum technologies can generate useful synergies.
As an example, progress in quantum sensing can be supported
by algorithms and concepts developed for quantum informa-
tion, where the quantum bits (qubits) are used for processing
information [15,16]. The information content of a quantum
state is the essential property for optimal performance and can
be used to determine fundamental limits to the sensitivity of a
specific sensing modality [17]. In both fields, the information
must be protected against unwanted environmental noise [18],
while the interactions with the environment can be tailored
such that the sensor extracts the targeted information but
rejects unwanted perturbations [19]. Techniques such as dy-
namical decoupling (DD) [20–24] or quantum error correction
[18,25,26] and extended quantum memories [20,27–31] can
enhance the sensitivity of quantum sensing.

Here, we focus on using single electron spins from NV
centers in diamond [13] as quantum sensors for oscillating
magnetic fields, i.e., ac fields. The main advantages of the
NV centers for quantum sensing include high sensitivity, pre-
cision, and spatial resolution down to the atomic scale, e.g.,
measuring the local static (dc) magnetic fields produced by
nuclear spins in diamond [32,33]. These beneficial properties
are associated with the strong interaction between the electron
spin and magnetic fields. Powerful control operations have
been developed for this sensor, using resonant microwave
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fields and optical excitation. Readout is accomplished through
efficient single-photon counting techniques. NV centers have
been used as quantum sensors in biological systems, to pro-
vide access and insight into the structure and function of
individual biomolecules and observe biological processes at
the quantum level with atomic resolution [34].

NV centers can perform as sensors for both dc and ac
magnetic fields, with one or multiple centers, e.g., based on
Rabi oscillation or spin locking [1,11,35–42]. Most previous
works on ac magnetometry were based on pulsed DD or
continuous driving techniques such as spin locking [11,35].
However, with this approach, the frequency or the strength
of the ac field that can be detected is limited by the Rabi
frequency of the DD pulses, and the continuous microwave
(MW) driving or too many DD pulses might cause undesired
effects, such as MW broadening. Moreover, these techniques
are only sensitive to dc fields or to ac fields in a very narrow
frequency range, with known frequencies and phases because
they require synchronization of the DD sequence with the ac
field [23].

In this Letter, we propose and experimentally demonstrate
a different strategy that does not suffer from these limitations:
We encode the longitudinal and the transverse terms of an
ac magnetic field in the phase of a coherent superposition of
different spin states, where the MW fields are used only to
generate and detect the coherence and therefore do not put any
limitations to the fields to be measured, so that our strategy is
applicable to broadband and unknown sources. Moreover, in
contrast to existing approaches, our scheme can detect mul-
tiple frequency components simultaneously. The experiments
were performed at room temperature, using a diamond sample
isotopically enriched in 12C to 99.995% [43–45].

Theory. The interaction between the electron spin and the
ed field can be described by the Hamiltonian

He(t ) = (ωzSz + ωxSx ) sin(ωrft + ϕ0). (1)

Here, the amplitudes of the z and x component of the rf field
are ωz = −γeBrf

1,z, ωx = −γeBrf
1,x, and ϕ0 denotes the initial

phase of the rf field. Sz and Sx denote the spin-1 operators for
the electron. We use a coordinate system where the z axis is
oriented along the symmetry axis of the NV and the rf field
lies in the xz plane. The first term in Eq. (1) describes the
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FIG. 1. Pulse sequence for sensing rf fields using the electron
spin, which is initially in state |0〉. The first π/2 MW pulse generates
the superposition of the spin states, and the second π/2 pulse con-
verts one component of the coherence to population, which then can
be read out by a laser pulse.

longitudinal component of the rf field [46]. It commutes with
the static system Hamiltonian and changes the energy levels
and transition frequencies in first order. The second term cou-
ples to the transverse spin component Sx. It does not generate
a first-order shift, but the resulting second-order effect in the
rf field amplitude, which is known as the Bloch-Siegert shift
(BSS) [47,48], also contributes to a shift of the energy levels.
Since the second-order effect also commutes with the static
Hamiltonian, it can be treated independently of the effect of
the longitudinal term.

We start with the longitudinal term, which shifts the energy
levels of the electron spin by δEm = −ωzm sin(ωrft + ϕ0),
where m is the corresponding eigenvalue of Sz. A coherence
between states |m〉, |m′〉 then acquires a phase

ϕz(τp) = −ωz(m − m′)
∫ τp

0
sin(ωrft + ϕ0)dt

= α[cos(ωrfτp + ϕ0) − cos(ϕ0)], (2)

where α = (m − m′)ωz/ωrf and τp is the duration of the rf
pulse.

The effects of the acquired phase can be observed using the
pulse sequence shown in Fig. 1. The initial state of the electron
spin is |m〉. The first π/2 pulse generates the superposition of
states |m〉 and |m′〉. The second π/2 pulse converts part of the
coherence to population, which can be read out. The resulting
signal depends on ϕz as

P|0〉(τp) = [1 − cos ϕz(τp)]/2. (3)

For spectral analysis, we write cos ϕz(τp) as a Fourier series
by using

cos ϕz(τp) = cos(α cos ϕ0)Sc + sin(α cos ϕ0)Ss. (4)

Here, Sc ≡ cos(α cos x), Ss ≡ sin(α cos x) are a Fourier series,

Sc = J0(α) + 2
∞∑

n=1

(−1)nJ2n(α) cos(2nx),

Ss = 2
∞∑

n=0

(−1)nJ2n+1(α) cos[(2n + 1)x], (5)

FIG. 2. Experimental results demonstrating the effect of the lon-
gitudinal component of the rf field on the electron spin at two
different rf powers p of the rf pulses. The left column shows the
population P|0〉 as a function of the rf pulse duration τp. The error
bars indicate the photon counting statistics. The dots represent the
experimental data and the curves the fit to function (3), where the
phase ϕz(τp) is given by Eq. (9). The right column shows the corre-
sponding absolute value spectra.

where x = ωrfτp + ϕ0 and Jν (z) is the Bessel function of the
first kind [49].

For the discussion of the second-order effect (BSS), we
consider a transition between two electron states with tran-
sition frequency 
0. The BSS shifts this resonance frequency
by

ωBS = ω2
x/(2
0). (6)

The acquired phase of the coherence between states |m〉 and
|m′〉 is

ϕx(τp) = ωBSτp. (7)

The effects of the BSS can also be observed using the pulse
sequence in Fig. 1. Equation (3) becomes then

P|0〉(τp) = {1 − cos[ϕz(τp) + ϕx(τp)]}/2. (8)

Experimental demonstration for short signals. We choose
the electron states |mS = 0〉 and |mS = −1〉 for a quantitative
study of these effects, starting with the first-order effect. We
first initialize the electron into |mS = 0〉 with the details given
in Sec. I of the Supplemental Material (SM) [50]. According
to Eqs. (4) and (5), the first-order effect contributes compo-
nents at frequencies nωrf. On a timescale shorter than the
dephasing time of the electron spin (T ∗

2 ≈ 22 µs, see Sec. I of
the SM [50]), we use the pulse sequence shown in Fig. 1, with
the rf frequency ωrf/(2π ) = 2 MHz [51]. The details such as
the total sequence duration and repetitions of the sequence are
listed in SM Sec. VII [50].

Figure 2 shows the experimental results for two different
rf powers and initial phases ϕ0. The experimental time-
domain signals (Fig. 2 left) show the expected periodicity in
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TABLE I. Measured field amplitudes. ωz/2π was obtained from
the experimental data in Fig. 2, and ωx/2π and ωdc/2π from Fig. 5.

p = 8.8 13.9 (mW)

ωz/2π (MHz) 2.66 ± 0.02 3.24 ± 0.12
ωx/2π (MHz) 35.2 ± 0.7 44 ± 1
ωdc/2π (MHz) −0.20 ± 0.01 −0.25 ± 0.01

2π/ωrf = 0.5 µs. The frequency of the field can be measured
here directly either in the spectrum or by fitting the exper-
imental data, without adjusting the experimental parameter.
After several periods, the signal deviates from exact periodic-
ity. These deviations are mostly due to the dc component of
the field and to the second-order effect, as discussed below.
To include them in the fitting function, we modify ϕz(τp) in
Eq. (2) to

ϕ f (τp) = ϕz(τp) + (ωdc + ωBS)τp + δ. (9)

Here, ωdc is the projection of the dc component of the
applied field to the z axis and ωBS the second-order contri-
bution of the ac component, which generates a time-averaged
frequency shift [see Eq. (6) and Refs. [47,48]]. ωdc and ωBS

have different dependencies on the rf power level: ωdc in-
creases with the square root of the power and ωBS increases
quadratically with ωx and thus linearly with the power. We
can therefore separate the contributions by evaluating them at
different power levels; details are given in SM Sec. IV [50].
The constant term δ appears to be due to transients generated
by switching the rf pulse on and off with a finite rise time.
The values for α, β, and δ obtained by fitting the experimental
data are listed in the SM Sec. III A [50]. The field amplitudes
ωz at two different power levels are listed in Table I. The ratio
between the two measured values of ωz is 1.22, consistent with
the ratio of the field strengths

√
13.9/8.8 = 1.26.

The periodicity of these data suggests an analysis in the
frequency domain. As shown in the Fourier transforms of the
time-domain data in Fig. 2, peaks appear at integer multiples
of the rf frequency nωrf, in agreement with Eq. (4). Using the
spectra in Fig. 2, we obtain the values of ωz/2π consistent
with the results obtained from the time-domain signals. The
results are presented in SM Sec. III B [50], together with
additional details.

Measurement of the second-order shift. Since second-
order shifts are significantly smaller, measuring them requires
higher precision and thus longer signals. Figure 3 shows
some experimental results obtained with the pulse sequence
in Fig. 1 and 8.8 mW rf power. The time-domain signal can
be fitted by

P|0〉(τp) = {1 − e−τp/T ∗
2 cos[ϕ f (τp)]}/2, (10)

where T ∗
2 = 22 µs, estimated from the free induction decay

(FID) measurement (see SM Sec. I [50]).
To reduce noise-induced dephasing during these longer

measurement periods, we use DD pulses [18,21]. The pulse
sequence shown in Fig. 4 includes two refocusing pulses with
a π/2 phase shift for compensating cumulative pulse errors
[52]. More experiment details are present in SM Sec. VII [50].
The phase generated by the rf pulse is not canceled by the DD

(a) (b)

(c)

FIG. 3. Experimental results demonstrating first- and second-
order contributions to the phase acquired by the electron spins by the
pulse sequence shown in Fig. 1. (a) The population P|0〉 as a function
of the rf pulse duration τp. The red curve indicate the experiment data
and the blue curves the fit by the function in Eq. (10). (b) Details for
a short section, where the experimental data are indicated by solid
circles. (c) Absolute value spectrum obtained from the experimental
data in (a).

pulses, since the rf is applied only between the two refocusing
pulses. This approach requires controllable sources, in much
the same way as in earlier experiments (e.g., Ref. [23]) but
provides high precision compared to the experiment without
DD shown in Fig. 3.

The resulting phase is given by Eq. (9) and it is again
transferred into a measurable population by the final π/2
pulse, resulting in the signal

P|0〉(τp) = {1 + cos[ϕ f (τp)]}/2. (11)

Figure 5 (left-hand side) shows the measured signal
P|0〉(τp), for two different powers. Compared with the signal
in Fig. 3(a), the decay due to the dephasing effect is neg-
ligible, since the DD pulses extend the dephasing time up
to 1.2 ms [48]. The fast oscillation (period <1 µs) is due
to the first-order effect covered above, while the slower os-
cillation, whose period decreases drastically when the power
level increases, is the topic here. The Fourier transforms of
the time-domain data shown in Fig. 5 (right-hand side) con-
tain peaks at the frequencies |nωrf ± (ωdc + ωBS)|/2π , with
n = 0, 1, and 2. The values of the measured frequencies are
listed in SM Sec. III C [50]. The calculated field amplitudes

FIG. 4. Pulse sequence for sensing rf fields over longer
timescales. The two π pulses are used to extend the coherence time
of the electron spin. The other pulses are identical to those in Fig. 1.
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(a) (b)

(c) (d)

FIG. 5. Experimental results demonstrating first- and second-
order contributions to the phase acquired by the electron spins at two
different rf powers, using the pulse sequence shown in Fig. 4. The
left column shows the population P|0〉 as a function of the rf pulse
duration τp. The red curves indicate the experimental data and the
blue curves show the fit to function (11). The right column shows
the absolute value spectra obtained from the experimental data on
the left.

ωdc and ωx are listed in Table I, where Eq. (6) is used and

0 is measured as 2.475 151 GHz. These values agree with
those obtained with the simpler pulse sequence in Fig. 1 (for
details, see SM Sec. IV [50]), but provide higher precision and
accuracy. From the measured components ωz and ωx, we can
estimate the angle θ between the NV axis and the rf field as
θ ≈ 86◦.

Discussion and conclusion. This Letter introduces a proto-
col for measuring time-dependent magnetic fields covering a
large frequency range, starting at zero, in contrast to previous
works that focused on dc fields or ac fields within a very

narrow frequency range. The experimental implementation is
performed using the electron spin of an NV center in diamond,
offering the ultimate spatial resolution, compared with the
schemes based on ensembles [37,38,42]. It can detect com-
ponents parallel as well as perpendicular to the quantization
axis. The field sensitivity of this broadband technique is lower
than for narrowband approaches and depends on the direction
of the fields with respect to the symmetry axis of the center.
The parallel (secular) component scales linearly with the am-
plitude of the field and inversely with its frequency. For the
experimentally tested case of ωrf/(2π ) = 2 MHz, we found
a field sensitivity of 3.7 µT. For the transverse component,
the signal scales with the square root of the field amplitude
but does not depend on the rf frequency. The resulting sen-
sitivity is proportional to the square root of the resonance
linewidth. In the experiment with dynamical decoupling, the
field sensitivity is 5.8 µT. Details are given in SM Sec. VI
[50]. Compared to methods based on spin locking [35], our
method covers a much larger frequency range. Unlike the
previous work [23], where only the field components aligned
with the symmetry axis of the NV center were considered
and the effect of perpendicular components was assumed to
be negligible, we consider fields with arbitrary orientation
and show how the orientation with respect to the symmetry
axis can be extracted from the measured data. This is helpful,
e.g., in the case of quantum computing using hybrid quantum
registers where rf fields used to control the nuclear spins have
unwanted side effects on the electron spin [46]. The secular
component of this effect can be eliminated by orienting the rf
field perpendicular to the symmetry axis of the NV center.

In the present work, we used a single NV center as the
sensor and showed how it can be used to access different
components of a magnetic field. The approach can easily be
extended to multiple centers and ensembles [37,38,53–55].
Using centers with different orientations would allow, e.g., to
improve the accuracy and precision of the amplitude and all
the orientational information on the field.
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