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#### Abstract

E-learning opportunities have become an increasingly important component of university education. Various laboratory studies have shown that e-learning environments can meaningfully enhance learning by incorporating various interventions and design choices (e.g., providing feedback and scaffolds). However, many computer-based interventions have not yet been applied in authentic university courses, raising questions about whether and how the provision of certain forms of feedback works and scales in an applied context. In this paper, we addressed this research gap. Specifically, we investigated whether including an elaborative component (hints) in multiple-try feedback increases student learning in e-learning exercises in an undergraduate statistics course. In one exercise, after completing a statistical problem, one group received feedback that conveyed knowledge about the correct response, while the other group additionally received elaborative feedback in the form of hints. We conducted an experimental comparison of these two types of feedback with third-semester sociology students in the tutorial component of an introductory statistics course. The results show that additional feedback helps students perform better during the session and on a delayed test one week later. Implications for further research and the application of such e-learning environments in university settings are discussed.
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## Introduction

E-learning environments have become essential components of modern educational settings (Bennett, 2015). Over the past decade, teaching has increasingly shifted from traditional, non-digital media (e.g., face-to-face lectures and seminars) to computer-based environments and instruction, also known as e-learning environments (Clark \& Mayer, 2016; Uzunboylu, 2006). The increased prominence of e-learning instruction is driven by the unique opportunities afforded by digital technology, which lead to more efficient and effective student learning (Morrison \& Anglin, 2005). One such element is the ability to provide immediate and specific feedback to multiple learners simultaneously, which exceeds the capabilities of human instructors. Thus, e-learning environments can enhance the provision of feedback as a pedagogical intervention in practical contexts, such as school or university courses.

A wealth of research has shown that feedback in digital and face-to-face interventions is one of the most effective pedagogical interventions. Recently, Wisniewski et al., (2020) summarized the results of 30 meta-analyses on the effectiveness of feedback with different foci. These reviews and meta-analyses showed that feedback interventions can have a significant positive effect on learning and learning outcomes when implemented appropriately. Four important conditions for the effectiveness and usefulness of feedback were identified by Shute (2008): (i) the learner is in a situation where they need feedback, (ii) they receive the feedback in a timely manner, and (iii) they are able and willing to use the feedback. Feedback must be appropriate for the task and the learner's disposition, and the learner must be committed to using it. In addition, according to Hattie \& Gan (2011), (iv) effective feedback is related to the task itself rather than directed at the learner (Azevedo \& Bernard, 1995; Kluger \& DeNisi, 1996; Proske et al., 2012). Otherwise, feedback can negatively influence the learning process (Hattie \& Gan, 2011; Shute, 2008). In addition, a study by Cutumisu \& Schwartz (2018) showed that students engage more with feedback when they can choose whether or not to receive feedback.

Feedback plays a significant role in computer-based learning environments because it can be personalized and provided immediately in these environments (Clariana et al., 1991; Wang \& Lehman, 2021). However, providing these levels of personalized and immediate feedback is infeasible for teaching assistance if the number of students is too high. Thereby, the lack of feedback in such situations might lead to disinterest or false understanding (Morrison \& Anglin, 2005). Consequently, feedback in computer-based learning environments can satisfy points (i), (ii), and (iv) of the above requirements: it can be given immediately after a student encounters a problem or makes a mistake, and if implemented correctly it relates to the task itself. Accordingly, an extensive literature addresses the design and effectiveness of feedback in computer-based learning environments. A recent review has shown that the findings are consistent with previous research on feedback in other educational environments (Van der Kleij et al., 2015). Specifically, feedback interventions exhibit, on average, a significant positive effect on learning and learning outcomes, with wide variation in effect sizes. In particular, the ability to provide immediate feedback after a student has provided an incorrect answer is valuable for low-ability learners and on complex tasks (Bangert-Drowns et al., 1991).

Three general types of feedback are examined in the literature: elaborative feedback (EF), knowledge of response (KR), and knowledge of the correct response (KCR) (Clariana et al., 1991). In a computer-based environment with item-based feedback, KR only tells the
learner whether their answer is correct or incorrect, while KCR also provides the correct solution when the learner provided an incorrect answer. EF might include providing a hint or a similar example to help the person solve the task. In comparisons of the three types of feedback, EF has been found to be more effective than KR and KCR (Clariana et al., 1991; Kulhavy, 1977; Van der Kleij et al., 2015) showed that combining these feedback types is more effective than any specific type alone, especially with respect to higher-order learning outcomes, such as applying one's knowledge and skills in a new environment. The literature notes that KC and KCR have only a corrective function (Hattie \& Timperley, 2007), while EF is able to go beyond that and actually increase learning (Attali \& van der Kleij, 2017). According to Wisniewski et al., (2020), EF (or high-information feedback) contains additional information about the task, process, and or level of self-regulation. It is generally more effective for higher-order learning tasks than less elaborate forms of feedback.

In addition to the type of feedback, timing is also essential to consider when designing feedback. We follow van der Kleij et al., (2012) in defining immediate feedback as given immediately after a specific item (exercise, question, or problem) has been answered, while delayed feedback is given after all items have been answered. Although there is some disagreement in the literature, immediate feedback appears to be more effective than delayed feedback (Van der Kleij et al., 2015). Whether feedback should be immediate or delayed seems to depend on individual ability and the task at hand (Butler \& Winne, 1995; Mathan \& Koedinger, 2002): for higher-order outcomes and low-ability learners, feedback should be given immediately.

One form of feedback that is particularly useful for promoting higher-order learning is multiple-try feedback. Multiple-try feedback describes a feedback process in which learners are informed that their answer is incorrect (with varying degrees of elaboration). Learners then have the opportunity to correct their errors. After learners answer the question correctly or reach the maximum number of attempts, the correct response is communicated. A review of multiple-try feedback (Clariana \& Koul, 2005) found that multiple-try feedback was more effective than other forms of feedback for higher-order learning outcomes but was inferior for lower-order learning outcomes such as memorization. The authors argued that the generative effect of this feedback is exceptionally high for tasks that require students to develop a deeper understanding (rather than learning facts). In a multiple-try setting, students are explicitly allowed to make mistakes and learn from them. Being in a situation in which students are allowed to make mistakes and learn from them by allowing for additional responses promotes this so-called error generation effect (Kornell et al., 2009).

Studies have further indicated that positive feedback effects are particularly pronounced in STEM-related fields (e.g., mathematics Attali \& van der Kleij 2017). Attali (2015) investigated the use of different types of feedback when solving mathematical problems in mul-tiple-choice and open-ended formats: (i) multiple-try feedback with and without additional hints, (ii) knowledge of the correct response, and (iii) no feedback. Hints are intermediate steps, formulas, or additional explanations to help participants find their error independently. In this experiment, participants had to complete 15 items and received different forms of feedback depending on the experimental condition. The control group worked on similar items but received no feedback. The results showed that multiple-try feedback led to higher learning gains than learning the correct answer without being able to take multiple tries and receiving feedback after each attempt. In addition, feedback with multiple trials and hints was more effective in promoting learning than feedback without hints. Finally,
learning gains were higher with open-ended questions than with multiple-choice questions. Overall, this study showed that multiple-trial feedback in multiple-choice and open-ended questions was effective for higher-order STEM-related learning outcomes, especially when the feedback incorporated additional hints. The authors explained these results with the argument that multiple-try feedback elicits more attentive and effortful problem solving.

While the research outlined above demonstrates the promise of multiple-try feedback for higher-order learning, these findings have yet to be transferred to educational practice. To our knowledge, no studies have directly examined the effectiveness of such feedback in higher education courses. Multiple-try feedback in computer-based learning environments is directly applicable to key areas of higher education, such as mathematics or statistics education. Solving mathematical and statistical problems is a core element of many fields of study and requires students to work through complex chains of calculations and revise their answers as necessary. Social science majors, for example, are less mathematical but generally still require students to take several statistics courses. Statistics in higher education is a topic that elicits anxiety even among graduates (Valle et al., 2021), which is why improving foundational statistics courses is of high relevance. Statistical education requires students to acquire sufficient knowledge and skills and apply them to different tasks. This in turn necessitates appropriately designed instruction including learning tasks with varying complexity, different kinds of auxiliary information and guidance, as well as opportunities to practice. Specifically, according to the four components of instructional design (4 C/ID) model, a well-designed educational program builds on four components: the learning task, part-task practice, supportive, and procedural information (Merrill, 2002; van Merriënboer \& Kirschner, 2018). In this context, multiple-try feedback can be used to provide just-intime information throughout different stages of the learning task (e.g., during practice) that enables learners to more efficiently and effectively acquire sophisticated schemas and mental models (Frerejean et al., 2019).

Therefore, in the present study, we aim to fill this research gap by investigating the additive value of hints in multiple-try feedback during weekly e-learning tutorials in an undergraduate statistics course for social science majors. Do university students really need extra hints, or do they compensate in other ways when no hints are provided? In our view, the results of laboratory studies might not necessarily translate to applied situations for the following reasons (among others): in the real world, students might learn in groups, help each other, read additional textbooks or watch instructional videos online, or obtain additional topic-relevant input from other sources. Students also experience more sources of disruption over the course of an entire semester. For example, they have to balance multiple courses and their personal lives and may even have to work for pay. Although multiple-try feedback with additional hints is effective in a laboratory setting, before it can be recommended in practice, its ability to help students in the regular university setting must be demonstrated, confirming the external validity of the laboratory results in more realistic settings (Morrison \& Anglin, 2005; Ross \& Morrison, 1989).

To this end, we aimed to test the following hypothesis derived from the literature: does multiple-try feedback with hints outperform multiple-try feedback without hints over the course of an entire semester at university? To measure the effect of additional hints, we used immediate and delayed test settings in twelve e-learning sessions and the end-ofsemester exam. Thus, we distinguish between multiple-try feedback with knowledge of the correct response (MCR) and multiple-try feedback with hints (i.e., elaborative feedback)
after a first incorrect answer $(\mathrm{MCR}+\mathrm{H})$. Students received alternating MCR or MCR +H in twelve e-learning sessions, one per week. We did not include a no-feedback group for ethical reasons. Following Attali (2015), we expected significantly higher learning gains in the $\mathrm{MCR}+\mathrm{H}$ condition in the immediate test and in a delayed, one-week posttest. We observed 87 students with varying levels of participation in the weekly e-learning sessions. The statistics course is the second of two mandatory statistics courses for a bachelor's degree program in sociology at a large German university and is typically taken in the third semester of studies.

In a second step, we analyzed the impact of the treatment groups and individual performance in the e-learning sessions on the students' exam grades in order to examine the promise of multiple-try feedback in practice. Since the treatments alternated weekly, no general treatment group effect on exam grades was expected. However, we expected a positive correlation with performance in the e-learning sessions.

To date, research in higher education has focused on digital (or virtual) learning formats, face-to-face formats, and blended learning formats, a hybrid of the two (Alpert et al., 2016; Bettinger et al., 2017; Bowen et al., 2014; Brown \& Liedholm, 2002; Coates et al., 2004; Figlio et al., 2013; Jaggars \& Xu, 2016; Xu \& Jaggars, 2014). However, such comparisons are crude and say nothing about which features of the blended learning format may or may not be helpful. Our experiment takes place in the context of an e-learning tutorial that accompanies a face-to-face lecture. Therefore, analyzing the effects of students' performance in the e-learning sessions on the final exam also extends the blended learning literature.

## Methods

## Participants

We observed sociology students from a large, public German university enrolled in a statistics course for the social sciences (Social Science Statistics 2) during winter semester 2018/2019. The course covered the topics of probability theory, random variables, discrete and continuous distributions, specific distributions, multidimensional random variables, limit theorems and sampling, point estimation, confidence interval estimation, statistical tests, and regression analysis. The course is intended for the third semester of a Bachelor of Science in Sociology degree program. Of the students who took the final exam, ten students were repeaters (individuals who took the course in a previous semester and missed or failed the exam) who did not participate in a single e-learning session and were therefore excluded from the analysis. In addition, five students were excluded from the analysis because they had not passed the exam for the precursor course (Social Science Statistics 1). This resulted in a final sample size of $N=87$.

The experiment was part of the mandatory weekly tutorial for the statistics course. However, participation in the study was voluntary. Students who did not want to participate in the experiment could continue to use the e-learning environment without having their data be collected. All students who regularly attended the tutorial gave their written consent to participate in the present study. Students were allowed to miss up to two tutorial sessions per semester without giving a reason. Otherwise, they were not allowed to take the exam (this
was also the case in the years preceding the study). However, individuals who had taken the course in a previous semester and missed or failed the exam ("repeaters") were not required to attend the course lectures or tutorials, but could do so voluntarily. Students received no compensation for participating in the study. A local ethics committee approved the study.

Table 1 shows summary statistics for the 87 students for whom we obtained all necessary information, as described above. We standardized the results of the first and second final exam dates to include both in a regression. 31 of 87 students took the final exam on the second date, with 10 students who failed the exam on the first date repeating the exam as a

Table 1 Descriptive statistics: cross section data

Notes: Only the students who took the exam are included in this table. Further, if students did not participate in the pre- or posttest, we set their points to zero

|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | N | Mean | SD | Min | Max |
| Outcome <br> Standardized points in end <br> exam | 87 | 0.07 | 0.99 | -1.71 | 2.29 |
| Treatment |  |  |  |  |  |
| Treatment group 1 (of 2) | 87 | 0.49 | 0.50 | 0.00 | 1.00 |
| Exam information | 87 | 0.36 | 0.48 | 0.00 | 1.00 |
| Second trial | 87 | 0.11 | 0.32 | 0.00 | 1.00 |
| Number of trials <br> Individual information | 87 | 0.64 | 0.48 | 0.00 | 1.00 |
| Female | 87 | 0.28 | 0.45 | 0.00 | 1.00 |
| Age group below 20 | 87 | 0.18 | 0.39 | 0.00 | 1.00 |
| Age group above 23 <br> Pre-treatment ability measures | 87 | -0.01 | 0.99 | -2.52 | 1.40 |
| Standardized Statistics 1 <br> grade | 87 | 2017.74 | 0.44 | 2017.00 | 2018.00 |
| Year Statistics 1 was <br> written | 87 | 8.63 | 7.21 | 0.00 | 24.00 |
| Points in pretest | 87 | 0.17 | 0.38 | 0.00 | 1.00 |
| Missed pretest <br> Posttest | 87 | 7.02 | 6.29 | 0.00 | 18.67 |
| Points in posttest <br> Missed posttest | 87 | 0.29 | 0.46 | 0.00 | 1.00 |
| Global e-learning session information over 12 weeks | 0.95 |  |  |  |  |
| Mean proportion of <br> correct answers in the ses- <br> sions over 12 weeks <br> Mean of missing exercises <br> over each session | 87 | 0.58 | 0.27 | 0.00 | 0.95 |
| Mean of the number of <br> mistakes per sessions | 87 | 1.31 | 0.81 | 0.31 | 3.14 |
| Global preparation counts over | $\mathbf{1 2}$ weeks |  |  |  |  |
| Number of lectures visited | 87 | 5.39 | 4.06 | 0.00 | 12.00 |
| Number of videos <br> watched | 87 | 4.64 | 3.93 | 0.00 | 12.00 |
| Number of exercise sheets <br> worked on | 87 | 5.21 | 4.34 | 0.00 | 12.00 |
| Number of exercise sheets <br> solved | 87 | 3.21 | 3.68 | 0.00 | 12.00 |
|  |  |  | 0.00 | 12.00 |  |

second attempt, i.e., sitting for the final exam twice within the semester. The aforementioned repeaters, who were excluded from the analyses, are students who had enrolled in the course the year before.

About $64 \%$ of the students in the class were female; 24 students are under 20 years old, while 16 are over 23 years old. Some students took the exam of the precursor course in 2017, while the majority took that exam in the previous semester (summer semester 2018). We further asked students to solve a pretest at the beginning of the semester, but 14 students missed this pretest. The average pretest score was 8.63 out of 24 . Even more students missed the posttest at the end of the semester one week before the exam (25). Therefore, we do not focus on the pretest and posttest in our analysis.

## Learning Outcomes and Performance Measures

We measured three phases of learning within the learning environment. The first is performance in the exercises during the learning phase itself. The second is an example exam question from past semesters that was presented immediately after the learning phase. The third is the same question presented again at the beginning of the following week's session to analyze learning after a one-week delay.

In addition, we also analyzed students' final exam grades, for which we should not find a treatment effect, since the e-learning environment with all feedback hints was made accessible to all students at the end of the semester. Students usually study intensively in the one to two weeks before the exam and should therefore have been able to catch up on what they missed. There was no way to measure whether students reviewed the topics for which they received the treatment more quickly.

No one scored $100 \%$ on each item of the exercises over the twelve weeks of the e-learning tutorial. The highest score was $95 \%$ of correct items for one e-learning sessions, and the mean was $58 \%$, just over half the potential points available. On average, students failed to complete 3.22 items per session because they ran out of time.

Also, students averaged a few more errors than items per session. Note that students could make up to three attempts per exercise if their first two answers were incorrect. It was rare for students to have everything right on the first try. This suggests that the intervention took place in an environment where students need help.

Moreover, at the beginning of the e-learning sessions, students self-reported how well they had prepared for the tutorial in terms of watching instructional videos and solving exercises sheets preparing for the e-learning session (see 2.3 Course structure). The last four entries in Table 1 show that students had attended the week's lecture $60 \%$ of the time (lecture attendance was not mandatory). In about half of cases, they had watched the tutorial videos before the e-learning session; slightly more often, they had worked on the exercise sheet before the e-learning session, but only in $36 \%$ of cases did they think they had solved it. These variables were used to control for different preparation behavior prior to the e-learning session and as a general measure of students' engagement with the study material when analyzing their exam performance.

In addition, Table 2 provides information on each weekly session, some of which is summarized across all weeks at the end of Table 1. We measure session performance in seven different ways: (i) proportion of correct answers in the learning phase (LP), (ii) effective proportion of correct answer in the learning phase, i.e., only including finished exercises

Table 2 Descriptive statistics: panel data

Note: The table shows the variables for over each e-learning session

|  | N | Mean | SD | Min | Max |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Weekly e-learning session achievements <br> Proportion of correct <br> answers in the learning <br> phase (LP) | 745 | 0.66 | 0.28 | 0.0 | 1.00 |
| Effective proportion of <br> correct answer in the <br> learning phase, i.e., | 745 | 0.70 | 0.27 | 0.0 | 1.00 |
| only including finished <br> exercises (ELP) |  |  |  |  |  |
| Mean number of <br> mistakes per try in the | 745 | 1.09 | 0.89 | 0.0 | 6.42 |
| learning phase (MIST) |  |  |  |  |  |
| Relative number of ex- <br> ercises missed to solve | 745 | 0.08 | 0.17 | 0.0 | 1.00 |
| until the end of the <br> learning phase (MISS) | 745 | -25.01 | 22.33 | -94.8 | 50.51 |
| Bias-score (BIAS) | 745 | 0.28 | 0.31 | 0.0 | 1.00 |
| Proportion of correct <br> answers in the immedi- <br> ate testing (IT) | 745 | 0.60 | 0.49 | 0.0 | 1.00 |
| Proportion of correct <br> answers in the delayed <br> testing (DT) | 578 | 0.35 | 0.33 | 0.0 | 1.00 |
| Treatment condition <br> Treatment condition | 745 | 0.50 | 0.50 | 0.0 | 1.00 |
| Self-reported weekly offline preparation <br> Visited the lecture <br> Watched the tutorial <br> video | 745 | 0.61 | 0.49 | 0.0 | 1.00 |
| Worked on the exercise <br> sheet | 745 | 0.53 | 0.50 | 0.0 | 1.00 |
| Solved the exercise <br> sheet | 745 | 0.36 | 0.48 | 0.0 | 1.00 |

(ELP), (iii) mean number of mistakes per try in the learning phase (MIST), (iv) relative number of exercises missed to solve until the end of the learning phase (MISS), (v) a bias score (BIAS; metacognitive bias based on the last attempt for each task, see Schraw 2009), (vi) proportion of correct answers in the immediate testing (without hints; IT), and (vii) its repetition one week later (proportion of correct answers in the delayed testing; DT). Note that students had three attempts per exercise and could have up to three times the number of errors as exercises per session. In addition, the tables show that the treatment conditions are balanced evenly and the student' self-reported level of preparation each week.

## Course structure

The experiment spanned 15 tutorial sessions. The first and last sessions were reserved for the pretest and posttest, and one session before the posttest was reserved for an introduction to the statistical software STATA. The remaining 12 weeks were mandatory e-learning sessions in which students were asked to complete assignments (see below). At the beginning
of the semester, students enrolled in one of six tutorial groups. These groups determined the day and time of the weekly tutorial. The tutorial was held in a PC lab, and students could not attend from home. The face-to-face lectures were not affected by the experiment.

Lecture slides were uploaded at the beginning of the semester, and there were (some) pre-recorded lecture videos from previous semesters. The tutorial had a different format than in the previous semester. The original tutorial was a traditional face-to-face tutorial where tutors explained how to solve the assignment sheets. Now, the tutorial took place in computer labs and consisted of e-learning sessions where students had to solve assignments. With slight (numerical) modifications, these problems represented a subset of the previously uploaded problem sheets from earlier semesters. This allowed students to prepare for the e-learning session by working on the problem sheets. Because students might have felt overwhelmed trying to solve the problems using the lecture slides alone, we also prerecorded solution videos for each problem sheet. The videos and practice sheets tackled the same (example) problems, while the e-learning session exercises had different numerical examples/solutions.

The e-learning sessions and all materials were integrated into the university's online learning management system. The university uses the open-source online learning management system ILIAS (www.ilias.de/en/). The learning environment had a homepage that was accessible after logging in with one's student ID. All content was made available on this page. Students had access to the e-learning sessions only during their respective tutorial time.

## Structure of the e-learning session

The experimental sessions followed the same structure throughout the semester, consisting of three main parts: (1) an example exam question on the previous week's topics for delayed testing, (2) e-learning phase with experimental manipulation, and (3) an example exam question on the e-learning phase topics for immediate testing. Specifically:
(1) Students had 15 min to answer an example exam question on the previous week's topics that was identical to the example exam question at the end of the previous week's session. The exam questions consisted of either one or two main questions with corresponding sub-questions, whose length was tailored to be solvable within 15 min . In the first session, this question covered the contents from the pretest. In all other sessions, the exam question consisted of several open-ended statistical problems. Students received no feedback while working on these problems. In addition, to mimic traditional pen-and-paper exam situations as closely as possible, these questions were displayed on a single page (with the ability to scroll). At the end of the 15 min , participants automatically moved on to the learning phase.
(2) The learning phase included the experimental manipulation. For up to 50 min , participants completed statistical exercises. The number of exercises depended on the length of each task. Each exercise was displayed on a single page, and participants had to submit a response to continue on to the next exercise. When a response was submitted, students received feedback with multiple trials. Specifically, if the answer was correct, students were informed that their answer was correct (i.e., that they knew the answer), and the button allowing them to continue was activated. In addition, in the experimental condition, the elaborative feedback message was displayed. If their answer was incorrect, students were informed of this and asked to try again. In addition, in the experimental condition, an elabo-
rative hint was displayed. If students still did not provide the correct answer on their third attempt, the correct response was displayed, and students could proceed to the next question. In addition, if students provided a response in an inappropriate format (e.g., a word when a number was required), they received feedback that their response was invalid. This did not count as a solution attempt. Participants were further asked to indicate their confidence that their answer was correct or incorrect. After 50 min , students automatically proceeded to the final phase even if they were not finished with this section.
(3) In the last part of the session, students had 15 min to complete an example exam question that covered the learning phase content. This question was structured identically to the one in the first part of the session. The same question was then presented at the beginning of the following week's tutorial.

Most of the questions were numerical in nature: for example, students had to calculate a probability or variance. In addition, multiple-choice questions with four answer options requiring students to select an explanation or statistical distribution of a random variable

Table 3 Study Design

| Session 1 | Session 2 | Session 3 | Session 4 | Session 5 | $\ldots$ | Session <br> 12 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MCR +H | MCR +H | MCR | MCR+H | MCR | $\ldots$ | MCR+H |
| MCR | MCR | MCR +H | MCR | MCR+H | $\ldots$ | MCR |

Note: The treatment varied weekly between the two groups. Unfortunately, there was a problem at the beginning, which is why the weekly within change started after the second session


Fig. 1 Example screen of the e-learning environment with English translation on the right side
were employed to check students' general understanding. At the very beginning and end of each session, we also asked students about their self-reported emotions, which are not analyzed in this paper because we received feedback that students perceived these questions as intrusive in initial sessions and altered their response behavior with regards to these questions for subsequent sessions (e.g., indicating the same value for all emotion items).

Self-report surveys were also administered in the pretest and posttest sessions (e.g., general mental ability; Raven \& Raven 2003), but cannot be examined in-depth due to a high number of missing values. This likely occurred because students were allowed to miss two sessions, and many students did not attend the first and last sessions. Table 3 provides an overview of the course structure.

## Experimental manipulation

In this study, two types of feedback were selected as experimental manipulations: MCR and MCR +H , as described above. Participants had up to three attempts to answer the openended or multiple-choice question in both conditions. After an incorrect answer in the MCR condition, participants were informed that their answer was incorrect and asked to try again. After the third incorrect attempt, the correct answer was displayed. For the MCR + H group, the only difference was that the participants additionally got a hint after the first incorrect answer (see Fig. 1 below for an example). For each question, only one hint was displayed. In the MCR +H condition, students who provided a correct answer on the first attempt were still given the additional hint to ensure that all students in the treatment group received the same information.

The hint generally provided students with information about crucial steps to solving the statistical problem at hand. For example, in one task, students were instructed to calculate the variance of a population (see Fig. 1). The note explained that in such cases, the standard deviation must be calculated using the estimated variance and showed how the estimated variance fits into the formula for calculating the standard deviation.

The experimental manipulation was randomized at the individual level. Specifically, half of the students started with a MCR session and the other half with a MCR +H session; both groups then alternated between MCR +H and MCR sessions in opposite order, as shown in Table 3. The distance between students in the lab in which they completed the e-learning sessions was large enough that it required significant effort to look at another student's screen. In addition, the tutor overseeing the session ensured that students did not collaborate.

Due to a technical problem, the $\mathrm{MCR}+\mathrm{H}$ vs. MCR designation was not calibrated correctly for the second session, resulting in half of the participants having five MCR +H sessions and seven MCR sessions, and the other half vice versa. To ensure that this technical problem did not affect the results, all analyses in the present study were repeated without the first and second sessions. The reported results did not change. Additionally, the robustness of results with and without including the first two sessions indicated that familiarity with the new e-learning environment and differences in technology skills did not alter the results (Clarke et al., 2005).

All materials including the additional hints were made available to all students after they had completed the posttest to provide all students with equal study opportunities before the final exam. Thus, all students eventually had access to the elaborated feedback for all sessions.

## The e-learning environment

The e-learning environment included all content from the tutorial sessions, including selfreported preparation and lecture attendance. The e-learning environment was implemented with Qualtrics® survey software (Qualtrics, 2020) using JavaScript modifications and displayed in a web browser during the sessions. MathJax (Cervone, 2012) was used to display mathematical formulas. An example is shown in Fig. 1.

The e-learning environment had a linear structure, with backward navigation disabled. Before each phase of the tutorial session (see Sect. 2.3), instructions for the upcoming phase and the corresponding time limit were displayed. The timer for the phase started as soon as participants advanced from that page. For the delayed testing at the beginning of the session for previous week's topics (i.e., old exemplary exam questions), and immediate testing at the end of the session (i.e., new exemplary exams questions), all subquestions and their corresponding response confidence were displayed on a single page. During the learning phase, each task was displayed on a separate page. Such pages consisted of (1) the framing and question, (2) response field(s), (3) response confidence slider, (4) elaborated feedback message, and (5) control buttons with the performance feedback field. Participants had to enter an answer in the corresponding field (2) and indicate their answer confidence (3) before submitting the answer via the answer button (5). Depending on the experimental conditions, participants might receive performance feedback (5) and elaboration (4) after submitting their answer. If the answer was incorrect, the feedback message had red font and borders. Participants were prompted to try again in the performance feedback field, and the response confidence slider was reset (i.e., centered at $50 \%$ ). In addition, the counter on the next button indicating the number of attempts remaining decreased by one. If the third attempt was still incorrect, the answer button was activated, and the student was prompted to proceed to the next exercise. If the student submitted a correct answer, the feedback font and border color was displayed in green, and the next button (5) was activated. For multiple-choice questions, the procedure was identical, with students needing to select an answer and indicate their confidence before submitting a response. The procedure for questions with multiple response fields (e.g., requiring participants to calculate an estimated confidence interval for a point estimate) was analogous. Here, participants could submit only one response at a time (e.g., they had to fill in the lower bound of the interval before filling in the upper bound). Participants had three attempts per response field (e.g., three trials for the lower bound and three trials for the upper bound of the confidence interval). All submitted answers, and the corresponding response confidence values were recorded in logfiles.

## Analysis

To evaluate the treatment group effect on outcomes within the e-learning sessions, we apply random- and fixed-effects methods with clustered standard errors at the individual level:

$$
\begin{equation*}
\text { Session }_{i t}=\rho \text { Treatment-Group }_{i t}+X_{i t}^{\prime} \cdot \beta+\mu_{i}+\varepsilon_{i t} \tag{1}
\end{equation*}
$$

where the index $i$ remains the same and $t$ contains the time dimension representing the twelve sessions. The outcome variable Session $_{i t}$ is a placeholder for the weekly e-learning sessions
achievements presents in Table 2: LP, ELP, MIST, MISS, BIAS, IT, and DT. For the fixedeffects method, the general intercept and all constants are included in the individual fixed effect $\mu_{\mathrm{i}}$. Thus, $X_{i t}^{\prime}$ includes only observed variables that change from session to session, such as the weekly information on preparation (see Table 2 for the variables that change weekly). Thereby, $\varepsilon_{\mathrm{it}}$ includes only nonconstant unobserved characteristics. In the randomeffects method, $X_{i t}^{\prime}$ also includes the constant control variables shown in Table 1. For the fixed-effects method, we subtracted the group mean from each variable to demean Eq. (1), which then cancels out $\mu_{\mathrm{i}}$ since this parameter is constant over time. For the random-effects method, the mean is weighted by a ratio of the variance within and between groups. Therefore, $\mu_{\mathrm{i}}$ is not canceled out, and we must assume that no constant unobserved variables bias the estimate. The regression results of the fixed- and random-effects methods in our study are very close, suggesting that the random-effects results are unbiased. Since the treatment was randomly assigned at the beginning of the semester, we did not expect much difference between the two methods. Therefore, we only report the random-effects results in this paper. Interested readers can find the fixed-effects results in the online appendix.

Next, we apply an ordinary least squares (OLS) with heteroskedastic robust standard errors to analyze possible effects of treatment group on exam scores at the end of the semester. The model is as follows:

$$
\begin{equation*}
\text { Exam }_{i}=\alpha+\lambda_{1} \text { performance } i+\lambda_{2} \text { preparation }_{i}+\rho \text { Treatment-Group }_{i}+X_{i}^{\prime} \cdot \beta+\varepsilon_{i} \tag{2}
\end{equation*}
$$

where index $i$ is the student, $\alpha$ is the intercept, and $\varepsilon_{\mathrm{i}}$ is the idiosyncratic error term. The outcome $E^{\operatorname{Exam}} \mathrm{i}_{\mathrm{i}}$ is the standardized final exam score at either the first or second date. In this regression, we are primarily interested in the performance and preparation variables, which measure student performance during the e-learning session and behavior before the e-learning session, respectively. For performance, we use the mean percentage of correct answers during the twelve weeks as well as the mean number of tasks not answered and the mean number of errors per session over the twelve weeks. For student preparation, we use the mean number of lectures attended, number of learning videos viewed, number of exercise sheets worked on and completed, and a sum of all four variables. A positive coefficient for performance would (i) indicate that effort is conducive to exam performance and (ii) demonstrate the importance of improving student performance in these e-learning sessions. The coefficient $\rho$ of the treatment group variable, when statistically significantly different from zero, indicates that neither treatment group benefited more from the additional hints than the other. Because our treatment changed weekly and all students received access to the hints two weeks before the exam, we did not expect to find a treatment group effect on exam scores. We include this variable to ensure that our treatment did not have a random negative effect. $X_{i}^{\prime}$ is a vector of all control variables, and $\beta$ is the corresponding vector of coefficients. The control variables are shown in Table 1.

## Results

## E-Learning sessions

First, we analyzed whether additional hints within the session contributed to students performing better on the immediate and delayed testing (i.e., the exemplary exam questions) at the end of the session and at the beginning one week later. Table 4 shows the results of the random-effects model for different session outcomes. The dependent variable in column (1) of Table 4 is the proportion of correct answers in the learning phase (LP); in column (2) the

Table 4 Several session outcomes (Panel: Random Effects)

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ | $(7)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Dependent variables: |  |  |  |  |  |  |
|  | LP | ELP | MIST | MISS | BIAS | IT | DT |
| Treatment condition | $0.037^{*}$ | $0.047^{* *}$ | $-0.143^{* *}$ | 0.009 | $-2.026^{+}$ | 0.011 | $0.046^{*}$ |
|  | $(0.015)$ | $(0.015)$ | $(0.052)$ | $(0.011)$ | $(1.216)$ | $(0.016)$ | $(0.023)$ |
| Lecture visited | 0.013 | 0.019 | $-0.126^{+}$ | 0.003 | $3.861^{*}$ | $0.075^{* *}$ | $0.125^{* * *}$ |
|  | $(0.021)$ | $(0.020)$ | $(0.066)$ | $(0.018)$ | $(1.706)$ | $(0.028)$ | $(0.024)$ |
| Video watched | $0.109^{* * *}$ | $0.103^{* * *}$ | $-0.280^{* *}$ | $-0.043^{+}$ | -3.655 | 0.044 | $0.082^{*}$ |
|  | $(0.030)$ | $(0.026)$ | $(0.089)$ | $(0.026)$ | $(2.653)$ | $(0.035)$ | $(0.041)$ |
| Exercise sheet worked on | 0.015 | 0.029 | $-0.271^{*}$ | 0.025 | $4.016^{+}$ | 0.058 | -0.007 |
|  | $(0.031)$ | $(0.030)$ | $(0.118)$ | $(0.028)$ | $(2.423)$ | $(0.039)$ | $(0.043)$ |
| Exercise sheet solved | $0.084^{* * *}$ | $0.069^{* * *}$ | $-0.208^{* * *}$ | $-0.032^{+}$ | $-4.592^{* * *}$ | $0.071^{*}$ | $0.088^{* *}$ |
|  | $(0.021)$ | $(0.020)$ | $(0.062)$ | $(0.017)$ | $(1.385)$ | $(0.033)$ | $(0.030)$ |
| Statistics 1 | $0.045^{*}$ | $0.049^{* *}$ | $-0.113^{*}$ | 0.001 | 0.398 | $0.042^{*}$ | $0.033^{*}$ |
|  | $(0.019)$ | $(0.018)$ | $(0.050)$ | $(0.009)$ | $(1.828)$ | $(0.020)$ | $(0.015)$ |
| Year of Statistics 1 | $-0.090^{* *}$ | $-0.112^{* * *}$ | $0.314^{* *}$ | -0.014 | 1.083 | -0.055 | -0.066 |
|  | $(0.034)$ | $(0.034)$ | $(0.120)$ | $(0.027)$ | $(4.077)$ | $(0.036)$ | $(0.042)$ |
| Female | 0.003 | 0.0002 | 0.042 | 0.012 | $-9.521^{* *}$ | -0.023 | -0.014 |
|  | $(0.031)$ | $(0.032)$ | $(0.104)$ | $(0.023)$ | $(3.684)$ | $(0.033)$ | $(0.032)$ |
| Age group below 20 | 0.004 | -0.001 | 0.050 | -0.010 | 5.058 | 0.052 | $0.077^{*}$ |
|  | $(0.035)$ | $(0.035)$ | $(0.099)$ | $(0.023)$ | $(4.786)$ | $(0.040)$ | $(0.034)$ |
| Age group above 23 | -0.022 | -0.026 | 0.023 | 0.042 | 6.771 | 0.051 | 0.011 |
|  | $(0.065)$ | $(0.060)$ | $(0.173)$ | $(0.036)$ | $(4.441)$ | $(0.045)$ | $(0.062)$ |
| Pretest points | $0.010^{* * *}$ | $0.008^{* *}$ | $-0.026^{* *}$ | -0.003 | -0.167 | $0.012^{* * *}$ | $0.014^{* * *}$ |
|  | $(0.003)$ | $(0.003)$ | $(0.008)$ | $(0.002)$ | $(0.367)$ | $(0.003)$ | $(0.003)$ |
| Missed pretest | 0.059 | 0.019 | -0.224 | -0.044 | 3.514 | 0.126 | 0.029 |
| Observations | $(0.059)$ | $(0.057)$ | $(0.178)$ | $(0.039)$ | $(6.378)$ | $(0.080)$ | $(0.075)$ |
| $\mathrm{R}^{2}$ | 718 | 718 | 718 | 718 | 718 | 718 | 557 |
|  | 0.189 | 0.194 | 0.192 | 0.038 | 0.034 | 0.170 | 0.285 |

Note: LP: Proportion of correct answers in the learning phase. ELP: Effective ratio of correct answer in the learning phase, i.e., only including exercises finished by the students. MIST: Number of mistakes per trial in the learning phase. MISS: Number of exercises missed to solve until the end of the learning phase. BIAS: metacognitive bias based on the last try of each task (see Schraw, 2009). IT: Proportion of correct answers in the immediate testing based on example exam questions. DT: Proportion of correct answers in the delayed testing. Standard errors are clustered at the individual level. The coefficients of the fixed effects model, which can we found in a supplemental online appendix, are very close to the corresponding random effects coefficients, which should rule out omitted variable bias due to constant variables. ${ }^{+} p<0.10$, ${ }^{*} p<0.05,{ }^{* *} p<0.01,{ }^{* * *} p<0.001$
effective proportion of correct answer in the learning phase, i.e., only including exercises finished by the students (ELP); column (3) the mean number of mistakes per trial in the learning phase (MIST), column (4) the relative number of exercises missed to solve until the end of the learning phase (MISS); column (5) the metacognitive bias score based on the last try of each task (Schraw, 2009); column (6) immediate testing using the proportion of

Table 5 New and old exam question including mediators (Panel: Random Effects)

|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A | Dependent variable: Proportion of correct answer in immediate testing |  |  |  |  |  |  |
| Treatment condition | $\begin{aligned} & 0.001 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.013 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.012 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.014) \end{aligned}$ |
| Mean correct answers | $\begin{aligned} & 0.246^{* *} \\ & (0.038) \end{aligned}$ |  |  |  |  | $\begin{aligned} & 0.399^{* * *} \\ & (0.072) \end{aligned}$ |  |
| Effective mean correct answers |  | $0.200^{* * *}$ |  |  |  |  | $0.278 * *$ |
|  |  | (0.037) |  |  |  |  | (0.064) |
| Mean mistakes |  |  | $\begin{aligned} & -0.040^{* * *} \\ & (0.010) \end{aligned}$ |  |  | $\begin{aligned} & -0.017^{+} \\ & (0.010) \end{aligned}$ | $\begin{aligned} & -0.027^{*} \\ & (0.011) \end{aligned}$ |
| Sum of missings |  |  |  | $\begin{aligned} & -0.280^{* * *} \\ & (0.045) \end{aligned}$ |  | $\begin{aligned} & -0.136^{*} \\ & (0.055) \end{aligned}$ | $\begin{aligned} & -0.311^{* * *} \\ & (0.048) \end{aligned}$ |
| Bias-Score |  |  |  |  | $\begin{aligned} & 0.001 \\ & (0.001) \end{aligned}$ | $\begin{aligned} & 0.004^{* * *} \\ & (0.001) \end{aligned}$ | $\begin{aligned} & 0.004^{* * *} \\ & (0.001) \end{aligned}$ |
| Additional controls as in Table 4 | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Observations | 718 | 718 | 718 | 718 | 718 | 718 | 718 |
| $\mathrm{R}^{2}$ | 0.235 | 0.209 | 0.187 | 0.209 | 0.172 | 0.277 | 0.263 |
| Panel B | Dependent variable: Proportion of correct answers in delayed testing |  |  |  |  |  |  |
| Treatment condition | $\begin{aligned} & 0.038^{+} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.037 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.042^{+} \\ & (0.024) \end{aligned}$ | $\begin{aligned} & 0.048^{*} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.048^{*} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.044^{*} \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.039^{+} \\ & (0.020) \end{aligned}$ |
| Mean correct answers | $\begin{aligned} & 0.184^{* *} \\ & (0.049) \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & 0.263^{* *} \\ & (0.067) \end{aligned}$ |
| Effective mean correct answers |  | $0.167^{* *}$ |  |  |  |  |  |
|  |  | (0.052) |  |  |  |  |  |
| Mean mistakes |  |  | $\begin{aligned} & -0.022^{+} \\ & (0.012) \end{aligned}$ |  |  |  | $\begin{aligned} & 0.019 \\ & (0.012) \end{aligned}$ |
| Sum of missings |  |  |  | $\begin{aligned} & -0.114^{+} \\ & (0.066) \end{aligned}$ |  |  | $\begin{aligned} & 0.133^{+} \\ & (0.074) \end{aligned}$ |
| Bias-Score |  |  |  |  | $\begin{aligned} & 0.0004 \\ & (0.001) \end{aligned}$ |  | $\begin{aligned} & 0.002^{*} \\ & (0.001) \end{aligned}$ |
| Previous exam question results |  |  |  |  |  | $\begin{aligned} & 0.472^{* * *} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & 0.450^{* * *} \\ & (0.046) \end{aligned}$ |
| Additional controls as in Table 4 | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Observations | 557 | 557 | 557 | 557 | 557 | 557 | 557 |
| $\mathrm{R}^{2}$ | 0.337 | 0.333 | 0.322 | 0.289 | 0.283 | 0.497 | 0.540 |

Note: Panel A shows the results for the new exam question of the same week, while panel B shows the results for the old exam question in the thereafter. Heteroskedastic robust standard errors in parentheses. ${ }^{+} p<0.10,{ }^{*} p<0.05,{ }^{* *} p<0.01,{ }^{* * *} p<0.001$
correct answers in the new (exemplary) exam question (IT); and column (7) delayed testing using proportion of correct answers in the old (exemplary) exam question in the following week (DT).

Column (1) shows that treatment, i.e., receiving additional hints, increases performance by $3.7 \%$. When we consider in column (2) only the tasks students actually reached (they might have been pressed for time and unable to solve everything), the treatment coefficient increases to $4.7 \%$. However, the results also show that other variables, such as whether the preparation videos were watched, had a more substantial effect on performance (e.g., watching the videos prior to the session led to a $10.9 \%$ increase in performance). Nonetheless, the treatment variable had significant additional explanatory value. Column (3) shows that students with additional feedback are $14.3 \%$ less likely to make errors. For the number of missing exercises in column (4), we find no significant result. The negative coefficient in the model explaining the bias score (column (5)) is significant at the $10 \%$ level and corresponds to a $2 \%$ reduction in bias score.

Next, we analyze performance on the immediate testing after the learning period and delayed testing one week later. We find no statistically significant increase in correct answers for the immediate testing (column (6)), but for the delayed testing (column (7)). One possibility is that students became accustomed to the feedback, and not receiving it led to a worse outcome. Another possibility could be the relatively long duration of the tutorial session. Students may have been fatigued from solving the tasks and therefore performed worse overall. Nevertheless, column (7) shows that students in the MCR + H group learned more than the MCR group one week later.

Panel A in Table 5 further shows that none of the e-learning results presented in Table 4 from column (1) to (5) affect the lack of treatment effect on the immediate testing at the end of the session. The coefficient is still small and not statistically significant, confirming the results in Table 4 column (6). However, providing reassurance that the model is plausible in general, we see that better performance in the e-learning session is associated with better performance on the immediate testing.

For the delayed learning outcome, i.e., the delayed testing at the beginning of the next session, Panel B in Table 5 shows a relatively stable treatment condition estimate, confirming the result in Table 4 column (7). The different e-learning outcomes only slightly reduce the treatment coefficient (columns 1, 2, 3, 6, and 7). In general, a reduction would only indicate that improved performance in the session accounts for the positive main effect of the treatment on the delayed testing. However, the reduction is small in magnitude. This could indicate a treatment effect one week later that is not fully captured by performance in the e-learning session. It seems that students who receive additional hints benefit from this without necessarily exhibiting better performance in the session itself.

## Exam

Next, we analyzed whether performance in the mandatory online sessions explained final exam scores. Therefore, in Table 6, we include several e-learning session variables in a regression explaining exam scores: the mean percentage correct across all sessions in column (1), the mean number of missing tasks per session in column (2), and the mean number of errors in column (3). We then include all three performance measures from the e-learning sessions in column (4) to see which variables remain important. Column (5) adds overall

Table 6 Exam Results including Session Information

|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dependent variable: Exam points |  |  |  |  |  |  |  |
| Treatment condition | $\begin{aligned} & 0.049 \\ & (0.200) \end{aligned}$ | $\begin{aligned} & -0.046 \\ & (0.217) \end{aligned}$ | $\begin{aligned} & 0.0003 \\ & (0.204) \end{aligned}$ | $\begin{aligned} & 0.053 \\ & (0.200) \end{aligned}$ | $\begin{aligned} & 0.034 \\ & (0.194) \end{aligned}$ | $\begin{aligned} & 0.064 \\ & (0.168) \end{aligned}$ | $\begin{aligned} & 0.051 \\ & (0.163) \end{aligned}$ |
| Exam trial | $\begin{aligned} & 0.376 \\ & (0.267) \end{aligned}$ | $\begin{aligned} & 0.082 \\ & (0.264) \end{aligned}$ | $\begin{aligned} & 0.339 \\ & (0.266) \end{aligned}$ | $\begin{aligned} & 0.383 \\ & (0.269) \end{aligned}$ | $\begin{aligned} & 0.460^{*} \\ & (0.271) \end{aligned}$ | $\begin{aligned} & 0.455^{* *} \\ & (0.232) \end{aligned}$ | $\begin{aligned} & 0.509^{* *} \\ & (0.240) \end{aligned}$ |
| Number of exam trials | $\begin{aligned} & -0.088 \\ & (0.338) \end{aligned}$ | $\begin{aligned} & 0.066 \\ & (0.332) \end{aligned}$ | $\begin{aligned} & -0.127 \\ & (0.345) \end{aligned}$ | $\begin{aligned} & -0.087 \\ & (0.350) \end{aligned}$ | $\begin{aligned} & -0.101 \\ & (0.356) \end{aligned}$ | $\begin{aligned} & -0.029 \\ & (0.261) \end{aligned}$ | $\begin{aligned} & -0.040 \\ & (0.266) \end{aligned}$ |
| Mean correct answers | $\begin{aligned} & 1.903^{* * *} \\ & (0.407) \end{aligned}$ |  |  | $\begin{aligned} & 2.271^{*} \\ & (1.289) \end{aligned}$ | $\begin{aligned} & 1.889 \\ & (1.309) \end{aligned}$ | $\begin{aligned} & 1.891^{*} \\ & (1.118) \end{aligned}$ | $\begin{aligned} & 1.625 \\ & (1.113) \end{aligned}$ |
| Mean number of errors |  | $\begin{aligned} & -0.069^{* * *} \\ & (0.024) \end{aligned}$ |  | $\begin{aligned} & 0.005 \\ & (0.042) \end{aligned}$ | $\begin{aligned} & 0.027 \\ & (0.037) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.037) \end{aligned}$ | $\begin{aligned} & 0.011 \\ & (0.034) \end{aligned}$ |
| Sum of missings |  |  | $\begin{aligned} & -0.564^{* * * *} \\ & (0.125) \end{aligned}$ | $\begin{aligned} & 0.112 \\ & (0.372) \end{aligned}$ | $\begin{aligned} & 0.132 \\ & (0.383) \end{aligned}$ | $\begin{aligned} & 0.263 \\ & (0.316) \end{aligned}$ | $\begin{aligned} & 0.272 \\ & (0.322) \end{aligned}$ |
| General preparation |  |  |  |  | $\begin{aligned} & 0.069^{*} \\ & (0.037) \end{aligned}$ |  | $\begin{aligned} & 0.050^{*} \\ & (0.030) \end{aligned}$ |
| Statistics 1 |  |  |  |  |  | $\begin{aligned} & 0.501^{* * *} \\ & (0.083) \end{aligned}$ | $\begin{aligned} & 0.486^{* * *} \\ & (0.088) \end{aligned}$ |
| Year of statistics 1 |  |  |  |  |  | $\begin{aligned} & -0.208 \\ & (0.226) \end{aligned}$ | $\begin{aligned} & -0.197 \\ & (0.222) \end{aligned}$ |
| Trials | Both | Both | Both | Both | Both | Both | Both |
| Observations | 87 | 87 | 87 | 87 | 87 | 87 | 87 |
| $\mathrm{R}^{2}$ | 0.244 | 0.073 | 0.203 | 0.245 | 0.274 | 0.446 | 0.461 |
| Adjusted $\mathrm{R}^{2}$ | 0.207 | 0.028 | 0.164 | 0.188 | 0.210 | 0.389 | 0.398 |

Note: The variable mean correct answers is short for the mean proportion of correct answers for all e-learning sessions. The variable general preparation is the simple sum of the variables visited lectures, videos watched, exercise sheets worked on and exercise sheets solved. A regression estimation with the four variables is very similar. Heteroskedastic robust standard errors in parentheses. $+\mathrm{p}<0.10,{ }^{*} \mathrm{p}<0.05$, **p $<0.01,{ }^{* * *} \mathrm{p}<0.001$
preparation for the e-learning sessions calculated from the (self-reported) attended lectures, tutorial videos watched before the session, exercise sheets worked on prior to the session, and exercise sheets completed prior to the session. Column (6) adds in the student's standardized exam score from the precursor statistics course and the year the student took that exam. Finally, column (7) contains both the preparation and prior exam variables.

Performance (mean correct answers in column (1), (4) to (7); mean number of errors in column (2); sum of missing's in column (3)) in the sessions is statistically significant in all models except columns (5) and (7). Although the coefficient for the variable mean correct answers in these two columns is not significant, it robustly remains in the range of 1.625 in column (7) to 2.271 in column (5); here, the number of observations may simply be too small to efficiently estimate all variables. Moreover, adding the standardized exam score from the precursor statistics course and total preparation across all weeks reduces the explanatory power of performance in the sessions. Students who are good at statistics, try harder during the semester, and do better in the e-learning sessions also do better on the exam.

As expected, the first row in all columns shows that treatment group assignment does not affect exam grades. The coefficient is small and insignificant.

## Discussion

This study analyzed multiple-try feedback within a university statistics course. Specifically, we examined the incremental value of hints in multiple-try feedback messages on several outcomes over the course of a semester. Improving statistics courses is of general relevance in higher education in light of its importance for fields of study from STEM to the social sciences, and because students report issues specific to statistics (e.g., statistics anxiety; Valle et al., 2021).

First, regarding the additional effect of hints in multiple-try feedback during tutorial sessions, we found that students in sessions with additional hints performed significantly better during the session and on the delayed testing one week later, i.e., the example exam question. However, they did not score higher on the immediate testing at the end of the learning session. At first glance, these results seem to contradict previous studies. Attali (2015) found no effect of multiple-try feedback with or without additional hints during the initial learning phase (equivalent to the learning phase in this study), but significant differences in the exam immediately following. However, this study compared multiple feedback types (across two types of items) in a small experimental study. Our study had a more extensive learning session (approximately 50 min ), and some of the tasks in this phase were interrelated. For example, in one session, participants had to proceed through the different steps of a hypothesis test. Therefore, additional hints in early exercises might have positively affected subsequent exercises, which was also reflected in a lower probability of errors in sessions with additional hints in multiple-try feedback (see below).

From an instructional design perspective, the hints during these sessions provided (procedural) information that aided students in acquiring schemas (e.g., Frerejean et al., 2019) that could be applied to subsequent tasks. Furthermore, the instructional design framework provides a potential explanation for the lack of increased performance in tasks directly following the learning phase. Instructional theories emphasize the importance of gradually fading out support as learners apply newly acquired skills (van Merriënboer et al., 2003). The present study did not incorporate fading; thus, learners might not have sufficiently internalized the newly acquired skills and schemas to the extent required to solve the immediate testing questions without support within the time limit. However, the additional hints might have advanced students' understanding sufficiently for them to benefit more from learning activities in-between sessions (e.g., attending the lecture, solving additional statistics problems), which led to increased performance on the delayed test (i.e., one-week follow-up test).

With the delayed tests, we directly addressed a shortcoming of previous research (i.e., the longevity of performance improvement, Attali 2015). Participants performed significantly better on the one-week follow-up tests after receiving feedback with hints (even when controlling for prior knowledge, performance on the same immediate test in the previous week, and lecture attendance in between). This improvement suggests that additional hints have a medium-term effect in applied educational contexts.

Consistent with findings that feedback with multiple trials and hints is particularly effective after initial errors (Attali, 2015), we also found that the likelihood of making errors during the learning phase was reduced in sessions with additional hints. The additional guidance provided by a hint promoting reassessment (e.g., Corbett \& Anderson 2001; Lepper \& Woolverton, 2002) may be particularly relevant in our study, because the problems within a
learning session were often interrelated (e.g., one session involved performing all steps of a hypothesis test). Therefore, the additional hints alerting students to the underlying statistical calculations/formulas may have been helpful for avoiding errors in future steps. Our results further translates to instructional design approaches for courses to acquire complex skills (e.g., the four components of instructional design -4 C/ID; van Merriënboer 1997; van Merriënboer \& Kirschner, 2018 and principles of instruction; Merrill, 2002). From this perspective, the additional hints in the feedback messages served as supportive information during practice, which is particularly effective for novice learners who are still acquiring schemata to solve the statistical problems at hand (e.g., by preventing cognitive overload; van Merriënboer et al., 2002; van Merriënboer et al., 2003).

In terms of correcting potential misconceptions, feedback with multiple trials and hints may be more beneficial than elaboration aimed at teaching appropriate methods/approaches to solving a statistical problem. Research has shown that misconceptions are common among students, especially in the social sciences, even with respect to less advanced statistical concepts (Mevarech, 1983). Feedback research has shown that feedback can be particularly effective in correcting errors or misconceptions that were made with high confidence (Kulhavy, 1977). In line with these finding, the additional hints given in our study may have addressed misconceptions more effectively, as reflected by the slightly reduced bias in these sessions.

In addition, when we included the session outcomes to explain the delayed testing (Table 5), the estimation results showed that the improvements in the delayed testing were not just driven by the performance in the e-learning sessions, but the hint added additional, independent explanatory value. Therefore, the effect of the manipulation does not depend on performance in the e-learning session. These results are in line with Clark \& Bjork (2014), who showed that students can learn even in the absence of a direct performance increase. Another explanation could be that the error generation effect (taking challenging tests in which mistakes are made can promote effective learning; Kornell et al., 2009).

Next, we found that randomizing additional hints in multiple-try feedback within a semester did not affect either group's exam performance. This result was in line with our expectations. It showed that each student had equal learning opportunities despite the experimental manipulation during the tutorial sessions (e.g., students were given access to all materials, including the e-learning environment with hints for all sessions, before the exam). More importantly, performance during the e-learning sessions was a robust predictor of exam grades across multiple models beyond the explanatory value of prior knowledge (i.e., performance on the final exam in the precursor statistics course). This result indicated that good performance in the e-learning tutorial implemented in this study significantly positively affected undergraduate students' statistics performance, which is in line with previous research (Förster et al., 2018; Schwerter et al., 2022). This suggests that multiple-trial feedback is an appropriate tool to guide and promote learning in STEM-related problembased learning tasks (Attali, 2015; Clariana \& Koul, 2005). It is important to note, that these findings do not necessarily imply a causal relationship. Generally, one would assume that students with higher ability would perform better in the e-learning sessions as well as on the final exam.

However, since we control for the subject-specific ability measure of final exam scores for the precursor statistics course, ability bias seems unlikely. Two other important explanations for students' performance are motivation and personality. We did not collect variables
for these factors. However, we can infer who generally put more effort into learning statistics from the preparation variables. More motivated students would have been more likely to watch the videos, attend the lectures, and (try to) solve the assignment sheets before the e-learning sessions. Thus, these preparation variables could be a proxy for other individual differences. With the present data, we cannot confirm a causal relationship that better performance leads to better grades. Still, it seems unlikely that the causal effect is far from the relationship we estimated. The statistically significant relationship between performance in the e-learning environment during the semester and final exam performance points to several avenues for further research. Similar to our results, a previous study showed that preparatory e-learning courses do indeed predict performance during the semester (Fischer et al., 2019). Harnessing this relationship between learning in e-learning environments and performance in related courses (including exams) seems particularly promising for the development of timely, individualized interventions. In particular, the ability to track individuals' learning and performance in real time before or during a semester can be used to design digital interventions that can promote learning as it unfolds, potentially circumventing problems before they arise.

The great potential of interventions such as prompts and feedback from pedagogical agents (e.g., Azevedo 2005) has been repeatedly demonstrated in laboratory settings. However, systematic translation to applied educational settings (e.g., university courses) is still needed (Reeves \& Lin, 2020). As discussed above, many potential functional mechanisms (including interactions between different factors) may explain the positive effect of hints in multiple-try feedback in a university statistics course. However, the present study cannot shed light on the specific (cognitive) processes that cause these effects. Instead, we focused on transferring previous findings (e.g., Attali 2015) to an applied context. Although limited by contextual constraints, such as the lack of a classical control group without feedback due to ethical concerns, this study showed that the added value of hints in multiple-trial feedback is robust enough to yield a significant effect in "noisy" applied settings. Moreover, in light of the well-established problems in replicating the results of experimental research, studies such as this one demonstrates the robustness of effects across different contexts. Future studies should extend this approach to other interventions and designs to bridge the gap between experimental research and educational practice.

In the university context, alongside the positive effects of e-learning environments (Uzunboylu, 2006), the decreased costs are particularly promising. While the initial design and implementation of such environments may be costly, ongoing costs are low and scalability is high. Ideally, e-learning environments should not replace instructors (or teaching assistant in higher education) but rather be used in conjunction with them, freeing up instructors to focus on more complex educational problems.

## Supplemental Online Appendix

Table A1 Several session outcomes (Panel: Fixed-Effects)

|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dependent variables: |  |  |  |  |  |  |  |
|  | LP | ELP | MIST | MISS | BIAS | IT | DT |
| Treatment condition | 0.038* | 0.045** | -0.132* | 0.005 | $-2.159^{+}$ | 0.009 | 0.048* |

Table A1 Several session outcomes (Panel: Fixed-Effects)

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ | $(7)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $(0.015)$ | $(0.015)$ | $(0.052)$ | $(0.011)$ | $(1.222)$ | $(0.015)$ | $(0.022)$ |
| Lecture visited | 0.002 | 0.012 | $-0.133^{+}$ | 0.010 | $3.943^{*}$ | $0.070^{*}$ | $0.096^{* *}$ |
|  | $(0.021)$ | $(0.020)$ | $(0.070)$ | $(0.016)$ | $(1.747)$ | $(0.028)$ | $(0.029)$ |
| Video watched | $0.109^{* * *}$ | $0.095^{* * *}$ | $-0.230^{*}$ | $-0.066^{*}$ | -3.659 | 0.051 | $0.087^{+}$ |
|  | $(0.032)$ | $(0.028)$ | $(0.100)$ | $(0.029)$ | $(2.615)$ | $(0.037)$ | $(0.044)$ |
| Exercise sheet worked on | -0.001 | 0.014 | $-0.261^{*}$ | 0.034 | $4.539^{+}$ | 0.057 | -0.032 |
|  | $(0.032)$ | $(0.029)$ | $(0.123)$ | $(0.028)$ | $(2.461)$ | $(0.042)$ | $(0.050)$ |
| Exercise sheet solved | $0.077^{* * *}$ | $0.067^{* * *}$ | $-0.232^{* * *}$ | -0.016 | $-4.470^{* * *}$ | 0.038 | 0.051 |
|  | $(0.021)$ | $(0.020)$ | $(0.064)$ | $(0.019)$ | $(1.353)$ | $(0.036)$ | $(0.036)$ |
| Observations | 745 | 745 | 745 | 745 | 745 | 745 | 578 |
| $\mathrm{R}^{2}$ | 0.080 | 0.089 | 0.103 | 0.020 | 0.024 | 0.047 | 0.053 |

Note: LP: Proportion of correct answers in the learning phase. ELP: Effective ratio of correct answer in the learning phase, i.e. only including exercises finished by the students. MIST: Number of mistakes per trial in the learning phase. MISS: Number of exercises missed to solve till the end of the learning phase. IT: Proportion of correct answers in the immediate testing based on example exam questions. DT: Proportion of correct answers in the delayed testing. Standard errors are clustered at the individual level. ${ }^{+} p<0.10$, ${ }^{*} p<0.05,{ }^{* *} p<0.01,{ }^{* * *} p<0.001$
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