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Abstract
The precise understanding of the emission and acceleration processes of very-high-energy radiation
in the Universe is still an unsolved mystery today. To study the nature of very-high-energy gamma
rays, Imaging Air Cherenkov Telescopes such as the MAGIC telescopes detect Cherenkov light
produced by particle showers in the atmosphere. State-of-the-art spectral and spatial analyses of
gamma-ray data rely on the open-source Python package Gammapy. Due to this new approach
from the gamma-ray community, the input data needs to be provided in a standardized format
which requires a combination of event lists with instrument response functions. In this thesis, a
spectral analysis of the two TeV radio galaxy candidates TXS 0149+710 and 4C +39.12 observed by
MAGIC is conducted. For this, standardized data is produced in an automated and reproducible
way using the new database-driven tool AutoMAGIC, partly developed in the course of this thesis.
Li&Ma significances of 0.32 𝜎 and 0.98 𝜎 are calculated for TXS 0149+710 and 4C +39.12, respectively.
Therefore, only upper limits on the differential flux are given.

For spatial analyses, background models have to be included in the standardized data, which is
not covered by AutoMAGIC yet. To address this challenge, 1441 observations of off data are processed
with AutoMAGIC and the background shape is characterized depending on the azimuth, zenith
distance, and the reconstructed energy. Also, dependencies of the background rate on the zenith
distance, the transmission of the atmosphere, the NSB and the galactic latitude are investigated. A
new method is developed, which creates background models according to the new-found relations
with the azimuth and zenith distance. These background models are compared with background
models created from non-simultaneous off data with more conventional methods. Spectral and
spatial analyses of Crab Nebula data are performed to validate the background methods.

Zusammenfassung
Emissions- und Beschleunigungsprozesse von hochenergetischen Teilchen im Universum sind
weitestgehend noch nicht verstanden. Um hochenergetische Gammateilchen zu untersuchen, de-
tektieren Tscherenkow-Teleskope, wie beispielsweise die MAGIC-Teleskope, Tscherenkow-Licht,
welches durch Teilchenschauer in der Atmosphäre erzeugt wird. Um mit dem open-source Python
Paket Gammapy reproduzierbare spektrale und räumliche Analysen von MAGIC-Beobachtungen
durchzuführen, werden die Daten in einem standardisierten Datenformat benötigt. Dieses Daten-
format erfordert Listen mit Ereignissen, die als Gammaschauer klassifiziert wurden, sowie die zu-
gehörigen Funktionen der Detektorantwort. Für die spektrale Analyse von MAGIC-Beobachtungen
der beiden TeV Radiogalaxiekandidaten TXS 0149+710 und 4C +39.12 werden die standardisierten
Daten auf automatisierte und reproduzierbare Weise mit der neuen, datenbankgestützten Software
AutoMAGIC erzeugt, welche im Rahmen dieser Arbeit mitentwickelt wurde. Für TXS 0149+710
und 4C +39.12 werden Li&Ma-Signifikanzen von 0,32 𝜎 und 0,98 𝜎 berechnet, weshalb nur obere
Grenzen des differentiellen Flusses angegeben werden.

Für räumliche Analysen mit Gammapy müssen Hintergrundmodelle in den standardisierten
Daten enthalten sein, was AutoMAGIC momentan noch nicht inkludiert. Um diese Herausforde-
rung zu bewältigen, werden 1441 Beobachtungen mit AutoMAGIC prozessiert und die Form des
Hintergrunds in Abhängigkeit von Azimut, Zenitdistanz und der rekonstruierten Energie charak-
terisiert. Außerdem werden die Abhängigkeiten der Hintergrundrate von der Zenitdistanz, der
Atmosphärentransmission, dem Nachthimmelhintergrund und der galaktischen Breite untersucht.
Eine neue Methode wird vorgestellt, welche aufgrund der neu gewonnenen Erkenntnisse Hin-
tergrundmodelle in Abhängigkeit von Azimut und Zenitdistanz erstellt. Zum Vergleich werden
zudem Hintergrundmodelle mit herkömmlichen Methoden erstellt. Zur Validierung der Methoden
werden spektrale und räumliche Analysen von Krebsnebeldaten durchgeführt.
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Introduction 1
Astronomy is considered the oldest of all sciences. At all times, the MilkyWay and the fixed stars as
well as seven celestial objects of our solar system can be observed with the naked eye. These seven
objects, the Moon, Mars, Mercury, Jupyter, Venus, Saturn, and the Sun itself, gave their names
to the days of our weeks. Since the invention of the refracting telescope in 1609, technology has
steadily advanced so that we can observe many more celestial objects today. We can now observe
astronomical objects not only in visible light but also in other wavelengths. The atmosphere of
Earth is transparent to radio wavelengths, optical light and partially to infra red (IR) windows.
Thus, photons at these wavelengths can be observed directly from Earth. For photons at higher
energies, however, the atmosphere is opaque protecting biological life from X-rays and gamma
rays. In order to detect the radiation of objects at these energies directly, the measurements have
to be performed above the atmosphere, e.g. with the Chandra X-ray Observatory (Weisskopf et al.
2002) measuring X-rays and the Large Area Telescope (LAT) experiment (Atwood et al. 2009) on the
Fermi satellite measuring high-energy gamma rays. Since the detector area of instruments in space
is limited and the source fluxes at very high energies are very weak, this technique is inefficient at
higher energies and satellite missions are expensive. Contrary, ground-based Cherenkov telescopes
measure Very-High-Energy (VHE) gamma rays indirectly by detecting the Cherenkov light emitted
by secondary particles. Cherenkov telescopes use water, in form of large water tanks, or the
atmosphere as in the case of Imaging Air Cherenkov Telescopes (IACTs) as an observation medium.
These techniques make it possible to measure the electromagnetic spectrum up to VHE gamma rays.
In the scope of multi-wavelength (MWL) campaigns, different telescopes organize measurements
of sources simultaneously at different energies from radio to VHE gamma rays. The measured
MWL data can help enormously in understanding the emission and acceleration processes of the
sources.

Besides photons of different energies, Earth is reached by other messengers such as cosmic rays,
neutrinos and gravitational waves. During seven balloon flights, ionizing radiation was measured
by Hess 1912 dependent on the height. Contrary to the expectation, the flux rate did not decrease
but increased with increasing distance to Earth. These were the first measurements of radiation,
which Vicor Hess called “Höhenstrahlung” at the time, but which is known as cosmic rays today.
Charged cosmic rays mainly consist of protons but have also a fraction of heavier nuclei such as
helium or iron. The origin of cosmic rays is mainly unknown, which is also a consequence of the
deflection of the charged particle by magnetic fields making a direction reconstruction a huge
challenge.

The emission of cosmic rays requires hadronic processes, in which also neutrinos are produced
and hence, the detection of neutrino sources is an indicator of a source producing cosmic rays.
Neutrinos are weakly interacting particles with a very low interaction cross-section, which requires
large detector volumes to detect them. Up to now, the IceCube collaboration identified three sources
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1 Introduction

of astrophysical neutrinos: the blazar TXS 0506+056 (IceCube Collaboration 2018b), the galaxy NGC
1068 (IceCube Collaboration 2022) and the galactic plane of the Milky Way (IceCube Collaboration
2023). Motivated by the detection of a neutrino with a high likelihood of astrophysical origin on
September 22nd 2017 associated with TXS 0506+056 in a flaring state an enormous MWL campaign
was started (IceCube Collaboration 2018a), whereby also VHE gamma rays were detected by the
MAGIC telescopes. In addition to the detection of neutrinos, also VHE gamma-ray observations can
classify a source as a cosmic-ray-emitting candidate in an indirect way by observing gamma-ray
emissions which can only be explained by hadronic scenarios including neutrino emission.

With the first direct detection of gravitational waves from the binary black hole merger
GW150914 in 2015 (Abbott et al. 2016), the multi-messenger astronomy was extended by another
information channel. In 2017, the binary neutron star merger event GW170817 was associated
with a short gamma-ray burst near the galaxy NGC 4993 by the Fermi Gamma-ray Burst Monitor
(Abbott et al. 2017). This first gravitational wave event observable in the electromagnetic spectrum
was then monitored within an extensive MWL campaign, leading to detection in the radio, optical,
IR, and X-rays, but neither in gamma rays nor neutrinos.

Many unresolved questions motivate further observations and analyses of astrophysical sources
with a variety of different techniques optimized for a specific messenger. This thesis is about
gamma-ray astronomy with the MAGIC telescopes and makes a contribution with the 1D spectral
analyses of the TeV radio galaxy candidates TXS 0149+710 and 4C +39.12, presented in Part II.
Furthermore, in Part III, the gamma-like background of the MAGIC telescopes is characterized
and based on this, background models are created and validated with spectral and morphological
analyses. Part I provides the basic framework and is structured as follows:

Chapter 2 introduces sources of very-high-energy gamma rays. Particular attention is given to
the Crab Nebula, the standard candle of very-high-energy gamma-ray astronomy, and the class of
Active Galactic Nuclei (AGN). It is emphasized how observations of TeV-detected radio galaxies
can contribute to addressing open key-science questions.

Chapter 3 presents the operating principle of IACTs, where at first the principles of Extended
Air Showers (EASs) and the Cherenkov effect are explained. Then the MAGIC telescope system
and its data acquisition are described.

Chapter 4 explains the analysis chain to obtain science results, such as spectra, light curves, and
sky maps, from data taken by IACTs. The low-level analysis up to the standardized data format
DL3 is presented and it is described how the new software project AutoMAGIC, partly developed in
the course of this thesis, enables the creation of MAGIC Data Level (DL)3 files in an automated and
reproducible way. The high-level analysis, divided into 1D spectral and 3D morphological analysis,
with the open-source software Gammapy is presented.

4



Sources of Very-High-Energy Gamma Rays 2
The first ever detection in the TeV range was achieved by the Whipple telescope detecting the Crab
Nebula (Weekes et al. 1989), opening a new era of gamma-ray astronomy. Until then, 271 additional
sources of VHE gamma rays were detected and all of them are listed in the TeV Gamma-Ray Source
Catalog (TeVCat) (Wakely and Horan 2008). In our galaxy, the Milky Way, most of the sources
emitting VHE rays are Supernova Remnants (SNRs) and pulsars. The extra-galactic gamma-ray
sky is dominated by AGN, but also starburst galaxies can emit gamma rays. Also, the first TeV
gamma-ray burst 190114C was recently detected by the MAGIC telescopes (V. Acciari et al. 2019).
In this chapter, the SNR Crab Nebula and the classes of AGN are presented in more detail, as they
play an important role in the course of this thesis.

2.1 The Crab Nebula

In the year 1045 A.D. Chinese and other astronomers observed a “guest star”, which became brighter
and brighter over weeks and could then even be seen in the sky during the day. Today, this event
can be declared as a supernova explosion and is associated with its relic, the SNR called the Crab
Nebula. The Crab Nebula emits radiation over the whole electromagnetic spectrum and is a very
well-studied celestial object. In Figure 2.1, a composition of the Crab Nebula of X-ray, optical and
IR data is shown. In the center, the Crab Pulsar, a highly magnetized neutron star is visible (Dubner
et al. 2017). It was formed during the supernova by the collapse of the star. Powered by the pulsar,
a Pulsar Wind Nebula (PWN) surrounding the pulsar as well as jets moving away from the object
are formed.

In the VHE gamma-ray regime, the Crab Nebula was observed by multiple instruments. As the
observed emission is constant over time, the Crab Nebula is often used as a standard candle in VHE
gamma-ray astronomy. The differential spectrum of the Crab Nebula was investigated in detail by
the MAGIC telescopes (Aleksić et al. 2015) and can be described by a log-parabola spectral model

d𝐹/d𝐸 = (3.23 ± 0.03) 10−11 1TeV cm2 s ( 𝐸1 TeV)−(2.47±0.01)−(−0.24±0.01) log(𝐸/1 TeV) (2.1)

in an energy range between 50GeV and 30 TeV. Also, the average flux above 300GeVwas published
by Aleksić et al. 2015:

𝐹>300GeV = (1.20 ± 0.08stat ± 0.17sys) 10−10 1cm2 s . (2.2)

The published differential spectrum and averaged flux are used as a reference in Part II and Part III
of this thesis for the validation of the analysis pipelines.
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2 Sources of Very-High-Energy Gamma Rays

Figure 2.1: Composite of the Crab Nebula with X-ray data from Chandra (blue and
white), optical data from Hubble (purple), and IR data from Spitzer (pink). Image credits:
NASA/CXC/SAO (X-ray), NASA/STScI (optical), NASA-JPL-Caltech (IR).

2.2 Active Galactic Nuclei

From about 2 trillion galaxies in our Universe, probably most of them have a supermassive (≳102 M⊙) black hole in their center, but in most cases the black hole is inactive. In the exceptional
case (≲ 1%) of an Active Galactic Nucleus, the super-massive black hole is actively accreting matter,
which is partly converted into radiation (Padovani et al. 2017). This makes AGN the most powerful
non-explosive sources in our Universe. In this section, the classification of AGN based on physical
features and the orientation regarding Earth is presented. Furthermore, open key-science questions
and the potential capability of TeV radio galaxies answering these questions are presented.

Since the first discovery of the AGN 3C 273 by Schmidt 1963, many other AGN with different
properties have been discovered. This led to a massive zoo of classes and subclasses (Mickaelian
2015). Based on their characteristics, many AGN classes can be described by unification schemes
(Urry and Padovani 1995, Antonucci 1993, Beckmann and Shrader 2012). According to Padovani
2023, three main properties

1. jetted / non-jetted AGN

2. radiatively efficient / radiatively inefficient AGN

3. orientation of the AGN regarding Earth

are sufficient to divide the AGN into the most important classes.
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2.2 Active Galactic Nuclei

The majority (≳ 90%) of AGN belong to the class of non-jetted AGN, whose Spectral Energy
Distribution (SED) is represented in Figure 2.3. As visible, non-jetted AGN mainly emit photons in
the IR, optical and X-ray range. These thermal emissions are related to the accretion disk, which is
formed around the black hole. Since non-jetted AGN are very weak radio sources, they could not
be detected by radio telescopes for a long time. Therefore, they were called radio-quiet (Urry and
Padovani 1995, Antonucci 1993), but in fact, they are radio-weak sources (Padovani 2023).

As a counterpart, the class of radio-loud AGN has been established. Indeed, the physical
difference is the presence of a strong, relativistic jet (Padovani 2023). In Figure 2.2, the composition
of a jetted AGN is illustrated by an artist’s impression. In the center, a super-massive black hole is
accreting matter, which forms an accretion disk. Around it, a dust torus, which can obscure the
inner part of the AGN dependent on the viewing angle, has formed. Additionally, two jets form
out perpendicular to the accretion disk. Figure 2.3 shows the multi-wavelength emission of jetted

Supermassive black hole

Accretion disk

Dust torus

Jet

Figure 2.2: Artist’s impression of a jetted AGN (Saxton and NRAO/AUI/NSF 2019): In
the center, a super-massive black hole is accreting matter, which forms an accretion disk.
Around it, a dust torus, which can obscure the inner part of the AGN dependent on the
viewing angle, has formed. In the case of a jetted AGN, two jets form out perpendicular
to the accretion disk.

AGN, which are observed under small viewing angles. The viewing angle 𝜃 is the angle between
the jet’s axis and the line of sight. Thus, in the case of 𝜃 ≈ 0° the jet is directly pointing towards
Earth. This type of jetted AGN is called blazar and is subdivided into BL Lac and flat-spectrum
radio quasar (FSRQ) objects (Urry and Padovani 1995). Their multi-wavelength emissions range
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2 Sources of Very-High-Energy Gamma Rays

over the complete electromagnetic spectrum up to energies of TeV. As visible in Figure 2.3, blazars
have a two-humped structure composed of a low-energy and a high-energy hump. It is commonly
assumed, that the total emission can be explained by non-thermal emission processes in the jet.
The low-energy hump can be explained by a leptonic scenario, in which electrons accelerated in
magnetic fields emit synchrotron radiation (Ghisellini 2013). For the high-energy bump, leptonic
and hadronic scenarios exist: In a leptonic one, high-energy electrons transfer energy to low-
energy photons. In this so-called inverse Compton scattering, the photons could originate from
synchrotron processes of the same electron population, from other parts of the jet or from regions
completely external to the jet (Ghisellini 2013). In a hadronic scenario, ultra-relativistic protons
accelerated in the jet induce pion production (Dermer and Giebels 2016). Through pion decay,
high-energy photons, but also electrons and muons would be produced. As visible in Figure 2.3,
the low-energy as well as the high-energy humps peek at higher energies for BL Lac objects in
comparison to FSRQs. This has a huge impact on the detectability in the VHE gamma-ray regime,
in which the blazars play an important role as they are dominating the extragalactic gamma-ray
sky. In the optical, BL Lac objects show none or only weak emission lines, while FSRQs show

Figure 2.3: Schematic representation of the SED of jetted and non-jetted AGN. In the
case of the jetted AGN, two SEDs are shown representing BL Lac and FSRQ objects. The
curves are based on data from Mrk 421 and 3C 454.3 respectively. The plot is adapted
from Padovani 2017, originally the image credit is C. M. Harrison.
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2.2 Active Galactic Nuclei

broad emission lines (Urry and Padovani 1995). The distinction between BL Lac objects and FSRQs
originates from the characteristic of BL Lacs being radiatively efficient while FSRQs are radiatively
inefficient (Padovani 2023). The term “radiatively efficient” refers to the effect, that some sources
produce more power at a given black hole mass than others. For a source to be considered efficient,𝐿/𝐿Edd ≥ 0.01 must hold for the ratio of the bolometric luminosity 𝐿 and the Eddington luminosity1𝐿Edd (Heckman and Best 2014).

In the case of larger viewing angles 𝜃, jetted AGN are classified as radio galaxies. Radio galaxies
were categorized into Fanaroff-Riley (FR)-I and FR-I galaxies by Fanaroff and Riley 1974 based on
their radio morphology. Today, radiatively efficient radio galaxies are assigned to FR-I galaxies,
while radiatively inefficient radio galaxies are assigned FR-II galaxies (Padovani et al. 2017). This
means that BL Lac objects and FR-I galaxies, as well as FSRQs and FR-II galaxies, are considered to
be the same type of object intrinsically.

It is important to note, that blazars and radio galaxies are not completely separate categories
but rather a continuum. There is no fixed threshold of the viewing angle 𝜃, below a jetted AGN is
considered as blazar, and above as radio galaxy. In the literature, different threshold ranges of the
viewing angle from 10° (Rulten 2022) to 15° − 20° (Padovani 2017) are referred.

Since the jets of radio galaxies do not point towards Earth and thus the Doppler boosting is low
compared to blazars, it was rather unexpected that radio galaxies were detected in the TeV range.
Nevertheless, six radio galaxies have been detected in the TeV regime: M 87 (Aharonian et al. 2003),
Centaurus A (Aharonian et al. 2009), PKS 0625-354 (Dyrda et al. 2009), IC 310 (Aleksić et al. 2010),
NGC 1275 (Aleksić et al. 2012), and 3C 264 (Archer et al. 2020). All of them are FR-I galaxies, and
more information about each individual source are provided by the review of Rulten 2022.

Radio galaxies offer unique observation possibilities as measurements of individual components
in the jets with high-resolution Very-Long-Baseline Interferometry (VLBI) in the radio regime.
Therefore, MWL observations of TeV-detected radio galaxies provide the option to study emission
regions of gamma rays in the jet. With this, TeV radio galaxies can help to understand also the
characteristics of AGN in general. Themain open key-science questions about AGN are summarized
by Padovani 2023:

• Why do only a minority of AGN have jets?

• What are the acceleration processes in jets?

• Why are only some blazars neutrino emitters?

• What is the composition, geometry, and morphology of the obscuring dust?

Additionally, Rulten 2022 summarizes open key-science questions directly connected to TeV-
detected radio galaxies:

• What role does the environment play?

• Is it right to classify the TeV-detected radio galaxies as misaligned blazars, or are these
objects simply blazar-like, with much smaller jet inclination angles to the line-of-sight than
currently derived or assumed?

1The Eddington luminosity is the maximal luminosity a body with the mass 𝑀 can have, reached by the
state of balanced radiational and gravitational force: 𝐿Edd ≈ 33000 ⋅ 𝑀/𝑀⊙ ⋅ 𝐿⊙, with the mass 𝑀⊙ and the
luminosity 𝐿⊙ of the Sun.
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2 Sources of Very-High-Energy Gamma Rays

• Where does gamma-ray emission occur?

• Which emission model describes the TeV-detected radio galaxies in the best way?

• Are TeV-detected radio galaxies cosmic-ray sources?

In order to make observations and analyses of radio galaxies help to answer these questions, it is
essential to increase the population so that the population itself can be characterized. This goal is
addressed by Part II of this thesis, in which the MAGIC analyses of two TeV radio galaxy candidates
are presented.

10



Imaging Air Cherenkov Telescopes 3
At the moment, three established IACT systems are operating: the Major Atmospheric Gamma
Imaging Cherenkov (MAGIC) telescopes (Aleksić et al. 2016a), the High Energy Stereoscopic
System (H.E.S.S.) (Hinton 2004) and the Very Energetic Radiation Imaging Telescope Array System
(VERITAS) (Perkins et al. 2009). Furthermore, the construction of the Cherenkov Telescope Array
(CTA) is planned, a next-generation IACT system located at two sites. The LST-1, the prototype of
the Large Size Telescope (LST) - one telescope type of the CTA, was built on La Palma next to the
MAGIC telescopes and is already in the phase of commissioning (Abe et al. 2023).

IACTs are built to investigate the physics of gamma rays, but they do not detect those particles
directly. To understand the indirect detection, the phenomena of extensive air showers and the
Cherenkov effect are explained in this chapter. Additionally, the influence of the EBL absorption is
introduced. As the MAGIC telescope system plays an important role in the scope of this thesis, it
is also described in more detail in this chapter.

3.1 Extensive Air Showers

Earth’s atmosphere is not transparent to gamma rays. Instead, when entering the atmosphere,
a gamma-ray particle 𝛾 decays into an electron 𝑒− and a positron 𝑒+ via pair production in the
presence of an atomic nucleus: 𝛾 → 𝑒− + 𝑒+. (3.1)

As the produced particles are charged andmoving in Earth’smagnetic field, they emit bremsstrahlung:𝑒± → 𝑒± + 𝛾 . (3.2)

A cascade called an Extended Air Shower is developing (Heitler 1936) as long as the energy
of the produced 𝛾 particles is high enough to produce further electrons and positrons by pair
production. A leptonic shower initiated by a gamma-ray particle, an electron or a positron is called
electromagnetic (EM) Extended Air Shower. In Figure 3.1, the left illustration indicates the shower
evolution induced by a primary gamma-ray particle.

EAS cannot only be initialized by leptons but also by hadrons like protons 𝑝, pions 𝜋, or kaons𝐾. In an interaction with an atomic nucleus in the atmosphere, lots of decay channels are possible
and multiple subshowers can develop. If a neutral pion is produced, it can decay into two gamma
rays, so that an EM subshower develops. In Figure 3.1, the right illustration indicates an exemplary
shower evolution induced by a primary hadron.

Hadronic airshowers are much more frequent than gamma-ray-induced airshowers. Thus, the
distinction between these two types of EAS is one of the key challenges of the analysis of IACT
data.

11



3 Imaging Air Cherenkov Telescopes

Primary 𝛾

𝑒+ 𝑒−
𝛾𝑒+ 𝛾 𝑒−

Primary hadron

𝜋−𝜇−𝜈𝜇 𝜋+𝜇+ 𝜈𝜇
Muonic component
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𝜋0
𝛾𝛾
𝑒+ 𝑒−

EM component

Figure 3.1: Illustration of gamma-ray (left) and hadronic (right) induced EASs. The
graphic is based on tikz code originating from Biederbeck 2023.

3.2 The Cherenkov Effect

The Cherenkov effect describes the phenomenon that charged particles emit so-called Cherenkov
radiation if they are moving faster than the speed of light in the surrounding medium (Cherenkov
1937). Molecules in the medium get ionized by a bypassing charged particle, and by returning
into their ground state they emit energy as light. This light is constructively interfering in case
the charged particle is moving faster than light in that medium. The emission angle 𝜃 of the
cone-formed shock front depends on the refractive index 𝑛 of the medium and the velocity of the
particle 𝑣: cos (𝜃) = 1𝑛 ⋅ 𝑣/𝑐 . (3.3)

The produced Cherenkov light consists of a continuous spectrum peaking at a wavelength of420mm (Kulcsár et al. 1982) and is therefore in the visible spectrum. Especially popular is the
bluish-shimmering Cherenkov light of underwater reactors. However, the effect also occurs in
EASs induced by the charged particles in the shower. Measuring the Cherenkov light produced in
EASs is the operating principle of IACTs and enables the view into the sky at the highest energies.

3.3 Extragalactic Background Light

Through star-forming processes andAGN, radiation from IR to optical wavelengths has accumulated
in the universe called Extragalactic Background Light (EBL). The detection of VHE gammas from
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distant sources is limited by the EBL as VHE photons 𝛾VHE interact with these EBL photons 𝛾EBL
via pair production: 𝛾VHE + 𝛾EBL → 𝑒+ + 𝑒−. (3.4)

The attenuation of the emitted flux 𝐹emitted(𝐸) of a source can be described by an exponential factor
dependent on the optical depth 𝜏 (𝐸, 𝑧), which itself depends on the energy 𝐸 and the redshift 𝑧 of
the source (Venters et al. 2009). With this, the observed flux 𝐹obs(𝐸) results to𝐹obs(𝐸) = 𝐹emitted(𝐸) ⋅ 𝑒−𝜏(𝐸,𝑧). (3.5)

The optical depth 𝜏 (𝐸, 𝑧) is described by multiple models, for the analyses presented in this thesis
the one by Domıńguez et al. 2011 is used.

3.4 The MAGIC Telescopes

Camera

17m

Figure 3.2: The MAGIC-II telescope on the Roque de los Muchachos during observations.
Author of this thesis as a comparison for scale. Photo credit: Urs Leutenegger and Jose
Ignacio Gil.

MAGIC is a stereoscopic system consisting of two IACTs, located at a height of 2200m above sea
level at the Observatorio del Roque de los Muchachos (ORM) on La Palma, Canary Islands. The
two telescopes, MAGIC-I and MAGIC-II, were built in 2004 and 2009, respectively, and both were
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upgraded in the years 2011 and 2012 (Aleksić et al. 2016a). MAGIC is able to observe VHE gamma
rays in an energy range from about 50GeV to more than 50 TeV (Aleksić et al. 2016b) and is one
of the most sensitive instruments of that energy regime besides H.E.S.S. and VERITAS. In the
following, the main components of MAGIC are introduced as well as MAGIC’s observing strategy
and required simulation.

3.4.1 Telescope Dish, Camera and Trigger

To be sensitive to the Cherenkov light produced in gamma-ray particle showers, large mirrors
reflecting the light into a camera are required. This process as well as the data acquisition will
be explained in more detail in the following. As visible in Figure 3.2, in the case of the MAGIC
telescopes, each dish has a diameter of 17m consisting of individual mirrors. Each mirror can be
adjusted by the Active Mirror Control (AMC), which ensures an optimal Point Spread Function
(PSF) at different zenith angles (Aleksić et al. 2016a). The collected light is reflected to the camera,
which is about 17m from the mirror dish. Both cameras consist of 1039 Photomultiplier Tubes
(PMTs) and have a field-of-view (FoV) of 3.5° (Aleksić et al. 2016a). The optical signals from the
cameras are then converted to electrical signals and are further processed by the trigger system.
MAGIC’s trigger system consists of three trigger levels based on the 547 inner pixels of each camera:
The first trigger level is called L0 trigger and just based on amplitude discriminators for each pixel.
Outgoing signals reach the L1 trigger, the individual telescope trigger. This second trigger level
is based on 19 macrocells, each consisting of 36 pixels as visualized in Figure 3.3. The trigger is
activated if there is a certain number of activated Next Neighbors (NN) in at least one of the cells.
The logics of 2NN, 3NN, 4NN and 5NN are implemented, but for standard stereo observations, the
3NN logic is used. Both L1 trigger signals of the two telescopes are sent to the third and last trigger
level, the stereo trigger L3. Taking the different arrival times of both telescopes into account, the
L3 trigger is issued when both L1 triggers send a signal. The maximal allowed time delay between
the two L1 signals producing an L3 signal is ≈ 200 ns (Aleksić et al. 2016a). Every signal of the L3
trigger is called an event, which can belong to one of three different kinds:

Accidental triggers due to fluctuations of the Night Sky Background (NSB) or car flashes1.

Muon rings created by local muons moving at ultra-relativistic velocities.

Extended air showers induced by gamma rays or hadrons. The fraction of gamma-ray-induced
events is in the order of 10−3 – even in the case of observations of bright sources like the
Crab Nebula (Aleksić et al. 2016b).

3.4.2 Observation Strategies

The most intuitive way to observe a source is to just point the telescope toward the source, so
it is located at the center of the FoV. Observations taken with this strategy are called on-mode
observations. Although it is an important step of the analysis to separate gamma-induced and
hadron-induced shower events, the selected gamma sample will never have a purity of 100 %.

1Already since 1988, La Palma has a law to protect against light pollution, which provides almost ideal
conditions at the ORM. Nevertheless, it sometimes happens that car headlights create suddenly increasing
trigger rates. This phenomenon is called car flash and is mostly caused by tourists driving up the roque.
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Figure 3.3: The geometry of the MAGIC cameras (Aleksić et al. 2016a), each consisting
of 1039 PMTs represented as hexagonal pixels. The grey pixels are outside the trigger
region and not used for any trigger level. The 19 macrocells used by the L1 trigger are
visualized by blue pixels. As the macrocells are overlapping, some pixels belong to two
or even three cells, which are represented by green and orange pixels, respectively.
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Thus, it is essential to estimate the background consisting of hadron-induced events. For on-mode
observations, dedicated “off observations” have to be performed by tracking an empty field under
very similar conditions. This means, that the off observations should match the on observations
in the azimuth and altitude of the pointing position and also in environmental conditions like
the transmission of the atmosphere and the NSB. This results in the disadvantage that a lot of
observation time has to be spent for off observations. Another disadvantage is that it is often not
feasible to actually perform the off observations under the exact same conditions. This is because
environmental influences can change quickly and thus it might be difficult to find a time when all
environmental conditions match the on observation.

To avoid this issues, the so-called “wobble mode” was invented (Fomin et al. 1994). While
observing with the wobble mode, the telescopes are not pointed directly at the source, but at
a position separated from the source by a certain offset. Assuming that the acceptance of the
telescopes is constant along a certain offset from the center of the FoV, off data can be sampled
along this radius. As a result, this observing mode enables the possibility to take on and off data
at the same time under exactly the same environmental conditions. Observing with the wobble
mode is the default for MAGIC observations. To compensate for possible irregularities in the FoV,
the telescopes are pointed at four different wobble positions around the source as illustrated in
Figure 3.4. A single observation at a certain wobble position is called “run” and takes around 15 or20min. The offset between source and wobble positions is chosen so that events of the source do
not spread into the off positions and is therefore dependent on the PSF of the telescope. In the case
of standard MAGIC observations, the offset is set to 0.4°.

3.4.3 Monte Carlo Simulations

As mentioned before, one of the key tasks in analyzing IACT data is the separation of gamma-ray
and hadron-induced showers. To train supervised machine learning models, labeled hadronic and
gamma-ray data is required. On the one hand, observations not containing a very bright source
can be used as a hadronic training dataset since a major part of the triggered events originates
from hadrons. On the other hand, gamma-ray Monte Carlo (MC) simulations are required for
the creation of gamma-ray training datasets. Furthermore, those MC simulations are needed to
calculate the detector response of the telescope system.

The simulations for the MAGIC telescopes are based on the software COsmic Ray SImulations for
KAscade (Corsika), which was developed for Karlsruhe Shower Core and Array Detector (Kaskade)
(Heck et al. 1998). The version adapted for the MAGIC telescopes names MAGIC Monte Carlo
Software (Mmcs). In general, two types of MCs can be produced:

• For the production of diffuse MCs, events originating from the center of the FoV up to a
certain offset are simulated. Usually, MCs are produced up to an offset of 1.5° or 2.5°.

• For the production of ringwobble MCs, events originating from a ring around the center
of the FoV with a radius of 0.4° are simulated. As events are only simulated for a smaller
range of the FoV, a higher amount of events can be produced using the same amount of
computing resources compared to diffuse MCs.

As the simulated showers depend a lot on the Zenith distance (Zd) of the pointing positions, MCs
are produced in multiple Zd bins up to a value of 80°. In this thesis, MCs from the following ranges
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Figure 3.4: Illustration of the wobble positions around a source, which is indicated
by a black star. The four different wobble positions and the corresponding FoVs with
diameters of 3.5° are represented by different colors. The offset between the source and
each wobble position amounts to 0.4°.
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are used:

• Low Zd: 5° to 35°
• Medium Zd: 35° to 50°
• High Zd: 50° to 62°

Since the telescopes are exposed to the weather day and night, dust can settle on the mirrors
and also can be washed away by rain. This leads to a variable reflectivity of the mirrors and a
non-constant PSF. In order to take these effects into account, different analysis periods are defined
for which suitable MC are produced in each case. The start and stop dates of the analysis periods
used in this thesis are listed in Table 3.1. For the analysis, explained in detail in chapter 4, it is
essential to choose MC data matching the observational conditions of each run.

Table 3.1: Analysis periods used in this thesis and the corresponding MC sets. It should
be noted, that the observational conditions of ST.03.07 and ST.03.09 were so similar, that
no dedicated MCs were produced for ST.03.09.

Analysis period Start date Stop date MC set

ST.03.07 2016-04-29 2017-08-02 ST.03.07
ST.03.08 2017-08-02 2017-11-02 ST.03.08
ST.03.09 2017-11-10 2018-06-29 ST.03.07
ST.03.12 2019-09-16 2020-02-22 ST.03.12
ST.03.16 2020-10-24 2021-09-29 ST.03.16

3.4.4 Observations under Moonlight

The MAGIC telescopes achieve their best performance under dark conditions; but to extend the
duty cycle, observations are also performed when the moon is above the horizon. Ahnen et al.
2017 studied the performance of the MAGIC telescopes under moonlight in detail for different
NSB conditions. The NSB is not measured directly during observations but is monitored by the
Dark Current (DC) in every camera pixel of the camera of MAGIC-I. In the following, the median
DC of those pixels DC1 is used to describe the brightness of the moon. For all analysis periods
studied by Ahnen et al. 2017, DC1_dark was measured in a range of 1.1 µA to 1.3 µA analyzing dark
observations of the Crab Nebula. With this, the NSB level can be calculated to

NSB_lvl = DC1
DC1_dark

. (3.6)

The observations are limited by the safety limits of the PMTs in the camera, which can be operated
up to a value of NSB_lvl = 12 at nominal High Voltage (HV) settings. Above this limit, the PMTs
have to be operated with reduced HV settings. In Table 3.2, all moon conditions from which data
is used in this thesis are listed. Each condition requires a dedicated analysis.
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Table 3.2: Moon conditions used in this thesis and their corresponding NSB_lvl and the
range of the DC1.

Name NSB_lvl Minimal DC1 / µA Maximal DC1 / µA
moon0 1–2 0.0 2.2
moon1 2–3 2.2 3.3
moon2 3–5 3.3 5.5
moon3 5–8 5.5 8.8

3.4.5 Monitoring the Environmental Conditions

To monitor the weather conditions and the transmission of the atmosphere in particular, a Light
Detection And Ranging (LIDAR) system and a pyrometer are operating besides the MAGIC tele-
scopes.

The LIDAR is operating at 532 nm wavelength which is close to the wavelength where the
Cherenkov spectrum is peaking (Fruck et al. 2014). The LIDAR is working simultaneously with the
MAGIC observations pointing close to the observed region in the sky. Usually, the transmission at9 km is used as a selection criterion.

Another parameter, which can be used as a quality characteristic is the Cloudiness. This
parameter is obtained by a pyrometer mounted on the reflector surface of the MAGIC-I telescope
and is therefore taking simultaneous data pointing to the same sky region as the telescopes. The
pyrometer measures the sky temperature and can therefore indicate warm clouds in the observed
sky region.
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Analysis of IACT Data 4
In the past, data formats and software were developed individually for each IACT and their access
is restricted to the members of the collaborations. In contrast to that, the open-source Python
package Gammapy (Deil et al. 2017, Donath, Axel et al. 2023) is being developed by the gamma-ray
community to ensure reproducible results especially with regard to the CTA observatory, which
will be fully operational in the future. Gammapy can be used to analyze not only data from CTA
but also data from existing IACTs. In Figure 4.1, the different DLs planned for CTA (Contreras
et al. 2015) are shown from data of the Data Acquisition (DAQ) (DL0) to science products (DL5)
and even legacy observatory data (DL6). In 2016, the Data formats for gamma-ray astronomy
(GADF) was established by the gamma-astronomy community (Nigro et al. 2021). For this effort a
GitHub repository1 was created to define common and open high-level data formats for gamma-ray
instruments. Mainly GADF focus on the DL3 format, consisting of selected gamma-ray events and
corresponding Instrument Response Functions (IRFs).

In this chapter, the low-level analysis up to the standardized DL3 format is described in more
detail. Additionally, it is presented how an automatization of the creation of MAGIC DL3 data
has been developed, for which this thesis has made a great contribution. Finally, the high-level
analysis of IACT data using Gammapy is introduced.

DL0:
raw DAQ output

DL1:
image parameters

DL2:
shower parameters

DL3:
event list + IRFs

DL4:
binned data

DL5/6:
science products /
observatory data

Figure 4.1: Data formats for gamma-ray astronomy.

4.1 Low-Level Analysis

Low-level data from the data acquisition hardware and software at DL0 consists of the lowest
level of event, calibration and technical data, which is stored permanently (Contreras et al. 2015).

1GADF GitHub repository: https://github.com/open-gamma-ray-astro/gamma-astro-data-formats
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4 Analysis of IACT Data

After calibration of the events (for further descriptions of the calibration process of the MAGIC
telescope system see: Aleksić et al. 2016a and Aleksić et al. 2016b), the arrival time and the number
of photons are extracted. As a result, one achieves the characteristic shower image in the camera,
which is presented in Figure 4.2. Not every pixel contains information about the shower as the
readout from all pixels is stored when an event is triggered. Thus, the relevant pixels are selected
in the so-called cleaning process (see: Zanin 2013). An exemplary cleaned image is also visualized
in Figure 4.2.
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Figure 4.2: Visualization of a calibrated (left) and cleaned (right) shower image in the
MAGIC camera created by a toy-model simulation using the Python package ctapipe
(Nöthe et al. 2021). The camera coordinates are named 𝑋 and 𝑌.

Based on the cleaned image, features describing the showers are generated. In addition to the
Hillas parameters invented by Hillas 1985, further features have proven to be beneficial, for example,
the size parameter, which is the sum of all photons of the cleaned event, or the leakage parameter
describing the amount of shower pixels at the edge of the camera. These image parameters are
considered as data at DL1.

In combination with MC simulations, DL1 data can be processed up to DL2. For this, an event
reconstruction of the energy and the origin of the event has to be performed, which is typically done
with supervised machine learning algorithms, e.g. a random forest. In the process of calculating
the reconstructed event right ascension and declination, it is common to use the so-called DISP
parameter. The Distance between the Image centroid and the Source Position (DISP) can be
calculated based on the Hillas parameters (Lessard et al. 2001). Furthermore, a parameter called
gammaness or hadronness = 1 − gammaness is estimated similarly to the event reconstruction
using a supervised machine learning approach. The hadronness parameter has a value between 0
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and 1, where a value of hadronness = 0 indicates an event to be most likely gamma-ray-induced.
With this, the data containing reconstructed shower parameters are at the DL2 stage.

DL2 data can be transformed to DL3, which is the standardized data format for gamma-ray data.
The standardized format GADF DL3 allows many advantages as the easier combination of data
from multiple telescopes and the possibility of making standardized data publicly available. GADF
DL3 data contains a list of information about selected gamma-ray-like events in combination with
information about the telescope’s response. The response 𝑅( ̂𝒑, �̂�|𝒑, 𝐸) of the telescope describes the
probability of reconstructing an event with true energy 𝐸 and true point of origin 𝒑 at an estimated
energy �̂� and an estimated point of origin ̂𝒑. This information is essential, as the observed counts

𝑁(�̂�, ̂𝒑) = ∫𝑡1𝑡0 d𝑡 ∫𝛺∫𝐸 d2𝐹(𝐸, 𝒑, 𝑡)
d𝐸d𝒑 𝑅( ̂𝒑, �̂�|𝒑, 𝐸) d𝐸 d𝒑 + 𝑏(�̂�, ̂𝒑) (4.1)

depend on the true gamma-ray flux 𝐹(𝐸, 𝒑, 𝑡), the instrument’s response 𝑅( ̂𝒑, �̂�|𝒑, 𝐸) and the
background 𝑏(�̂�, ̂𝒑). In the following, the two components of DL3 data, the event list and the IRFs
are presented in more detail.

4.1.1 Event Lists

One part of the information stored in DL3 files are event lists containing key information about all
selected events. The event selection is based on the shower parameters: Applying a hadronness
cut at e.g. hadronness = 0.3, only events with hadronness ≤ 0.3 end up in the final event selection.
In addition to the hadronness cut, a cut is made on the parametersize, e.g. size ≥ 50. According
to the documentation2 of the GADF, the mandatory columns of the EVENTS table are:

EVENT_ID Event identification number at the DL3 level.

TIME Event time.

RA Reconstructed event right ascension.

DEC Reconstructed event declination.

ENERGY Reconstructed event energy.

4.1.2 Instrument Response Functions

Not all gamma-ray-induced EAS passing an IACT end up in the list of gamma-like events. Some
will not even be triggered and even more will not pass the event selection criteria. Whether a
gamma-ray-induced shower is detected depends largely on the detector characteristics as well as
the primary gamma ray’s true point of origin in the FoV and its true energy 𝐸. As no artificial
gamma-ray source of VHE gamma rays exists, the response of the telescope system 𝑅( ̂𝒑, �̂�|𝒑, 𝐸)
cannot be measured directly. Instead, MC simulations are used to create multiple IRFs describing
the detector characteristics. According to the GADF, IRFs can contain the following components:

Effective Area 𝐴eff = 𝑁detected𝑁simulated
⋅ 𝐴 (4.2)

2GADF documentation: https://gamma-astro-data-formats.readthedocs.io/
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combines the efficiency of the telescope with the observable area 𝐴, in which events were
simulated. The efficiency can be calculated by the ratio of the number of detected events𝑁detected and the number of simulated events 𝑁simulated. According to the GADF, the effective
area 𝐴eff(𝐸, 𝒑) is stored as AEFF_2D in bins of FoV offset and true energy 𝐸. The effective
area is stored in units of m2.

Energy Dispersion 𝐸disp(�̂�|𝐸, 𝒑) gives the probability of an event with true energy 𝐸true to be
reconstructed with an energy 𝐸reco. According to the GADF, the energy dispersion is stored
as EDSIP_2D in FoV offset bins as a matrix with axes of true 𝐸 and reconstructed energy �̂�.

Point Spread Function PSF( ̂𝒑|𝐸, 𝒑) gives the probability of an event to be reconstructed in a
solid angle d𝛺, describing the estimated position ̂𝒑, at a specific offset from a point source.
Integrated over all solid angles, the PSF is normalized to 1. According to GADF, the PSF can
be stored in different formats. For IACTs, it was agreed to store the PSF as PSF_TABLE in
bins of true energy 𝐸, the FoV offset and the offset angle from the source position. The PSF
is stored in units of 1/sr.

With these components, the detector response becomes:𝑅( ̂𝒑, �̂�|𝒑, 𝐸) = 𝐴eff(𝐸, 𝒑) ⋅ 𝐸disp(�̂�|𝐸, 𝒑) ⋅ PSF( ̂𝒑|𝐸, 𝒑). (4.3)

The IRFs are strongly dependent on observational conditions like the Zd of the pointing and the
NSB resulting in a time dependency. Therefore, each observation is assigned to IRFs created with
MCs matching the particular observational conditions. With this, it is assumed that the IRFs do
not change significantly during a single observation.

In general, the IRFs can be calculated using diffuse or ring-wobble MCs: In the case of diffuse
MCs, the IRFs can be calculated in multiple offset bins and are therefore called multiple-offset IRFs.
By using ring-wobble MCs, the IRFs can only be calculated in one offset bin and are therefore
called single-offset IRFs.

In addition to the presented IRFs based on MCs, background models are sometimes considered
as an IRF as well. Background models describe the irreducible gamma-like background rate induced
by cosmic rays after the application of all cuts. According to the GADF, background models can
be stored as BKG_2D or BKG_3D: Assuming that the background is radially symmetric in the FoV,
BKG_2D models can be stored in bins of the FoV offset and the reconstructed energy. Additionally,
BKG_3D background models can be stored in bins of FoV coordinates and the reconstructed energy.
The background rate is given in units of 1/(sMeV sr). How background models can be created is
described in detail in chapter 11 and is then also realized in the course of this thesis.

If IRFs contain the PSF in addition to the effective area and the energy dispersion, they are called
full-enclosure IRFs. As it is very common for VHE observations to observe point sources with
a gamma-ray flux 𝐹(𝐸, 𝑡) the so-called point-like IRFs have been established. In addition to the
effective area and the energy dispersion, point-like IRFs include the parameter rad_max describing
the radius of an optimized directional cut around the assumed source position. According to the
GADF, rad_max can be stored as RAD_MAX and as RAD_MAX_2D: RAD_MAX is given as a single value
without any dependencies. RAD_MAX_2D is given in bins of the reconstructed energy and the FoV
offset. rad_max is given in units of degree. Depending on further analysis, there are limitations
to the parameter range of rad_max, explained in detail in section 8.2. The effective area and the
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energy dispersion have to be calculated especially for the selection of the on region, which is given
as a circle with radius rad_max around a source position at a specific offset from the FoV. With
this, (4.3) simplifies to 𝑅(�̂�|𝐸) = 𝐴eff(𝐸) ⋅ 𝐸disp(�̂�|𝐸) (4.4)

and the number of observed counts (4.1) has only an energy dependency left:

𝑁(�̂�) = ∫𝑡1𝑡0 d𝑡 ∫𝐸 d𝐹(𝐸, 𝑡)
d𝐸 𝑅(�̂�|𝐸) d𝐸 + 𝑏(�̂�). (4.5)

4.2 Automated Production of Standardized Data for the MAGIC
Telescopes

To analyze data taken by the MAGIC telescopes, the proprietary software MAGIC Analysis and
Reconstruction Software (MARS) was developed (Zanin 2013). MARS includes lots of executables
performing all steps of the MAGIC analysis including the low-level and the high-level analysis.
The event reconstruction and the estimation of the hadronness parameter is performed by the
MARS executables “coach” and “melibea”. With coach, machine learning models are trained using
off data labeled as hadronic data and MC simulations of gamma-ray induced events. With melibea,
the trained models are applied to data and also to MC test datasets. To convert the output from
melibea into standardized GADF conform DL3 format, the magicDL3 converter was developed
(Nigro 2023). In a configuration file passed to the magicDL3 converter, all final cuts are defined.

As described in subsection 3.4.3, MCs matching to the Zd range of the measured data and the
analysis period have to be chosen. Additionally, some steps in the low-level analysis of MARS
have to be adapted to the different moon conditions introduced in subsection 3.4.4. If one wants
to analyze data taken under different conditions, it can therefore easily come to the point that
one has to perform many individual analyses. To automatize the whole MAGIC analysis chain
including the magicDL3 converter, the AutoMAGIC project was initiated by Lena Linhoff, Cosimo
Nigro and myself in 2020. By the same people and Jan Lukas Schubert, the software was further
developed in the following years. AutoMAGIC is a database-driven code project written in Python
and is based on a Postgres database, where all jobs, needed to perform each step of the analysis,
are monitored. In an automated way, all jobs are created and submitted, so that the user only
has to provide a AutoMAGIC configuration file, in which all settings for the analysis are provided.
AutoMAGIC enables a reproducible and automated analysis up to GADF conform DL3 data and the
opportunity to perform the high-level analysis with the open-source software Gammapy. More
details about the AutoMAGIC project as well as the first results are presented in Lena Linhoff’s PhD
thesis (Linhoff 2021).

Motivated by the analysis presented in Part II of this thesis, I implemented the option to validate
a specific analysis with data from the Crab Nebula as well as the option to analyze non-standard
offset data with AutoMAGIC.

AutoMAGIC is able to produce point-like as well as full-enclosure IRFs, but up to now background
models are not included. To address the challenge of creating background models for data taken
under various conditions, Part III of this thesis presents studies on background dependencies and
new ways to create background models from non-simultaneous off data.
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4 Analysis of IACT Data

4.3 High-Level Analysis

To create science products (DL5 data) out of standardized DL3 data, the open-source Python
package Gammapy (Deil et al. 2017, Aguasca-Cabot et al. 2023) is developed by the community
of gamma-ray astronomers. Gammapy mainly builds on the Python packages astropy (Astropy
Collaboration et al. 2013, Astropy Collaboration et al. 2018, Astropy Collaboration et al. 2022),
SciPy (Virtanen et al. 2020) and Numpy (Harris et al. 2020).

In the first step, reduced DL4 datasets are produced: The events (and IRFs) are binned along two
spatial axes and an energy axis. Thus, in general, 3D dataset geometries are generated. Two more
specific cases are the 2D image analysis, in which a cube in only one energy bin is considered, and
the 1D spectral analysis, in which one spatial bin in multiple energy bins is considered. In this
section, the 1D spectral analysis and the 3D analysis producing scientific results like spectra, flux
points, lightcurves and sky maps are presented.

4.3.1 1D Spectral Analysis

In order to create a reduced 1D dataset, an on region around the assumed source position has to be
defined. For the analysis of DL3 data containing point-like IRFs, the on region is given by a circle
around the source position with the radius rad_max (see subsection 4.1.2). For the 1D analysis
of DL3 data containing full-enclosure IRFs, the on region can be defined as an arbitrary region.
Additionally, expected off counts have to be estimated. As introduced in subsection 3.4.2, most
observations of IACTs are performed in the wobble mode, which enables the definition of 𝑁off-regions

off regions with the so-called reflected-regions background method, visualized in Figure 4.3. As
the off regions have the same size as the on region, the background counts in the on region can be
estimated with: 𝑏 = 𝑡on/𝑡off⏟∶=𝛼 ⋅𝑁off. (4.6)

The parameter 𝛼 gives the fraction of observational times 𝑡on and 𝑡off off the on and off regions
respectively. If the off counts are determined by the wobble method, it is calculated by 𝛼 = 1/𝑁off-regions.
In case of a DL3 dataset including rad_max stored as RAD_MAX_2D, on and off regions have to be
defined in each energy bin. If the observations were performed in on mode or no off regions can
be found, it can also be required to estimate the off counts from a background model.

This procedure has to be done for every observation producing a spectral DL4 dataset for each
observation. Datasets of multiple observations can be stacked and further analyzed. Based on
this, Li&Ma significances, spectra and lightcurves can be created which is further described in the
following.

Source Detection

To determine if a source has been detected, the number of events 𝑁on in the on region must be
counted 𝑁on = 𝑠 + 𝑏 (4.7)

composed of signal counts 𝑠 and background counts 𝑏. In combination with the estimated off counts
calculated by (4.6) the excess 𝑠 = 𝑁on − 𝛼 ⋅ 𝑁off (4.8)
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Figure 4.3: Visualization of the reflected regions method applied to an exemplary Crab
Nebula observation. The observation was taken with the wobble mode and an offset of0.4° between Crab Nebula and the pointing position, indicated by a white cross. The on
region is defined as a circle with a radius of rad_max = 0.15° around the position of the
Crab Nebula. With the reflected region method, off regions are found, which have the
same size and the same offset to the pointing position as the on region. Also, the off
regions are not allowed to overlap with another off region or the on region.
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4 Analysis of IACT Data

as well as the Li&Ma significance (Li and Ma 1983)

𝜎Li&Ma = √2 ⋅ √𝑁on ⋅ ln (1 + 𝛼𝛼 ⋅ 𝑁on𝑁on + 𝑁off
) + 𝑁off ⋅ ln ((1 + 𝛼) ⋅ 𝑁off𝑁on + 𝑁off

) (4.9)

can be calculated. Traditionally, a significance of 𝜎Li&Ma = 3 is considered as a hint for signal,
while a significance of 𝜎Li&Ma = 5 is required to speak about a detection. Values of 𝜎Li&Ma = 3
and 𝜎Li&Ma = 5 are equivalent to a chance of 0.3 % and 0.000 06 % respectively of being a random
fluctuation.

Spectral Modeling

Extracting a spectrum describing the differential flux from an astrophysical source is one of the
main targets of the 1D analysis. The spectral model of a source is always investigated from data
from a time period in which the spectral model is assumed to be constant. To extract the gamma-ray
flux 𝐹(𝐸, 𝑡 = const.) = d2𝑁

d𝑡 d𝐴 (4.10)

out of (4.5) from an 1DDL4 dataset, twomethods exist: First, unfolding, which ismodel-independent,
but not implemented in Gammapy yet. And second, forward folding, fitting an assumed spectrum
to the data. Motivated by the first-order Fermi acceleration (Fermi 1954), most models base on a
power-law (PL) spectrum. Here the spectral models used in this thesis are presented:

PL spectral model 𝐹(𝐸) = 𝜙0 ( 𝐸𝐸0 )−𝛤 (4.11)

with the PL index 𝛤, the amplitude 𝜙0, and the reference energy 𝐸0.
Log-parabola spectral model 𝐹(𝐸) = 𝜙0 ( 𝐸𝐸0 )−𝛼−𝛽 log(𝐸/𝐸0) (4.12)

with the indices 𝛼 and 𝛽, the amplitude 𝜙0, and the reference energy 𝐸0.
In the cases of both models, the reference energy 𝐸0 is fixed and not fitted to the data. As introduced
in section 3.3, the flux of a distant source will be attenuated by the EBL. Applying the EBL absorption
factor of (3.5) to the PL spectrum (4.11), for example, becomes:

𝐹(𝐸) = 𝜙0 ( 𝐸𝐸0 )−𝛤 ⋅ 𝑒−𝜏(𝐸,𝑧). (4.13)

As a result of a fit, an optimized parameter set of the assumed spectral model is achieved. With
this, the number of predicted counts can be estimated by (4.5). How well the assumed spectral
model with the optimized parameter set actually fits the data can be checked by inspecting the
residuals between data and model as shown in Figure 4.4. In this example, a log-parabola spectral
model (4.12) was fitted to a stacked dataset of Crab Nebula observations taken with the MAGIC
telescopes.
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Figure 4.4: Energy-dependent comparison of the predicted signal counts by the fitted
spectral model and the observed excess counts for an exemplary stacked dataset of Crab
Nebula observations taken with the MAGIC telescopes.

Flux Point Calculation

In addition to the fitted spectrum, flux points can be estimated by fitting the norm parameter 𝜙0 of
the global spectral model in multiple energy bins. In Gammapy, a binned Poisson log-likelihood
approach is implemented, which was once developed for the analysis of Fermi-LAT data (Acero
et al. 2015). As the counts originate from event-based measurements, they are expected to follow a
Poisson distribution 𝑃𝜆(𝑘) = 𝜆𝑘𝑘! ⋅ 𝑒−𝜆, (4.14)

which assigns the probability to measure the number of counts 𝑘 ∈ ℕ0 in case of a mean value 𝜆.
The measured counts are a result of the flux of the source and the IRFs of the instrument. As the
spectral model, describing the source is fixed except for the norm parameter 𝜙0 and the IRFs are
also stable, the likelihood ℒ(𝜙0) only depends on the norm parameter. Minimizing the negative
log-likelihood − log (ℒ(𝜙0)) gives the best-fit value of ̂𝜙0. With this, a test statistic

𝑇 𝑆 = −2 log (ℒ(𝜙0)ℒ( ̂𝜙0)) = −2 (log (ℒ(𝜙0)) − log (ℒ( ̂𝜙0))) (4.15)

comparing a hypothesis 𝐻0 with the hypothesis 𝐻1 describing the best fit: 𝜙0 = ̂𝜙0 is defined. In
a binned log-likelihood approach the best-fit value of ̂𝜙0 and the 𝑇 𝑆 profile are calculated in all
energy bins. In every energy bin, it has to be decided if a significant flux was measured, so that
the so-called null-hypothesis 𝐻0, e.g. no signal, is tested. For the calculation, the 𝑇 𝑆 value (4.15)
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4 Analysis of IACT Data

is calculated for 𝜙0 = 0 ⋅ 1/(TeV cm2 s). As the 𝑇 𝑆 value is 𝜒 2 distributed, it is connected with the
Li&Ma significance (4.9): 𝜎Li&Ma = {√𝑇𝑆 for 𝑇 𝑆 ≥ 0−√−𝑇𝑆 for 𝑇 𝑆 < 0. (4.16)

Usually the null-hypothesis 𝐻0 is rejected for 𝜎Li&Ma ≥ 3σ and the best-fit value ̂𝜙0 is presented as
a significant flux point. For cases of 𝜎Li&Ma < 3σ, 2-𝜎 upper limits (UL) are determined by finding
the value 𝜙UL0 > ̂𝜙 for which the test statistic value is 𝑇 𝑆 = √4 = 2. 1-𝜎 uncertainties of flux points
are calculated in the same way by finding the lower error 𝜙LE0 < ̂𝜙 and higher error 𝜙HE0 > ̂𝜙, for
which the test statistic value is 𝑇 𝑆 = √1 = 1. For an exemplary dataset of the Crab Nebula, the
results of the binned Poisson log-likelihood approach are presented in Figure 4.5 on the axis of the
differential energy flux multiplied by the square of the energy

𝐸2 d𝐹
d𝐸 = 𝐸2 d3𝑁

d𝑡 d𝐴d𝐸 . (4.17)

In addition to the best-fit flux values and their uncertainties or the upper limit, the fit statistic
difference is visualized in each energy bin.
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Figure 4.5: Visualization of the results from the binned Poisson log-likelihood approach
applied to an exemplary Crab Nebula dataset: In each bin, the estimated flux points
and 1-𝜎 uncertainties or 2-𝜎 UL are presented by orange markers. Also, the fit statistic
difference is shown in each energy bin. Additionally, the assumed spectral model is
presented by a gray line.
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4.3 High-Level Analysis

Lightcurve

To investigate the time-dependency of the flux of a source, a so-called lightcurve is created. The
calculation is equivalent to the calculation of flux points, but this time, the norm parameter 𝜙0
of the global spectral model is fitted in one energy bin, but in multiple time bins. The time bins
can be chosen arbitrarily, but typically the lightcurve is calculated with run-wise or night-wise
binning. For a weak source, it can make sense to choose even larger time bins due to low statistics,
like month-wise or year-wise bins, and for a strong source with strong variability, smaller bins
should be chosen dependent on the variability.

4.3.2 3D Morphological Analysis

With a 3D analysis, not only the energy dependency but also spatial components are analyzed.
To analyze parts of the sky including extended sources, DL3 datasets containing multi-offset
full-enclosure IRFs are required. In order to create a reduced 3D dataset, a geometry with two
spatial and one energy axis is defined. For each observation, a map dataset with this predefined
geometry is created. In this step, typically the background model stored in the DL3 data is adjusted
to the particular observation. The created map datasets can also be stacked into DL4 map dataset.

To model sources in the FoV, for each one a source model containing a spectral and a spatial
component have to be defined. The spectral component is handled as explained in the 1D analysis,
for example, it can be described as a PL model (4.11) or a log-parabola model (4.12). For the
description of spatial components, various models are implemented in Gammapy, for example:

Point spatial model 𝐹(𝑙𝑜𝑛, 𝑙𝑎𝑡) = 𝛿(𝑙𝑜𝑛 − 𝑙𝑜𝑛0, 𝑙𝑎𝑡 − 𝑙𝑎𝑡0) (4.18)

dependent on the longitude 𝑙𝑜𝑛 and the latitude 𝑙𝑎𝑡 and the source coordinates (𝑙𝑜𝑛0, 𝑙𝑎𝑡0).
Disk spatial model 𝐹(𝑙𝑜𝑛, 𝑙𝑎𝑡) = 12𝜋 (1 − cos(𝑟0)) ⋅ {1 for 𝜃 ≤ 𝑟00 for 𝜃 > 𝑟0 (4.19)

dependent on the sky separation 𝜃 from the center position (𝑙𝑜𝑛0, 𝑙𝑎𝑡0) and the radius 𝑟0.
Based on a DL4 map dataset and the source models, Gammapy can calculate correlated excess,
significance and flux maps. For this kind of morphological analysis, the DL3 data is required to
contain background models.
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Introduction 5
The exploration of black holes has captivated the human imagination, especially since the ground-
breaking achievement of the first image of a black hole by The Event Horizon Telescope Collab-
oration et al. 2019. Together with the first detection of a neutrino flux from a blazar (IceCube
Collaboration 2018b), significant discoveries have been made in the field of AGN in recent years.
With this, lots of fundamental questions were answered, but numerous new questions have arisen
challenging scientists in different astronomical fields. As summarized in section 2.2, also many
questions about AGN remain unanswered. TeV-detected radio galaxies are crucial in answering
these questions since they offer unique opportunities for MWL observations of individual jet
components and gamma flux, as described in section 2.2.

Part II is about increasing the - up to now - small population of only six sources and is structured
as follows:

Chapter 6 introduces the proposal “Hunting TeV Radio Galaxies” and gives an overview of the
two TeV radio galaxy candidates TXS 0149+710 and 4C +39.12.

Chapter 7 and 8 present the MAGIC analyses of TXS 0149+710 and 4C +39.12, respectively.
Standardized DL3 data including point-like single-offset IRFs are created with AutoMAGIC. For
each source, a 1D spectral analysis, as described in subsection 4.3.1, is performed using Gammapy.
Additionally, the analysis pipeline with AutoMAGIC and Gammapy is validated with analyses from
the Crab Nebula data taken under various observational conditions.

Chapter 9 gives concluding remarks and presents future prospects for the enlargement of the
TeV-detected radio galaxy population.
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Hunting TeV Radio Galaxies with the MAGIC
Telescopes 6
A former study (Mender 2019) searches for a set of radio galaxies, for which there is a reasonable
chance of detecting themwith theMAGIC telescopes. In this study, morphological information from
the all-sky catalog of local radio galaxies (van Velzen et al. 2012) was combined with information
about the GeV-gamma-ray emission from the Third Catalog of Hard Fermi-LAT Sources (3FHL)
(Ajello et al. 2017). As a result, two sources – TXS 0149+710 and 4C +39.12 – were identified as
promising TeV radio galaxy candidates. Observations of both sources with the MAGIC telescopes
were suggested by the proposal named “Hunting TeV Radio Galaxies”. In the following, known
characteristics of these sources delivered from different wavelengths are presented:

Radio:

TXS 0149+710 was observed with the Very Large Array (VLA) at a frequency of 1.4 GHz
and 4.9 GHz (Lara et al. 2001). From the obtained image at 1.4 GHz, presented in Figure 6.1, it
is visible that the morphology is dominated by one wide jet, but also a component assigned
to a possible counter jet was detected. Additionally, the source was monitored by the
Monitoring Of Jets in Active galactic nuclei with VLBA Experiments (MOJAVE) program
(Lister et al. 2018) between 2017 and 2021. From this data, a maximum jet velocity of𝛽max = 𝑣max/𝑐 = 0.286 ± 0.032 was derived by Lister et al. 2021.

The radio morphology of 4C +39.12 was observed by Giovannini et al. 2001 with the Very-
Long-Baseline Array (VLBA) and one single VLA antenna at a frequency of 5GHz. In the
VLBA image, which is shown in Figure 6.2, a one-sided jet is visible for more than 50 pc. At15 pc from the core, a limb-brightened structure of the jet could be present. The jet velocity
is constrained to 𝛽 = 𝑣/𝑐 > 0.5, so the Lorentz factor is constrained to 𝛾 > 1.15. Additionally,
the allowed range of the viewing angle is constrained to 𝜃 < 45°. Assuming a Lorentz factor
of 𝛾 = 5, the allowed range is 35° ≤ 𝜃𝛾=5 ≤ 45°. In this scenario, the allowed range of the
Doppler factor is 1.01 ≥ 𝛿𝛾=5 ≥ 0.65. In conclusion, Giovannini et al. 2001 state that the
source could be classified as intermediate or low-power BL Lac source, whose observed core
power is too low to dominate the optical emission and is therefore classified as galaxy.

Optical:

In the optical spectrum of TXS 0149+710, measured with the Multiple Mirror Telescope,
narrow spectral emission lines are present, whereas broad spectral emission lines are not
(Marchã et al. 1996). This indicates, that the broad line region is obscured and therefore the
viewing angle is tendentious large.

Also, the redshift distances from the NED1 listed in Table 6.1 originate from optical observa-
tions. Both sources have a redshift about 𝑧 ≈ 0.02 and are therefore relatively close.

1NASA Extragalactic Database (NED): https://ned.ipac.caltech.edu/
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6 Hunting TeV Radio Galaxies with the MAGIC Telescopes

Figure 6.1: VLA map of TXS 0149+710 at 1.4 GHz (Lara et al. 2001). The arrow marks
the core position of the galaxy.

Figure 6.2: VLBA image of 4C +39.12 with natural weight at 5GHz. The Half Power
Beam Width (HPBW) is 6mas. The noise level is 0.08mJy beam−1, and the levels are−0.25,0.25, 0.5, 0.75, 1, 1.5, 3, 5, 10, 20, 30, 50, 70, and 100mJy beam−1. The unit of the
colorbar is mJybeam−1. Figure and caption originate from Giovannini et al. 2001.
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(High-Energy) Gamma Rays:

In an energy range from 10GeV to 2 TeV the 3FHL catalog (Ajello et al. 2017) offers infor-
mation about variability and spectral shape. The variability analysis based on the Bayesian
blocks method led to no evidence for time variability in the case of TXS 0149+710 and 4C
+39.12. This is also confirmed by the Fourth Fermi-LAT catalog of 𝛾-ray sources (4FGL)
(Abdollahi et al. 2020) in an energy range from 50MeV to 1 TeV, from which the variability
indices are 13.93 and 14.22 for TXS 0149+710 and 4C +39.12 respectively. Only a variability
index above the threshold of 72.44 would indicate a < 1% chance of being a steady source.
The 3FHL catalog reports no significant curvature for the spectrum of both sources, thus
the spectral flux can be described by a PL spectrum (4.11). The parameters PL index 𝛤,
amplitude 𝜙0, and reference energy 𝐸0 are listed in Table 6.1.

VHE Gamma Rays:

Motivated by a detection of a 93GeV photon by Fermi-LAT, TXS 0149+710was observed by
MAGIC during two nights in 2017 for a total observation time of 1.6 h without a detection.

4C +39.12was already observed between October 2000 and February 2001 with the Whipple10m Telescope (de La Calle and VERITAS Collaboration 2001). 12.7 h of good-quality on-
source data resulted in a 99.9 % confidence upper limit to the flux of 21 × 10−12 1/(cm2 s)
above 390GeV.

Table 6.1: Redshift distance 𝑧 from NED and parameters of the PL spectrum from the
3FHL catalog (Ajello et al. 2017) for the sources TXS 0149+710 and 4C +39.12: PL index 𝛤,
amplitude 𝜙0, and reference energy 𝐸0.

TXS 0149+710 4C +39.12𝑧 0.0228 0.0202𝛤 1.9 ± 0.3 1.8 ± 0.3𝛷0/(10−13cm−2GeV−1s−1) 4 ± 1 2.3 ± 0.8𝐸0/GeV 33.566 27.612
To estimate how much observation time is required for a detection with the MAGIC telescopes,

a spectrum in the TeV range has to be assumed. For this, Mender 2019 extrapolated the 3FHL PL
spectra from the GeV to the TeV range. Combined with an exponential term describing the EBL
absorption, the following spectra are assumed according to (4.13):

𝐸2d𝐹/d𝐸(𝐸)TXS 0149+710 = (4 ± 1) 10−13 cm−2GeV−1s−1 ( 𝐸33.566GeV)−(1.9±0.3) (6.1)⋅ exp (−𝜏(𝐸, 0.0228))
𝐸2d𝐹/d𝐸(𝐸)4C +39.12 = (2.3 ± 0.8) 10−13 cm−2GeV−1s−1 ( 𝐸27.612GeV)−(1.8±0.3) (6.2)⋅ exp (−𝜏(𝐸, 0.0202)) .
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6 Hunting TeV Radio Galaxies with the MAGIC Telescopes

The PL parameters are those, listed in Table 6.1. The optical depth 𝜏 (𝐸, 𝑧) depends on the energy 𝐸
and the redshift 𝑧 of the source. For the following calculations, the EBL modeling by Domıńguez
et al. 2011 is used. In Figure 6.3, the data extracted from the 3FHL catalog and the assumed spectra
is presented. Additionally, the MAGIC sensitivity (Aleksić et al. 2016b) for observations under low
and medium zenith distances is shown. With this information, expected Li&Ma significances were
calculated by Mender 2019 using the MAGIC Source Simulator 2020 resulting in

• 7.7 𝜎 for 30 h medium zenith distance observations of TXS 0149+710 and

• 8.3 𝜎 for 30 h low zenith distance observations of 4C +39.12.

The sensitivities of different zenith distance ranges were used, as for the MAGIC telescopes TXS
0149+710 is only visible in the medium zenith distance range whereby 4C +39.12 can also be
observed under low zenith distance conditions. Initiated by the “Hunting TeV Radio Galaxies”
proposal, observations of both sources have been performed in the time period from 2019 to 2023.
Unfortunately, due to external circumstances such as the outbreak of the Covid-19 pandemic in
2020 as well as the volcanic eruption on La Palma in 2021, only ≈ 13 h of good-quality data were
collected for each source. The results of all observations are presented in chapter 7 and chapter 8
for TXS 0149 and 4C +39.12 respectively.
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Figure 6.3: Illustration of the spectral information of TXS 0149+710 (upper plot) and
4C +39.12 (lower plot) from the 3FHL catalog (Ajello et al. 2017): The flux points are
presented by blue markers whereas the PL spectra are presented by dashed blue lines.
The assumed spectra (6.1) and (6.2) composed by this PL spectrum and an EBL absorption
factor are presented by solid blue lines. The grey bands indicate 1-𝜎 uncertainty regions.
Additionally, the MAGIC sensitivity (Aleksić et al. 2016b) is presented by black markers.
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Analysis of the Radio Galaxy TXS 0149+710 7
The MAGIC analysis of TXS 0149+710 is performed using the software AutoMAGIC V0.2 and
Gammapy v1.0.1, which are introduced in section 4.2 and section 4.3, respectively. For the analysis,
MAGICDL3 data containing point-like single-offset IRFs are producedwith AutoMAGIC. All available
data is inspected, and quality cuts are applied. Then the analysis pipeline of AutoMAGIC and
Gammapy is validated with analyses of the Crab Nebula data taken with multiple observational
conditions. Finally, the results of a 1D spectral analysis, a 𝜃2 plot, a lightcurve and a SED of TXS
0149+710 are presented.

7.1 Data Inspection

TXS 0149+710 was observed with the MAGIC Telescopes for 17 nights. Table 7.1 lists the dates
of those observations and the corresponding analysis periods. The observations in ST.03.08 were
triggered by a detection of a 93GeV photon by Fermi-LAT, whereas all following observations
were induced by the “Hunting TeV Radio Galaxies” proposal.

To ensure good data quality, only observations taken under good weather conditions are selected
for the analysis. For the definition of the selection criteria measurements of the LIDAR and the
pyrometer, both introduced in subsection 3.4.5, are used. The first criterion is the transmission
of the atmosphere at 9 km, which has to be above 0.8. If the LIDAR was not working during the
observation, the Cloudiness is used as selection criteria: in this case the Cloudiness value has to
be below 30. If neither transmission at 9 km nor Cloudiness is provided, the observations will not
be used in the following analysis.

In the two uppermost plots of Figure 7.1, the averaged transmission at 9 km and the averaged
Cloudiness are shown for each run respectively. As a result of the data selection, rejected runs
are displayed by orange markers whereas blue markers represent the runs used for the following
analysis. In the two lower plots of Figure 7.1, the averaged zenith distance and DC1 (see: sub-
section 3.4.4) are shown. As visible, all observations were taken in the medium zenith distance
range (35° – 50°). Furthermore, all selected runs are taken under moon0 or moon1 conditions (see:
subsection 3.4.4). To take all observation conditions into account, the analysis is divided into three
separate ones listed in Table 7.2.

To validate the gamma/hadron separation and the energy and direction reconstruction of these
analyses, Crab Nebula observations taken under the same observational conditions are analyzed.
Those results are presented in section 7.2.
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7 Analysis of the Radio Galaxy TXS 0149+710

Table 7.1: Overview of all MAGIC observations of TXS 0149+710.

Analysis period Date of observation Comment

ST.03.08
2017-08-30
2017-09-14

ST.03.16

2020-12-09
2020-12-19
2020-12-21
2020-12-22
2021-01-21
2021-08-29
2021-08-30
2021-09-01

ST.03.17
2022-01-09

All data discarded
2022-01-10

ST.03.18
2022-08-20

All data discarded
2022-08-24

ST.03.19
2022-12-21

MCs not available yet2022-12-24
2023-02-26

Table 7.2: Overview of all separate analyses, which are performed to analyze the data of
TXS 0149+710.

Analysis period Moon condition Zenith distance range

ST.03.08 moon0 medium
ST.03.16 moon0 medium
ST.03.16 moon1 medium
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Figure 7.1: Observational conditions of the MAGIC observations of TXS 0149+710. The
averaged transmission at 9 km, the averaged Cloudiness, the averaged zenith distance,
and the DC1 are shown for each run respectively. The data selection is based on the
transmission at 9 km, and if this parameter is not available on the Cloudiness. The
accepted and rejected value ranges are visualized by the green and red colored background,
respectively. The blue markers represent the selected runs whereas rejected runs are
displayed by orange markers. For the zenith distance and the DC1, dashed lines represent
ranges in which different analyses are required.
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7 Analysis of the Radio Galaxy TXS 0149+710

7.2 Validation of the Analysis Pipeline with Crab Nebula Data

To validate all analyses listed in Table 7.2, Crab Nebula runs taken under the same observational
conditions are analyzed.

In the analysis period ST.03.08, only two Crab Nebula observations (run numbers: 5066372,
5066373) were taken under these observational conditions. Unfortunately, the weather conditions
were very bad (averaged transmission at 9 km: 0.29, 0.34), so the observation cannot be used
for validation. Therefore, two observations (run numbers: 5061686, 5061687) from the previous
analysis period ST.03.07 are used. In AutoMAGIC, it is not implemented to analyze observations
from another analysis period. Thus, the MARS executable melibea and the magicDL3 converter are
executed by hand. For this, MARS V2-19-14 and magicDL3 v0.1.9 were used. The corresponding
magicDL3 configuration file can be found in section A.1.

For the analyses of data from the analysis period ST.03.16, the corresponding DL3 data was
created using AutoMAGIC V0.2, the corresponding configuration file can be found in section A.2.
It should be noted that in the configuration file forced_coach_job_ids is set. This ensures that
exactly the same coach jobs used for the analysis of TXS 0149+710 are used. This feature was
implemented in AutoMAGIC for the validation of the analysis pipeline with Crab Nebula data.

As a result of a 1D spectral analysis (see: subsection 4.3.1), Figure 7.2 shows the 𝜃2 distributions
of the on and off events are for each analysis. The displayed Li&Ma significances show, that the
Crab Nebula is detected in every case. To compare the analyses with a former analysis (Aleksić
et al. 2015), lightcurves and SEDs are produced. The results shown in Figure 7.3 and Figure 7.4
indicate good agreement for each analysis. In the case of the moon analysis, it should be noted
that the spectrum is a bit below the reference as visible in Figure 7.4c. This could be an effect of
statistics as only 1.57 h of data is available. Also, it could be an effect of the moon analysis. All in
all, the analyses of the Crab Nebula validate the analysis pipeline, which is therefore applied to the
data of TXS 0149+710. The results of this analysis are presented in the next section.
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Figure 7.2: 𝜃2 distributions of the on and off events in the energy range of0.1 TeV to 30 TeV for observations of the Crab Nebula. The displayed values of 𝑁on
and 𝑁off are on and off counts, which survive the energy-dependent 𝜃2 cut. Additionally,
the resulting Li&Ma significance, calculated by (4.9), and the total selected observation
time are shown. Each plot presents the results for dedicated analysis conditions.
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Figure 7.3: Each plot presents the run-wise lightcurve of the Crab Nebula above 300GeV
for dedicated analysis conditions. The fluxes are stable and in good agreement with the
reference (2.2) of former observations (Aleksić et al. 2015), which is indicated by a grey
dashed line.
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Figure 7.4: SEDs of the Crab Nebula for dedicated analysis conditions. The results are
compatible the reference (2.1) from former observations (Aleksić et al. 2015). The grey
bands indicate 1-𝜎 uncertainty regions.
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7 Analysis of the Radio Galaxy TXS 0149+710

7.3 Results

In total, 13.24 h of observations of TXS 0149+710 were selected by the quality criteria presented
in section 7.1. Up to DL3, the analysis is performed with AutoMAGIC V0.2. The corresponding
configuration files can be found in A.3 and A.4 for the analysis periods ST.03.08 and ST.03.16,
respectively. The following high-level analysis is performed using Gammapy V1.0.1 (Aguasca-
Cabot et al. 2023). To avoid the effects of a non-symmetric acceptance, one off region symmetric
to the on region is used: 𝑁Off-regions = 1. As displayed in Figure 7.5, applying the Li&Ma formula
(4.9) gives a significance of 𝜎Li&Ma = 0.32. Thus, neither a hint of detection nor a detection can be
claimed. In Figure 7.6, the run-wise and year-wise lightcurve UL are shown. The source was not
detected in any individual bin. Detailed information about the resulting best fit 𝐸2d𝐹/d𝐸 and the
UL at a confidence level of 95 % (𝐸2d𝐹/d𝐸)UL can be found in Table 7.3. For the calculations, the
spectrum described by (6.1), consisting of a PL spectral model and an EBL absorption factor, was
assumed. As visible, the √𝑇𝑆 value is significantly negative for the energy bin from 3.06 TeV to5.42 TeV resulting in a negative upper limit value. This result is non-physical and most probably
caused by a statistical effect. All physical ULs of the differential energy spectrum are presented
in Figure 7.7. For comparison, the data points and the PL spectrum from the 3FHL catalog are
displayed (Ajello et al. 2017). The MAGIC results generated with this analysis are consistent with
the Fermi-LAT data points and the assumed spectrum. In Figure 7.8, the results are presented in
an overall multi-wavelength context. A two-humped structure, as described in section 2.2 can be
recognized.

Table 7.3: Information about the √𝑇𝑆 value, whether the result is an upper limit, the
best-fit value 𝐸2d𝐹/d𝐸, and the upper limits (𝐸2d𝐹/d𝐸)UL at a confidence level of 95.00 %
in each energy bin for TXS 0149+710.𝐸_min 𝐸_max √𝑇𝑆 is_ul 𝐸2d𝐹/d𝐸 (𝐸2d𝐹/d𝐸)UL/TeV /TeV / (103 TeV cm−2 s−1) / (103 TeV cm−2 s−1)0.10 0.18 nan False nan nan0.18 0.31 0.92 True 9.23 × 10−16 nan0.31 0.55 −0.80 True −4.60 × 10−16 6.85 × 10−160.55 0.98 −0.18 True −7.19 × 10−17 7.09 × 10−160.98 1.73 0.41 True 1.22 × 10−16 7.15 × 10−161.73 3.06 1.55 True 4.41 × 10−16 1.02 × 10−153.06 5.42 −3.48 True −8.36 × 10−16 −4.05 × 10−165.42 9.59 −0.24 True −7.91 × 10−17 6.08 × 10−169.59 16.96 1.13 True 1.99 × 10−16 8.20 × 10−1616.96 30.00 −1.09 True −1.31 × 10−16 nan

50



7.3 Results

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200

θ2 / deg2

0

200

400

600

800

1000

1200

1400

1600

C
o
u
n
ts

Non = 4588
Noff = 4557
σLi&Ma = 0.32
tobs = 13.24 h

On

Off

Figure 7.5: 𝜃2 distributions of the on and off events in the energy range of0.1 TeV to 30 TeV for all selected observations of TXS 0149+710. The displayed val-
ues of 𝑁on and 𝑁off are on and off counts, which survive the energy-dependent 𝜃2 cut.
Additionally, the resulting Li&Ma significance, calculated by (4.9), and the total selected
observation time are shown.
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Figure 7.6: Night-wise and year-wise lightcurve of TXS 0149+710. The obtained 2-σ ULs
are calculated assuming the spectrum given by (6.1), consisting of a PL spectral model
and an EBL absorption factor.
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Analysis of the Radio Galaxy 4C +39.12 8
The MAGIC analysis of 4C +39.12 is performed very similarly to the analysis of TXS 0149+710
presented in chapter 7 using the software AutoMAGIC V0.2 and Gammapy v1.0.1, which are intro-
duced in section 4.2 and section 4.3, respectively. Due to incorrect pointing, however, there is a
peculiarity in the data that must be taken into account in this analysis. In the following, available
data is inspected and the adapted analysis is presented in particular. Again, resulting analyses
are validated by analyses of the Crab Nebula data taken under similar observational conditions.
Finally, the results of a 1D spectral analysis of 4C +39.12 are presented.

8.1 Data Insepction

Table 8.1: Overview of all MAGIC observations of 4C +39.12.

Analysis period Date of observation Comment

ST.03.12

2019-10-28

Regular pointing

2019-10-29
2019-10-30
2019-11-03
2019-11-04
2019-11-26
2019-11-28
2019-11-29

ST.03.12

2019-12-21

Irregular pointing

2019-12-22
2019-12-23
2019-12-24
2019-12-28
2019-12-31
2020-01-03

The MAGIC observations of 4C +39.12 were performed in the nights between 2019-10-28 and 2020-
01-03, which are all listed in Table 8.1. All observations were induced by the ”Hunting TeV radio
galaxies” proposal. From the night of 2019-12-20 on, the observations were performed with the
wrong settings of the source position. In Figure 8.1, the pointing positions of the regular and also
the irregular observations are shown. As visible, some offsets from the irregular pointing positions
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8 Analysis of the Radio Galaxy 4C +39.12

to the source position deviate significantly from the standard of 0.4°. In Table 8.2, the observation
durations are listed for the different wobble offsets. For those non-standard observations, the
following procedures are used: Observations with an offset of 0.16° are discarded because all
potential off regions are too close to the source position and could therefore contain gamma rays
originating from the source. Observations with an offset of 0.42° are analyzed with the standard
analysis using standard-ringwobble MCs. For observations with an offset of 0.53° and 0.66° an
adjusted analysis is applied, which is presented in section 8.2.

Table 8.2: Overview of the durations of the 4C +39.12 observations.

Wobble positions Wobble offset / deg Observation duration / h
Regular pointings W1, W2, W3, W4 0.4 8.40

Irregular pointings

W1′ 0.53 2.05
W2′ 0.42 1.74
W3′ 0.66 1.66
W4′ 0.16 2.06

All observations 15.92
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Figure 8.1: Pointing positions of the observations of 4C +39.12, whose position in the
sky is represented by an orange star. In the case of regular wobble observations (left
side), the pointing positions have an offset of 0.4° to the source position. Due to a mistake
during telescope operations, some observations were performed with the wrong source
position. This leads to wobble positions with irregular offsets to the source position
(right side) and the need for an adjusted analysis. In both plots, the regular pointing
positions are marked by blue crosses, while the irregular pointing positions are marked
by green crosses.

56



8.1 Data Insepction

NaN

0

0.8

1
T
ra
n
sm

is
si
on

@
9
k
m

Selected runs Rejected runs

NaN

0

30

100

C
l
o
u
d
i
n
e
s
s

5

35

50

62

Z
en
it
h
d
is
ta
n
ce

/
d
eg

5
0
8
6
2
5
3

5
0
8
6
2
5
4

5
0
8
6
2
5
5

5
0
8
6
3
0
1

5
0
8
6
3
0
2

5
0
8
6
3
0
3

5
0
8
6
3
3
6

5
0
8
6
3
3
7

5
0
8
6
3
3
8

5
0
8
6
3
3
9

5
0
8
6
3
4
0

5
0
8
6
3
4
1

5
0
8
6
3
4
2

5
0
8
6
3
4
3

5
0
8
6
3
9
2

5
0
8
6
3
9
3

5
0
8
6
4
4
9

5
0
8
6
4
5
0

5
0
8
6
4
5
1

5
0
8
6
8
9
3

5
0
8
6
8
9
4

5
0
8
6
8
9
5

5
0
8
6
8
9
6

5
0
8
7
0
3
8

5
0
8
7
0
3
9

5
0
8
7
0
4
0

5
0
8
7
0
4
1

5
0
8
7
0
4
2

5
0
8
7
0
4
3

5
0
8
7
0
4
4

5
0
8
7
4
9
5

5
0
8
7
4
9
7

5
0
8
7
4
9
8

5
0
8
7
4
9
9

5
0
8
7
5
0
1

5
0
8
7
5
0
2

5
0
8
7
5
0
3

5
0
8
7
5
0
5

5
0
8
7
5
3
5

5
0
8
7
5
3
6

5
0
8
7
6
1
1

5
0
8
7
6
1
2

5
0
8
7
6
4
0

5
0
8
7
7
5
2

5
0
8
7
7
5
4

5
0
8
7
7
5
5

5
0
8
7
9
3
2

5
0
8
8
0
9
5

5
0
8
8
0
9
6

Run number

0

2

4

6

8

D
C
1
/
(1
0
−
6
A
)

Figure 8.2: Observational conditions of the MAGIC observations of 4C +39.12. The
averaged transmission at 9 km, the averaged Cloudiness, the averaged zenith distance,
and the DC1 are shown for each run respectively. The data selection is based on the
transmission at 9 km, and if this parameter is not available on the Cloudiness. The
accepted and rejected value ranges are visualized by the green and red colored background,
respectively. The blue markers represent the selected runs whereas rejected runs are
displayed by orange markers. For the zenith distance and the DC1, dashed lines represent
ranges in which different analyses are required. Runs with a wobble offset of 0.16° are
not shown.
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8 Analysis of the Radio Galaxy 4C +39.12

Furthermore, the transmission of the atmosphere at 9 km and the Cloudiness are considered
to ensure high-quality data. The same selection criteria as in the analysis of TXS 0149+710 are
applied (see section 7.1). The overall data selection is illustrated in Figure 8.2, where also the
observational conditions in terms of zenith distance and DC1 are presented. All observations are
performed under dark conditions (moon0: 0 µA – 2.2 µA), where some runs are taken in the low
zenith distance range (5° – 35°) and others in the medium zenith distance range (35° – 50°). All in
all, four different analyses listed in Table 8.3 have to be performed. Those are validated by analyses
of the Crab Nebula presented in section 8.3.

Table 8.3: Overview of all separate analyses, which are performed to analyze the data of
4C +39.12.

Analysis period Moon condition Zenith distance range MC set

ST.03.12 moon0 low ring-wobble
ST.03.12 moon0 low diffuse
ST.03.12 moon0 medium ring-wobble
ST.03.12 moon0 medium diffuse

8.2 Special Offset Analysis

To analyze a point source like 4C +39.12, DL3 data with point-like single-offset IRFs are created.
In the case of a standard offset of 0.4° ring-wobble MCs are used. To analyze observations with a
non-standard wobble offset, diffuse MCs have to be used. Before, it was not implemented in the
magicDL3 converter to create single-offset IRFs for other offsets than 0.4°. In contrast to multiple-
offset IRFs, single-offset IRFs have the advantage that the edges of the single offset can be adjusted
to be centered around the offset where the point source was observed. To take advantage of this, I
implemented this option to the magicDL3 converter and the version v0.0.11 was released. With
this, IRFs are then calculated in single offset bins, whose limits are listed in Table 8.4. The values
for an offset of 0.4° are only used for the analysis of Crab Nebula data in section 8.3 for validation,
not for the actual analysis of 4C +39.12 observations, where the standard analysis is applied to
observations with a wobble offset of 0.4°.

Furthermore, the parameter range of rad_max (see subsection 4.1.2) has to be adapted for non-
standard wobble observation. To avoid overlapping on and off regions, the upper edge of the
parameter range has to be calculated depending on the wobble_offset and the number of off
regions 𝑁off-regions. The geometric considerations for the calculation of rad_max are visualized in
Figure 8.3 for the case 𝑁off-regions = 3. The drawn angle𝜙 = 𝜋𝑁off-regions + 1 (8.1)

depends on the 𝑁off-regions. With this, the maximum allowed value of rad_max is calculated as

rad_maxmax = wobble_offset ⋅ sin ( 𝜋𝑁off-regions + 1) . (8.2)
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8.2 Special Offset Analysis

Thus, the maximum allowed value of rad_max is equal to the wobble_offset in the case that only
one off position is selected. For the most common case of 𝑁off-regions = 3 the resulting maximal
allowed values of rad_max are listed in Table 8.5, for all different values of the wobble_offset of
this dataset. The lower end is constrained by the PSF of the telescope, which is in case of MAGIC
rad_maxmin ≈ 0.1° (Aleksić et al. 2016b).

The described adaption for non-standardwobble observations has been implemented to AutoMAGIC
and can thus be performed in an automated and reproducible procedure.

Table 8.4: Offset range of point-like single-offset IRFs produced from diffuse MCs.

wobble_offset / deg dl3.minOffset / deg dl3.maxOffset / deg

0.4 0.3 0.48
0.53 0.48 0.58
0.66 0.61 0.71
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Figure 8.3: Illustration of the on and off regions in case of 𝑁off-regions = 3. Dependent on
the wobble_offset the maximal allowed value of rad_max can be calculated.
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8 Analysis of the Radio Galaxy 4C +39.12

Table 8.5: Parameter range of rad_max dependent on the wobble_offset for the case𝑁Off = 3.
wobble_offset / deg rad_maxmin / deg rad_maxmax / deg0.4 0.1 0.280.53 0.1 0.370.66 0.1 0.47
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Figure 8.4: Energy dependency of the parameter rad_max calculated for multiple offsets0.4°, 0.53° and 0.66°. The allowed parameter range for each offset is listed in Table 8.5.
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8.3 Validation of the Analysis Pipeline with Crab Nebula Data

To validate all required analyses listed in Table 8.3, Crab Nebula data from ST.03.12 taken under
low and medium zenith distances are analyzed. As only Crab Nebula data with a standard wobble
offset of 0.4° is available, these data is analyzed twice: once using models trained with standard
ring-wobble MCs and once using models trained with diffuse MCs. Up to DLs data, the analyses
are performed with AutoMAGIC V0.3 using the configuration files provided in section A.5 and
section A.6. In Figure B.2, Figure B.5 and Figure B.7 the 𝜃2 distributions, lightcurves and SEDs are
presented, respectively. As visible, the results are in good agreement with the reference (Aleksić
et al. 2015) and also the adapted analysis using diffuse MCs is producing almost the same results as
the standard analysis.
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Figure 8.5: 𝜃2 distributions of the on and off events in the energy range from0.1 TeV to 30 TeV for observations of the Crab Nebula. The displayed values of 𝑁on
and 𝑁off are on and off counts, which survive the energy-dependent 𝜃2 cut. Additionally,
the resulting Li&Ma significance, calculated by (4.9), and the total selected observation
time are shown. Each plot presents the results for dedicated analysis conditions.
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(b) ST.03.12, medium zenith, moon0, ring-wobble MC.
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(c) ST.03.12, low zenith, moon0, diffuse MC.
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Figure 8.6: Each plot presents the run-wise lightcurve of the Crab Nebula above 300GeV
for dedicated analysis conditions. The fluxes are stable and in good agreement with the
reference (2.2) of former observations (Aleksić et al. 2015) which is indicated by a grey
dashed line.
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(b) ST.03.12, medium zenith, moon0, ring-wobble MC.
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Figure 8.7: SEDs of the Crab Nebula for dedicated analysis conditions. The results are
compatible with a reference (2.1) of former observations (Aleksić et al. 2015). The grey
bands indicate 1-𝜎 uncertainty regions.
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8 Analysis of the Radio Galaxy 4C +39.12

8.4 Results

In total, 13.74 h of observations of 4C +39.12 were selected applying quality criteria presented in
section 8.1. Up to DL3, the analysis is performed with AutoMAGIC V0.3 using the configuration
file in section A.7. The following high-level analysis is performed identically as the analysis of
TXS 0149+710, presented in section 7.3. As visible in Figure 8.8, also for 4C +39.12 neither a
detection nor a hint for a detection can be claimed as the calculated significance is 0.98 σ. The
resulting lightcurve, presented in Figure 8.9, shows that the source was not flaring in a single
night. Spectral information is shown in Figure 8.10 and summarized in Table 8.6. In the bin from3.06 TeV to 5.42 TeV a value of √𝑇𝑆 = 2.60 was calculated. Technically, this value is over the
upper limit threshold of √𝑇𝑆 = 2. But as the source was not detected overall and the √𝑇𝑆 value
is not above the detection limit of 5, the datapoint should be considered as a statistic effect. In
comparison to the data points and the PL spectrum from the 3FHL catalog (Ajello et al. 2017),
one MAGIC UL excludes the direct extrapolation of the PL model. This is most likely due to the
EBL absorption or an intrinsic effect of the source. In Figure 8.11, the results of 4C +39.12 are
shown in a multi-wavelength context. Also for this source, a two-humped structure, as described
in section 2.2 can be recognized.
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Figure 8.8: 𝜃2 distributions of the on and off events in the energy range from0.1 TeV to 30 TeV for all selected observations of 4C +39.12. The displayed values of 𝑁on
and 𝑁off are on and off counts, which survive the energy-dependent 𝜃2 cut. Additionally,
the resulting Li&Ma significance, calculated by (4.9), and the total selected observation
time are shown.
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Figure 8.9: Night-wise lightcurve of 4C +39.12. The obtained 2 σ upper limits are
calculated assuming the spectrum (6.2), consisting of a PL spectral model and an EBL
absorption factor.

Table 8.6: Information about the √𝑇𝑆 value, whether the result is an upper limit, the
best-fit value 𝐸2d𝐹/d𝐸, and the upper limits (𝐸2d𝐹/d𝐸)UL at a confidence level of 95.00 %
in each energy bin for 4C +39.12.𝐸_min 𝐸_max √𝑇𝑆 is_ul 𝐸2d𝐹/d𝐸 (𝐸2d𝐹/d𝐸)UL/TeV /TeV / (103 TeV cm−2 s−1) / (103 TeV cm−2 s−1)0.10 0.18 0.30 True 4.84 × 10−16 nan0.18 0.31 0.37 True 3.12 × 10−16 1.98 × 10−150.31 0.55 0.04 True 2.01 × 10−17 1.12 × 10−150.55 0.98 1.75 True 7.28 × 10−16 1.56 × 10−150.98 1.73 1.24 True 4.38 × 10−16 1.17 × 10−151.73 3.06 −0.15 True −4.83 × 10−17 6.23 × 10−163.06 5.42 2.60 False 1.04 × 10−15 1.94 × 10−155.42 9.59 0.95 True 6.51 × 10−16 1.54 × 10−159.59 16.96 0.00 True −2.96 × 10−19 8.51 × 10−1616.96 30.00 0.00 True −1.20 × 10−23 nan
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Conclusions and Future Prospects 9
For the first time, the tools AutoMAGIC and Gammapy are used to perform and validate a MAGIC
analysis. In particular, the offset analysis and the validation of specific coach jobs were implemented
in AutoMAGIC. The analyses of Crab Nebula datasets validate the automatic and reproducible
workflow.

For each TXS 0149+710 and 4C +39.12, 30 h of observation time with the MAGIC telescopes was
requested. Due to external circumstances such as the outbreak of the COVID-19 pandemic in 2020
and the volcanic eruption on La Palma in 2021, only approx 13 h good-quality data was taken for
each source. By analyzing the data, neither a detection nor a hint for a detection could be found.
Nevertheless, the determined spectral upper limits can be taken into account for further theoretical
considerations. Additional MAGIC observations of the MAGIC telescopes or a combination with
observations from other current-generation IACT telescopes like VERITAS could gain stricter
upper limits or even detections of these sources.

In the next years, the future-generation IACT observatory CTA will be built and start operations.
According to the description of the key science project “Extragalactic Survey” of CTA, detections of
several new radio galaxies are expected (Science with the Cherenkov Telescope Array 2018). Angioni
2020 simulated CTA observations of local radio galaxies based on the 4FGL catalog. Assuming a
high-energy cutoff at 𝐸cut = 0.5 TeV, the study predicts that CTA will be able to detect eleven new
TeV radio galaxies. Among these sources would be TXS 0149+710 and 4C +39.12 as well as the first
FR II objects ever detected in the TeV range.

New opportunities to analyze and understand the emission and acceleration mechanisms of
AGN will arise with an enlargement of the TeV radio galaxy population This enhancement will
have an enormous impact on the process of completing the overall picture of AGN.
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Introduction 10
As shown in Part II, the combination of AutoMAGIC and Gammapy is capable of analyzing point
sources with a well-known source position. Nevertheless, sometimes the exact position of a source
is unknown, like in the case of follow-up observations of neutrino and gravitational-wave events.
The uncertainty region of the estimated coordinates of a neutrino or a gravitational-wave alert
is often larger than the FoV of the MAGIC telescopes. Unless no counterpart was found in other
wavelengths, the source could be anywhere in the MAGIC FoV. Thus, a spatial analysis creating
2D skymaps over the whole energy range or in multiple energy bins is required. As described
in subsection 4.3.2, this can be done with Gammapy if DL3 data is available, which contains
full-enclosure multi-offset IRFs including background models. Furthermore, it is a requirement for
analyses with a 3D likelihood approach, also described in subsection 4.3.2. With this, it is possible
to analyze point-like and extended sources at any position in the FoV. Furthermore, it becomes
possible to describe a source using multiple spectral components as it has already been done by
Mohrmann et al. 2023.

Up to now, MAGIC DL3 data containing full-enclosure multi-offset IRFs created by AutoMAGIC do
not contain background models. As no software creates background models for any observational
condition and could easily be integrated into AutoMAGIC exists, new methods need to be developed.
In Part III, the background detected by the MAGIC telescopes is characterized and, based on the
results, a new method for the generation of background models is developed. In particular, this
part is structured as follows:

Chapter 11 explains different methods for the estimation of background models as well as
their advantages and disadvantages. Additionally, the current capabilities of Gammapy to adapt a
background model to a specific observation are presented.

Chapter 12 lists and explains systematic effects, which are expected to affect the gamma-like
background of MAGIC observations: the geometry of the telescope configuration of MAGIC,
Earth’s magnetic field, the atmosphere and the NSB.

Chapter 13 presents the results of the background shape characterization dependent on the
reconstructed energy and the azimuth and zenith distance of the pointing position. The presented
studies are based on a DL3 dataset of 1441 observations processed with AutoMAGIC. The dependency
of the orientation of the background shape is also investigated with MC simulations.

Chapter 14 introduces a newway to create azimuth backgroundmodels based on non-simultaneous
off data (NSOD). The results are compared with background models created from NSOD using a
more conventional method. Additionally, background rate dependencies on zenith distance, the
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10 Introduction

transmission of the atmosphere, the NSB, and the galactic latitude are investigated. Finally, a
new approach to creating background models depending on the azimuth and zenith distance is
presented.

Chapter 15 validates the created background models by analyses of Crab Nebula observations.

Chapter 16 gives concluding remarks and shows which further steps can be taken to create
backgroundmodels for all MAGIC observations. Additionally, the resulting possibilities for physical
analyses are presented.
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Methods for Background Estimation 11
As introduced in chapter 4, GADF-conform background models are a prerequisite for a morpholog-
ical analysis with Gammapy. In general, there are two different approaches to create background
models for specific observations. On the one hand, there are methods of estimating a background
from wobble observations itself. On the other hand, background models can be estimated from
non-simultaneous off data observations. Both approaches are presented in this chapter and their
advantages and disadvantages are listed. Additionally, it is introduced how Gammapy can be used
to adapt background models to a specific observation.

11.1 Background fromWobble Observations

The creation of background models from wobble observations themselves is the default way
to analyze MAGIC data up to now. As introduced in section 4.2, the analysis of MAGIC data
is traditionally performed with the proprietary software MARS, which includes the executable
caspar for the creation of 2D images, so-called sky maps. For this, caspar estimates background
maps from the observational data itself by using half of the measured map opposite to the source
position in each wobble observation. This procedure is called wobble method (Zanin 2013). In
addition to the wobble method, the blind method is implemented in caspar. For the creation of a
background map with this method, no source position has to be assumed. At least two observations
of two opposite wobble positions are required, which are transformed into normalized histograms
with axes of the FoV. In the case of two wobble positions, both histograms are compared bin by
bin, and for each bin the lower value is used for the creation of the background map. The resulting
map is corrected by an upward correction. In the case of three or more wobble positions, the
median value is selected for each bin. If the observations have a very strong source in the FoV, the
background will be overestimated.

For an advanced 2D analysis, the MAGIC SkyPrism package was developed (Vovk, I. et al. 2018),
using a maximum-likelihood approach for testing source models. Here, also methods of creating
background models from wobble observations are implemented: the wobble method and the blind
method as in caspar, and additionally, the exclusion method. In the latter case exclusion regions
have to be defined, in which gamma-ray sources are expected. Outside those exclusion regions, the
background map is estimated as with the blind method choosing the median value for each bin.

Independent of the executables caspar and Skyprism, the estimation of background models
from wobble observations has certain advantages and disadvantages:
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11 Methods for Background Estimation

Advantages:

• Well-validated methods used for lots of publications (e.g. V. A. Acciari et al. 2023,
V. Acciari et al. 2022, Ahnen et al. 2018).

• The background is estimated from data taken under the same observational conditions.

Disadvantages:

• Using the wobble method or the exclusion method, assumptions about the spatial
models of the gamma-ray sources in the FoV are required.

• In case of a source extended over a large part of the FoV, the methods cannot be used.

• The observations have to be taken with the wobble mode.

11.2 Background from Non-Simultaneous Off Data

For the production of background models, also NSOD can be used. With this attempt, observations
of empty fields or observations of known gamma-ray point sources, whose emission regions are
excluded, are used. In general, the creation of background models from NSOD has the following
advantages and disadvantages:

Advantages:

• Method can be used for sources extended over a large part of the FoV.

• Can be applied to observations taken with the on mode or the wobble mode.

• For the creation of an excess skymap, no spatial assumptions about the model of the
gamma-ray source or sources in the FoV are required.

Disadvantages:

• NSOD matching the analysis conditions have to be selected.

• For some observations, no matching NSOD may be found.

Most advantages and disadvantages are opposite to the ones of background models from wobble
observations. At first glance, it may seem that the advantages of using NSOD far outweigh the
disadvantages, since “only” the matching off observations to the observation to be analyzed must
be found. In practice, however, this is a great challenge, because the background depends on many
parameters. In the next chapter, these parameters and the expected dependencies are presented.
Based on off observations, the dependencies of the shape and the rate of the background are
investigated in chapter 13 and section 14.3, respectively.

11.3 Adaption of Background Models with Gammapy

In Gammapy, different methods for adjusting the background model stored in DL3 data to a
specific observation are implemented. Especially with background data created by NSOD, it can
be reasonable to adjust the background model to the conditions of the observation itself. This
requires the definition of exclusion regions to adjust the background outside these regions.

The FoVBackgroundMaker implemented in Gammapy normalizes the background model stored
in the DL3 data to the dataset counts outside a given exclusion region. This can be done by the
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“scale method” and by the “fit method”. Also, a norm spectral model has to be provided. By default,
the spectral shape of the background model remains unchanged and only a norm parameter 𝜙0 is
fitted to the data. However, any other norm spectral model can be used, e.g. a piece-wise norm
spectral model, where multiple norm parameters are adjusted to the data in multiple energy bins,
which allows changes in the spectral shape.
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Systematic Effects on the Background 12
The gamma-like background detected by the MAGIC telescopes is influenced by several systematic
effects: the MAGIC telescope system, the geomagnetic field, the atmosphere and the night sky
background, All of these parameters and the corresponding effects are presented in this chapter.

12.1 The MAGIC Telescopes

As introduced in subsection 3.4.3, the efficiency of the MAGIC telescopes varies over time so
different analysis periods are required. Thus, the background is expected to depend on the analysis
period.

Additionally, the geometry of the macrocells (see subsection 3.4.1, Figure 3.3) used by the L1
trigger is a candidate to influence the shape of the background.

Furthermore, the geometry of the MAGIC telescope system is expected to influence the back-
ground. The system consists of two telescopes, MAGIC-I and MAGIC-II, whose view cones are
illustrated in Figure 12.1. Only events seen by both telescopes will trigger the stereo trigger L3 as
explained in subsection 3.4.1 in detail. It is assumed that most L3 events are passing the overlapping
part of both view cones, which is illustrated in Figure 12.1. From the top view, this so-called L3
region has an eye-shaped form. With this, the background is not expected to be radially symmetric
as it would be the case for a single telescope.

Projected into the sky, the orientation of the L3 region rotates depending on the azimuth 𝐴𝑧
of the pointing position. In FoV coordinates aligned with the altitude-azimuth (ALTAZ) system,
the rotation angle 𝛾 (𝐴𝑧) is defined as the angle between the horizontal and the line marking the
widest part of the L3 region which is orthogonal to the MAGIC-I–MAGIC-II axis. With an azimuth
angle defined to be counted from the geographic North (𝐴𝑧 = 0°) to East (𝐴𝑧 = 90°), the expected
theoretical function of the rotation angle is:𝛾theory(𝐴𝑧) = 𝐴𝑧 − 𝛼. (12.1)

As displayed in Figure 12.2, 𝛼 is defined as the angle between the North-South axis and the
MAGIC-I–MAGIC-II axis and is calculated by𝛼 = arctan(−(⃖⃖ ⃖⃗𝑀1 − ⃖⃖ ⃖⃗𝑀2)𝑦/(⃖⃖ ⃖⃗𝑀1 − ⃖⃖ ⃖⃗𝑀2)𝑥) ≈ 34.23° (12.2)

with the positions ⃖⃖ ⃖⃗𝑀1 and ⃖⃖ ⃖⃗𝑀2 of the two telescopes:⃖⃖ ⃖⃗𝑀1 = (41.054, −79.275, 0.25)⊤ m and ⃖⃖ ⃖⃗𝑀2 = (−29.456, −31.295, 1.42)⊤ m. (12.3)

In this definition, the 𝑥-axis points towards North, the 𝑦-axis points towardsWest and the coordinate
origin is the dish-area-weighted center of MAGIC-I, MAGIC-II and the LST-1.
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MAGIC-I MAGIC-II

Figure 12.1: Visualization of the two view cones of MAGIC-I and MAGIC-II from a front
view (left) and a top view (right). The overlapping part of both view cones is colored
blue. From the top view, this so-called L3 region has an eye-shaped form.

LST-1

MAGIC-I

MAGIC-II

𝛼

𝑦 𝑥
Figure 12.2: Top view on the MAGIC site: Two solid lines represent the North-South
axis and the MAGIC-I–MAGIC-II axis. Also, the angle 𝛼 ≈ 34.23° between both axis is
shown. The image originates from Google Earth (visited on 2023-04-14).
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12.1 The MAGIC Telescopes

The exact form of the L3 region depends on the azimuth 𝐴𝑧 and the zenith distance 𝑍𝑑 the
telescopes are pointing to. The actual inter-telescope distance on the ground between MAGIC-I and
MAGIC-II is 𝑑 ≈ 83m. Projected to the sky, the inter-telescope distance 𝑑projected can be calculated
by the distance formula of parallel lines:

𝑑projected = |(�⃗�1 − �⃗�2) × 𝑛||𝑛| (12.4)

with 𝑛 = (sin(𝑍𝑑) ⋅ cos(−𝐴𝑧)sin(𝑍𝑑) ⋅ sin(−𝐴𝑧)cos(𝑍𝑑) ) = (− sin(𝑍𝑑) ⋅ cos(𝐴𝑧)sin(𝑍𝑑) ⋅ sin(𝐴𝑧)cos(𝑍𝑑) ) . (12.5)

As visible in Figure 12.3, for small zenith distances1 the value is almost constant and close to the
actual inter-telescope distance on the ground. For larger zenith distances, the projected inter-
telescope distance becomes smaller if the telescopes are pointing along the MAGIC-I–MAGIC-II
axis. If the telescopes are pointing along this axis for the extreme case of a zenith distance of 90°,
the inter-telescope distance becomes 0m. In this special case, the L3 region becomes a circle from
a top view.
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Figure 12.3: Projected inter-telescope distance 𝑑projected depending on the altitude and
azimuth of the pointing position of the telescopes.

1Zenith distance and altitude are directly connected as the zenith distance is 90° minus the objects’s altitude
above the horizon.
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12 Systematic Effects on the Background

12.2 The Geomagnetic Field

Particles with the charge 𝑞 are reflected by the Lorentz force

𝐹L = 𝑞 (𝑣 × 𝐵) (12.6)

when moving with the velocity 𝑣 in a magnetic field 𝐵. In the atmosphere of Earth, the charged
particles of an EAS are reflected by the geomagnetic field, which can be described by the horizontal
intensity, the vertical intensity, and the magnetic declination 𝛥, which is the angle between the
geographical North and the magnetic North. As the geomagnetic field is not stable over time and
space, the International Geomagnetic Reference Field (IGRF) provides a time and space-dependent
model (Alken et al. 2021). The Python package “igrf”2 provides this information based on the
geographic latitude glat, the geographic longitude glon, the altitude above sea level in km alt_km
and the date. In Figure 12.4 the evolution of the magnetic declination at the ORM is visualized for
an altitude of alt_km = 10. This value is chosen because the EASs reach the maximal number of
particles at about this height.
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netic field depending on the date. 𝛥 is defined
as the angle between the pointing direction of
the telescope and the direction of the geomag-
netic field. The IGRF is calculated using the
Python package igrf with glat = 28.761781,
glon = −17.890359, alt_km = 10, and multi-
ple dates as input parameters.

With the simplified assumption, that charged particles in the shower are moving parallel to the
shower axis, the evolution of an EAS is influenced by the component of the geomagnetic field in
the plane orthogonal to the shower axis. Defining 𝛿 as the angle between the pointing direction
and the direction of the geomagnetic field, sin(𝛿) is a quantity proportional to the influence of
the geomagnetic field on showers moving approximately parallel to the pointing direction. In
Figure 12.5, the sin(𝛿) distribution is visualized for the MAGIC site dependent on the altitude and
azimuth of the pointing position for the representative date 2017-01-01. This date was chosen
because the dataset used for the analyses presented in the next chapter contains observations taken
at about this time.

2https://pypi.org/project/igrf/
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Figure 12.5: Distribution of sin(𝛿) dependent on the altitude and azimuth of the pointing
position. The IGRF is calculated using the Python package igrf for the date 2017-01-01
and the coordinates glat = 28.761781, glon = −17.890359, and alt_km = 10. A second𝑥-axis at the top represents the direction of the geomagnetic system. The offset between
the geomagnetic axis and the geographic axis is the magnetic declination at this specific
date.

The influence of the geomagnetic field on EAS was first discussed by Cocconi 1954. Qualitative
considerations lead to the conclusion that the deflection of charged particles by the geographic
field is non-neglectable in comparison to the deflection caused by Coulomb scattering. While the
displacement of multiple Coulomb scatterings of 𝑒± at atomic nuclei is random, the Lorentz force
causes a systematic East-West separation of electrons and positrons due to their opposite charge.
The effect is expected to be stronger for electromagnetic showers than for hadronic showers because
the scattering angles occurring in nuclear interaction are mostly larger than the displacement
expected from the geomagnetic field. Furthermore, the impact of the geomagnetic field is expected
to be more dominant for high-energy 𝑒± than for low-energy 𝑒± relative to the Coulomb scattering,
because low-energy 𝑒± are strongly deflected by large-angle scatterings (Cocconi 1954).

A dedicated analysis (Commichau et al. 2008) studied the effects at the MAGIC site caused by
the geomagnetic field based on gamma-ray MC simulations. It was found, that the orientation
of shower images of triggered events can be systematically rotated away from the true source
position to the East-West direction around a rotation angle. The value of this rotation angle mainly
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12 Systematic Effects on the Background

depends on sin(𝛿) of the pointing position and the orientation of the EAS to the East-West axis of
the geomagnetic system. Additionally, the rotation angle is larger for showers close to the camera
center as these showers are characteristically less elongated. Furthermore, the angle increases with
the energy of the primary gamma ray. According to the results, the geomagnetic field degrades the
event reconstruction of the point of origin in the FoV. As a result of the East-West separation, the
distribution of the DISP parameter can be significantly elongated perpendicular to the projection
of the geomagnetic-North–geomagnetic-South axis in the FoV.

Concluding, the geomagnetic field could influence the hadronic-induced background, although
the degradation of the event reconstruction due to the geomagnetic field is expected to be lower
for hadronic-induced air showers than for gamma-ray-induced air showers

12.3 The Atmosphere

The atmosphere of Earth is the detector medium of IACTs and its characteristics, e.g. its transmis-
sion and its temperature, influence the detection and the evaluation of particle showers. Intuitively,
the background flux is expected to be higher in the case of an atmosphere with a high transmission,
because a less-transparent atmosphere absorbs Cherenkov photons and thus, fewer events are
triggered. For the H.E.S.S. telescopes, this was also confirmed by observations (Mohrmann et al.
2019). The transmission of the atmosphere can be lowered by clouds, but also by dust. The close
distance of La Palma to the Sahara can cause the phenomenon Calima, where sand is blown from
the Sahara to the Canary Islands and can affect MAGIC observations (Gaug et al. 2014). Also,
the temperature of the atmosphere affects the shower development as the opening angle of the
Cherenkov cone depends on the refractive index of the air, see (3.3). The refractive index of the air
itself depends on the density of the air and therefore also on the temperature of the atmosphere,
which could result in seasonal variations.

Furthermore, the distance between the telescopes and the first point of interaction of the shower
in the atmosphere plays an important role. The distance mainly depends on the zenith distance
of the pointing position of the telescopes: If the telescopes are pointing close to the zenith, the
Cherenkov light from observed EASs travels a relatively short distance through the atmosphere.
For larger zenith distances, the Cherenkov light travels a much longer distance in the atmosphere.
This results in a strong zenith distance dependency of the effective area, displayed in Figure 12.6.
For the background, it results in the effect that the composition of the events’ energies depends on
the zenith distance. Standard MAGIC observations are performed up to zenith distances of 62°. In
order to search for PeVatrons MAGIC is also observing at 𝑍𝑑 ≫ 60° as the effective area at higher
energies increases at higher zenith distances (Mirzoyan et al. 2020). At those very large zenith
distances, the atmospheric effect even significantly differs within the FoV, which may influence
the detected background shape at very high zenith distances.
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Figure 12.6: The effective area 𝐴eff depending on the true energy 𝐸true for a low (blue)
and a high (orange) zenith distance observation. For each observation, the effective area
was calculated in five offset bins from 0° to 2.5°. The effective area is displayed with a low
transparency for small offset values and with a high transparency for large offset values.

12.4 The Night Sky Background

The Night Sky Background is mainly influenced by the intensity of the moonlight. During moon-
light, the energy threshold is higher due to the additional noise (Ahnen et al. 2017). Thus, the NSB
level also affects the background, especially at low energies.

When pointing close to the galactic plane, the NSB is also increasing due to the high amount
of stars in the Milky Way. Furthermore, at those pointing positions a galactic diffuse gamma-ray
emission can be observed at TeV energies (Neronov and Semikoz 2020). Thus, for observations
with small values of the galactic latitude3 ∣ 𝑏 ∣≲ 5°, a higher background rate is expected.

3In the Galactic coordinate system, positions in the sky are given by the galactic latitude 𝑏 and longitude 𝑙.
The galactic latitude ranges from −90° to 90°, where negative values represent the sky below the galactic
plane and positive ones above.

83



84



Background Shape Characterization 13
According to the considerations in chapter 12, the shape and flux of the background are expected
to have strong dependencies on multiple parameters. In the high-level analysis with Gammapy it
is possible to scale the background rate with a normalization factor as it is explained in chapter 11.
With this, it is most important that the background model stored in the DL3 data matches the
actual background in the spatial distribution - the shape of the background. In this chapter, the
background shape dependencies on energy, azimuth and zenith distance are investigated. For this
purpose, the applied statistical methods and datasets are introduced at first.

13.1 Statistical Methods

To analyze the variance of the background, a Principal Component Analyis (PCA) is applied to
the data. As the results of a PCA do not provide uncertainties, the estimation of uncertainties is
covered by a bootstrap approach. In this section both methods, the PCA and bootstrapping, are
introduced.

The main idea of a PCA is to reduce the dimensionality of a dataset by transforming the data to
a new coordinate system (Hastie et al. 2009). The first new axes, named principal components, are
designed to contain the most information of the data. This is achieved by finding the eigenvectors
and eigenvalues of the covariance of the original data. The eigenvectors represent the direction of
each principal component and the eigenvalues represent the amount of variance contained by each
component. The highest eigenvalue and its corresponding eigenvector describe the first principal
component, the second highest eigenvalue and its corresponding eigenvector describe the second
principal component and so on. For the reduction of a high-dimensional dataset with 𝑛 dimensions,
the 𝑘 first principal components can be selected to represent the data in 𝑘 < 𝑛 dimensions.

However, the PCA can also be applied to a dataset with only two dimensions, as shown in
Figure 13.1. The first principal component indicates the axis with the highest variance. Interpreting
the principal components as semi-axes of an ellipse, the eccentricity

𝜖 = 𝑒𝑎 = √1 − 𝑏2𝑎2 (13.1)

can be calculated as the ratio of the linear eccentricity 𝑒 and the major axis 𝑎 of the ellipse. Between
the linear eccentricity and the major axis 𝑎 and the minor axis 𝑏 of the ellipse, the relationship𝑒2 = 𝑎2 − 𝑏2 holds. An eccentricity of 𝜖 = 0 indicates a circle, while 𝜖 = 1 indicates a very
elongated ellipse. Technically, the python package scikit learn (Pedregosa et al. 2011) is used for
the application of PCAs in the following analyses.

To overcome the issue of the PCA not providing uncertainties, a bootstrap approach is used.
From an original dataset, resamples are created by drawing with replacement. From each of those
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Figure 13.1: Application of the
PCA to a dataset containing two
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line.
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Figure 13.2:Visualization of the eccentricity 𝜖 calculated for 1000 resamples of the dataset
shown in Figure 13.1. The bootstrapped values and the resulting standard deviation are
illustrated. Additionally, the eccentricity calculated for the whole sample is shown.
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bootstrap samples a statistic, e.g. the eccentricity (13.1), is calculated. Based on these results, the
standard deviation can be calculated. Technically, the bootstrapping is performed with the Python
package resample (Dembinski 2020) in the following analyses. As an example, this procedure is
performed for the dataset already presented in Figure 13.1 and the eccentricity is calculated on
1000 bootstrapped resamples. The resulting distribution of 𝜖 and the resulting standard deviation
is shown in Figure 13.2.

13.2 Observational and Simulated Datasets

For the following analyses of the shape of the background, observational and simulated datasets
are used. The processing of the data, as well as the selection criteria, are presented in this section.
Also, the preprocessing of the data including the transformation to FoV coordinates is explained.

As mentioned in section 12.1, the background is expected to depend on the analysis period.
To exclude this effect, data from the analysis periods ST.03.07 and ST.03.09 are used. In both
periods, the telescope efficiency is expected to be similar and the same MC simulations can be
used. By combining both analysis periods, data from the largest possible period is available; this
ensures the highest possible statistics. Using AutoMAGIC V0.4, DL3 data containing multi-offset
full-enclosure IRFs are created. The corresponding configuration files can be found in section A.8
and section A.9 for ST.03.07 and ST.03.09, respectively. In Appendix B, analyses of the Crab Nebula
are presented as a cross-check of the analysis pipeline. As the analysis builds on DL3 data, only
gamma-like events are considered. For this analysis, a fixed hadronness cut of 0.3 is applied. For
the creation of the DL3 files, diffuse MCs with a radius of 2.5° are used, which makes it possible
to study the background up to the largest possible offset values. For the creation of the datasets,
only observations of FoVs not containing a known VHE gamma-ray source are used. Namely, the
created datasets contain data from the observations of the following sources:

0748+333, CTA102, G70.7, GRB160509A, J1839.5, M15, S30218+35, TON599, UrsaMajorII, 3C345,
Cyg-X3, GammaCygni, GRB160927, LSI+61, NGC1068, RBS0970, TriangulumII, 3C371, Dragonfly,
GRB160504, GRB170728, IceCube16073, LSI+61303, RGB2056+496, ON396, TXS2241, GRB171115A,
MAXI-J1820+0, RXJ0805, S50716+714, AT2017gfo, and Draco.

As can be seen from the AutoMAGIC configuration files, the DL3 files were created usining a
fixed hadronness cut:

• hadronness ≤ 0.3.
Furthermore, the following quality cuts

• good atmospheric conditions: transmission at 9 km ≥ 0.8
• dark observational conditions: DC1 ≤ 2.2 µA

are applied. An overview of the number of selected observations and the corresponding observation
time is listed in Table 13.1. All in all, 413.78 h of off observations are available for the analysis. The
good altitude-azimuth coverage of this dataset is presented in the upper plot of Figure 13.3. Due
to the trajectories in the sky, the selected observations do not cover the altitude-azimuth space
uniformly, but some pointing positions have more observation time than others.
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Table 13.1: Overview of the off dataset containing data in the analysis periods ST.03.07
and ST.03.09. All observations are taken under dark conditions (moon0).

Zd range Analysis period Number of observations Observational time / h

low ST.03.07 931 265.81
medium ST.03.07 163 48.17
high ST.03.07 28 7.1

low+med.+high ST.03.07 1122 321.08
low ST.03.09 215 63.99

medium ST.03.09 63 18.27
high ST.03.09 41 10.45

low+med.+high ST.03.09 319 92.7
low+med.+high ST.03.09+ST.03.09 1441 413.78
For some analyses, MC data is required. For this, test gamma MCs analyzed by AutoMAGIC and

therefore containing true and reconstructed event information are used. The same cuts as for the
production of DL3 data are applied. As visible in the lower plot of Figure 13.3, the MC events are
mostly distributed equally over the altitude-azimuth space in each zenith distance range. However,
there are fewer events in the medium zenith distance bin than for the low zenith distance and
high zenith distance bins. In addition to the standard MCs, low zenith distance gamma MCs with
Earth’s magnetic field switched off are produced. The analysis of this dataset is not performed
with AutoMAGIC, but by executing MARS V3-0-1 by hand. Thereby machine learning models were
trained with and applied to MCs with Earth’s magnetic field switched off.

According to GADF (Nigro et al. 2021), backgroundmodels are stored in FoV coordinates in which
the center is aligned to the pointing position as introduced in subsection 4.1.2. Contrary, the DL3
data of the off sources contains reconstructed right ascension RA and declination DEC of the events.
With this, the sky coordinates are given in the equatorial coordinate system, which is commonly
used to provide the position of an astronomical object. The reason for this is that this system offers
the advantage that the coordinates of a stationary celestial object can be specified independently
of location and time. But to investigate the background, the celestial coordinates have to be
transformed into a FoV coordinate system. According to GADF, the spherical FoV coordinates can
be defined by (LON, LAT) with the pointing position on the equator at (LON, LAT) = (0, 0):
LON: Longitude (range from −180° to 180°)
LAT: Latitude (range from −90° deg to 90°).

This coordinate system can either be aligned with the ALTAZ or the RADEC system. As explained
in chapter 12, the background is expected to change depending on the altitude and azimuth.
Thus, the alignment along the ALTAZ system is chosen and for the following analysis the coor-
dinates (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) are used. It is worth noting, that according to GADF,
FOV_ALTAZ_LON increases with decreasing AZ while FOV_ALTAZ_LAT increases with increasing ALT.
For the transformation in the new coordinate system, the reconstructed coordinates (RA, DEC) of
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Figure 13.3: Altitude-azimuth coverage of the observational off data (upper plot) and the
MC data (lower plot). The different zenith distance ranges are indicated by grey dashed
lines.
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each event are transformed to (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) based on time and Earth location
of the telescopes. For the MCs, the procedure is not only performed on the reconstructed but also
on the true coordinates. Technically, the transformation from (RA, DEC) to (ALT, AZ) is performed
with Astropy (Astropy Collaboration et al. 2013, Astropy Collaboration et al. 2018, Astropy Col-
laboration et al. 2022) and the transformation from (ALT, AZ) to (FOV_ALTAZ_LON, FOV_ALTAZ_LAT)
with Gammapy (Deil et al. 2017).

13.3 Energy Dependence

To investigate the energy dependency of the background, the DL3 events of the off data presented
in the last section are used. First, the spectral shape of the background is investigated. Figure 13.4
presents the differential flux dependent on the reconstructed energy 𝐸reco for the low, medium
and high zenith distance ranges. The observed shape of the differential energy spectrum can be
explained by the effects of the effective area as explained in section 12.3: At lower energies, the low
zenith observations have a higher effective area than high zenith observations, at high energies
vice versa. Therefore, at lower energies, no counts from high zenith observations are available; a
low-energy shower does not provide enough Cherenkov light for a high zenith detection. After the
peak, the background spectrum follows a PL, comparing to the CR spectrum and most gamma-ray
source spectra. As observations at high zenith distances have a higher effective area at higher
energies, more bins can be filled in comparison to the low zenith distance bin.
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Figure 13.4: Differential background flux depending on the reconstructed energy 𝐸reco
for the low, medium and high zenith distance ranges. Grey lines indicate the energy
boundaries in which events are considered for the following analysis.
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13.3 Energy Dependence

In Figure 13.4 energy boundaries from 0.05 TeV to 20 TeV are indicated. Outside this range,
not enough events are available; thus, only events in the given energy range are used for the
following analyses of the spatial background distribution. All observations with pointing po-
sitions of all azimuth angles and zenith distance angles from 5° to 62° are used to have a look
at the shape of the background in the FoV. Figure 13.6 shows the stacked reconstructed coordi-
nates (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) in six logarithmic bins of the reconstructed energy from0.05 TeV to 20 TeV. Only events with an offset less than or equal to 2.3° are considered because the
reconstruction is based on diffuse MCs with a radius of 2.5°. Up to an offset of 2.3°, it is assumed,
that the reconstruction works properly. It is noticeable that the background looks radially sym-
metric from a first view. This is consistent with the considerations about the L3 region presented
in section 12.1. From these considerations, the orientation of a not-radial symmetric background
shape depends on the azimuth angle. As the coordinates of observations from all azimuth angles
are stacked in Figure 13.6, this effect is washed out. For each of the four lowest energy bins, the 2D
histograms in Figure 13.6 show that most events are located in the center of the FoV. This is in
agreement with a performance study of the MAGIC telescopes for gamma-ray sources (Aleksić et al.
2016b). In this study, sensitivity and event rate above 0.29 TeV were studied; it was found that the
rate decreases with increasing offset. However, the histogram in Figure 13.6 for the highest energy
bins shows, that the acceptance is higher at higher offsets; thus the background is donut-shaped.
This can be explained by the following effect: A shower detected in the camera becomes larger
with increasing energy. On the one hand, showers originating from the center of the FoV tend
to partly lie outside the camera and thus do not end in the final event selection. In the case of
VHE showers, that originate from the edge of the FoV, on the other hand, the showers can be
oriented in such a way that they lie completely in the FoV, thus still ending up in the final event
selection. However, at low energies, the spatial distribution of the background has a hexagonal
structure. For a closer view, the contour line at a level of 5000 events is displayed in Figure 13.5.
Here, the hexagonal structure is significantly visible. This effect can be explained by the design of
the MAGIC trigger, which is explained in subsection 3.4.1. The shape of all macrocells of the L1
trigger has a hexagonal form (see: Figure 3.3) and pixels outside the trigger region are not used
for any trigger level. Thus, small low-energy events originating outside the trigger region have a
lower probability of being triggered. As an overall result, it can be stated that the shape of the
background significantly depends on the energy.
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Figure 13.6: 2D histogram of the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of DL3
events from the off data in six logarithmic bins of the reconstructed energy from 0.05 TeV
to 20 TeV. The events are shown up to an offset of 2.3°.
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13.4 Azimuth-dependent Rotation of the Background Shape

In a previous study (Prandini et al. 2016), it was found that the orientation of the shape of the
MAGIC acceptance depends on the azimuth angle of the pointing position. Here, it is validated if
this effect originates from the L3 region formed by the two overlapping view cones as described in
section 12.1. Additionally, the effect is studied in dependency of the reconstructed energy 𝐸reco.

For the following analysis, the data is divided into six logarithmic energy bins from 0.05 TeV
to 20 TeV and twelve azimuth bins, which are aligned with the geomagnetic system. Again,
only events with an offset equal or lower to 2.3° are considered. In each azimuth bin, a PCA
is performed on the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of all events in this bin. If
the non-circular elongation originates from the view-cone theory, it is expected that the first
principal component is orthogonal to the MAGIC-I–MAGIC–II axis projected to the sky. For
further consideration, the rotation angle 𝛾 is defined as the angle between the first principal
component and the horizontal. This procedure is visualized in Figure 13.7 for one exemplary
bin, containing low zenith distance events in an azimuth range from 69° to 99° and an energy
range from 0.05 TeV to 0.14 TeV. Corresponding plots for the other energy bins are provided in
Figure C.1 to Figure C.5. In Figure 13.7, it is visible, that the prediction from the view-cone theory
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Figure 13.7: 2D histogram of the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of all
low zenith distance events in the azimuth range from 69° to 99° and the energy range from0.05 TeV to 0.14 TeV. The blue and green lines represent the first and second principal
components resulting from the PCA. Also, the MAGIC-I–MAGIC–II axis projected to the
sky is visualized by an orange line. The rotation angle 𝛾 is defined as the angle between
the first principal component and the horizontal.
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is in very good agreement with the data. To validate this theory for every case, the rotation angle𝛾 is determined in every energy/azimuth bin and the uncertainty is estimated with bootstrapping.
It is important to note, that the estimated uncertainties only include statistical but no systematic
effects. Thus, the estimated uncertainties are underestimated.

Assuming that the first principal component can be switched around 180°, (12.1) becomes

𝛾theory(𝐴𝑧) = {𝐴𝑧 − 34.23° for −55.77° ≤ 𝐴𝑧 ≤ 124.23°𝐴𝑧 − 34.23° − 180° for 124.23° ≤ 𝐴𝑧 ≤ 304.23°. (13.2)

With this, 𝛾theory(𝐴𝑧) is in the range of values [−90°, 90°]. In Figure 13.8, 𝛾theory(𝐴𝑧) is compared
with the rotation angles resulting from all data in the low zenith distance range. The same plot
can be seen for the medium zenith distance range in Appendix C. For the high zenith distance
range, data is not available in all azimuth bins (see Figure 13.3). In Figure 13.8, it is visible, that for
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Figure 13.8: Rotation angle 𝛾 resulting from PCAs performed on(FOV_ALTAZ_LON, FOV_ALTAZ_LAT) event coordinates from low zenith distance
events in multiple energy bins dependent on the azimuth 𝐴𝑧. For comparison, the
theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones is
presented.

low energies, theory and data are in very good agreement. This is in agreement with a former
study (Mender et al. 2023) where the same study was performed on the overall energy range and
the results were dominated by the low-energy events. But here it is visible, that the higher the
energy, the higher the discrepancy. To study this effect in more detail, the first-order influence of
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the azimuth is removed by a correction: The coordinates of the events are rotated( FOV_ALTAZ_LON_ROT
FOV_ALTAZ_LAT_ROT ) = ( cos(−𝛾theory(𝐴𝑧)) − sin(−𝛾theory(𝐴𝑧))sin(−𝛾theory(𝐴𝑧)) cos(−𝛾theory(𝐴𝑧)) ) ⋅ ( FOV_ALTAZ_LON

FOV_ALTAZ_LAT )
(13.3)

around the negative theoretical rotation angle 𝛾theory(𝐴𝑧) calculated by (12.1). On the rotated event
coordinates (FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT), again a PCA is performed. This time, the
angle between the first principal component and the horizontal is named 𝛾 ′. In the case of the
view-cone theory 𝛾 ′view-cone-theory = 0° (13.4)

applies. 𝛾 ′ is determined in 50 azimuth, 50 altitude and six energy bins. Figure 13.9 displays the
results for the energy bin from 0.14 TeV to 0.37 TeV. Corresponding plots of all energy bins can be
found in Figure C.7 to Figure C.12. A visual inspection leads to the hypothesis that there could
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Figure 13.9: Rotation angle 𝛾 ′ resulting from PCAs performed on(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) event coordinates in azimuth and al-
titude bins for an exemplary energy bin from 0.14 TeV to 0.37 TeV. In case of an
agreement with the theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two
overlapping view cones, 𝛾 ′ = 0° is valid.

be a connection with the influence of Earth’s magnetic field (for comparison see Figure 12.5). As
explained in section 12.2, Earth’s geomagnetic field can rotate shower images in the East-West
direction. The theoretical offset 𝛾 ′MF-theory to the view-cone theory can be calculated by𝛾 ′magnetic-field-theory = 𝛼 − 𝛥 = 34.23° + 5.5° = 39.73° (13.5)
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subtracting the magnetic declination 𝛥 from the angle 𝛼 between the North-South axis and the
MAGIC-I–MAGIC-II axis calculated by (12.2).

To validate this theory, all observations are sorted into six bins of sin(𝛿), with 𝛿 as the angle
between the pointing direction and the direction of the geomagnetic field. The bin edges are
chosen so that all bins contain the same number of events. In Figure 13.10, the resulting rotation
angles are displayed depending on the reconstructed energy. Independent of the sin(𝛿) bin, the
greater the energy, the greater 𝛾 ′. This is consistent with the prediction that the magnetic field has
a higher impact to EASs induced by primaries of higher energies, see section 12.2. Comparing thesin(𝛿) bins, it is visible that the values of 𝛾 ′ are smaller for the lowest sin(𝛿) bin than for the higher
ones. On the one hand, this supports the hypothesis that the effect is caused by Earth’s magnetic
field. On the other hand, the values of 𝛾 ′ are above 𝛾 ′magnetic-field-theory for very high energies.
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Figure 13.10: Rotation angle 𝛾 ′ resulting from PCAs performed on(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) in bins of sin(𝛿) dependent on the re-
constructed energy 𝐸reco. The predictions of the view-cone theory and the magnetic-field
theory are visualized by dashed lines in black and grey, respectively.

To study this effect in more detail, further analyses are performed using MCs with Earth’s
magnetic field turned on and turned off. It would be more precise to use hadronic MCs, but only a
small number of events would end up in the DL3 data selection and the extremely computationally
intensive hadronic showers would have to be resimulated, so gamma-ray MCs are used instead. As
presented in section 13.2, the events from the MC datasets are equally distributed over the azimuth.
Therefore, it is possible to compare two azimuth bins in which sin(𝛿) has a different strength. One
bin is centered around the geomagnetic South, where sin(𝛿) values are lower, and the other one is
centered around the geomagnetic North, where sin(𝛿) values are higher. Therefore, the effect of
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Earth’s magnetic field is expected to be stronger in the northern bin compared with the southern
bin. The rotation angle 𝛾 ′ is expected to differ more between the northern and southern bin for
the high zenith distance range compared with the low zenith distance range as the geomagnetic
field is azimuth-dependency at higher zenith distances (see Figure 12.5). The magnetic declination
of Earth’s magnetic field is variable over time, as it is explained in section 12.2. As it has a value of𝛥 ≈ −5.5° in 2017, the bins are defined as follows:

• Southern azimuth bin: 84.5° to 264.5°.
• Northern azimuth bin: 264.5° to 360° and 0° to 84.5°.

With this, both azimuth bins cover 180°. This comes with the advantage, that no difference between
the results in those bins will be caused by the MAGIC telescope array, as the pattern of the projected
inter-telescope distance shows two periods within the entire azimuth range (see: Figure 12.3).
Nevertheless, it may be possible that the effects of the viewing cones and the magnetic field
influence each other.

As in the production of the DL3 data from the previous analysis, the following cuts are applied
to the MCs:

• size ≥ 50
• hadronness ≤ 0.3
• offset ≤ 2.3°.

In six logarithmic bins of reconstructed energy, a PCA is performed on the reconstructed and true
MCs event coordinates (FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT).

The results based on the reconstructed event coordinates are shown in Figure 13.11 for the
low zenith distance range MCs with the geomagnetic field turned on and off. Figure 13.12 shows
the corresponding results for the medium and high zenith distance range. The plots visualized the
calculated rotation angle 𝛾 ′ and compare it with the expectation of the view-cone theory (13.4)
and the magnetic-field theory (13.5). For the low zenith range with Earth’s magnetic field turned
off, it is directly noticeable that 𝛾 ′ is fluctuating around 𝛾 ′ = 0° or the equivalent 𝛾 ′ = 90°, which
indicates an agreement with the view-cone theory. For the results of low zenith distance MCs
with Earth’s geomagnetic field turned on, 𝛾 ′ has a positive offset and the difference between the
northern and southern azimuth bin is small. Additionally, it is noticeable, that the values of 𝛾 ′ of
the northern azimuth bins are above the values of the southern azimuth bin in every energy bin.
For the medium and high zenith distance range, MCs are only available with geomagnetic field
turned on. The resulting 𝛾 ′ values of the southern azimuth bin match the view-cone theory, while
values of the northern azimuth bin match the magnetic-field theory. This is in agreement with the
expectation that Earth’s magnetic field has a higher impact on the northern azimuth bin.

The results based on the true event coordinates are shown in Figure 13.13 for the low zenith
distance range MCs with the geomagnetic field turned on and off. Figure 13.14 shows the cor-
responding results for the medium and high zenith distance range. Also in this study, the same
events as in the study on reconstructed event coordinates are used. In the plots of low, medium
and high zenith distance with magnetic field turned on, most data points of 𝛾 ′ are in the range
between 𝛾 ′view-cone-theory and 𝛾 ′magnetic-field-theory. This indicates the superpositioning of both effects:
the influence of the magnetic field and the influence of the view cones of the MAGIC telescopes.
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Figure 13.11: Rotation angle resulting from PCAs performed on reconstructed coordi-
nates (FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) from MCs simulated in the low zenith
distance range. In the upper plot, results are shown based on the standard MCs with
the geomagnetic field turned on while the lower plot shows results based on MCs with
the geomagnetic field turned off. The results are shown for the southern and northern
azimuth bins in blue and orange, respectively.
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Figure 13.12: Rotation angle resulting from PCAs performed on reconstructed coor-
dinates (FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) from MCs simulated with standard
MCs with geomagnetic field turned on. In the upper and lower plots, results are shown
for the medium and high zenith distance range, respectively. The results are shown for
the southern and northern azimuth bins in blue and orange, respectively.
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Comparing the results of the reconstructed event coordinates with the results of the true event
coordinates, it is noticeable that the offset to the view-cone theory remains for the northern azimuth
bins, when using true instead of reconstructed events coordinates. This indicates that strongly
rotated events cannot be reconstructed properly and are discarded, which means that they are
neither used for the analysis on reconstructed event coordinates nor for the analysis of true event
coordinates.

Comparing the results based on reconstructed and true event coordinates in the low zenith
distance bin, it is noticeable that in the case of the reconstructed coordinates 𝛾 ′ increases with
the reconstructed energy even over the magnetic-field theory line, while in the case of the true
coordinates, the value is comparably constant. Looking at the results based on observational data
in Figure 13.10, the same effect as with the reconstructed coordinates can be observed: the 𝛾 ′ values
are above the magnetic-field theory for high energies. This is a hint, that the effect originates from
the event reconstruction. This is supported by the fact, that the reconstruction of the event origin
implemented in MARS neither use the azimuth angle nor the reconstructed energy as an input
parameter.

In summary, it can be concluded that the shape of the gamma-like background of the MAGIC
telescopes is not circular symmetric and the orientation of the shape is rotating depending on the
azimuth angle of the pointing position of the telescopes. The rotation effect can be described by
the overlapping view cones of both telescopes in combination with an effect from Earth’s magnetic
field.
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Figure 13.13: Rotation angle resulting from PCAs performed on true coordinates(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) fromMCs events simulated in the low zenith
distance range. In the upper plot, results are shown based on the standard MCs with
the geomagnetic field turned on while the lower plot shows results based on MCs with
the geomagnetic field turned off. The results are shown for the southern and northern
azimuth bins in blue and orange, respectively.
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Figure 13.14: Rotation angle resulting from PCAs performed on true coordinates(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) fromMCs simulatedwith standardMCswith
geomagnetic field turned on. In the upper and lower plots, results are shown for the
medium and high zenith distance range, respectively. The results are shown for the
southern and northern azimuth bins in blue and orange, respectively.
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13.5 Zenith Distance Dependencies

To study the influence of the zenith distance on the shape of the gamma-like background detected by
the MAGIC telescopes, the rotated event coordinates (FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT)
calculated by (13.3) from the measured DL3 off data are used. The rotated event coordinates have
the advantage, that the first-order influence of the azimuth is already removed by the correction.
Equivalent to the study on the azimuth dependency presented in the last section, a PCA is performed
in six logarithmic bins of the reconstructed energy from 0.05 TeV to 20 TeV only considering events
with an offset less than or equal to 2.3°. This time the PCA is performed in six bins of the zenith
angle from 5° to 62°. The bins are composed of three linear bins for the low zenith distance range,
two linear bins for the medium zenith distance range and one bin for the high zenith distance
range. Again, the angle between the first principal component and the horizontal is named 𝛾 ′. The
dependency of 𝛾 ′ on the zenith distance is presented in Figure 13.15 for the different energy bins.
Overall, the 𝛾 ′ values are decreasing with increasing zenith distance of the pointing position. As
observed in the last section, independent of the zenith distance, the higher the energy, the higher𝛾 ′. Furthermore, the eccentricity calculated by (13.1) is analyzed. A previous study (Prandini et al.
2016) on the background acceptance of MAGIC stated that the shape of the background is more
elliptical at lower zenith distances and becomes more circular for higher zenith distances. This
can be confirmed by the present study, which can be seen in the upper plot of Figure 13.17. The
eccentricities are now also calculated in multiple bins of reconstructed energy and the results
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Figure 13.15: Rotation angle 𝛾 ′ resulting from PCAs performed on event coordinates(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) dependent on the zenith distance of the
pointing position in multiple bins of reconstructed energy 𝐸reco. The zenith distance
ranges are illustrated by vertical gray solid lines.
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13 Background Shape Characterization

are presented in the lower plot of Figure 13.17. It is visible, that the eccentricity depends on the
reconstructed energy. In every zenith distance bin, the highest eccentricity is reached for the
second-lowest energy bin from 0.14 TeV to 0.37 TeV. In this specific energy bin, the eccentricity is
nearly constant, no clear decreasing or increasing trend could be detected. Comparing the other
energy bins, an overall trend is visible neither for the reconstructed energy nor for the zenith
distance. Nevertheless, the eccentricity is remarkably low in the highest zenith distance bins for all
energy bins except for the one from 0.14 TeV to 0.37 TeV. Comparing the results for the complete
energy range with the ones for the dedicated energy bins, it can be noted that the decreasing
eccentricity found for the complete energy range, was not detected in individual energy bins. This
can be explained by the correlation between zenith distance and energy of the detected events: at
higher zenith distances the propagation of the light through the atmosphere is longer and therefore
the sensitivity of the telescopes shifts towards higher energies. An explanation for this is that the
energy composition of selected events depends on the zenith distance. This is expected due to
the zenith-distance dependency of the effective area (see section 12.3) and can also be found in
the data, which is shown in Figure 13.16. As an extraordinarily high eccentricity was observed
for the second lowest energy bin, it is suspected that the energy composition plays a role in the
zenith-distance dependency of the eccentricity. Concluding, it can be stated that the shape of the
gamma-like background detected by the MAGIC telescopes is not that strongly influenced by the
zenith distance of the pointing position compared to the azimuth of the pointing position. But
still, there are dependencies on the zenith distance, partly due to the differences in the energy
composition of selected events. Further investigations focusing on the influence of the zenith
distance on the background rate are presented in section 14.3.
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Figure 13.16: Number of events dependent on the zenith distance of the pointing in
multiple bins of reconstructed energy 𝐸reco.
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13.5 Zenith Distance Dependencies
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Figure 13.17: Eccentricity 𝜖 resulting from PCAs performed on event coordinates(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) dependent on the zenith distance of the
pointing position for the full energy range (upper plot) and in multiple bins of recon-
structed energy 𝐸reco (lower plot). The zenith distance ranges are illustrated by vertical
gray solid lines.
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Creation of Background Models 14
As described in chapter 11, background models can be created by using NSOD. Based on the
findings about the background shape presented in chapter 13, a new approach to create azimuth-
dependent background models is presented in this chapter. Furthermore, the results are compared
with background models from non-simultaneous off data simply grouped in multiple azimuth
bins. Next, dependencies of the background rate on the zenith distance, the transmission of the
atmosphere and the moonlight conditions are presented. Depending on the azimuth and zenith
distance of the averaged pointing position, customized background models can be created for each
observation.

14.1 Creation of Initial Background Models

In order to create a Background3D model in units of s−1MeV−1 sr−1, a background rate has to be
estimated in bins of reconstructed energy and FoV coordinates. There are two ways to provide the
background models according to GADF (see subsection 4.1.2): BKG_2D models depend on ENERGY
and the offset THETA, and are therefore radially symmetric. BKG_3D models depend on ENERGY and
field of view coordinates. As shown in a former study (Prandini et al. 2016), and also in section 13.4,
the gamma-like background detected by the MAGIC telescopes is not radially symmetric. As
a consequence, it is necessary to store the background as BKG_3D model. Here the energy axis
is divided in 37 logarithmic bins from 0.01 TeV to 30 TeV, and the spatial axes are defined in15 bins from −2.5° to 2.5° for FOV_ALTAZ_LON and FOV_ALTAZ_LAT (see section 13.2). Counts of
non-simultaneous off observations are histogrammed in those bins, and then divided by the energy
bin width, observation time and solid angle. The solid angle for each pixel bin is defined as𝛺 = (sin(𝜙N) − sin(𝜙S)) (𝜃E − 𝜃W) sr (14.1)

with 𝜙N and 𝜙S as north and south lines of FOV_ALTAZ_LON and 𝜃E and 𝜃W as east and west lines
of FOV_ALTAZ_LAT. As shown in chapter 13, the shape of the background depends on the azimuth
and the zenith distance of the pointing position of an observation. Thus, background models have
to be created dependent on azimuth and the zenith distance. For this, two methods are presented.
For the creation of initial background models with both methods, observations from the dataset
presented in section 13.2 are used. As presented in the last sections, parameters influencing the
background are more stable at low energies, e.g. sin(𝛿) or the inter-telescope distance. Thus,
background models are created for the low zenith distance range as a first step.

In the case of the binning-method, background rates are computed from observations in one
bin of the averaged zenith distance from 5° to 35° and twelve bins of the averaged azimuth angle
from 0° to 360°. It is known, that there are still variations in the shape of the background in these
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14 Creation of Background Models

bins. As the number of suitable observations is limited, a finer binning would lead to too large
statistical uncertainties, especially at high energies.

In the case of the rotation-method, which was first suggested by Mender et al. 2023, the
knowledge about the azimuth dependency, presented in section 13.4, is applied. For this, all
observations with an averaged zenith distance from 5° to 35° and an averaged azimuth angle from0° to 360° are used. However, not (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates are considered
directly, but the rotated (FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) coordinates of each event
calculated by (13.3). To create a background model for an observation with an averaged azimuth
angle 𝐴𝑧, the coordinates are rotated once more

( FOV_ALTAZ_LON'
FOV_ALTAZ_LAT' ) = ( cos(𝛾theory(𝐴𝑧)) − sin(𝛾theory(𝐴𝑧))sin(𝛾theory(𝐴𝑧)) cos(𝛾theory(𝐴𝑧)) ) ⋅ ( FOV_ALTAZ_LON_ROT

FOV_ALTAZ_LAT_ROT )
(14.2)

around 𝛾theory(𝐴𝑧) calculated by (12.1). Background models can be calculated for all values of
the azimuth without any loss in statistics using (FOV_ALTAZ_LON', FOV_ALTAZ_LAT') coordinates.
For a comparison with the binning-method, the rotation-method is applied twelve times using
the bin center of twelve azimuth bins from 0° to 360°. As we know by the analysis presented in
section 13.4, for high-energy bins the discrepancy of theoretical and observational rotation angle𝛾 is non-negligible. It should be noted that the rotation-method only assumes that the offset
between the theoretical and observational rotation angle is constant over the azimuth angle. This
results from the fact that the coordinates are first rotated and then de-rotated again. Additionally, it
is assumed that there is no additional azimuth dependency on the background’s shape. As we know
by the analysis presented in section 13.4, the results of the low-energy data are largely consistent
with the first assumption. As high-energy bins tend to have problems with too low statistics,
the disadvantage that high-energy data do not perfectly agree with the above assumptions is
taken. Furthermore, the results presented in section 13.5 show, that the offset has no significant
dependency on the zenith distance within the low zenith distance range. To validate the assumption
that there is no significant additional azimuth dependency on the background’s shape, the shape
of the resulting binning-method and rotation-method background models are compared in the
following section.

14.2 Comparison of binning-method and rotation-method
Background Models

For validation, all models of the binning-method, and twelve aligned models of the rotation-
method are compared. To compare the shape, a relative error

Error/% = 𝐵𝐺rotation-method − 𝐵𝐺binning-method𝐵𝐺rotation-method
⋅ 100 (14.3)

is computed in every spatial and energy bin. For an exemplary energy bin from 0.07 TeV to 0.09 TeV,
the background rates as well as the relative error are shown in Figure 14.1. For the computation of
the background rate 𝐵𝐺binning-method observations with averaged azimuth angle from 240° to 270°
were used, where 𝐵𝐺rotation-method was computed for an azimuth angle of 265°. As expected, the
results of the rotation-method look smoother in comparison with the binning-method. When
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Figure 14.1: Comparison of the background rates 𝐵𝐺rotation-method (upper left) and𝐵𝐺binning-method (upper right) for an exemplary energy bin from 0.07 TeV to 0.09 TeV.
The background rate 𝐵𝐺binning-method is computed using all observations with an averaged
azimuth angle from 240° to 270°, where 𝐵𝐺rotation-method was computed for an azimuth
angle of 265°. Also the relative error Error is visualized for each pixel (lower left) and by
histograms of the values (lower right). Here, also the mean 𝜇 and standard deviation 𝜎 are
displayed and visualized by Gaussian distributions. Histograms and Gaussian distribution
are shown for all pixels (blue) and for pixels with offset ≤ 1.5° (orange).
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14 Creation of Background Models

looking at the relative error, large values at the edge of the FoV are noticeable. For further
investigations, the relative error values of the corresponding pixel are displayed in histograms:
one histogram contains all pixels, and another one only contains pixels with offset ≤ 1.5°.
Additionally, the mean 𝜇 and the standard deviation 𝜎 of Error are displayed and visualized by
Gaussian distributions. The histograms and the Gaussian distributions do align well. Comparing
the means 𝜇no-cut = 11.46 and 𝜇offset-cut = −2.62, it can be found that the value for smaller offsets is
closer to the ideal value of 1. Also, the standard deviation of 𝜎offset-cut = 20.65 is much smaller for
an applied cut than the value 𝜎no-cut = 80.48 without an applied offset cut.

The parameters 𝜇offset-cut and 𝜎offset-cut are computed for all twelve azimuth bins and all 37 bins in
reconstructed energy 𝐸reco. The results are presented in Figure 14.2. They depend on the azimuth
angle and the observation time 𝑡obs of the data used to create the 𝐵𝐺binning-method rates. A correlation
between the energy and the 𝜎offset-cut value is visible: The higher the energy, the higher the 𝜎offset-cut
value. This can be explained by the expectations of higher systematic and statistical effects at
higher energies. In addition to the energy-dependent values, also averaged values are presented.
It is visible that the mean of 𝜎offset-cut is extraordinarily high in two azimuth bins. However, it
also can be found that in these two azimuth bins, less data was available for the creation of the𝐵𝐺binning-method background models. Whereas the other bins contain data from observations over
from 9 h to 46 h, these two bins contain less than 3 h. only a small amount of observation time was
available For both 𝜇offset-cut and 𝜎offset-cut, the trend can be observed in the right plots of Figure 14.2
that with increasing 𝑡obs, the values decrease, indicating a better agreement of the models.
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Figure 14.2: Absolute value of 𝜇offset-cut (top) and 𝜎offset-cut (bottom) of the Gaussian
distribution describing the discrepancies of the background models in all pixels within
the offset cut at ≤ 1.5°. Both parameters are given in dependency on the azimuth angle
(left) and the observation time 𝑡obs (right). The colors of the datapoints indicate the bin
of the reconstructed energy 𝐸reco. The black crosses show the mean of all 𝜇offset-cut and𝜎offset-cut values in a given azimuth or obs bin.
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14.2 Comparison of binning-method and rotation-method Background Models

To compare the energy spectra of the estimated background models of both methods, the
integrated background rate is computed up to an offset to 2.5°. The results are presented in
Figure 14.3 for both methods and all azimuth bins. Overall, it is visible that the rates of both
methods are consistent. As all background models created by the rotation-method are based on
the same observations, the spectra are very similar to each other. On the contrary, the models
created by the binning-method have greater differences from each other. Some of them are not
defined at all at higher energies, which is an effect of small statistics and a big disadvantage of this
method.
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Figure 14.3: Integrated background rate dependent on the reconstructed energy 𝐸reco
for the background models created by the rotation-method and the binning-method.
Each line represents a background model of one azimuth bin.
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14 Creation of Background Models

14.3 Background Rate Dependencies

To adjust an initial background model to a dedicated observation, Gammapy enables the adjustment
of the background model to the counts of the dataset as explained in section 11.3. To study the
dependencies of the normalization factor on the zenith distance, the transmission of the atmosphere,
DC1 indicating the strength of the NSB, and the galactic latitude 𝑏, the FoVBackgroundMaker is
applied to each off observation fitting a piece-wise norm spectral model to the data. For this
analysis, the background models produced by the rotation-method are used as they contain
more statistics than the ones produced by the binning-method. The fit procedure is visualized
in Figure 14.4 for an exemplary observation. In this case, the background counts of the initial
background model are above the counts of the observation for a large energy range. As a result,
the fitted norm parameters are below one. The reason for the low number of counts is presumably
caused by the low transmission of the atmosphere during this observation, but the influence of
the transmission has to be validated. Since the H.E.S.S. telescope measurements showed a large
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Figure 14.4: Counts vs. reconstructed energy 𝐸reco for the application of the
FoVBackgroundMaker to a dataset of an exemplary observation. The background counts
predicted by the initial background model of the rotation-method are lower than the
counts for a large energy range. The fitted norm parameters as well as the counts pre-
dicted by the fitted background model are represented. For comparison, a grey dashed
line presents a value of one. For this observation, most of the norm parameters are below
this reference.

influence of the zenith distance on the background rate (Mohrmann et al. 2019), this work studies
the dependency for the MAGIC telescopes in the following. To avoid strong influences from
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14.3 Background Rate Dependencies

other parameters concerning the conditions of the observations, only observations, which were
taken under good atmospheric (transmission at 9 km: 0.8–1.0) and the absence of the moon (DC1:0 µA–2.2 µA) are used. As a further limitation, the observation duration of each observation has
to be at least 5min. The normalization parameters of the observations passing these criteria are
studied for each energy bin. For two exemplary energy bins, the normalization parameter 𝜙0
depending on the zenith distance 𝑍𝑑 are presented in Figure 14.6. In both energy bins, a linear
correlation is evident, which can be described by a linear regression:𝜙0 = 𝑚 ⋅ 𝑍𝑑 + 𝑏 (14.4)= 𝑚 ⋅ (𝑍𝑑 − 𝑍𝑑0) . (14.5)

For all energy bins, the resulting gradient 𝑚 and the zero 𝑍𝑑0 of the linear regressions are visualized
in Figure 14.5. Additionally, the Pearson correlation coefficient 𝜌 between the normalization
parameter and the zenith distance is given to quantify the linear correlation. If the Pearson
coefficient is too low in an energy bin, no linear correlation between 𝑍𝑑 and 𝜙0 is assumed. In the
following, the parameters 𝑚 and 𝑍𝑑0 are only discussed for an energy range where the amount
of the Pearson correlation coefficient passes 0.2. As a result, energy bins at very low and at very
high energies are rejected. From the lowest energies up to ≈ 0.1 TeV, the gradient 𝑚 is negative.
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Figure 14.5: Upper plot: Pearson correlation coefficient 𝜌 between the normalization
parameter and the zenith distance of observations in multiple bins of reconstructed
energy 𝐸reco. Medium and lower plot: Gradient 𝑚 and the zero 𝑍𝑑0 as result of linear
regressions from normalization parameter to the zenith distance in multiple bins of
reconstructed energy 𝐸reco.

Above an energy of ≈ 0.1 TeV, 𝑚 becomes positive and then increases only slightly with increasing
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Figure 14.6: Normalization parameter of two exemplary energy bins resulted by the
fit of the FoVBackgroundMaker from the initial rotation-method background models to
the dataset of single observations vs. the zenith distance of each observation. In addition
to the data, the Pearson correlation coefficient 𝜌 and the results of a linear fit are shown.
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energy. Below this threshold, the parameter 𝑍𝑑0 has a physical meaning, describing the zenith
distance where the energy bin corresponds with the energy threshold. Observations with higher
zenith distance values do not contain events with energies in this energy bin. This is visualized
very well by the upper plot of Figure 14.6 for the energy bin from 0.03 TeV to 0.037 TeV. Above
the energy threshold of ≈ 0.1 TeV, observations at all zenith distances contain events. Here, the
higher the zenith distance the higher the background rate. as visualized for an exemplary bin
from 1.801 TeV to 2.236 TeV in the lower plot of Figure 14.6. At very low and very high energies,
the background rate is so low, that for a standard observation time of ≈ 20min, less than a single
background count is predicted. Thus, the background rate dependency on the zenith distance can
only be described in an energy range from 0.03 TeV to 10.168 TeV and the further background
models are defined only in this energy range.

Using the information obtained by the linear regressions, specific background models based
on the azimuth angle and the zenith distance are calculated for each observation. In Figure 14.7,
the spectral shape of background models produced for an azimuth angle of 0° and multiple zenith
distances of 5°, 20°, 35° are visualized. The shape of the integrated background rates and their
dependency on the zenith distance can be explained by the effective area 𝐴eff, which is described in
detail in section 12.3 (see Figure 12.6). To study further dependencies of the background rate, again
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Figure 14.7: Integrated background rate dependent on the reconstructed energy 𝐸reco for
the background models created by the rotation-method with applied zenith distance
correction. The models are created for a pointing position of an azimuth angle of 0° and
multiple zenith distances.

the FoVBackgroundMaker is applied to each off observation fitting a piece-wise norm spectral model
in each energy bin. This time, background models created by the rotation-method with applied
zenith distance corrections are used. Figure 14.8 shows the counts of the initial background, the
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14 Creation of Background Models

observation data and the fitted background counts as in Figure 14.4, now with initial background
models containing zenith distance corrections. It is visible that the shape of the initial background
counts and the counts of the dataset match very well, so that the norm parameters are more
constant over the whole energy range in comparison to the results in Figure 14.4 without the zenith
distance correction.

To investigate the dependencies on the transmission at 9 km, the NSB, and on the galactic latitude,
the average of the normalization parameters of the energy bins is calculated for each observation.
In Figure 14.9, the dependencies of the average of the normalization parameters on the transmission,
on DC1 and on |𝑏| are visualized. As expected, there is a correlation between transmission values
and averaged normalization parameters. This has also been observed for the H.E.S.S. telescopes
(Mohrmann et al. 2019), and can easily be explained by the fact that a less-transparent atmosphere
absorbs Cherenkov photons and therefore leads to a decreased background rate. For the study on
the DC1 value, only observations taken under good atmospheric conditions (transmission at 9 km:0.8–1.0) are used. Here a decreasing average with higher DC1 is observed. This effect was also
expected since fewer events are triggered at higher NSB. For the dependency on the absolute value
of the galactic latitude |𝑏|, no evident difference between the distribution of averaged normalization
parameters of galactic observations (|𝑏| < 5°) and extragalactic observations (|𝑏| > 5°) was found.
As explained in section 12.4, a higher background rate would have been expected for galactic
observations.
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Figure 14.8: Counts vs. reconstructed energy 𝐸reco for the application of the
FoVBackgroundMaker to a dataset of an exemplary observation. The initial background
counts are predicted by a background model of the rotation-methodwith applied zenith
distance corrections.
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Figure 14.9: Averaged normalization parameters dependent on the transmission at 9 km
(upper plot) and on the DC1 (mean plot). In addition to the data, the Pearson correlation
coefficient 𝜌 and the result of linear fit are shown. In the lower plot, the normalized
distribution of the averaged normalization parameter is shown for galactic observations
with |𝑏| < 5° and extragalactic sources with |𝑏| > 5°. 117



14 Creation of Background Models

14.4 Final Background Models

In addition to the initial background models of the binning-method and the rotation-method
introduced in section 14.1, the zenith-distance-dependent corrections described in section 14.3 are
used to create background models. With this, background models of four different methods can be
created:

binning-method background models are created as described in section 14.1 in twelve bins of the
averaged azimuth angle from 0° to 360°. For further usage, a background model is assigned
to each observation based on the azimuth of its averaged pointing position.

binning-method-zd-corrected background models are based on the background models of the
binning-method. Additionally, energy-dependent corrections as described in section 14.3
based on the zenith distance of the pointing position of each observation are applied.

rotation-method background models are created as described in section 14.1 dependent on the
averaged azimuth angle of the pointing position of each observation.

rotation-method-zd-corrected backgroundmodels are based on the rotation-method, but also
contain energy-dependent corrections as described in section 14.3. A background model
depends on the averaged azimuth and the zenith distance of the pointing position of an
observation.

All background models are computed in 15 spatial bins from −2.5° to 2.5° for FOV_ALTAZ_LON and
FOV_ALTAZ_LAT as the initial background model as explained in section 14.1. The energy binning is
adapted and the final models are created in 27 logarithmic bins from 0.03 TeV to 10.168 TeV. With
these methods, it is possible to create background models for observations taken under low zenith
distances from 5° to 35°. In the next chapter, the models are validated by applying them to Crab
Nebula observations.
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Validation 15
To validate background models created with the methods presented in section 14.4, 3D analyses of
Crab Nebula observations are performed. For this purpose, observations from the analysis period
ST.03.07 taken under low zenith distances are used. The used DL3 dataset contains multi-offset
full-enclosure IRFs and was produced with AutoMAGIC using the configuration file provided in
section B.4. Only observations taken under good weather conditions (transmission at 9 km ≥ 0.8
or cloudiness ≤ 30) are used. With this, around 30 h of Crab Nebula data is available.

The 3D high-level analysis is performed with Gammapy v1.1, as introduced in section 4.3. In
this chapter, binned datasets – so-called map datasets – are created using the different background
methods presented in section 14.4. Based on these map datasets, 3D fits are performed and the
resulting Crab Nebula spectra as well as spectral and spatial residuals are investigated. Furthermore,
significance maps are produced and systematic uncertainties are calculated.

15.1 Creation of Map Datasets

For the creation of a map dataset containing binned data of all observations, the geometry of the
map dataset has to be defined. The geometry is defined in equatorial coordinates, the International
Celestial Reference System (ICRS), with axes of right ascension and declination. In this case,
the geometry is centered around the position of the Crab Nebula and has a width and height of4°. Furthermore, the geometry has an axis of reconstructed energy in 30 logarithmic bins from0.03 TeV to 10 TeV. The resulting geometry is visualized in Figure 15.1 in two spatial dimensions.
Additionally, an exclusion mask, indicated by black regions, is visualized. The exclusion mask
contains circular regions with a radius of 0.5° around 4FGL sources in the defined geometry.
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Figure 15.1: 2D geometry of the map dataset centered
around the position of the Crab Nebula. The geometry
has a width and height of 4°. Additionally, an exclusion
mask, containing circular regions with a radius of 0.5°
around 4FGL sources, is indicated by black regions in
the sky. The mask in the center contains the Crab Neb-
ula, while the mask in the upper right contains 4FGL
J0526.3+2246.
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15 Validation

For the creation of a dataset for each observation, the data of this observation is binned consider-
ing the defined geometry. During this step, only data up to an offset of 1.5° are used, as the previous
study presented in section 14.2 shows that the background at higher offset angles shows higher
uncertainties. Technically, this is performed with the SafeMaskMaker implemented in Gammapy.

Furthermore, the background model of each observation is fitted to the data with the fit method
of Gammapy’s FoVBackgroundMaker using a norm spectral model with one norm parameter over
the whole energy range. For this, only data outside the exclusion region, shown in Figure 15.1, is
used.

Finally, the map datasets of all observations are stacked into one overall map dataset. This
procedure is performed with DL3 data containing background models created with the binning-
method, the rotation-method, the binning-method-zd-corrected, and the rotation-method-
zd-corrected. In Figure 15.2, an overview of one stacked map dataset of the observations is
presented.
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Figure 15.2: Overview of a stacked map dataset of all low zenith distance observations
of the Crab Nebula dataset. The map dataset contains binned information about the
detected count, the excess counts, the exposure and the background. In this case, the
background was estimated using the background models created with the rotation-
method-zd-corrected method.

120



15.2 Spectral and Spatial Analysis

15.2 Spectral and Spatial Analysis

For a 3D fit on the created map datasets, a 3D model containing 2D spatial and 1D spectral
information has to be defined. In this case, the overall 3D model is composed of two components:

• The source model describing the emission of the Crab Nebula, which contains a log-parabola
spectral model (4.12) and a point spatial model (4.18). In the latter, the source coordinates(𝑙𝑜𝑛0, 𝑙𝑎𝑡0) are fixed to the well-known position of the Crab Nebula: RA = 83.6333° and
DEC = 22.0133°.

• The background model.

The log-parabola parameters 𝛼, 𝛽 and 𝜙0 of the spectral model and the norm parameter of the
background model are fitted. The 3D fit is performed on all created map datasets using background
models created with different methods. The resulting log-parabola spectra are visualized in
Figure 15.3 for each background method. Comparing the resulting log-parabola spectra, visualized
in Figure 15.3, with the reference (2.1) of former observations (Aleksić et al. 2015), it is noticeable
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Figure 15.3: Log-parabola spectral models resulting from 3D fits on the created map
datasets using background models created with different methods. For comparison, a
reference (2.1) of former observations (Aleksić et al. 2015) is shown. The grey bands
indicate 1-𝜎 uncertainty regions.
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15 Validation

that the spectrum obtained using the rotation-method is compatible with the reference within
the 1-𝜎 uncertainty region. The result using the rotation-method-zd-correctedmethod is closer
to the reference at lower energies, but a bit further away for high energies. Actually, the spectrum
obtained using the binning-method is not in agreement with the reference, as the curvature is very
low. With the binning-method-zd-corrected method, the curvature is stronger and the results
match at higher energies; but at low energies, the spectrum is not in agreement with the reference.

To validate how well the overall model is describing the data, the residuals are inspected. The
spectral residuals are calculated by

Residuals = 𝑁excess − 𝑁model√𝑁model

(15.1)

with the number 𝑁excess of observed excess counts and the number 𝑁model of the predicted signal
counts. The resulting spectral residuals are visualized in Figure 15.4 depending on the energy. The
results are consistent with the comparison of the gained spectra with the reference.
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Figure 15.4: Spectral residuals of 3D fits on map datasets depending on the energy
created by using background models obtained with different methods. The residuals are
calculated by (15.1).
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15.2 Spectral and Spatial Analysis

Furthermore, the spatial residuals

Residuals = 𝑁excess − 𝑁model (15.2)

are presented in Figure 15.5. It is remarkable, that for each background method, a pattern is formed
around the source position showing negative and positive regions. This is an indication that it is
not sufficient to store the PSF in radially symmetric bins, as described in subsection 4.1.2.
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(b) rotation-method.
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(c) binning-method-zd-corrected.
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(d) rotation-method-zd-corrected.

Figure 15.5: Smoothed spatial residuals of 3D fits on map datasets created by using
background models obtained with different methods for the overall energy range. The
residuals are calculated by (15.2).
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15.3 Creation of Significance Maps

A further possibility for the validation of background models is the creation of significance maps.
Using a correlation radius of 0.1° the ExcessMapEstimator implemented in Gammapy can compute
correlated excess, significance and error maps from a map dataset. The ExcessMapEstimator
is applied to the map datasets created as described in section 15.1 using different background
methods. The resulting significance maps are presented in Figure 15.6 for the full energy range
from 0.03 TeV to 10 TeV. In all plots, a black circle indicates the on region, which is defined as a
circle around the position of the Crab Nebula with an offset of 0.5°. All bins outside this on region
are defined as off bins. From the significance values of all off bins, a mean 𝜇 and the standard
deviation 𝜎 are calculated. With a perfect background model, the mean has the value 𝜇 = 0 and the
standard deviation has the value 𝜎 = 1. In this perfect scenario, the 𝜎 only contains the statistical
uncertainty 𝜎stat = 1 and does not include a systematic uncertainty 𝜎sys. The actual distributions of
the significance values are presented in Figure 15.7. In addition to the histograms representing
the significance values of the off bins, histograms representing the significance values of all bins
are shown. It is visible that bins from the on region reach high significance values. Gaussian
distributions visualize the mean and the standard deviation of the significance values of the off
region. Actually, the standard deviation is 𝜎 > 1 for all background methods. This means that the
background includes a systematic uncertainty 𝜎sys. Assuming that both uncertainties 𝜎stat and 𝜎sys
are normally distributed, the relationship𝜎 2 = 𝜎 2

stat + 𝜎 2
sys (15.3)

holds, and the systematic uncertainty of the background can be calculated to𝜎sys = √(𝜎 2 − 𝜎 2
stat) (15.4)= √(𝜎 2 − 1). (15.5)

With this, the systematic uncertainties of the background models created by different models are:

binning-method: 𝜎sys = 1.21
rotation-method: 𝜎sys = 1.12
binning-method-zd-corrected: 𝜎sys = 1.10
rotation-method-zd-corrected: 𝜎sys = 1.05.
It is important to note that the calculation of the systematic uncertainties of the background models
depends on the event selection criteria, e.g. the hadronness cut, the energy range and the position
in the sky region.

124



15.3 Creation of Significance Maps
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(a) binning-method.
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(b) rotation-method.
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(c) binning-method-zd-corrected.
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(d) rotation-method-zd-corrected.

Figure 15.6: Significance maps resulting from the application of the
ExcessMapEstimator implemented in Gammapy to map datasets created with
background models obtained by different methods. The results are shown for the full
energy range from 0.03 TeV to 10 TeV. The black circle indicates the on region, defined
as a circle around the position of the Crab Nebula with an offset of 0.5°.
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Figure 15.7: Significance value histograms corresponding to the significance maps in
Figure 15.6. The distribution of significance values is presented by two histograms,
one containing all bins (grey) and one containing only the bins outside the on region
(blue). For each background method, the mean value and the standard deviation of
the significance values of the off bins are given in the titles and are also visualized by
Gaussian distributions.
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Conclusions and Future Prospects 16
In the following, the main conclusions obtained in the course of Part III of this thesis are summa-
rized. Furthermore, future prospects building on the results are presented.

Conclusions

• For the characterization of the gamma-like background detected by the MAGIC telescopes
1441 observations taken under good observational conditions were processed up to DL3 in
a reproducible and automated way using AutoMAGIC. It was shown that the rotation of the
shape of the background depending on the azimuth is mainly caused by the overlapping
part of the two view cones of MAGIC-I and MAGIC-II. Furthermore, an additional rotation
caused by the geomagnetic field was identified, whose strength depends on the energy and
the azimuth and zenith distance of the pointing position of the telescopes. For the first time,
the background rate detected by the MAGIC telescopes was studied depending on the zenith
distance, the transmission of the atmosphere, and the night sky background.

• Based on the background characterization, a new method was presented creating back-
ground models depending on the azimuth and zenith distance of the pointing position of
an observation taken under low zenith distances. This method enables the use of NSOD
taken under other observational conditions than the observation itself. Thus, the created
background models contain more statistics. Background models were created with the new
and also with more conventional methods for Crab Nebula observations taken under low
zenith distance observations. Based on this data, a 3D fit with Gammapy was presented for
MAGIC observations for the first time.

Future Prospects

• For the creation of map datasets, as described in section 15.1, the initial background model
stored in the DL3 data is fitted to the dedicated observation. In this work, the background
was fitted using a norm parameter over the overall energy range from 0.03 TeV to 10 TeV.
Further investigations are needed to optimize the energy range of the fit and the application
of a piece-wise norm spectral model should be tested.

• The systematic uncertainties of the background methods obtained in chapter 15 depend
on the event selection criteria, the energy range and the position in the sky region. It is of
interest to quantify these dependencies.
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16 Conclusions and Future Prospects

• For the creation of the background map of an observation, Gammapy transforms the infor-
mation of the background model from FoV to sky coordinates. Currently, the transformation
uses the pointing position in the middle of the observation and the total time of the ob-
servation. It would be more accurate to perform the procedure in multiple time intervals
between the start and the stop of the observation, which would handle the rotation of the
FoV (see https://github.com/gammapy/gammapy/issues/4860). Once the improvement
is implemented, it should be verified whether this reduces the systematic uncertainties of
the background models.

• Some adjustments of the GADF should be considered: On the one hand, there are strong
hints, that it is not sufficient to store the PSF in bins of the offset angle from the source
position (see Figure 15.5). On the other hand, it may be meaningful not only to store
information about the background but also about its systematic uncertainties.

• Before the presented background methods can be used for the analysis of new data, further
validation steps are necessary. This includes the analysis of deep observations of an empty
field and the analysis of Crab Nebula data taken with different wobble offsets. Furthermore,
it needs to be investigated if it is accurate to use NSOD from the analysis periods ST.03.07
and ST.03.09 for the creation of background models for observations taken in other analysis
periods. Also, it should be analyzed, if the temperature (summer vs. winter) is influencing
the background detected by the MAGIC telescopes.

• For the creation of background models for observations taken under medium and high
zenith distances, further investigations about the background dependencies on the inter-
telescope distance and the geomagnetic field are required. At higher zenith distances, these
parameters have strong dependencies on the azimuth angle. Thus, it remains a challenge to
investigate and parameterize these dependencies.

• To make the new rotation-method-zd-corrected method available for all analyzers, the
method has to be implemented in pybkgmodel (Strzys et al. 2023). This is an open-source
Python package, which is currently developed for the background model generation for
IACTs.

• The creation of background models needs to be implemented in AutoMAGIC to enable the
automated and reproducible creation of DL3 data containing full-enclose multi-offset IRFs
including background models. This will enable the realization of the MAGIC legacy, a project
to preserve data for a future generation of scientists, free the full potential of AutoMAGIC
and MAGIC data, open possibilities of new and more complex analysis of long-term VHE
data.
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AutoMAGIC and magicDL3 Configuration Files A
A.1 magicDL3 configuration file: Crab Nebula, ST.03.08

# I/O
dl3.melibeaObsDir: /data/magic/scratch/smender/phd-thesis-crab-ST0308/

melibea_output_crab_st0307
dl3.melibeaMcDir: /nfs/pic.es/user/s/smender/phd-thesis-crab-ST0308/melibea_mc
dl3.outDir: /nfs/pic.es/user/s/smender/phd-thesis-crab-ST0308/dl3_output_crab_st0307

# irf components configuration
dl3.singleOffset: true
dl3.pointLike: true

# dead time per event (for effective time calculation)
dl3.deadTimePerEvent: 26.e-6

# Zd range and Az bins
dl3.nBinsAz: 1
dl3.minZd: 35.
dl3.maxZd: 50.

# cuts applied on the MC events for the IRF computation
dl3.minSize: 50.
dl3.hadCut: 0.
dl3.theta2Cut: 0.
# probabilities corresponding to the quantiles of the hadronness and theta2 MC
# distributions used to determine the cuts
# if not specified or set to 0., will use the fixed cuts specified above
dl3.probHad: 0.9
dl3.nBinsHad: 100
dl3.hadCutRange: 0.15, 0.95
dl3.probTheta2: 0.9
flute.nBinsTheta2: 50
flute.maxTheta2: 0.4
dl3.theta2CutRange: 0.01, 0.08

# energy binning for IRF computation
dl3.nBinsEnergyEst: 30
dl3.minEnergyEst: 10.
dl3.maxEnergyEst: 30000.
dl3.estTrueFactor: 0.8

# rad2 binning, optional
# will be used only in case of a full-enclosure IRF to compute the PSF
dl3.nBinsRad2 : 40
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A AutoMAGIC and magicDL3 Configuration Files

dl3.rad2Max : 0.4

# offset binning, in case of multi-offset IRFs
dl3.nBinsOffset: 6
dl3.minOffset: 0
dl3.maxOffset:

# assumed spectrum for IRFs computation
dl3.AssumedSpectrum: pow(x/300.,-2.31-0.26*log10(x/300.))

# add optional columns GAMMANESS, DETX, DETY in the event list for technical studies
dl3.optionalColumns: true

# This option switches off a default check of M1 vs M2 time stamp consistency.
# It should be set to `true` if the time stamp is known to be unreliable (e.g.

overwritten by DRS clock information)
dl3.skipM1M2TimeCheck: false

A.2 AutoMAGIC configuration file: Crab Nebula, ST.03.16

mars_version = 'Mars-V2-20-2' # be sure this version is installed!

[target]
source_name = "CrabNebula"
start_date = 2020-10-19 # use - as separator, not _ !
stop_date = 2021-09-29

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 35
zd_max = 50
dc_min = 0
dc_max = 10000
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
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A.3 AutoMAGIC configuration file: TXS 0149+710, ST.03.08

store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = false

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "ringwobble" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = true # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = [1691, 1693, 1695, 1697]

[magicDL3]
dl3_converter_version = "v0.1.9"
irf_type = "point-like" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

[flute]
binning = "run-wise" # "run-wise" or "night-wise" lightcurve binning, only relevant for flute jobs
run_fold = true # run fold after flute to fit an SED function and run flute again with the fitted spectrum (recommended!)
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = false # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

A.3 AutoMAGIC configuration file: TXS 0149+710, ST.03.08

mars_version = 'Mars_V2-19-14' # be sure this version is installed!
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A AutoMAGIC and magicDL3 Configuration Files

[target]
source_name = "TXS0149+710"
start_date = 2017-08-29 # use - as separator, not _ !
stop_date = 2017-09-15

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 5
zd_max = 62
dc_min = 0
dc_max = 10000
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = false # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = false

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "ringwobble" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = true # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
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A.4 AutoMAGIC configuration file: TXS 0149+710, ST.03.16

use_lidar_correction = true
forced_coach_job_ids = false # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)

[magicDL3]
dl3_converter_version = "v0.1.9"
irf_type = "point-like" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

[flute]
binning = "run-wise" # "run-wise" or "night-wise" lightcurve binning, only relevant for flute jobs
run_fold = true # run fold after flute to fit an SED function and run flute again with the fitted spectrum (recommended!)
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = false # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

A.4 AutoMAGIC configuration file: TXS 0149+710, ST.03.16

mars_version = 'Mars-V2-20-2' # be sure this version is installed!

[target]
source_name = "TXS0149+710"
start_date = 2020-12-01 # use - as separator, not _ !
stop_date = 2021-09-03

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 5
zd_max = 62
dc_min = 0
dc_max = 10000
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!
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A AutoMAGIC and magicDL3 Configuration Files

[star]
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = false

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "ringwobble" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = true # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = false # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)

[magicDL3]
dl3_converter_version = "v0.1.9"
irf_type = "point-like" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

[flute]
binning = "run-wise" # "run-wise" or "night-wise" lightcurve binning, only relevant for flute jobs
run_fold = true # run fold after flute to fit an SED function and run flute again with the fitted spectrum (recommended!)
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = false # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
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A.5 AutoMAGIC configuration file: Crab Nebula, ST.03.16, standard ring-wobble MCs

quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

A.5 AutoMAGIC configuration file: Crab Nebula, ST.03.16, standard
ring-wobble MCs

mars_version = 'Mars-V3-0-1' # be sure this version is installed!

[target]
source_name = "CrabNebula"
start_date = 2019-09-16 # use - as separator, not _ !
stop_date = 2020-02-22
source_pos = [83.633212, 22.01446] # Sky coordinates of source / deg
wobble_offset_tol = 0.03 # degree

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 0
zd_max = 50
dc_min = 0
dc_max = 2200
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
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A AutoMAGIC and magicDL3 Configuration Files

energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "ringwobble" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = true # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = [2544, 2548] # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
selectmc2_rmin = [0.0,0.3,0.48,0.61] # In degree. Min edges of the diffuse MCs for off-axis point-like analysis (offset from source_pos to pointing is not 0.4 deg within wobble_offset_tol)
selectmc2_rmax = [0.30,0.48,0.58,0.71] # In degree. Max edges of the diffuse MCs for off-axis point-like analysis (offset from source_pos to pointing is not 0.4 deg within wobble_offset_tol)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "point-like" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

A.6 AutoMAGIC configuration file: Crab Nebula, ST.03.16, diffuse
MCs

mars_version = 'Mars-V3-0-1' # be sure this version is installed!

[target]
source_name = "CrabNebula"
start_date = 2019-09-16 # use - as separator, not _ !
stop_date = 2020-02-22
source_pos = [83.633212, 22.01446] # Sky coordinates of source / deg
wobble_offset_tol = 0.03 # degree

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 0
zd_max = 50
dc_min = 0
dc_max = 2200
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A.6 AutoMAGIC configuration file: Crab Nebula, ST.03.16, diffuse MCs

hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "ringwobble" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = true # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = [2546, 2550] # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
selectmc2_rmin = [0.0,0.3,0.48,0.61] # In degree. Min edges of the diffuse MCs for off-axis point-like analysis (offset from source_pos to pointing is not 0.4 deg within wobble_offset_tol)
selectmc2_rmax = [0.30,0.48,0.58,0.71] # In degree. Max edges of the diffuse MCs for off-axis point-like analysis (offset from source_pos to pointing is not 0.4 deg within wobble_offset_tol)
force_diffuse_mcs = true # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "point-like" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
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quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

A.7 AutoMAGIC configuration file: 4C +39.12, ST.03.12

mars_version = 'Mars-V3-0-1' # be sure this versioin is installed!

[target]
source_name = "4C+39.12"
start_date = 2019-10-28 # use - as separator, not _ !
stop_date = 2020-01-03
source_pos = [53.576786, 39.356836] # Sky coordinates of source / deg
wobble_offset_tol = 0.03 # degree

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 0
zd_max = 50
dc_min = 0
dc_max = 1000
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea
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A.8 AutoMAGIC configuration file: off data, ST.03.07

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "ringwobble" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = true # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = false # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
selectmc2_rmin = [0.0,0.3,0.48,0.61] # In degree. Min edges of the diffuse MCs for off-axis point-like analysis (offset from source_pos to pointing is not 0.4 deg within wobble_offset_tol)
selectmc2_rmax = [0.30,0.48,0.58,0.71] # In degree. Max edges of the diffuse MCs for off-axis point-like analysis (offset from source_pos to pointing is not 0.4 deg within wobble_offset_tol)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "point-like" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = true # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

A.8 AutoMAGIC configuration file: off data, ST.03.07

mars_version = 'Mars-V3-0-1' # be sure this version is installed!

[target]
source_list_file = "/nfs/pic.es/user/s/smender/automagic_configs/source_list.txt"
start_date = 2016-04-29 # use - as separator, not _ !
stop_date = 2017-11-02

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 5
zd_max = 62
dc_min = 0
dc_max = 2200
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45

141



A AutoMAGIC and magicDL3 Configuration Files

use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cleaning_method = "sum"
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
only_one_RF = false
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "diffuse2.5" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = false # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = false # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "full-enclosure" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = false # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)
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A.9 AutoMAGIC configuration file: off data, ST.03.09

mars_version = 'Mars-V3-0-1' # be sure this version is installed!

[target]
source_list_file = "/nfs/pic.es/user/s/smender/automagic_configs/source_list.txt"
start_date = 2017-11-10 # use - as separator, not _ !
stop_date = 2018-06-29

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 5
zd_max = 62
dc_min = 0
dc_max = 2200
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cleaning_method = "sum"
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
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view_cone = "diffuse2.5" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = false # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = false # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "full-enclosure" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = false # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)
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Validation of the Off Data Analysis Pipeline with
Crab Nebula Data B
The datasets, presented in section 13.2, contain 1441 off data observations from the analysis periods
ST.03.07 and ST.03.09. In both periods, data from the low, medium and high zenith distance ranges
was analyzed. As some of the analyzed off observations were also used for training of the models
performing the gamma/hadron separation, two models each were trained using two different
source sets of off data. This ensures, that the gamma/hadron separation applied to an observation
is always performed with a model trained with events from other observations. As both analysis
periods use the MC simulations from ST.03.07, only six different analyses, listed in Table B.1, were
used for the creation of DL3 files of the 1441 off data observations.

To validate those analyses, Crab Nebula observations taken under the same observational
conditions are analyzed. Although, the analysis periods ST.03.07 and ST.03.09 use the same MC
simulations, the validation is performed for each analysis period separately. This ensures, that the
analysis works for both analysis periods. For the validation, DL3 data of Crab Nebula observations
containing full-enclose multi-offset IRFs are processed with AutoMAGICV0.4 using the configuration
files provided in section B.4 to section B.7.

The data is transformed into a 1D dataset containing information about a circular on region
with a radius of 0.2° centered around the source position of the Crab Nebula. The off counts are
obtained with the reflected regions method. The results of the 1D spectral analysis are presented
in the following sections. The results only validates the analyses for a wobble offset of 0.4°, but in
this MC periods Crab Nebula observations with other wobble offsets are not available.

Table B.1: Overview of all separate analyses, which are performed to analyze the 1441
off data observations.

Analysis period Moon condition Zenith distance range MC set Source set

ST.03.07 moon0 low diffuse 1
ST.03.07 moon0 low diffuse 2
ST.03.07 moon0 medium diffuse 1
ST.03.07 moon0 medium diffuse 2
ST.03.07 moon0 high diffuse 1
ST.03.07 moon0 high diffuse 2
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B.1 Detection Plots
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Figure B.1: 𝜃2 distributions of the on and off events in the energy range of0.1 TeV to 30 TeV for observations of the Crab Nebula in the analysis period ST.03.07 and
moon range moon_0. The displayed values of 𝑁on and 𝑁off are on and off counts, which
survive the cut of 𝜃2 = 0.2°. Additionally, the resulting Li&Ma significance, calculated by
(4.9), and the total selected observation time are shown. Each plot presents the results
for dedicated analysis conditions.
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B.1 Detection Plots
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Figure B.2: 𝜃2 distributions of the on and off events in the energy range of0.1 TeV to 30 TeV for observations of the Crab Nebula in the analysis period ST.03.09 and
moon range moon_0. The displayed values of 𝑁on and 𝑁off are on and off counts, which
survive the cut of 𝜃2 = 0.2°. Additionally, the resulting Li&Ma significance, calculated by
(4.9), and the total selected observation time are shown. Each plot presents the results
for dedicated analysis conditions.
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B.2 Lightcurves
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(b) Low zenith, source set 2, ST.03.07.
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Figure B.3: Each plot presents the run-wise lightcurve of the Crab Nebula above 300GeV
for dedicated analysis conditions. The fluxes are stable and in good agreement with the
reference of former observations (Aleksić et al. 2015), which is indicated by a grey dashed
line.
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(b) Medium zenith, source set 2, ST.03.07.
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Figure B.4: Each plot presents the run-wise lightcurve of the Crab Nebula above 300GeV
for dedicated analysis conditions. The fluxes are stable and in good agreement with the
reference of former observations (Aleksić et al. 2015), which is indicated by a grey dashed
line.
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(b) High zenith, source set 2, ST.03.07.
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(c) High zenith, source set 1, ST.03.09.
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Figure B.5: Each plot presents the run-wise lightcurve of the Crab Nebula above 300GeV
for dedicated analysis conditions. The fluxes are stable and in good agreement with the
reference of former observations (Aleksić et al. 2015), which is indicated by a grey dashed
line.
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B.3 Spectral Energy Distributions

B.3 Spectral Energy Distributions
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Figure B.6: SEDs of the Crab Nebula for dedicated analysis conditions in ST.03.07. The
results are compatible with a reference of former observations (Aleksić et al. 2015). The
grey bands indicate 1-𝜎 uncertainty regions.
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Figure B.7: SEDs of the Crab Nebula for dedicated analysis conditions in ST.03.09. The
results are compatible with a reference of former observations (Aleksić et al. 2015). The
grey bands indicate 1-𝜎 uncertainty regions.
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B.4 AutoMAGIC configuration file: Crab Nebula, ST.03.07, source set 1

B.4 AutoMAGIC configuration file: Crab Nebula, ST.03.07, source
set 1

mars_version = 'Mars-V3-0-1' # be sure this version is installed!

[target]
source_name = "CrabNebula"
start_date = 2016-04-29 # use - as separator, not _ !
stop_date = 2017-08-02

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 0
zd_max = 62
dc_min = 0
dc_max = 2200
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cleaning_method = "sum"
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
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B Validation of the Off Data Analysis Pipeline with Crab Nebula Data

corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "diffuse2.5" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = false # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = false # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "full-enclosure" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = false # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

B.5 AutoMAGIC configuration file: Crab Nebula, ST.03.07, source
set 2

mars_version = 'Mars-V3-0-1' # be sure this version is installed!

[target]
source_name = "CrabNebula"
start_date = 2016-04-29 # use - as separator, not _ !
stop_date = 2017-08-02

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 0
zd_max = 62
dc_min = 0
dc_max = 2200
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!
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B.6 AutoMAGIC configuration file: Crab Nebula, ST.03.09, source set 1

[star]
cleaning_method = "sum"
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "diffuse2.5" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = false # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = [2595, 2597, 2599] # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "full-enclosure" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = false # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

B.6 AutoMAGIC configuration file: Crab Nebula, ST.03.09, source
set 1

mars_version = 'Mars-V3-0-1' # be sure this version is installed!
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B Validation of the Off Data Analysis Pipeline with Crab Nebula Data

[target]
source_name = "CrabNebula"
start_date = 2017-11-10 # use - as separator, not _ !
stop_date = 2018-06-29

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 0
zd_max = 62
dc_min = 0
dc_max = 2200
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cleaning_method = "sum"
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "diffuse2.5" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = false # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"
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B.7 AutoMAGIC configuration file: Crab Nebula, ST.03.09, source set 2

[melibea]
use_lidar_correction = true
forced_coach_job_ids = false # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "full-enclosure" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = false # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)

B.7 AutoMAGIC configuration file: Crab Nebula, ST.03.09, source
set 2

mars_version = 'Mars-V3-0-1' # be sure this version is installed!

[target]
source_name = "CrabNebula"
start_date = 2017-11-10 # use - as separator, not _ !
stop_date = 2018-06-29

[data_selection]
L1Table = ""
L3Table = ""
transmission_9km_min_off = 0.8
transmission_9km_min = 0.55
transmission_9km_max = 1.2
zd_min = 0
zd_max = 62
dc_min = 0
dc_max = 2200
hv_setting = "NominalHV"
mola_threshold = 1
cloudiness_max_off = 20
cloudiness_max_on = 45
use_broken_lidar_data = true
calibrated_version_M1 = "current" # use "current" for current version (highly recommended!) or specify version like "v1"
calibrated_version_M2 = "current" # If a special version is required, make sure the version number is available at the chosen start_date!

[star]
cleaning_method = "sum"
cl_lv1 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
cl_lv2 = false # User defined cleaning level 1. Taken from moon condition if not defined (highly recommended!)
noise_lv_mean = false # User defined noise mean. Taken from moon condition if not defined (highly recommended!)
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B Validation of the Off Data Analysis Pipeline with Crab Nebula Data

noise_lv_rms = false # User defined noise rms. Taken from moon condition if not defined (highly recommended!)
switch_off_starguider = true # If true: Ignore Starguider error and re-run star with Starguider calibration switched off
store_star_output = false # If true: Move star output files to /pnfs

[superstar]
ignore_mars_version_of_superstar_file = true

[RF]
cleaning_survival_rate = 0.5
force_rf = true
max_underpopulated_bins_RF_check = 25
check_off_data_for_current_calibrated_version = true # Check if RF is trained with the latest calibrated version
energy_estimation_method = "RFenStereo" # "LUTs" or "RFenStereo" decides if Look Up Tables or Random Forest is used for energy estimation in Melibea

[mc_parameters]
corsika_versions = ["mmcs699", "mmcs6500"] # "mmcs699", "mmcs6500", "std20130415", "std20140317", "std20141222", "std20150302"
view_cone = "diffuse2.5" # "ringwobble", "diffuse1.5", "diffuse2.5", diffuse4.0"
dont_care_view_cone = false # allow use of other MC with other view cones, if selected view_cone is not available
mc_trigger_type = "standard"

[melibea]
use_lidar_correction = true
forced_coach_job_ids = [2595, 2597, 2599] # If false: use/create matching coach job (recommendend!), if [1691, 1693]: use corresponding coach jobs (e.g. for Crab Check)
force_diffuse_mcs = false # If true: Force to use diffuse MCs for off-axis point-like analysis (also if the offset from source_pos to pointing is 0.4 deg within wobble_offset_tol), use if for Crab X-Check. Default: false (highly recommended!)

[magicDL3]
dl3_converter_version = "v0.1.11"
irf_type = "full-enclosure" # "point-like", "full-enclosure"
az_bins = 1
hadronness_cut_from_efficiency = false # optimize hadronness cut energy bin-wise as quantile of surviving MC events, default: true
theta2_cut_from_efficiency = true # theta2 cut energy bin-wise as quantile of MC events, default: false (Gammapy does currently not work with bin-wise cuts!)
hadronness_cut = 0.3 # events with hadronness < cut will be selected as gamma events; used if hadronness_cut_from_efficiency = false
theta2_cut = 0.02 # MC events with theta2 < cut will be selected for computing the IRFs; used if theta2_cut_from_efficiency = false
quantile_hadronness_cut = 0.9 # quantile of MC events to survive the hadronness_cut (applied energy bin-wise)
quantile_theta2_cut = 0.9 # quantile of MC events to survive the theta2 cut (applied energy bin-wise)
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Rotation Angle Visualization C
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Figure C.1: Histogram of the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of all low
zenith distance events in the azimuth range from 69° to 99° and the energy range from0.14 TeV to 0.37 TeV. The blue and green lines represent the first and second principal
components resulting from the PCA. Also, the MAGIC-I–MAGIC–II axis projected to the
sky is visualized by an orange line. The rotation angle 𝛾 is defined as the angle between
the first principal component and the horizontal.
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Figure C.2: Histogram of the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of all low
zenith distance events in the azimuth range from 69° to 99° and the energy range from0.37 TeV to 1.0 TeV. The blue and green lines represent the first and second principal
components resulting from the PCA. Also, the MAGIC-I–MAGIC–II axis projected to the
sky is visualized by an orange line. The rotation angle 𝛾 is defined as the angle between
the first principal component and the horizontal.
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Figure C.3: Histogram of the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of all low
zenith distance events in the azimuth range from 69° to 99° and the energy range from1.0 TeV to 2.71 TeV. The blue and green lines represent the first and second principal
components resulting from the PCA. Also, the MAGIC-I–MAGIC–II axis projected to the
sky is visualized by an orange line. The rotation angle 𝛾 is defined as the angle between
the first principal component and the horizontal.
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C Rotation Angle Visualization
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Figure C.4: Histogram of the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of all low
zenith distance events in the azimuth range from 69° to 99° and the energy range from2.71 TeV to 7.37 TeV. The blue and green lines represent the first and second principal
components resulting from the PCA. Also, the MAGIC-I–MAGIC–II axis projected to the
sky is visualized by an orange line. The rotation angle 𝛾 is defined as the angle between
the first principal component and the horizontal.
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Figure C.5: Histogram of the (FOV_ALTAZ_LON, FOV_ALTAZ_LAT) coordinates of all low
zenith distance events in the azimuth range from 69° to 99° and the energy range from7.37 TeV to 20 TeV. The blue and green lines represent the first and second principal
components resulting from the PCA. Also, the MAGIC-I–MAGIC–II axis projected to the
sky is visualized by an orange line. The rotation angle 𝛾 is defined as the angle between
the first principal component and the horizontal.
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C Rotation Angle Visualization
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Figure C.6: Rotation angle 𝛾 resulting from a PCA performed on medium Zenith distance
events in multiple energy bins dependent on the Azimuth 𝐴𝑧. For comparison, also the
theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones is
presented.
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Figure C.7: Rotation angle 𝛾 ′ resulting from a PCA performed on(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) event coordinates in azimuth and al-
titude bins for the energy bin from 0.05 TeV to 0.14 TeV. In case of an agreement with
the theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones,𝛾 ′ = 0° is valid.
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Figure C.8: Rotation angle 𝛾 ′ resulting from a PCA performed on(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) event coordinates in azimuth and al-
titude bins for the energy bin from 0.14 TeV to 0.37 TeV. In case of an agreement with
the theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones,𝛾 ′ = 0° is valid.
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Figure C.9: Rotation angle 𝛾 ′ resulting from a PCA performed on(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) event coordinates in azimuth and al-
titude bins for the energy bin from 0.37 TeV to 1.0 TeV. In case of an agreement with the
theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones,𝛾 ′ = 0° is valid.
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Figure C.10: Rotation angle 𝛾 ′ resulting from a PCA performed on(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) event coordinates in azimuth and al-
titude bins for the energy bin from 1.0 TeV to 2.71 TeV. In case of an agreement with the
theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones,𝛾 ′ = 0° is valid.
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Figure C.11: Rotation angle 𝛾 ′ resulting from a PCA performed on(FOV_ALTAZ_LON_ROT, FOV_ALTAZ_LAT_ROT) event coordinates in azimuth and al-
titude bins for the energy bin from 2.71 TeV to 7.37 TeV. In case of an agreement with
the theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones,𝛾 ′ = 0° is valid.
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titude bins for the energy bin from 7.37 TeV to 20 TeV. In case of an agreement with the
theoretic expectation 𝛾theory(𝐴𝑧) (13.2) motivated by the two overlapping view cones,𝛾 ′ = 0° is valid.
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