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Abstract
Modern high energy physics experiments have increasing demands on particle detectors in
terms of their spatial and temporal resolution, as well as their ability to withstand higher
radiation levels. To meet these demands, increasingly complex detectors with ever smaller
device segmentations are being developed that require precise device characterisation.
This work is dedicated to a newly developed characterisation technique: the two photon
absorption - transient current technique (TPA-TCT); a method to characterise particle
detectors with micrometer-scale three-dimensional spatial resolution. Femtosecond laser
light with a wavelength in the quadratic absorption regime is focused to generate excess
charge by two photon absorption in a volume of about 75 µm3 around the focal point. The
drift of the excess charge carriers is studied to obtain information about the device under
test. In this work, silicon detectors are used to explore and further develop the TPA-TCT.
The technique is applied to pad detectors in order to study the technique and to strip and
monolithic detectors to demonstrate the potential of TPA-TCT for the characterisation
of state-of-the-art detector technologies. The applicability of the TPA-TCT in neutron,
proton, and gamma irradiated devices is shown and radiation damage related effects on
the technique are systematically studied. The reduction of charge multiplication in a low
gain avalanche detector for increasing excess charge densities is observed and the role
of diffusion to partially recover the gain is investigated. New techniques to investigate
the electric field in complex segmented devices are developed and applied to strip and
monolithic detectors. This work paves the way for the TPA-TCT as a tool to characterise
detectors with three-dimensional micrometer-scale spatial resolution.

Kurzfassung
Heutige und zukünftige Experimente der Hochenergiephysik stellen immer höhere Anforde-
rungen an Teilchendetektoren in Bezug auf ihre räumliche und zeitliche Auflösung sowie
ihre Fähigkeit, steigenden Strahlungswerten standzuhalten. Um diese Anforderungen zu
erfüllen, werden immer komplexere Detektoren mit immer kleineren Segmentierungen ent-
wickelt, die eine präzise Charakterisierung erfordern. Diese Arbeit widmet sich einer neuen
Charakterisierungstechnik: der Two Photon Absorption - Transient Current Technique
(TPA-TCT); einer Methode zur Charakterisierung von Teilchendetektoren mit dreidimensio-
naler Auflösung im Mikrometerbereich. Femtosekunden-Laserlicht mit einer Wellenlänge im
quadratischen Absorptionsbereich wird fokussiert, um durch Zwei-Photonen-Absorption in
einem Volumen von etwa 75 µm3 um den Brennpunkt herum Überschussladung zu erzeugen.
Die Bewegung der Ladungsträger wird untersucht, um Informationen über den Detektor
zu erhalten. Im Rahmen dieser Arbeit werden Detektoren aus Silizium verwendet, um die
TPA-TCT zu untersuchen und weiterzuentwickeln. Pad-Detektoren werden untersucht, um
grundlegende Studien bezüglich der TPA-TCT durchzuführen. Das Potenzial der TPA-TCT
für die Charakterisierung moderner Detektortechnologien wird anhand von Streifen- und
monolithische Detektoren demonstriert. Die Anwendbarkeit der TPA-TCT in Neutronen,
Protonen und Gamma bestrahlten Detektoren wird gezeigt, und die Auswirkungen von
Strahlenschäden auf die Technik werden systematisch untersucht. Die Verringerung der
Ladungsvervielfachung in einem Low Gain Avalanche Detector bei zunehmender Ladungs-
trägerdichte wird beobachtet und die Rolle der Ladungsträgerdiffusion zur teilweisen
Wiederherstellung der Verstärkung wird untersucht. Neue Techniken zur Untersuchung
des elektrischen Feldes in komplexen, segmentierten Detektoren werden entwickelt und auf
Streifen- und monolithische Detektoren angewandt. Diese Arbeit ebnet den Weg für die
TPA-TCT als Methode für die Charakterisierung von Detektoren mit dreidimensionaler
räumlicher Auflösung im Mikrometerbereich.
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1 Introduction

In order to detect the wide spectrum of particles and their properties, modern high
energy particle detector systems consist of a variety of detector technologies. Silicon
detectors are nowadays the leading particle tracking technology and the heart piece of
almost every detector system. The European committee for future accelerators (ECFA)
emphasises the need of research and development (R&D) in the field of silicon detector to
meet the demanding requirements of future high energy experiments, i.e. to withstand
radiation levels beyond 1016 neutrons per cm2, spatial resolution of few micrometers, and
temporal resolution of few tenths of picoseconds [1]. Detector R&D goes hand in hand
with developments in device characterisation techniques to satisfy the need for increasing
measurement precision.

This work is dedicated to the investigation of the two photon absorption - transient current
technique (TPA-TCT) to characterise silicon detectors with high three-dimensional spatial
resolution. High spatial resolution is needed to precisely study micrometer-scale device
segmentation and features of present and future detector technologies. The fundament
of the TPA-TCT is the transient current technique (TCT), which is a central tool for
detector R&D and especially the characterisation of silicon detectors [2]. Conventional
TCT employs red and near infrared lasers to generate excess charge and study the induced
transient current of the drifting carriers. Red light has a shallow charge generation depth
and is ideal to separately study the drift of electrons or holes in silicon [3], while light in the
near infrared penetrates the full silicon volume and generates excess charge carriers along
the full device depth. Near infrared light is used to mimic the charge generation of ionising
particles in order to provide comparable measurements to beam tests [4]. Illumination from
the edge (edge-TCT) with near infrared light enables resolution along the device depth [5].
Single photon absorption (SPA) based techniques reach lateral spatial resolutions of 6
to 10 µm, but are limited to two-dimensional resolution. In contrast, the TPA-TCT uses
light with a wavelength beyond the linear and within the quadratic absorption regime of
silicon (1100 nm < 𝜆 < 2300 nm). Charge generation by two photon absorption (TPA)
depends quadratically on the laser intensity, so that focused light dominantly generates
excess charge in a small volume around the focal point. The confined volume of excess
charge enables device characterisation with three-dimensional spatial resolution, where
a lateral resolution of 2.5 µm and an in-depth resolution of 20 µm is typically reached.
The idea of the TPA-TCT developed from single event effect investigation in electric
circuits, where TPA is used to simulate the charge deposition of heavy ions [6–8]. The
proof-of-concept of the TPA-TCT was demonstrated in a prototype experiment at the laser
facility of the University of the Basque Country (UPV/EHU) [9–11]. To lower the cost
and complexity of the laser setup, a table-top TPA-TCT laser source was developed [12]
and a table-top TPA-TCT setup was commissioned [13].

Besides TPA-TCT, the ion beam induced charge (IBIC) method also offers three-dimensional
spatial resolution for the device characterisation [14, 15]. Excess charge is generated by
ions and the method’s spatial resolution is defined by the ionisation profile of the used ion
that is spatially localised due to the Bragg-peak. Time resolved IBIC (TRIBIC) studies
the drift of the excess charge to obtain similar results like TCT [16, 17]. Advantages of
TRIBIC compared to TCT are the possibility to measure through metal and the potentially
increased spatial resolution. On the other hand, TRIBIC has the following three disad-
vantages compared to TCT. First, accelerators are needed to obtain tunable ion beams,

1



1 Introduction

which increases the cost of operation and significantly enlarges the setup. Second, TRIBIC
is more complex in terms of the charge generation profile, where elaborate calibration
of the setup is needed. In-depth measurements are more challenging, because the depth
is adjusted via the used ion, angle of incidence, or kinetic energy, which influences the
excess charge profile and leads to a changing excess charge along the device depth [18].
Third, ions that are used to characterise the device simultaneously damage the silicon
bulk [17], which limits the reproducibility of such measurements. The TPA-TCT produces
comparable results to TRIBIC at a lower setup and operation cost, simpler execution and
interpretation of measurements, and in a non-destructive manner.

This work was performed in the framework of the RD50 collaboration [19] and contributed
within AIDAinnova [20] to the work package WP4. Task 4.4 of WP4 is dedicated to the
design and development of a new sensor characterisation system based on the TPA-TCT
technique. It includes the milestone M16 [21] and the deliverable D4.4 [22]. M16 covers
the commissioning of a TPA-TCT system and was achieved during the course of this
work [23]. Deliverable D4.4 tackles supporting other groups towards the implementation
of TPA-TCT systems and to make a contribution to the evaluation of newly developed
sensor technologies. D4.4 is already far progressed due to the development of a commercial
laser source [12], the further development of the TPA-TCT [24], discussion of the TPA-
TCT in RD50 workshops [25–37] and other conferences, and discussions with interested
institutes. TPA-TCT setups are already commissioned at the University of the Basque
Country (UPV/EHU) [9–11], the Institute of physics in Cantabria (IFCA) [23], Nikef [38],
the ELI beamlines facility [39], the Jožef Stefan Institute (JSI) [40], the University of
Manchester [41], and CERN [42]. Due to the success of the TPA-TCT, the commissioning
of TPA-TCT setups at further institutes is planned.

The thesis is structured as follows. Chapter 2 contains a brief introduction to silicon
detectors. A section about the TPA in silicon detectors is added due to its relevance to this
work. Further, the influence of radiation damage on the performance of silicon detectors is
discussed. In chapter 3 the focus is set to the devices and experimental methods used in
the course of this work. A current-voltage (IV) and capacitance-voltage (CV) setup, a 90Sr
setup, and a TPA-TCT setup are introduced and the TCT method is discussed in detail.
Investigations on the TPA-TCT with respect to the spatial resolution, the influence of the
pulse energy, the temperature dependence of the TPA charge generation, the influence of
laser beam clipping, and the influence of laser reflections are presented. Neutron, proton,
and gamma irradiated pad detectors are systematically studied in chapter 4, where the
influence on the TPA charge generation, the influence of the device thickness, and the
influence on the refractive index are discussed. The gain reduction mechanism in low gain
avalanche detectors (LGADs) is subject of chapter 5. The mechanism is part of the current
scientific discourse [43–45] and here studied with respect to the influence on the electric
field and the role of charge carrier diffusion. Techniques dedicated to segmented devices are
developed in chapter 6 and the application of these techniques to state-of-the-art strip and
monolithic devices is presented. In the course of the application, the passive CMOS strip
detector [46], the HV-CMOS [47], the RD50-MPW2 [48], and the Monolith picoAD [49] are
investigated. In chapter 7 single event effect studies in the lower analogue circuitry of the
RD53B chip from the preproduction are carried out [50]. Finally, this thesis is summarised
and concluded in chapter 8 and an outlook on the TPA-TCT setup and the technique is
presented.
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2 Silicon detectors

Silicon is, after oxygen, the most abundant element in the earth’s crust. Due to its vast
availability, its favourable properties, the possibility to fabricate structures of high purity,
and low fabrication cost, it is widely used in high energy physics experiments. So far it
offers the best balance between spatial resolution and fabrication cost, which makes it
suitable for position tracking detectors like inner trackers. This chapter discusses the silicon
for the application in particle detection. First, the characteristics of silicon are presented
and the requirements for detector grade silicon are introduced. Then, the working principle
of a silicon detector is explained, where the ideal electric behaviour is discussed; followed
by a review on the principle of particle detection and the various mechanisms of interaction
between particles with silicon. An extra section about the two photon absorption in silicon
detectors is given, as it is especially relevant to this work. Finally, an overview on the
influence of radiation damage in silicon detectors is presented, and its consequences are
discussed in detail.

2.1 Silicon

Silicon is a chemical element from the carbon group (group 14). For the crystallisation
it requires four neighbouring atoms to satisfy the octet configuration and forms covalent
bonds with a strength of 1.8 eV by sp3 hybridisation. The resulting lattice is face-centered
diamond-cubic [51]. A sketch of the covalent bonding and a three-dimensional representation
of the silicon lattice is shown in figures 2.1a and 2.1b, respectively. Silicon is a semiconductor
with a band gap energy of 𝐸g ≈ 1.12 eV at 300 K. The band scheme is shown in figure 2.2a,
where the band gap, the valence, and the conduction band are indicated. The valence
band is formed by the highest filled energy states at 0 K, while the conduction band
is formed by the lowest unfilled energy states. Contrary to metals, the valance and
conduction band are non-overlapping, thus forming the band gap. Silicon is an indirect
semiconductor, i.e. the maximum of the valence band and the minimum of the conduction
band lie at different crystal momentum 𝑘⃗, which is relevant to the absorption process of

Si Si Si

Si

SiSi

SiSi

Si

(a) (b)

Figure 2.1: (a) Sketch of the covalent bonding in silicon (after [52]). (b) Three-
dimensional lattice structure of silicon [53]. The two base atoms are indicated by
different colours and 𝑎 denotes the lattice constant that is about 5.431 Å at 300 K [54].
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2 Silicon detectors

photons. Direct optical absorption is possible for energies ≥ 3.4 eV at 300 K [53]. The value
becomes smaller for increasing temperatures, because the band gap energy is temperature
dependent. The temperature dependence of 𝐸g is well described by the semi-empirical
Varshni equation [55]:

𝐸g(𝑇 ) = 1.1692 eV − (4.9 ± 0.2) ⋅ 10−4 eV/K ⋅ 𝑇 2

𝑇 + (655 ± 40) K
. (2.1)

Figure 2.2b shows the band gap energy of silicon for temperatures up to 750 K (≈ 477 °C).
Further, the temperature determines the band filling and therefore the conductivity
of silicon. The filling follows the Fermi-Dirac distribution, wherefore silicon becomes
conductive at elevated temperatures or fully insulating at low temperatures. However,
silicon is semiconducting for the temperature range relevant to this thesis (−20 °C to
about 25 °C).
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Figure 2.2: (a) Band scheme of silicon with the most important symmetry points (af-
ter [52]). The valence band (VB) is below the band gap and the conduction band (CB)
above. (b) Temperature dependence of the band gap energy of silicon using data
from [55].

2.1.1 Detector grade silicon

Silicon provides beneficial mechanical and electrical properties that make it suitable as a
detector material. It is rigid and allows thin self-supporting structures [56], its small band
gap offers a high energy resolution (3.6 eV compared to ≈ 30 eV for gaseous detectors),
and its charge carrier mobilities allow charge collection in the nanosecond regime. The
material is widely used in industrial application. Thus, material research is far progressed,
and commercial fabrication is cheap compared to many other materials. In nature, silicon
does not occur as a pure element, but appears in the form of silicon dioxide or silicate
minerals. Detector grade silicon is obtained by different growing techniques: the float
zone method (FZ), the epitaxial method (Epi), the Czochalski method (Cz), and the
magnetic Czochalski method (MCz). All of them allow fabricating silicon detectors with
high resistivity (𝜌 > 1 kΩ cm), thicknesses of about 50 µm to 300 µm, and minority carrier
lifetimes long enough for the use in particle detection [57, 58]. Detailed information about
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the growth techniques is given in [59, 60]. The silicon lattice can be grown with different
orientation, which is denoted by Miller indices [53]. Crystal orientations of ⟨100⟩ and ⟨111⟩
are mainly used for detector grade material, because they tend to push lattice impurities
towards the outside boundary of the silicon crystal and thus increase the achievable
resistivity. The crystal orientation influences mechanical and electrical properties of the
detector, but the impact on the device performance is for practical purposes usually
negligible [61].

2.2 Working principle

The idea of a silicon detector is similar to an ionisation chamber: ionising particles generate
excess charge carriers inside an active volume and the excess carriers drift towards their
corresponding collection electrodes. During the drift, the charge carriers induce a current at
the electrodes, which is used for the particle detection. In analogy to ionisation chambers,
where gas is used as an active medium, silicon detectors have the silicon bulk that serves
as a conversion medium. The mechanisms of energy conversion and particle detection are
explained in detail in section 2.3 and first principles for the operation of silicon detectors
are motivated.

Intrinsic silicon has a charge carrier density of about 1.45 ⋅ 1010 cm−3 (resistivity 𝜌 =
235 kΩ cm) at room temperature and therefore about 2.7⋅107 free charge carriers (under the
assumption of a 300 µm thick silicon detector with an active area of 2.5 mm × 2.5 mm) [62].
A minimum ionising particle (MIP) generates ≈ 3 ⋅ 104 excess charge carriers inside such a
detector, which is three orders of magnitude less than the amount of free charge carriers
of intrinsic silicon. To allow detection with a reasonable signal-to-noise ratio (SNR), the
free charge carriers need to be removed from the silicon, i.e. the active volume needs to be
depleted. This is done by tailoring the electric properties through adding impurity atoms.
The process is known as doping and the impurity atoms can either act as donors or acceptors
that add or bind lattice electrons, respectively. The function of doping is explained in
the following and the question of how it helps to deplete the active volume is addressed
in sections 2.2.1 and 2.2.2. A functional representation of donor and acceptor doping is
depicted in figure 2.3, where the integration in the silicon lattice and the corresponding
band scheme is visualised. Figure 2.3a shows the integration of phosphorus, a group 15
element, in silicon. Impurity atoms add additional energy levels close to the conduction
band, because phosphorous has five outer shell electrons, but only four electrons are used
for the covalent bonding in the silicon lattice. The additional electron is loosely bound,
i.e. its orbit is wider spread across the lattice. The delocalisation of the electron creates a
positively charged region in the lattice and thereby changes locally the electric properties.
The counterpart of the donor doping is the acceptor doping, where an impurity element
that binds an additional electron is brought into the lattice. Such doping introduces shallow
energy levels close to the valence band. For example boron can be used as an acceptor in
silicon. It is a group 13 element and only has three electrons in its outer shell. It uses an
electron from the surrounding silicon lattice for the covalent bonding and leaves behind
a hole that can migrate through the lattice. Figure 2.3b shows the bonding of boron in
silicon schematically.
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Figure 2.3: Two-dimensional representation of the bonding scheme of a phosphorous (a)
and a boron (b) impurity atom in a silicon lattice. The energy bands of the donor and
acceptor states are shown on the right-hand side (after [53, 60]).

2.2.1 The pn-junction

Silicon is referred to as n- or p-type doped, when the majority carriers are electron or
holes, respectively. In pristine silicon the majority carrier is defined by the implanted
dopant atoms, where donors are related to electrons as majority carriers and acceptors to
holes. The transition between n- and p-type silicon is called pn-junction. At the junction,
electrons from the n-type region and holes from the p-type region diffuse into each other
and recombine. The diffusion process can be described as a current, called diffusion current.
The formed region is depleted from free charge carriers and called depletion region or
space charge region (SCR). The latter refers to the space charge 𝜌0 that origins from the
recombined charge carriers that introduce negative or positive space charge for electrons and
holes, respectively. Following the Poisson equation, 𝜌0 introduces a change of potential 𝜑
and an electric field 𝐸 that are given by

−∂2𝜑
∂𝑧2 = ∂𝐸

∂𝑧
= 𝜌0(𝑧)

𝜖0𝜖r
. (2.2)

The potential difference in the SCR is called built-in voltage 𝑉bi and the resulting electric
field is maximum at the junction and falls off linearly to both sides. It generates a drift
current that compensates the diffusion current and thus prevents further carrier diffusion,
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as the charge carriers are hindered from migration beyond the SCR. Depending on the
doping concentration, values of 𝑉bi = 0.6 to 0.8 V are typical at room temperature. The
width of the depletion region 𝑤 is given in thermal equilibrium by

𝑤 = √2𝜖0𝜖r(𝑁D + 𝑁A)
𝑒0𝑁D𝑁A

𝑉bi , (2.3)

with the electric constant 𝜖0, the susceptibility 𝜖r, and the donor (acceptor) concentra-
tion 𝑁D (𝑁A) [52]. The doping in particle detectors is usually highly asymmetric, meaning
that the concentration of one dopant is significantly higher than the other. Nowadays,
silicon detectors have mainly a shallow high n-type doping at the top side electrode, a
low p-type doped bulk, and a shallow high p-type doping at the back side electrode. This
configuration showed to be especially radiation hard for reasons discussed in section 2.5.
Such asymmetric doping simplifies equation (2.3), with a bulk doping of 𝑁A and 𝑁D ≫ 𝑁A
at the top side, to

𝑤 ≈ √ 2𝜖0𝜖r
𝑒0𝑁A

𝑉bi . (2.4)

To maintain electrical neutrality, the total positive and negative charge in the depleted
region needs to be equal, which reflects as

𝑥n
𝑥p

≈ 𝑁A
𝑁D

, (2.5)

with 𝑥n/p being the penetration depth of the depletion region inside the n-type and p-type
doped area. Thus, asymmetric doping leads to depletion that spreads mainly into the
lower doped bulk region. Moreover, the doping concentration defines the resistivity 𝜌 of a
pn-junction, which is defined as the inverse conductance

𝜎 = 1
𝜌

= 𝑒0(𝜇e𝑁D + 𝜇h𝑁A) , (2.6)

with the charge carrier mobility 𝜇e/h [52]. The mobility is discussed along the charge
transport in section 2.3.3.

2.2.2 The pn-junction under bias voltage

For the operation of a particle detector, the depletion of the active volume is desired
in order to increase the sensitive detector volume. The application of an external bias
voltage 𝑉 helps to enlarge the SCR of a particle detector, where a bias voltage with a
similar polarity to the built-in voltage, called reverse bias, is applied. Opposite polarity
narrows the depletion region and for | − 𝑉 | > 𝑉bi the device becomes conductive. Bias
voltages that narrow the depletion region are referred to as forward bias. The width of the
depletion region is described by

𝑤(𝑉 ) ≈ √ 2𝜖0𝜖r
𝑒0𝑁A

(𝑉bi + 𝑉 ) ∝
√

𝑉 . (2.7)
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The bias voltage that fully depletes the active volume is called depletion voltage 𝑉dep.
Hence, the full depletion voltage of a detector with active thickness 𝑑 is given by

𝑉dep ≈ 𝑒0
2𝜖0𝜖r

𝑁A𝑑2 − 𝑉bi ∝ 𝑁A𝑑2 . (2.8)

The external voltage is usually much higher than the built-in voltage, wherefore 𝑉bi is often
neglected. From the depletion voltage it can be seen that higher resistivity corresponds to
lower depletion voltages and vice versa. This is the reason why high resistive bulk material
is favourable for the particle detection.

2.2.3 Electrical characteristics of a pn-junction

This section discusses the expected characteristics of a pad detector with active area 𝐴 and
the depletion width 𝑤. A pad detector, a single detecting cell, is the simplest realisation of a
pn-junction. Such a detector is well modelled by a plate capacitor, which has a capacitance
of

𝐶(𝑤) = 𝜖0𝜖r
𝐴
𝑤

. (2.9)

The capacitance translates to the capacitance-voltage (CV) characteristic using equa-
tion (2.7)

𝐶(𝑉 ) = 𝐴√𝜖0𝜖r𝑒0𝑁A
2𝑉

. (2.10)

It should be noted that the description via the plate capacitor becomes less satisfactory for
a non-abrupt junction or when lattice imperfections have a notable influence on the space
charge. Equation (2.10) can be rearranged to extract the bulk doping concentration from
the CV characteristic against the bias voltage

𝑁A(𝑉 ) = 2
𝜖0𝜖r𝑒0𝐴2 ( d

d𝑉
1

𝐶2(𝑉 )
)

−1

. (2.11)

Further, the bulk doping can be extracted against the depletion depth 𝑤 using equation (2.9)
and therefore provides the doping profile of the detector. In thermal equilibrium, the
diffusion and drift current fully compensate each other and no current flows. When a bias
voltage is applied, the total current does not vanish, but a characteristic following

𝐼(𝑉 ) = 𝐼S (exp (− 𝑒0𝑉
𝑘B𝑇

) − 1) , (2.12)

is found [58]. Here, 𝑘B is the Boltzmann constant and 𝑇 the temperature. 𝐼S is the
saturation current and has the same sign as the drift current. A derivation and explanation
of this value is given in [53, 63]. Note that reverse bias is considered as voltages with
positive polarity compared to negative polarity for forward bias. This current-voltage (IV)
characteristic is valid for a negligible current generation in the SCR, which is generally true
for forward bias voltage and ideal detectors. Real detectors have additional contributions to
the current due to surface and volume current generation. This additional current is called
leakage current and not desired for operation as it is the dominating reason for the power
dissipation. The leakage current in pristine devices is usually in the order of nA/mm2, but
damage due to device handling, defects introduced in the fabrication process, or radiation
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2.3 Particle detection

damage can dramatically increase the leakage current by several µA/mm2. Surface current
generation mainly origins from fabrication and scratches introduced during the device
handling, while volume current is mainly generated by thermal carrier generation in the
SCR that is strongly influenced by defects. When a reverse bias voltage is applied, the SCR
broadens and such generation becomes more relevant. Thermal carrier generation depends
significantly on the temperature, wherefore the leakage current can be parametrised as

𝐼 ∝ 𝑇 2 exp (−𝐸eff
2𝑘B𝑇

) . (2.13)

The effective band gap energy 𝐸eff is experimentally found to be (1.214 ± 0.014) eV
at 20 °C [64]. The contribution of surface and volume generated current can be dis-
criminated by their corresponding voltage dependence, as the latter grows with the width
of the SCR, hence ∝

√
𝑉. Deviations from this relation are likely related to surface current

generation, which is typically linear with the bias voltage. The behaviour depends as well
on the surface geometry, which needs to be considered for the interpretation of the leakage
current [58].

2.3 Particle detection

Ionising particles generate electron-hole pairs in silicon and the amount of pairs is pro-
portional to the deposited energy. The excess charge carriers do not recombine in the
depleted volume and induce a signal at the collecting electrodes during their drift. The
mechanisms that lead to the charge carrier creation and the signal formation are discussed
in this section for silicon detectors.

2.3.1 Charged particles

When a charged particle traverses a silicon detector, it continuously looses energy due
to ionising and non-ionising processes. The process of energy loss is, due to the large
number of atoms involved, of probabilistic nature. It can be understood as the occurrence
of many random individual collisions, where in each of which an arbitrary amount of
energy is lost, i.e. transferred to the traversed medium [65]. The average energy loss in a
medium, i.e. the linear stopping power, is described by the Bethe-Bloch equation. The
resulting linear stopping power of low energetic electrons is shown in figure 2.4a. The
energy loss is first dominated by collision effects, while radiative effects start to arise for
increasing energies. At a certain energy, radiative effects start to dominate the linear
stopping power. However, this energy regime is beyond the region of interest for this
thesis. Details about radiative effects can be found in [66, 67]. When energy is lost by
ionisation, excess electron-hole pairs are generated, where the amount is proportional to
the deposited energy. If the particles of a mono-energetic source are fully stopped within
the active volume, their deposited energy, i.e. generated amount of electron-hole pairs,
follows a Gaussian distribution. For thin detectors this is usually not the case, because
the traversing particle passes through the active volume and exits with a given amount
of remaining energy. Due to the probabilistic nature of the deposition mechanism, the
amount of generated charge carriers fluctuates and the distribution is well described by a
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Landau distribution [68]. Further, the finite resolution of the experimental apparatus is
typically Gaussian distributed, which is why the measured amount of generated charge
carriers is generally best described by a convolution of a Landau distribution with a Gauss
distribution. Such a distribution is called Landau-Gauss distribution and is depicted in
figure 2.4b for the charge generation of a minimum ionsing particle (MIP) in a 300 µm thick
silicon detector. The most probable value (MPV) is about 3.6 fC, which is about 70 % of
the mean value.

(a) (b)

Figure 2.4: (a) Linear stopping power of low energetic electrons in silicon (data taken
from [69] and converted to stopping power in silicon with parameters from [58]). (b)
Schematic distribution of the charge deposited by a MIP in a 300 µm thick silicon
detector. The mean and the most probable value (MPV) are shown.

2.3.2 Photons

The interaction between silicon and photons is performed by three different processes:
Compton scattering, pair production, and photoelectric/photovoltaic effect. The prior
two are relevant for energies beyond several 100 keV, which are reached in high energy
collider experiments [58], but irrelevant to the energies discussed within this thesis (several
electronvolts). The photoelectric and the photovoltaic effect describe the mechanism of
excess charge generation from light. The difference is that for the photoelectric effect
the generated charge carriers are ejected from the material, while they remain within the
material for the photovoltaic effect. For this thesis only the photovoltaic effect is relevant.
Compared to a charged particle, a photon at the relevant energy range can not deposit
only part of its energy; it is either fully absorbed or not absorbed at all. The likelihood
of interaction strongly depends on the wavelength, and the process is quantified by the
absorption coefficient 𝛼 [53]. The ionisation due to photons is discussed in more detail in
section 2.4, as it appears natural to discuss the photon absorption in the framework of two
photon absorption.

2.3.3 Charge carrier transport

When excess charge carriers are generated, they start to move within the detector. Here,
only charge transport in fully depleted silicon detector is considered. The charge transport
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origins from two distinct process: the diffusion by Brownian motion and the drift due to
the electric field. Diffusion is a slow transport mechanism compared to the drift, as will
be discussed in the following. Both mechanisms are discussed separately, but for charge
transport both appear superimposed.

Drift occurs in the presence of an electric field 𝐸 and the motion of drift follows the electric
field lines. The charge carrier’s velocity due to drift is described by

⃗𝑣D,e/h = 𝜇e/h ⃗𝐸 , (2.14)

with the mobility of electrons/holes 𝜇e/h. The mobility itself depends on the electric field,
the temperature, and the doping concentration [63]. The dependence on temperature and
doping concentration can be neglected for the temperature range and the investigated
devices relevant to this work and only the dependence on the electric field needs to be
considered. The mobility is approximately linear with the electric field until about ≈ 1 V/µm
for electrons and ≈ 3 V/µm for holes and approaches saturation beyond these electric
fields. The Caughey-Thomas parametrisation is so far most commonly used to model the
mobility

𝜇e/h(𝐸) = 𝜇0,e/h
⎛⎜
⎝

1 + (
𝜇0,e/h𝐸
𝑣sat,e/h

)
𝛽e/h

⎞⎟
⎠

−1/𝛽e/h

, (2.15)

with the low field mobility 𝜇0,e/h, the saturated drift velocity 𝑣sat,e/h, and the phenomenolog-
ical parameter 𝛽e/h [70]. A detailed review on the Caughey-Thomas parametrisation can be
found in [71]. The saturation of the mobility at high electric fields infers as well saturation of
the drift velocity. Beyond saturation, 𝑣D reaches the saturation value 𝑣sat,e/h ≈ 100 µm/ns,
which is the same for electrons and holes. Electrons reach saturation after > 6 V/µm and
holes after > 11 V/µm. Note that electrons are before saturation about three times faster
than holes for the same electric field. The crystal orientation is also found to impact the
drift velocity, however for experimental purposes the difference is usually negligible [61].

Diffusion occurs when a concentration gradient is present, and it is described by the Fick’s
law

d𝑛e/h

d𝑡
= 𝐷e/h △𝑛e/h , (2.16)

with the electron or hole density 𝑛e/h and the corresponding diffusion constant 𝐷e/h that
is given by the Einstein equation

𝐷e/h = 𝑘B𝑇
𝑒0

𝜇e/h . (2.17)

The broadening of the charge carrier density by diffusion evolves in a Gaussian manner
with a standard deviation 𝜎(𝑡) = √2𝐷e/h𝑡, until spatial uniformity of the charge carrier
density is reached [58]. An example of diffusion on a charge carrier density is presented
in figure 2.5. The shown charge carrier density corresponds to the typical charge carrier
density generated by TPA-TCT, which will be developed in section 2.4.2.
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Figure 2.5: Simulation of the evolution of the charge carrier density of TPA-TCT
at different timestamps. The charge carrier density is calculated using the beam
parameters 𝐸p = 100 pJ, 𝜏 = 430 fs, 𝑤0 = 1.3 µm, and 𝑧R,Si = 11.9 µm. The meaning
of these parameters is introduced in section 2.4.1. Diffusion leads to a broadening
of the distribution. The approximate full width at half maximum (FWHM) at the
waist (𝑧 = 0 µm) is stated in the pictures. The bin size in 𝑟 and 𝑧 is 0.5 µm.

2.3.4 Signal formation

When 𝑁 charge carriers move relative to an electrode, they induce a current according to
the Shockley-Ramo theorem

𝐼 = 𝑁𝑒0𝜇e/h ⃗𝐸 ⃗𝐸W , (2.18)

with the total charge 𝑄 = 𝑁𝑒0, the electric field 𝐸, and the weighting field 𝐸W [72, 73].
The weighting field accounts for the coupling of the charge carriers to the electrode, depends
on the electrode geometry, and is in general position dependent [74].

An example of the weighting field in a strip detector is shown in figure 2.6a. In strip
detectors, 𝐸W has its maximum close to the readout strip and decreases towards the
back side. Pad detectors with thickness 𝑑 are a special case, as their weighting field is
position independent and given by the constant 𝐸W,pad = 1/𝑑. In high electric fields, the
drift velocity reaches saturation and equation (2.18) becomes constant with the saturated
induced current 𝐼sat = 𝑄 ⃗𝐸W ⃗𝑣sat. Further details on the Shockley-Ramo theorem can be
found in [75, 76]. In principle, equation (2.18) can be used to extract the electric field
when the induced current for a known charge deposition is recorded against time. However,
this approach is usually not practical, as energy depositing processes generate charge in
pairs of electrons and holes that have an opposite polarity and drift towards opposite
collection electrodes. Thus, the measured induced current is the superposition of the
electron and hole current, which complicates the direct extraction of the electric field.
Further, diffusion smears out the distributions, which is why the correlation between drift
time and position becomes less reliable. To avoid these difficulties, the electric field can be
spatially investigated by using the current directly after charge generation, when the excess
charge did not drift a meaningful distance. As the measurement electronics have a finite
response, only the current at a short time after the charge generation 𝑡pc is observable and
the assumption of a linear response of the electronics is used to approximate 𝐼m(𝑡pc) ≈ 𝐼(0),
with the measured current 𝐼m. The method is known as the prompt current (PC) method
and PC times of 𝑡pc = 600 ps are typical [5]. A comparison of the influence of different 𝑡pc
is shown in figure 2.6b, where the PC measured in a thick p-type pad detector using the
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TPA-TCT is given against the device depth. Increasing 𝑡pc lead to less steep edges in
the PC profile, but similar results in the bulk and a decreasing 𝑡pc lowers the SNR. No
further details about the TPA-TCT and interpretations of this plot are given here, because
this matter is discussed in detail in section 3.5 and 6.2, respectively. It should be noted
that 𝑡pc can not be selected arbitrarily short, because PC times that do not comply with
the bandwidth of the readout electronics do not add additional information. This is a
result of the damping of frequency components beyond the bandwidth of the readout
electronics. In figure 2.6b this is visible for 𝑡pc = 200 ps and 300 ps, as both yield about
the same information. The bandwidth of the used readout electronics is not high enough
for such short 𝑡pc.

(a) (b)

Figure 2.6: (a) The weighting field in a strip detector. The sensing electrode is the
right-most strip and labelled S. The induced current is shown for a charge terminating
on the measurement electrode (lower right) and the neighbour electrode (lower left),
showing the change in polarity. The caption is after [74] and the original figure is
from [77]. (b) The prompt current measured with the TPA-TCT in the 300 µm thick
CIS16 25-DS-66 p-type pad detector for different prompt current times 𝑡pc.

2.4 Two photon absorption in silicon detectors

The process of two photon absorption (TPA) describes the excitation process of an atom
by the simultaneous absorption of two photons [78]. It was predicted more than 90 years
ago in 1931 [79] and experimentally proven in 1961 [80]. TPA allows absorption for photon
energies below the band gap energy, which becomes relevant in silicon for wavelengths
above 1100 nm and below 2300 nm. For wavelength below 1100 nm, linear absorption is
the dominant contribution at room temperature. Figure 2.7a shows the single photon
absorption (SPA) coefficient, i.e. linear absorption coefficient, of intrinsic silicon at 300 K,
where it can be seen that the absorption for wavelength above 1100 nm is negligible in thin
silicon samples (about 300 µm). The process of TPA is schematically shown in figure 2.7b.
A single photon of the given wavelength does not provide enough energy to excite a valence
electron to the conduction band, but simultaneous absorption of two such photons does.
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Figure 2.7: (a) Linear absorption coefficient of silicon at 300 K in intrinsic silicon.
The data is taken from [81]. (b) Sketch of the excitation process via two photons in a
semiconductor.

The laser intensity decreases due to absorption in a medium along the propagation direc-
tion 𝑧. This process is described, up to the second order, by

d𝐼(𝑟, 𝑧′, 𝑡)
d𝑧

= −
SPA

⏞⏞⏞⏞⏞𝛼𝐼(𝑟, 𝑧′, 𝑡) −
TPA

⏞⏞⏞⏞⏞𝛽2𝐼2(𝑟, 𝑧′, 𝑡) −
FCA

⏞⏞⏞⏞⏞⏞⏞𝜎ex𝑁𝐼(𝑟, 𝑧′, 𝑡) +𝒪 (𝐼3) , (2.19)

with the single photon absorption (SPA) coefficient 𝛼, the two photon absorption (TPA)
coefficient 𝛽2, the cross-section for free carrier absorption (FCA) 𝜎ex, and the amount of
free charge carriers 𝑁 [7]. Note that the intensity 𝐼 has a distribution along the propagation
direction. The centre of that distribution, i.e. the focal point is at the position 𝑧 and
additional movement along the distribution for a fixed 𝑧 value is marked as 𝑧′. The two
coordinate systems are visualised below in figure 2.8a. The first term in equation (2.19)
corresponds to SPA, the second to TPA, and the third to FCA. With respect to TPA in
silicon detectors, it is well justified to neglect the first and third contribution, because
the linear absorption is negligible for the relevant wavelength regime (see figure 2.7a) and
silicon has a negligible free charge carrier density. The TPA term yields the following
solution to equation (2.19)

𝐼(𝑧, 𝑧′) = 𝐼0(𝑟, 𝑧′, 𝑡)
1 + 𝛽2 ⋅ (𝑧 + 𝑧′) ⋅ 𝐼0(𝑟, 𝑧′, 𝑡)

, (2.20)

with the initial intensity 𝐼0(𝑟, 𝑧′, 𝑡). In section 2.4.2 it will be shown that the absorption
due to TPA is negligible and that the intensity is in good approximation constant over the
whole depth.

2.4.1 Gaussian beams

Lasers can be operated with a variety of different transverse field distributions. The most
relevant to this work is the Gaussian distribution for the so-called Gaussian beams, as
it is the typical transverse field distribution of fibre lasers. In this section, the intensity
profile of a Gaussian beam is discussed. Such a beam is described by the following intensity
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distribution

𝐼(𝑟, 𝑧′, 𝑡) =
𝐸p4

√
ln 2

𝜏𝜋3/2

𝑅(𝑟,𝑧′)

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞1
𝑤2(𝑧′)

exp (−2 𝑟2

𝑤2(𝑧′)
)

𝑇 (𝑡)

⏞⏞⏞⏞⏞⏞⏞
exp (−4 ln 2 𝑡2

𝜏2 ) , (2.21)

with the distance from the focal plane along the 𝑧-axis 𝑧′, the pulse energy 𝐸p, the temporal
width 𝜏, and the beam radius 𝑤(𝑧′). 𝑅(𝑟, 𝑧′) and 𝑇 (𝑡) denote the spatial and temporal
distribution, respectively [82]. The intensity 𝐼 is given in units of J/m2s. Figure 2.8a shows
the relation between 𝑧 and 𝑧′. The beam radius is a function of 𝑧′ and given by

𝑤(𝑧′) = 𝑤0√1 + ( 𝑧′

𝑧R
)

2

, (2.22)

with the beam waist 𝑤0 that is defined as the radius where the intensity drops to 1/ exp (2)
of its maximum value at 𝑧′ = 0 and the Rayleigh length 𝑧R. 𝑤(𝑧′) can be converted to
the standard deviation of the Gaussian distribution of the intensity as 𝜎(𝑧′) = 𝑤(𝑧′)/2.
The course of the beam radius is schematically shown in figure 2.8b. Beam parameters
of a Gaussian beam can not be selected independently, because the Rayleigh length is
defined as the 𝑧′-value where the beam radius is

√
2-times larger than 𝑤0 [78], which is in

a medium with refractive index 𝑛 given by

𝑧R = 𝜋𝑛𝑤2
0

𝜆
. (2.23)

Further, the opening angle 𝜃 can be approximated for large distances, i.e. 𝑧′ ≫ 𝑧R, as

lim
𝑧′→∞

𝜃 = 𝑤(𝑧′)
𝑧′ = 𝑤0

𝑧R
= 𝜆

𝜋𝑛𝑤0
. (2.24)

Returning to the intensity profile in equation (2.21), the profile is normalised so that the
integral over polar coordinates and time yields the pulse energy

∫
∞

0
∫

2𝜋

0
∫

∞

0
𝐼(𝑟, 𝑧, 𝑡)𝑟d𝑟d𝜑d𝑡 = 𝐸p . (2.25)

From this it can be seen that the pulse energy is the same for all depth 𝑧. This is only
valid as long as absorption is neglected.

2.4.2 Excess charge carrier density

In the following, the excess charge carrier generation by SPA and TPA in a silicon detector
will be derived. For normal incidence in a homogeneous medium with relative permittivity 𝜖r
and relative permeability 𝜇r, the depth dependence in equation (2.19) can be substituted
by the propagation of light

d𝑧 = 𝑐
√𝜖r𝜇r

d𝑡 . (2.26)
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Figure 2.8: (a) Sketch of the coordinate system. The coordinate system marked 𝑧 has
its origin at the detectors surface and 𝑧′ has its origin at the centre of the intensity
profile. (b) Schematic intensity profile of a Gaussian beam with the usual notation of the
beam parameters: the beam radius 𝑤(𝑧′), the beam waist 𝑤0, the Rayleigh length 𝑧R,
and the divergence angle 𝜃.

This yields in silicon (𝜇r,Si ≈ 1) with negligible free carrier absorption

d𝐼
d𝑡

= − 𝑐
√𝜖r,Si

(𝛼𝐼 + 𝛽2𝐼2) . (2.27)

The intensity 𝐼 has the photon density 𝑁Ph and can be noted as the composition of the
energy density ℏ𝜔𝑁Ph and the propagation velocity 𝑐/√𝜖r,Si

𝐼 = 𝑐
√𝜖r,Si

ℏ𝜔𝑁Ph . (2.28)

Due to absorption, the photon density will be lowered with time due to SPA and TPA.
However, the sum of the photon density and generated excess charge carriers must be
constant to conserve the particle number. This can be written as a rate equation between
the decreasing amount of photons and the increasing amount of excess charge carriers

d𝑁Ph
d𝑡

= −d𝑛SPA
d𝑡

− 2d𝑛TPA
d𝑡

, (2.29)

with the excess charge carrier density due to SPA 𝑛SPA and TPA 𝑛TPA. Combining
equations (2.27) and (2.28), and comparing this to equation (2.29) yields the charge carrier
generation of SPA and TPA

d𝑛SPA
d𝑡

= 𝛼
ℏ𝜔

𝐼 , (2.30a)

d𝑛TPA
d𝑡

= 𝛽2
2ℏ𝜔

𝐼2 . (2.30b)

Solving equation (2.19) for the SPA contribution yields the Lambert-Beer law

𝐼(𝑧, 𝑧′) = 𝐼0(𝑟, 𝑧′, 𝑡) exp (−𝛼(𝑧 + 𝑧′)), (2.31)

with the initial intensity 𝐼0(𝑟, 𝑧′, 𝑡). The process of charge generation is in the order of several
femtoseconds, which is fast relative to the observation time (several nanoseconds). Therefore,
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the act of charge generation can be assumed as instantaneous and equation (2.30a) can be
integrated over time. When equation (2.31) is inserted for the intensity, the excess charge
carrier density generated by SPA is obtained

𝑛SPA(𝑟, 𝑧, 𝑧′) = 𝛼
ℏ𝜔

2𝐸p

𝜋
𝑅(𝑟, 𝑧′) exp (−𝛼 ⋅ (𝑧 + 𝑧′)) . (2.32)

The charge carrier density can be further integrated over polar coordinates to obtain the
amount of charge carriers generated for a certain depth 𝑧 + 𝑧′ along the light propagation
direction

𝑁SPA(𝑧, 𝑧′) = ∫
2𝜋

0
∫

∞

0
𝑛SPA(𝑟, 𝑧, 𝑧′) 𝑟 d𝑟d𝜑 = 𝛼

ℏ𝜔
𝐸p exp (−𝛼 ⋅ (𝑧 + 𝑧′)). (2.33)

It can be seen that the amount of excess charge carrier generation is a function of the
device depth and a continuous ionisation occurs along the light propagation direction.

Neglecting absorption, analogous calculation for the TPA charge carrier generation of
equation (2.30b) yields the TPA excess charge carrier density

𝑛TPA(𝑟, 𝑧′) =
𝐸2

p𝛽24 ln 2
𝜏ℏ𝜔𝜋5/2

√
ln 4

1
𝑤4(𝑧′)

exp (− 4𝑟2

𝑤2(𝑧′)
) . (2.34)

Contrary to 𝑛SPA, 𝑛TPA is independent of the central position of the intensity 𝑧 and
proportional to the inverse of the temporal width 𝜏. Hence, shorter pulses are in general
beneficial for the process of TPA, until the dispersion limit of silicon is reached [83].
Pulses ≥ 60 fs comply with the dispersion limit [42]. It should be mentioned that the 𝑧
dependence only disappears because absorption is neglected. The assumption of negligible
beam depletion by TPA is investigated in the following. Equation (2.20) can be evaluated
numerically for increasing depth of silicon. For the numerical evaluation, the centre position
of the focal point is positioned at the top surface of a silicon bulk. Intensity loss due
to absorption is calculated iteratively in steps of 1 µm for increasing depth inside the
silicon. At each depth, the intensity after absorption is calculated and compared to the
initial intensity. Figure 2.9a shows the result of the numerical evaluation, where the beam
depletion due to TPA is presented as a function of the device thickness for different values
of 𝛽2. Typical laser beam parameters (𝑤0 = 1.3 µm, 𝜆 = 1550 µm, and 𝜏 = 430 fs) are
used for the calculation. Less than 1.5 % of the initial laser intensity is absorbed for all
used 𝛽2 after traversing 500 µm of silicon. This justifies the neglect of absorption for TPA
in silicon. Further, in figure 2.9a it can be seen that absorption only occurs within the first
few tenths of microns, as there is only one focal plane where the intensity is high enough for
meaningful TPA. After the initial absorption, the transmission becomes constant, which is
related to a negligible absorption. This reassures that TPA only generates charge carriers
in a small volume around the focal spot and that the charge generation before and behind
this small volume can be neglected. The absorption coefficient only moderately effects the
absorption, which indicates that the precise value is not critical. In the literature 𝛽2 is
given with a large uncertainty as 𝛽2 = (0.79 ± 0.39) cm/GW [84]. In conclusion, it is a
well justified to approximate equation (2.20) to 𝐼(𝑧, 𝑧′) = 𝐼(𝑧′), which legitimises the TPA
excess charge carrier density of equation (2.34).

17



2 Silicon detectors

(a) (b)

Figure 2.9: (a) Simulated intensity loss due to two photon absorption as a function of
the device thickness for different 𝛽2. (b) Cumulative charge generation as a function of
the distance from the focal point in units of the Rayleigh length.

The cumulative generated charge as a function of the distance from the focal point is
shown in figure 2.9b. 50 % of the charge is generated within the first Rayleigh length and
the increase in generated charge becomes less steep for increasing 𝑧′. The further away
from the focal spot, the less charge is generated and the less relevant it is to the charge
generation. The first Rayleigh length dominates the charge generation, which makes it a
suitable parameter to quantify the spatial resolution of the TPA. Compared to TPA, SPA
does not offer spatial resolution along the propagation direction. A comparison between the
excess charge carrier densities generated by a red laser with 𝜆 = 660 nm (left), an infrared
laser with 𝜆 = 1060 nm (middle), and a TPA infrared laser with 𝜆 = 1550 nm (right) is
shown in figure 2.10. The beam waist of the SPA lasers is 𝑤0 = 10 µm, the beam waist of
the TPA laser is 𝑤0 = 1.3 µm and the focal plane is at 𝑧 = 50 µm. It can be seen that the

Figure 2.10: Calculated excess charge carrier densities in 100 µm silicon generated
by a red laser with 𝜆 = 660 nm (left), an infrared laser with 𝜆 = 1060 nm (middle),
and a TPA infrared laser with 𝜆 = 1550 nm (right). The focal point is in the centre
at 𝑧 = 50 µm.
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red laser is absorbed within the first few micrometers due to its high absorption coefficient
(see figure 2.7a). The infrared laser is much less affected by absorption and generates
charge carriers throughout the whole depth. Typical application of infrared SPA-TCT
is the mimicking of the ionisation profile of a charged particle [4]. The Rayleigh length
is chosen of comparable length as the device thickness, to approximate the ionisation
profile to a pseudo track across the full device depth. The TPA infrared laser generates
charge only in a small volume that is concentric around the focal point. Negligible charge
generation above and below that volume is observed. The volume of charge generation
is usually quantified by 4

3𝜋𝑤2
0𝑧R, because the most charge is generated within the first

Rayleigh length, as discussed for figure 2.9b. It should be noted that the absorption, and
hence the charge carrier generation can differ at very high doping concentrations [85].

2.4.3 Refraction in silicon

Refraction of light occurs when the refractive index of the traversed media changes. It is
described by Snell’s law and relevant to TPA-TCT, because silicon has a higher refractive
index than air 𝑛Si(293 K) = 3.4757 > 𝑛air ≈ 1 [86]. The refraction leads to an elongation
in the propagation direction of the laser beam and enlarges the Rayleigh length (see
equation (2.23)). The movement of the focal point in air and in silicon is related by a
scaling factor that is derived in [42] to

𝑧Si
𝑧

= √ 𝜋𝑛3
Si𝑧R,Si

𝜋𝑛Si𝑧R,Si − 𝜆𝑛2
Si + 𝜆

, (2.35)

with the Rayleigh length in silicon 𝑧R,Si, which is defined by 𝑧R,Si ≔ 𝑧R (𝑛Si). The factor is
constant with the depth and strongly depends on the used optical components, like the
objective. The influence of the objective is discussed later in section 3.5.4. Here it is just
mentioned that the scaling factor for an objective with NA = 0.5 (NA = 0.7) is found to
be about 3.77 (4.12). The values are extracted from the Rayleigh length that is measured
by in-depth scans with the TPA-TCT. The refraction needs to be taken into account
for applications where the absolute position is of interest, for example when the active
thickness is extracted. The lateral coordinates 𝑥 and 𝑦 are not affected by refraction.

2.5 Radiation damage

The limiting factor in the lifetime of silicon detectors in high energy physics experiments,
is the loss in performance with increasing particle fluence. When high energetic particles
traverse a silicon device, some energy is lost via non-ionising processes that can damage
the silicon crystal by displacing lattice atoms. A sketch of displacement in a silicon lattice
is shown in figure 2.11. They occur, when a recoil energy ⪆ 25 eV is transferred to the
lattice [57]. If even more energy is transferred by the primary knock on atom, the displaced
silicon can displace consecutive lattice atoms, in compliance with the displacement threshold
energy. The displacement damage is called point damage when only single silicon atoms
are affected, in contrast to cluster damage where many neighbouring atoms are displaced.
The impinging particle can knock the atom from its lattice position to form a vacancy and
the displaced atom can come to a halt in-between lattice position to form an interstitial.
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Figure 2.11: Schematic representation of the displacement damage in a silicon lattice.
Radiation damage can lead to vacancies and interstitial atoms. These defects can occur
in forms of multiples.

Vacancies and interstitials can appear in multiples, where multiple neighbouring atoms
are displaced within the same event. Impurity atoms from the doping or the fabrication
process may also be displaced, but as their concentration is usually orders of magnitudes
less than silicon, their displacement is typically negligible. However, the impurity atoms
can become mobile by interacting with migrating interstitials or vacancies. They can fill
the vacancies (see figure 2.3), end up themselves as interstitials, or form more complex
defects.

The amount of displacement damage a given particle introduces strongly depends on
its kinetic energy and charge, as can be seen in figure 2.12. The damage functions of
various particles normalised with the displacement damage of 1 MeV neutrons is shown
against the particle energy. This damage functions are used to uniformise the damage
from various particle species and energies. This kind of scaling underlies the non-ionising
energy loss hypothesis (NIEL), which assumes that radiation damage reflects similar on the
device performance, regardless its spatial distribution [87]. Following the NIEL hypothesis,
radiation damage for all type of particles and particle energies should scale linear with
the amount of transferred recoil energy. NIEL is a very successful concept to describe
bulk-damage parameters, like the increase in generation current, but deviations are found
for e.g. radiation induced changes in the space charge [88]. The deviations are related
to the spatial distribution of displacement damage for different irradiations. Simulations
from [89] are presented in figure 2.13, where the resulting damage distributions due to
different irradiations is shown. For example, neutrons tend to introduce spatially confined
damage in clusters with only few point defects, while low energetic protons lead to a
more homogeneous distribution of point defects. The classification between cluster and
point defects is non-trivial, because defects can have multiple bi-stable configurations,
change their formation depending on their charge state and temperature, they can diffuse,
recombine, or combine to defect complexes. For simulation purposes, the recoil energy is
often used to distinguish the occurrence of cluster defects, where recoil energies < 5 keV
are related to exclusively point displacements, while higher recoil energies are related to
point and cluster defects [87]. The maximum energy 𝐸T,max a particle with mass 𝑚 and
kinetic energy 𝐸kin transfers to a silicon lattice atom by elastic scattering is given in the
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Figure 2.12: The displacement damage due to NIEL normalised with the displacement
assumed damage of 1 MeV neutrons: 𝐷n(1 MeV) = 95 MeV mb. The inset shows the
high energy range with a linear scale for the ordinate. The figure is taken from [88] with
data collected by [90].

Figure 2.13: Initial distribution of vacancies produced by 10 MeV protons
(left), 24 GeV/c protons (middle) and 1 MeV neutrons (right). The plots are projections
over 1 µm of depth (𝑧) and correspond to a fluence of 1014 cm−2. The figure and the
caption are taken from [89].

non-relativistic approach as

𝐸T,max = 4𝐸kin
𝑚𝑚Si

(𝑚 + 𝑚Si)2 . (2.36)

When obeying the above-mentioned thresholds for displacement (25 eV) and the threshold
for cluster damage production (> 5 keV), one can calculate the point and cluster damage
thresholds for various particles [57]. Neutrons for example create point defects for 𝐸kin >
185 eV and clusters for > 35 keV. Even for lower kinetic energies damage is observed
as shown in figure 2.12. This damage is related to high energetic gamma ray emission
after neutron capture. On the other hand, electrons need, due to their lower mass, much
higher energies 𝐸kin > 255 keV and > 8 MeV for point and cluster damage, respectively.
Compared to hadron irradiation, gamma rays do not directly damage the silicon crystal.
By the mechanisms of the photoelectric/photovoltaic effect, pair production, and Compton
scattering (see 2.3.2), they can produce high energetic electrons that may interact non-
ionising with the silicon lattice. Gamma irradiation is typically performed with a 60Co
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source. 60Co provides gamma rays of 1.17 MeV and 1.33 MeV. At such gamma ray energies,
Compton scattering is the dominant effect [91] and the electrons that are produced have a
maximum energy in the order of ≈ 1 MeV [92]. Using equation (2.36) and the displacement
thresholds from above, it can be concluded that gamma irradiation with a 60Co source
creates, similar to low energetic electron irradiation, exclusively point defects, while neutrons
produce dominantly cluster defects for typical irradiation energies. Hence, a comparison
between identical devices irradiated with neutrons and 60Co gamma rays (or low energetic
electrons) allows drawing conclusions on cluster and point defects [93].

Following the NIEL hypothesis, the displacement damage from different irradiation facilities,
i.e. different particle types and energy spectra, is aligned using the hardness factor 𝜅. It
is defined as the amount of displacement damage a particle with given energy spectrum
introduces, with respect to the damage of a 1 MeV neutron. 𝜅 allows to calculate the NIEL
fluence or equivalent fluence Φeq = 𝜅Φ that is used to align NIEL damage parameters. It
should be noted that the concept of the hardness factor is usually not applied to gamma
irradiation, due to the completely different damaging mechanism involved [57].

2.5.1 Impact on the electrical characteristics

Defects can introduce energy levels within the band gap of silicon and thereby vary the
electrical device characteristic. Figure 2.14 shows a schematic overview of additional energy
levels within the band gap. Defects that introduce energy levels at or close to the middle
of the band gap (I.) are efficient current generation centres and mainly responsible for the
increase of the leakage current. When the levels are shallow, they act as donors or acceptors
(II.) comparable to doping atoms, and thus contribute to the space charge. Deeper levels
can capture charge carriers (III.), which are released after a defect specific trapping time.
If the trapping time exceeds the collection time, the captured charge carrier does not
contribute to the collected charge (CC) and becomes apparent as a decrease in the charge
collection efficiency (CCE). Note that the categories are a simplification, as the effects are
not exclusive. For example deep levels can also influence the SCR (e.g. BiO+

i [94]) and
shallow levels can also trap charge carriers (with typically short trapping times). In the
following, the consequences of these three categories are explained in more detail.
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Figure 2.14: Schematic representation of energy levels introduced by impurities, defects,
or radiation damage. Energy levels are efficient current generation centres when they
are located close to or at the middle of the band gap (I.). Shallow levels act as donors
or acceptors (II.) and deeper levels predominantly trap charge carriers (III.).
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Figure 2.15: (a) Volume current as a function of the equivalent fluence measured
in silicon detectors of different resistivity and growth technique. The measurements
are performed at 20 °C and the fit yields a slope of 𝛼R(80 min, 60 °C) = (3.99 ± 0.03) ⋅
10−17 A/cm. The figure is adapted from [88] and shows data from [57]. (b) Effective
space charge and depletion voltage as a function of the equivalent fluence in an n-type
detector. The figure is adapted from [88] and shows data from [95].

The increase of leakage current is the most striking effect of irradiation. The volume
current increases due to additional current generation centres in the SCR. From the
Shockley-Read-Hall [96, 97] statistics it follows that energy levels at or close to the middle
of the band gap are the most efficient current generators. A derivation of the above stated
argument can be found in [57]. Figure 2.15a shows the volume current measured in various
silicon devices versus the equivalent fluence. A linear relation is found in a log-log plot,
where the slope yields the current-related damage factor 𝛼R that is itself a function of
the temperature and annealing state. Note that in literature the symbol 𝛼 is used for
the current-related damage factor and to avoid the ambiguity with the linear absorption
coefficient, the index 𝑅 is added. The increasing leakage current is for practical terms
undesirable, as it increases the power consumption and can lead to additional noise in
the readout electronics. Due to the strong temperature dependence of the leakage current
(see equation (2.13)), an effective means to counteract leakage current is to lower the
operation temperature. Highly irradiated devices are typically measured and operated at
temperatures of about −20 °C. Defects with shallow energy levels contribute to the space
charge, wherefore the bulk doping may not be exclusive from the initial acceptor or donor
dopants. To cope with the presence of overlapping doping concentrations, the concept of
effective doping is used. The bulk doping is then written as an effective doping

𝑁eff = |𝑁D − 𝑁A| , (2.37)

where 𝑁D and 𝑁A represent the donor and acceptor concentration in the SCR, respectively.
Equations (2.4), (2.7), (2.8), (2.10), and (2.11) of section 2.2 can be rewritten, where 𝑁A
is replaced by 𝑁eff. The concept is especially useful to quantify the bulk resistivity, where
equation (2.6) is rewritten to

𝜌 = 1
𝑒0𝜇𝑁eff

, (2.38)

with the mobility 𝜇 of the majority carrier. Holes (electrons) are the majority carrier in
p-type (n-type) material. Changes in the space charge reflect especially on the depletion
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voltage (𝑉dep ∝ 𝑁eff). Depending on the defect type and the specific device, the space
charge can be increased or decreased and thus even be inverted. Figure 2.15b shows the
evolution of the effective space charge and the depletion voltage with increasing neutron
fluence in FZ n-type detectors. The depletion voltage decreases until a device specific
equivalent fluence is reached and then starts to increase again with increasing fluence [95].
This is related to a build up of negative space charge due to the neutron irradiation that
transforms the bulk flavour from n- to p-type. This process is called type inversion or space
charge sign inversion (SCSI) and was first observed [98] and systematically studied [95] in
n-type FZ detectors. It was observed that the SCSI occurs at higher fluences for oxygen
rich silicon [99, 100], which was the main argument to use oxygenated n-type detectors
to improve the radiation hardness. Type inversion finally lead to the use of p-type bulks
for high energy particle experiments, as they are intrinsically radiation harder compared
to the former used n-type bulks. It should be noted that even for p-type bulk SCSI was
reported in Epi [101] and MCz [102] silicon, but at fluences and doses significantly higher
than for n-type bulk. Besides the generation of additional donors or acceptors, radiation
damage can also electrically deactivate present bulk dopants. Such mechanisms are called
acceptor or donor removal [103] and an overview about the recent field of study is given
in [104]. It is shown that these processes violate the NIEL hypothesis, because they differ
with the type of irradiation, e.g. a higher acceptor removal is found for protons than for
neutron irradiation [88]. A recent example for the NIEL violation by acceptor removal are
so-called low gain avalanche detectors (LGADs), where protons remove about 2.5 times
more acceptors than neutrons at the same equivalent fluence [105]. LGADs are discussed
in more detail in chapter 5.

Defects with deep energy levels can capture charge carriers that are released after a defect
specific trapping time. These trapping times and the occurrence of capture, i.e. the defect’s
trapping cross-section, are different for electrons and holes. For practical reasons, the
trapping time of all individual defects is usually described with an effective trapping time
approach, which is the mean of all individual trapping times of electrons and holes together.
With the presence of trapping, the charge collected by drifting excess charge carriers is
written as

𝑄(𝑡) = 𝑄0(𝑡) ⋅ exp ( −𝑡
𝜏eff

) , (2.39)

where 𝑄0(𝑡) notes the charge transient without the presence of trapping and 𝜏eff the
effective trapping time [107]. When the trapping time exceeds the charge collection time,
the trapped carrier does not contribute to the signal and the CCE decreases. Section 4.5
contains CCE measurements of hadron irradiated pad detectors, where it is found that an
equivalent fluence of about 5 ⋅ 1015 cm−2 decreases the CCE to about 50 %. Hence, charge
loss due to trapping is significant for the device performance and approaches to decrease
the loss are essential to increase the radiation tolerance. Besides loss in the collected charge,
deep level traps can influence the electric field shape. The so-called double junction is
observed in hadron irradiated devices [108], which is related to polarisation due to trapping
of deep level defects at the highly doped electrode contacts [106]. The effect is schematically
shown in figure 2.16, where it is illustrated how trapping of charge carrier leads to the
formation of a double peak electric field structure. The trapped charge carriers originate
from the leakage current that continuously fills the traps. Contrary to type inversion, the
double junction effect is independent of the bulk flavour and becomes always present after
a given fluence of hadron irradiation.
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Figure 2.16: The diagrams illustrate the polarisation effect leading to a double-peak
electric field distribution in sensors with high defect concentration. (a) Current density
distribution due to the generation of leakage current. (b) Carrier density distribution
with higher hole concentration due to lower hole mobility. (c) Distribution of space
charge due to predominant trapping of electrons close to the n+-contact and holes close
to the p+-contact. (d) Distribution of electric field strength arising out of space charge
distribution given in (c). The caption and figure are adapted from [88] and the model
behind the diagrams was developed in [106].

2.5.2 Impact on the optical absorption

Besides electrical properties, the optical properties of silicon detectors are as well influenced
by radiation damage. The additional energy levels of the defects can introduce absorption
bands further in the infrared that give rise to infrared absorption even with ℏ𝜔 < 𝐸g [109,
110]. Additional absorption occurs when the energy levels lie within the band gap so
that a single photon can provide enough energy to excite a charge carrier. The sketch
in figure 2.17 visualises the introduction of linear absorption by defect levels for photon
energies below the band gap energy. It is ensured that the band gap energy 𝐸g is constant
for up to at least Φeq = 1017 cm−2 [111]. Further, it is found in section 4.8 that hadron
or gamma irradiation does not significantly influence the refractive index, which means

VB

CB

Pristine Irradiated

Defect
energy
level

Figure 2.17: Schematic representation of additional linear due to defect energy levels.
On the left-hand side a pristine sample is shown, where a single photon does not provide
enough energy to a charge carrier in the valence band. On the right-hand side the same
situation is shown in an irradiated sample. A single photon provides enough energy to
excite a charge carrier from or into a defect level, which is than available for conduction.
Holes are sketched as red and electrons as green dots.
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2 Silicon detectors

that the reflectivity of silicon is not changed by fluences relevant to high energy particle
detectors. However, it should be noted that the refractive index increases with heavy ion
irradiation, which is already significant at fluences of 1014 cm−2 [112].

2.5.3 Annealing

When damaged silicon is treated with heat, a partial curing of the crystal is observed,
where the concentrations of some defects tend to shrink significantly. This process is
called annealing, and it strongly depends on the temperature and time the damaged
silicon is exposed to a selected temperature. Thereby, the temperature defines how fast
the annealing process takes place, where elevated temperatures increase the speed of
annealing, while lower temperatures can practically stop it. The naive picture of the
process is that defects, e.g. vacancies and interstitials, migrate through the lattice and
recombine with their counterpart. Elevated temperatures accelerate the migration and
thus the annealing process. However, measurements show that this picture oversimplifies
the process, as aside of the curing effect also disadvantageous effects are observed [57, 113].
Figure 2.18 shows the influence of annealing on the effective space charge (a) and the
charge carrier trapping (b), where annealing can be beneficial or disadvantageous for the
device parameters. Concerning the effective space charge, two distinct annealing regions
are observed. The first region occurs within the first ≈ 100 min, where the effective space
charge is reduced and part of the radiation damage is cured. This region is called beneficial
annealing, to distinct it from the second region, the reverse annealing, where the effective
space charge increases up to a given saturation. Annealing is very important with respect
to the detector operation, because short term annealing is often exploited to extend the
detector’s operation lifetime. Regarding the charge carrier trapping shown in figure 2.18b,
differences between electrons and holes are found, which shows that the defects responsible
for the corresponding trapping are treated differently by annealing. As the annealing state
has a strong impact on the device parameters, a standard heat treatment of 10 min at 60 °C
is typically applied to make the device history negligible and ensure that all devices are in
the same annealing state.
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Figure 2.18: (a) Effective doping concentration at different annealing times. 𝑔C ⋅ Φeq is
the stable damage, 𝑁A the beneficial annealing component and 𝑁Y the reverse annealing
component. (b) Inverse trapping time at different annealing states for electrons and
holes. The figures are adapted from [88] and show data from [57] and [113].
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This chapter introduces the devices, methods, and corresponding experimental setups for
the device characterisation. To this work three different kinds of techniques are the most
relevant: electrical characterisation, source measurement with a 90Sr source, and laser
based charge injection, i.e. the TPA-TCT. This chapter first introduces the used devices
and then describes the methods and setups.

3.1 Devices

This section gives a tabulated overview about the devices used within this thesis. A
distinction between pad and segmented detectors is made.

3.1.1 Pad detectors

Pad detectors are the simplest realisation of pn-junction based detectors and hence widely
used for the device research. Table 3.1 summarises the used pristine pad detectors. Note
that one low gain avalanche detector (W5-D8-LGAD2) is included in the table as well.
This device is subject of section 5.

Table 3.1: Details of the pristine pad sensors. The active thicknesses are extracted
using the TPA-TCT.

Name Campaign Producer Bulk type Resistivity Active
[kΩ cm] thickness [µm]

WL-A63-PIN4 7859
CNM FZ p ≈ 3.7

290
W5-J6-PIN2 8622 286
W5-D8-LGAD2 8622 286
25-DS-66 CiS16 CiS FZ p >10 300
21-DS-79 156
04-DiodeL-5

Deep diffused HPK

FZ n

N/A

304
02-DiodeL-8 FZ p 304
05-DiodeL-3 FZ n 204
09-DiodeL-1 FZ n 150
05-DiodeL-2 Epi p 103
12-DiodeL-2 Epi n 67
07-DiodeL-3 Epi n 54

Pad detectors fabricated by CiS [114] in the CiS16 campaign were used to investigate the
effects of irradiation. Neutron irradiation was performed at the TRIGA reactor at the Jožef
Stefan Institute [115], proton irradiation at the PS-IRRAD proton facility at CERN [116],
and gamma irradiation at the Ruđer Bošković Institute [117]. The neutron irradiation in
the TRIGA reactor has a broad energy spectrum and in order to obtain the equivalent
fluences the hardness factor 𝜅n = 1.00 ± 0.05 is used. It should be noted that the fluences
obtained from the TRIGA reactor facility are already the 1 MeV equivalent fluences, which
is why n/cm2 = neq/cm2 within this work. The notation n/cm2 is still used to distinguish
the type of irradiation from the proton irradiation, where p/cm2 states the fluence. The
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PS-IRRAD proton facility uses 23 GeV protons for the irradiation and the hardness factor
of the facility is 𝜅23 GeV p = 0.62 ± 0.01. The gamma irradiation was performed with a 60Co
source. No hardness factor can be given for the gamma irradiation due to the completely
different damage mechanism. Table 3.2 summarises the fluences/doses and annealing states
of the used devices. Measurements performed on the devices can be found in section 4.

Table 3.2: Details of the irradiated pad sensors. All devices are fabricated by CiS in the
CiS16 campaign and have a FZ p-type bulk with a pre-irradiation resistivity > 10 kΩ cm.
The active thickness is extracted from the corresponding pristine device.

Name Active Fluence/ Annealing
thickness [µm] Dose state

Neutron [n/cm2]
21-DS-78

156 µm

7.80 ⋅ 1012

10 min at 60 °C
and

6600 min at 20 °C

21-DS-84 3.86 ⋅ 1013

21-DS-98 7.80 ⋅ 1013

21-DS-99 3.32 ⋅ 1014

21-DS-101 5.00 ⋅ 1015

21-DS-102 7.02 ⋅ 1015

25-DS-104
300 µm

3.32 ⋅ 1014

25-DS-87 5.00 ⋅ 1015

25-DS-88 7.02 ⋅ 1015

Proton [p/cm2]
21-DS-97

156 µm

1.3 ⋅ 1013
10 min at 60 °C

and
6600 min at 20 °C

21-DS-96 6.44 ⋅ 1013

21-DS-94 5.54 ⋅ 1014

21-DS-92 1.17 ⋅ 1016

Gamma [Mrad]
19-DS-97 156 µm 92.4 None19-DS-99 186.1

3.1.2 Segmented detectors

Within this work, several segmented devices were investigated, which are summarised in
table 3.3. All devices are pristine, and their measurement results are mainly presented
within section 6.

Table 3.3: Details of the segmented devices used within this work.

Name Device type Project Producer Bulk Pitch Active
type [µm] thickness [µm]

2328-11 Strip N/A Micron FZ p 80 300
F2-S1 Strip passive CMOS LFoundry p 75.5 156
HV-CMOS CCPD v3 HV-CMOS LFoundry p N/A 30
MPW2-04 Monolithic RD50-MPW2 LFoundry p N/A 94
W6417A Monolithic Monolith picoAD IHP p 100 15
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3.2 Electrical characterisation techniques

3.2 Electrical characterisation techniques

The power consumption and the operational voltage range are key parameters for particle
detectors. They are defined by the leakage current and the effective doping concentration,
which are characterised by current-voltage (IV) and capacitance-voltage (CV) measurements.
Section 2.2 discussed the electrical behaviour of an ideal particle detector, where the IV
and the CV characteristic was determined in equations (2.12) and (2.10), respectively.
Here, IV and CV characterisation is performed in a probe station, where the device under
test (DUT) is fixed with vacuum to a thermally controlled chuck. The chuck supplies the
high voltage to the back side of the DUT and the top side is contacted with a needle probe.
It is advantageous to apply the high voltage to the back side for two reasons. First, the pad
and the guard ring (GR) are usually contacted separately. To avoid separate biasing of the
GR, which requires an additional power supply, the ground is set to the top surface. The
decoupling of the pad from the total current is needed, because the total current is typically
dominated by currents from the edges that originate from the dicing that are collected by
the GR. Second, sparks occur more likely when the high potential is applied via a needle,
because of the small diameter at the needle tip. The risk is significantly lower if the high
potential is applied by a large area, which is here the chuck. The chuck is cooled by an
Unichiller from Huber [118] and temperatures of −25 °C are stably reached (𝜎 < 0.1 °C).
Condensation at temperatures below the dew point is avoided by continuos dry air flushing.
A picture of the chuck is presented in figure 3.1. A pad detector is positioned above a
small hole that provides a vacuum to hold the DUT in place. The needle probes contact
the pad and the GR. A metal box encloses probe station that serves as a Faraday cage
to shield external electromagnetic noise. The Faraday cage was opened for the picture
in figure 3.1 and is thus not visible. Two configurations of the setup are available to
measure IV or CV characteristics. The configuration can be interchanged by an electrical
switch. Figure 3.2 shows a scheme of the IV (a) and the CV (b) configuration. Precise
current measurement is performed through a Keithley 6487 pA-meter. The bias voltage
is provided using a Keithley 2410 source-meter, which also records the total current. An

Figure 3.1: Picture of the probe station used for the electrical characterisation. The
DUT is fixed by vacuum to a chuck. The high voltage is applied from the chuck and the
ground connection is done by probing needles. Multiple needles are available to probe
the pad and guard ring individually. The figure is taken with modification from [119].
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Agilent E4980A LCR meter is used for the capacitance measurement. The bias voltage
is set by a Keithley 2410 source-meter, which defines a fixed depletion width, e.g. the
capacitance. This capacitance is probed by the LCR meter through the application of a
small alternating voltage (𝛿𝑉 ≪ 𝑉bias) with frequency 𝑓. The LCR meter has a frequency
range between 20 Hz ≤ 𝑓 ≤ 2 MHz and an operational voltage range of ±42 V. Usual
particle detectors require higher bias voltages, wherefore the LCR meter is decoupled from
the DC voltage by an isolation box that extends the operation range to the maximum
range of the voltage supply (±1.1 kV).

DUT

Faraday cage

Keithley 6487

Keithley 2410

Thermally controlled chuck

Voltage          Current

Voltage          Current

(a)

DUT

Faraday cage

Keithley 2410

Agilent E4980A

Thermally controlled chuck

Voltage          Current

Capacitance

40 kΩ

2.2 mF2.2 mF

40 kΩ

(b)

Figure 3.2: Sketch of the IV (a) and the CV (b) setup (after [120]). The setup can be
changed between configuration (a) and (b) via an electrical switch.

3.3 90Sr setup

Measurements with radioactive sources are a valuable tool for the detector characterisation.
The source emits particles that generate excess charge carriers via energy deposition. 𝛼-, 𝛽-,
and 𝛾-particles can be used, where 241Am, 90Sr, and 55Fe are used as a source, respectively.
There are three main benefits of source measurements, which are discussed in the following.
First, source measurements allow to study the influence of a probabilistic excess charge
generation, which is not feasible with light. Second, compared to charge generation via
light, particles do not require an opening window in the electrode, because they penetrate
metals. Third, source setups can be lightweight setups, which makes the application
widely available. Their main drawbacks are the hazard due to the radioactive source
material and lower SNR compared to laser measurements. Laser measurements generate
pulse-per-pulse a reproducible excess charge, which is why signal averaging can be applied
to increase the SNR. The SNR of laser setups is typically higher, because the amount of
excess charge can be tuned to much larger values than available with typical sources. In
the framework of this work, a 90Sr source setup was used. The charge generation profile
of a 90Sr source is assumed as a 1 µm wide cylinder that extends over the full traversing
path, i.e. the full device depth. The here used 90Sr setup is depicted in figure 3.3 as a
photography (a) and a sketch (b). Three devices are stacked on top of each other, whereby
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(a)

90Sr source

Ref 1

DUT

Ref 2

β

Faraday cage
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Figure 3.3: Picture (a) and sketch (b) of the 90Sr setup. The top plate of the Faraday
cage was removed for the picture. The DUT is stacked in between two reference sensors
inside a Faraday cage and the Pt1000 at the upper wall serves as a temperature reference.
The source is placed central above the stack of sensors on top of the top plate of the
Faraday cage.

the middle device is the DUT and the other two devices serve as references. Coincidence
between the two references is used to trigger the data acquisition. The data acquisition is
done by the Keysight MXR254A that provides a bandwidth of 2.5 GHz with a sampling
rate of 16 GSa/s. The stacked configuration is selected to lower the acceptance angle, to
avoid heavily inclined 𝛽-particles. The devices are operated under high voltage supplied
by an ISEG SHQ 222M. The signals require amplification to be in a suitable voltage
range. Therefore, two different amplifier versions are available: the C2HV and the Cx-L
amplifier from CIVIDEC [121], which serve as a transimpedance and a charge sensitive
amplifier, respectively. Both versions provide an amplification of about 40 dB with a
bandwidth of 10 kHz to 2 GHz. Charge sensitive amplifiers (CSA) are used for precise
charge collection (CC) measurements, while transimpedance amplifiers allow studying
induced current transients and enable the study of timing properties. The source has an
activity of about 18.55 MBq and is encapsulated in a stainless steel capsule with a ceramic
window. For the safe handling of the source it is further enclosed in a poly-carbonate
encasing with an opening at the bottom that serves as a collimator. The Faraday cage is
positioned inside a climate chamber that allows to control the temperature. Temperatures
between 20 °C and −20 °C are stably reached by the setup (𝜎 < 0.1 °C). The setup is used
for CC measurements in section 4.5 and 5.3.

3.4 Transient current technique

The transient current technique (TCT) is a detector characterisation method that studies
the drift of excess charge carriers. It emerged as an alternative to electrical techniques, e.g.
CV- and IV-measurements, with the aim to extract the effective doping concentration of
irradiated devices [2] and developed into an essential tool for the device characterisation
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before and after irradiation for all kind of device parameters. When excess charge carriers
are generated in a depleted volume, they begin to drift and induce a current at the readout
electrode according to the Shockley-Ramo theorem (see section 2.3.4). This current contains
information about the generated charge and more importantly about the DUT itself. An
example of an induced current transient is shown in figure 3.4 measured in a thick pad
detector. Figure 3.4a is based on a charge generation close to the top side and shows the
extraction of the prompt current 𝐼m(𝑡pc) and the collected charge 𝑄coll. For the prompt
current (PC), first the starting time 𝑡0 of the signal is found by a linear fit towards the
rising edge. A region ±500 ps around the 20 % threshold of the maximum signal amplitude
is used for the fit. The intersection between the rising edge fit and the baseline yields 𝑡0.
The starting time serves as a reference to the PC time 𝑡pc. The baseline of the pulse is
extracted as the mean before the illumination, e.g. the mean between −10 ns ≤ 𝑡 ≤ −2 ns.
The CC is extracted as the integral of the induced current

𝑄coll = ∫
𝑡coll

𝑡0

𝐼m(𝑡)d𝑡 , (3.1)

for a collection time 𝑡coll. The collection time needs to be selected long enough to allow
full charge collection in waveforms from all depth. Usually, a 𝑡coll of about 25 ns is used for
a 300 µm thick device. Figure 3.4b shows the extraction of the time over threshold (ToT)
and rise time (RT) from an induced current transient taken at the back side of a thick pad
detector. The ToT is defined as the time the current transient is above a given threshold
relative to the maximum amplitude (here 20 %). The RT is defined as the time in which
the induced current rises from 20 % to 80 % of its maximum amplitude.

(a) (b)

Figure 3.4: Induced current waveforms recorded with the TPA-TCT in the CiS16
25-DS-66 pad detector. Methods to extract the start time, the prompt current, and
collected charge are shown in (a). The extraction of the time over threshold, the signal
maximum, and the rise time (RT) is shown in (b).

Transient excess charge can be generated via ionising particles or pulsed light sources. Both
mechanisms are widely spread, but for this work the latter is of specific interest. Pulsed
light sources are well suited for the device characterisation, because they generate charge
in a non-destructive manner and provide a well-defined and reproducible charge generation.
Further, such setups are, compared to beam test facilities, cheap and thus widely used.
Lasers are mainly used due to their small spectral bandwidth and short temporal profiles
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down to the fs-regime. For the TCT in silicon mainly lasers with red 𝜆red ≈ 700 nm
and infrared 𝜆IR ≈ 1060 nm wavelength are used. Developments in commercial fs-pulse
infrared laser systems boost the usage of central wavelength in the quadratic absorption
regime, e.g. 𝜆TPA ≈ 1550 nm to exploit the charge generation by TPA. Contrary to SPA,
the TPA generates excess charge in a confined volume that allows measurements with
three-dimensional spatial resolution. A comparison of the different excess charge carrier
densities is presented in section 2.4.2 and visualised in figure 2.10. It should be noted that
resolution along the device depth can also be achieved with 𝜆IR, when the illumination
is applied from the edge (edge-TCT) [5]. Compared to TPA-TCT, edge-TCT requires
careful sample preparation, which is not suitable for every device. Further, for high spatial
resolution, the edge-TCT can not be applied if the active volume is not reasonably close
to the device edge, because of the laser beam divergence. This can be relevant to pad
detectors, because most devices have a width > 1 mm where the laser opening cone for
focused lasers might exceed the device dimensions. However, edge-TCT is a valuable tool
for the device characterisation and contributed especially to the characterisation of strip
detectors. The mentioned difficulties of edge-TCT do not apply to TPA-TCT, as resolution
along the device depth is already obtained by illumination from the top side.

In the framework of this work an SPA-TCT setup is available, which employs red and
infrared lasers. Both lasers can be either applied from the top or bottom. For the red
lasers this is ideal to study the drift of electrons or holes independently depending on the
illumination direction. Additional to top and bottom illumination, the SPA infrared lasers
can as well be applied from the edge to enable edge-TCT. The setup is not central to this
work, which is why the reader is referred to [122] for a detailed description of the setup.

3.5 Two photon absorption – transient current technique

The TPA-TCT was developed to obtain spatial resolution along the device depth and
profits from the profound experience available from the SPA-TCT. This section focuses
on the experimental implementation of the technique and discusses topics relevant to
the application. First, a description of the TPA-TCT setup from the CERN EP-DT-DD
SSD group is given. Second, the calibration of the setup regarding the laser pulse energy
and its energy stability are shown and the influence of the objective is discussed, where
recommendations for an adequate choice are given. Finally, setup parameters like the
spatial resolution and noise are investigated, a description of the alignment procedure and
sample preparation is given, and studies of high laser intensities, influence of temperature,
clipping and reflection are presented.

3.5.1 TPA-TCT setup

The setup was commissioned within the work of [13]. It is shown as a sketch in figure 3.5
and as a photography in figure 3.6. Femtosecond laser pulses with a central wavelength
of 𝜆 = 1550 nm are provided by the FYLA LFC1500X fibre laser module that is used as a
laser source. It provides a 𝜏 = 430 fs long laser pulse with a repetition rate of 8.2 MHz and
a pulse energy of 𝐸p = 10 nJ. Downstream the laser source, the light is guided into the
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Figure 3.5: Schematic drawing of the TPA-TCT setup.

pulse management module, where the repetition rate can be adjusted by an acusto-optic
modulator and the pulse energy can be lowered to a given value by a neutral density
filter (NDF). Further, an SPA reference and a diode that produces a trigger signal are
included inside the pulse management module. Repetition rates of 1 kHz are typically used,
and for irradiated devices the repetition rate is lowered to 200 Hz to decrease potential
accumulation of trapped charge carriers. The NDF is a circular disc with decreasing
transparency for increasing angles, i.e. higher angles correspond to lower pulse energies.
The laser system is commercially available and was developed in a collaboration between
FYLA [123], IFCA [124], and CERN [125]. A detailed description of the laser system can
be found in [12]. Downstream the pulse management module, the beam traverses through
open space inside a Faraday cage that shields from external electromagnetic noise. Mirrors
designed for the used wavelength are used to guide the light through an objective onto the
DUT. The choice of objective is delicate and discussed in detail in section 3.5.4. The DUT
itself is typically glued to a printed circuit board (PCB), which provides a stable mount
and electrical contact. For a measurement, the PCB is screwed to a copper chuck for two
reasons. First, it serves as a mount for the PCB and second, it is thermally coupled to
a Peltier element, so that it allows to temperature control the DUT. The hot side of the
Peltier element is cooled by a chiller from Huber [118]. The copper chuck is mounted on a
six axis hexapod stage that has a step size precision of 200 nm. Beyond precise movement
in 𝑥𝑦𝑧-direction, it allows rotation around all three axes, which is useful for a precise sample
alignment. The sample alignment is discussed in section 3.5.5. Fifty percent of the laser
beam is coupled out from the primary beam to a second arm, which is guided towards a
reference silicon pad detector that serves as a TPA reference. Calibration measurements of
the SPA and TPA reference are presented in section 3.5.2 and the energy stability obtained
with the references is shown in section 3.5.3. As the central wavelength of the TPA laser is
not visible by the human eye, a red laser diode is used to perform the coarse alignment of
the DUT. The path of the alignment laser is emphasised by the red dotted line in figure 3.5.
Precise alignment is performed using an infrared microscope. The infrared microscope
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consists of a camera and a lamp, where each of which operates at a wavelength of 1550 nm.
A thick transparent red line shows the beam path of the microscope in figure 3.5 and
example pictures of it are depicted in figure 3.7. The microscope is especially useful to
find small regions of interest, e.g. in segmented devices and as it allows measuring through
silicon, the microscope is even useful when illumination is applied from the back side of a
DUT.

TPA reference

IR camera

IR lamp

×100 mag.
NA = 0.5 / 0.7

Legend

Laser path

IR microscope
Alignment laser

DUT 

Figure 3.6: Photography of the TPA-TCT setup, showing the inside of the Faraday
cage. The laser source is outside the Faraday cage towards the left side.

(a) (b)

Figure 3.7: Example pictures of the infrared microscope. (a) Picture of the top surface
of the CMOS-Do-F2-S12 strip detector. The laser spot is visible as a bright dot and
positioned close to the strip metal. (b) CERN logo imprinted on a test structure of a
silicon optical link. It is cropped together from multiple picture to show the full imprint.
The magnification of the objective is ×100 and the given scale is valid for both pictures.

The data acquisition is handled by a LabVIEW [126] program that coordinates the laser
operation, bias voltage control, stage motion, temperature control, and data recording.
A Keithley 2410 source-meter is used to supply bias voltage to the DUT, while the
temperature control is done using the Laird PR-59 PID controller [127]. The data recording
is triggered by the trigger signal from the pulse management module and performed by
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an Agilent DSO9254 oscilloscope. Depending on the application, the C2HV or the Cx-L
amplifier from CIVIDEC [121] is used to obtain signals amplitudes in a suitable voltage
regime. The oscilloscope has a high bandwidth limit at 2.5 GHz and a sampling rate
of 20 GSa/s =̂ 50 ps/pt, while the amplifiers provide an amplification of about 40 dB with a
bandwidth from 10 kHz to 2 GHz. The impedances of the DUT and the electronic readout
are not matched, which is why signal reflections occur. Long labels are used in order to
delay the reflection and shift reflections beyond the time window of interest. Moreover, the
used cables are coaxial to minimise pickup of electromagnetic noise. The electronic readout
chain is further discussed in the appendix A.1, where the influence of the bandwidth, the
sampling rate, and the transfer function is discussed.

3.5.2 Setup calibration

In order to obtain an energy reference, a PDA05CF2 photodiode from Thorlabs [128]
and the 02-DiodeL-8 pad detector are calibrated. The PDA05CF2 photodiode is made of
InGaAs, which absorbs light at 1550 nm linearly and is thus suitable to reference the pulse
energy. It yields an output voltage that can be converted to a power using the calibration
factor ≈ 386.75 µW/V. Note that the calibration factor is sensitive to the wavelength,
which is obtained from the device’s manual. On the other hand, the 02-DiodeL-8 pad
detector is made out of silicon and thus uses TPA for charge generation at 1550 nm. This
makes the silicon detector, contrary to the InGaAs detector, sensitive to fluctuations in
the temporal profile. The silicon detector is amplified using a C2HV from CIVIDEC and
the acquired signal is converted to femtocoulomb by integration over the collection time
and normalising by the amplifier specific gain factor. In the following, the PDA05CF2
photodiode is referred to as the SPA reference and the 02-DiodeL-8 pad detector as the
TPA reference. Reference [13] showed that the TPA reference is required in order to achieve
a proper correction of laser instabilities. For the calibration, both reference detectors
are calibrated against the S401C thermal power sensor from Thorlabs that measures the
pulse energy in units of power. The output of the S401C is converted to the pulse energy
by division with the used laser repetition rate. A repetition rate of 4 MHz is used for
the calibration in order to receive a reliable output from the S401C. For the calibration,
the S401C is mounted at the DUT position and the intensity is varied using the NDF.
Figure 3.8 shows the calibration of the SPA (a) and TPA (b) reference against the laser’s
pulse energy. The relation between the SPA (TPA) reference is linear (quadratic) with
the pulse energy. The maximum available energy depends on the used optics and varies
with the manual alignment of the optical path. In the here present configuration, the laser
provides energies above 700 pJ to the DUT position. The output pulse energy of the laser
(10 nJ) is not reached at the DUT position, as part of the light is lost by absorption in the
optical components and about half of the light is guided towards the TPA reference via
a 50/50 beam splitter. The beam splitter is mounted on a flip mount and can be easily
moved out of the beam line to double the available pulse energy at the DUT position
if needed. When the beam splitter is outside the beam line, the TPA reference and the
infrared microscope can not be operated (compare to figure 3.5). Calibration scans are
performed before every campaign of measurements as the alignment of the setup potentially
changes slightly over time. Further, a calibration needs to be performed every time optical
components are moved or changed.
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(a) (b)

Figure 3.8: Responses of the SPA (a) and the TPA (b) reference to different laser inten-
sities. The SPA and TPA reference follows a linear and quadratic function, respectively.
Fitting parameters to the corresponding fit function are included in the legend.

3.5.3 Laser and temperature stability

The reproducibility of measurements requires a stable laser intensity. Long term mea-
surements are presented in figure 3.9, where figures 3.9a and 3.9b show the response of
the SPA and TPA reference, respectively. From figures 3.9a and 3.9b it can be seen that
the SPA reference has a stable response, while the TPA reference shows a more volatile
response, which is not correlated to fluctuation seen by the SPA reference. The stable
response of the SPA reference confirms that the laser source provides a stable pulse energy.
Therefore, it can be concluded that the temporal profile of the laser source is not constant,
which leads to fluctuations that are only probed by the TPA reference. The origin of the
fluctuations in the temporal profile are unknown, but it is observed that they are caused by
the laser source itself. Figures 3.9c and 3.9d show a long term scan of the TPA reference
and the DUT response. In figure 3.9c the DUT and the TPA signal are separated and in
figure 3.9d the DUT response is normalised with the TPA reference in order to compensate
fluctuations in the charge generation. In order to correct for these fluctuations, the TPA
reference is used. The correlation between the TPA reference (black) and the DUT signal
(red) is clearly visible in figure 3.9c, while figure 3.9d shows that the DUT signal can be
corrected through normalisation with the TPA reference to achieve a stability within ≤ 2 %.
Hence, it is possible to reach a satisfactory laser stability in order to achieve reproducible
measurements.

The setup has the availability to temperature control the DUT. The mount of the DUT
is made out of copper to provide a sufficient heat transfer. Stable operation of the DUT
at −20 °C with a standard deviation of ±0.1 °C is achieved, as can be seen from figure 3.10a.
The reference detectors are not actively temperature controlled, wherefore they are subject
to fluctuations in the ambient temperature. A long term temperature measurement at
the position of the TPA reference is shown in figure 3.10b, where fluctuations in the order
of 1 K are observed within a day. In section 3.5.9 it will be shown that fluctuations of 1 K
yield an error of ≈ 0.2 % and thus can be considered as negligible. It should be noted that
the air conditioning of the laboratory was upgraded in the spring of 2023, which is why
temperature fluctuations in the TPA reference are now significantly lower.
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(a) (b)

(c) (d)

Figure 3.9: Long term stability measurement of the SPA (a) and TPA (b) reference.
Every 120 s a measurement point is acquired averaging over 256 signals in order to
increase the SNR. One division on the 𝑥-axis equals 24 h. Note the different 𝑦-scales in
both plots. (c) Stability measurement of the TPA reference and the DUT signal, taking
a measurement point every 30 s. They are well correlated, wherefore the TPA reference
can be used to correct fluctuations from the laser source. (d) Correction of the DUT
signal with the TPA reference.

(a) (b)

Figure 3.10: Temperature stability at the DUT (a) and TPA reference (b). The DUT
is actively temperature controlled and reaches a stability of 𝜎T < 0.1 K. The TPA
reference is floating in temperature, wherefore it is affected by changes in the room
temperature.
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3.5.4 Choice of objective

To this work Gaussian beams are most relevant, due to the advantageous focusing of
such beam profiles. The beam waist 𝑤0 and the Rayleigh length 𝑧R define the intensity
profile, i.e. the density of excess charge carrier generation. A definition of these parameters
was given in section 2.4.1. The beam parameters can be measured by a knife edge or an
in-depth scan, which is described in detail in [42]. Setup-wise the beam parameters are
defined by the objective. The typical parameter quantifying objectives is the numerical
aperture (NA) that is defined as

NA = 𝑛 sin (𝜃) , (3.2)

with the refractive index between the objective and the DUT 𝑛 and the opening angle of the
light cone 𝜃. As the interstitial space is air, it follows 𝑛 = 𝑛air ≈ 1. Here, objectives with
NAs of 0.5 and 0.7 are available. In general, a higher NA corresponds to a higher focusing,
hence smaller volumes of charge generation and higher spatial resolution. The spatial
resolution is influenced, because measurements of the TPA-TCT can be understood as a
convolution of the investigated structure with the charge carrier density of equation (2.34).
Figure 3.11 shows a simulation of the expected spatial resolution in a thick pad detector
for the two available objectives (a) and an experimental in-depth scan with NA = 0.5 of a
pad detector with the deconvoluted charge collection profile (b). It can be seen that the
measurement is in good agreement with the expectation and the mechanism that defines
the spatial resolution of the TPA-TCT is well understood.

(a) (b)

Figure 3.11: (a) Simulated convolution of the charge collection of a pad sensor (black)
with a TPA charge carrier density generated by an objective with NA = 0.5 and NA = 0.7.
(b) In-depth measurement of the HPK 04-DiodeL-5 deep diffused pad detector (black),
with a fitted charge collection profile (red) and the extracted DUT charge collection
profile that is corrected by the charge generation volume of the laser (blue). An objective
with NA = 0.5 was used and the extracted Rayleigh length 𝑧R,Si, device thickness 𝑑,
and height of the charge collection profile ℎ are shown in the figure title.

On the one hand, higher focussing is beneficial as it increases the spatial resolution, but on
the other hand, it is related to higher refraction that increases spherical aberration [129].
Spherical aberration elongates the volume of charge generation asymmetrically towards the
light propagation direction and thereby decreases the total generated charge. The effect
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(a) (b)

Figure 3.12: (a) Charge collection measured in the HPK 04-DiodeL-5 deep diffused
pad diodes measured with different objectives. (b) Charge collection measured with an
objective with NA = 0.7 of pad detectors from the HPK deep diffused campaign with
different active thicknesses. Spherical aberration becomes visible after about 70 µm as a
loss in the collected charge.

is always present and becomes more pronounced with deeper positions of the focal point
in the silicon sample. Figure 3.12a shows a comparison between both objectives using
the example of a charge collection measurement of a thick pad detector. It can be seen
that the objective with NA = 0.5 yields the expected box-like shape of a pad detector,
while NA = 0.7 measures a CC that decreases with depth. The decrease is related to
spherical aberration that has a noticeable influence after ≈ 70 µm of silicon. Spherical
aberration increases the volume of charge generation linearly. The linear increasing volume
leads to a linear decrease of the laser intensity, which in turn decreases the charge generation
quadratically. Further, the falling edge at the back side is less steep compared to the
rising edge at the top side, because the increased volume of charge generation lowers the
spatial resolution at the back side. The influence of spherical aberration is not observed
for NA = 0.5 up to a device thickness of 300 µm. Thicker devices are usually not relevant
for particle detection, but in case thicker devices are investigated, the objective should
be selected carefully to allow the highest spatial resolution without noticeable spherical
aberration. The smaller Rayleigh length provided by NA = 0.7 leads to the steeper
rising edge in figure 3.12. From the measurements it can be concluded that spherical
aberration is an unwanted effect so that the objective with NA = 0.7 is suitable up to a
device thickness of ≤ 70 µm, while thicker devices are reliably measured with an objective
with NA = 0.5. Experimentally, beam parameters of 𝑤0 = 1.3 µm and 𝑧R,Si = 10 µm
are achievable with the NA = 0.5 objective and the NA = 0.7 objective enables beam
parameters of 𝑤0 = 0.9 µm and 𝑧R,Si = 6 µm. It should be noted that the spherical
aberration can be counteracted with a spatial light modulator (SLM). SLMs are already
used in the field of optical microscopy [130, 131] and laser direct writing [132]. Besides
the correction of the spherical aberration, SLMs can be used to modify the shape of the
focal spot to make it e.g. more spherical. In general, SLMs offer great potential for
the TPA-TCT, but their main disadvantage is the added complexity to the setup. The
implementation of an SLM in the TPA-TCT setup is foreseen in the future.
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3.5.5 Sample alignment

The red alignment laser of the setup is used for the coarse alignment of the DUT with
respect to the laser spot. After the coarse alignment, features of the DUT can be found
using the infrared microscope. When the region of interest is found, an alignment to level
the focal plane and the DUT needs to be established. Already small tilt angles of 1° can
result in a 6 µm difference in the deposition depth for a scan range of 100 µm. Further,
it was observed that tilt can lead to artefacts in the CC profile, wherefore an orthogonal
illumination is necessary to ensure meaningful observations. A procedure to correct the tilt
was developed, which is referred to as tilt correction [13]. Details about the tilt correction
method are given in the appendix A.2. In general, scans presented within this work are
performed in the central position of the DUT’s opening window if not stated else wise.

3.5.6 Noise evaluation

Multiple setup components introduce electromagnetic noise to the measurements. The
two most relevant are the amplifier and the high voltage supply. The lowest noise achiev-
able is dictated by the intrinsic noise of the amplifier which is for the CIVIDEC C2HV
around 3.3 mV. A Keithley 2410 source-meter is used for the high voltage supply, which
introduces a baseline root-mean-square (RMS) of < 1 mV. This noise is introduced before
the amplification, which is why the noise is amplified according to the gain factor of the
amplifier that can add up to multiple 10 mV RMS of noise. This contribution is avoided
by the use of a low pass filter that filters high frequency noise from the high voltage.
Typically, the minimum baseline RMS of 3.3 mV is reached within the measurements. It
should be mentioned that the infrared microscope was found to introduce a large elec-
tromagnetic noise (6.5 mV RMS) to the measurement, wherefore it is powered off during
all measurements. The SNR is further increased by averaging of single acquired current
transients. Averaging of the current transients is possible, because the charge generation
is sufficiently reproducible pulse per pulse, so that the baseline RMS can be brought to
an arbitrarily small value. For 𝑁 acquisitions the noise RMS scales with 1/

√
𝑁 and for a

typical measurement 128 to 256 averages are sufficient to balance of measurement speed
with the noise RMS. Note that averaging is not possible for techniques that use ionising
particles to generate excess charge, due to the probabilistic nature of the energy conversion
process.

3.5.7 Sample preparation

The only sample preparation needed to conduct TPA-TCT measurements is to mount the
DUT to a support and connect it via wire bonds in order to read out the current transients.
Compared to edge-TCT, polishing of the sample is not required to achieve resolution
along the device depth. Polishing is only needed when illumination is applied from the
edge. TPA-TCT can also be applied from the edge, but the application is usually limited
to DUTs where the region of interest is close to the edge (few 10 µm). The limitation
originates from the large laser opening angle required for the high spatial resolution in the
TPA-TCT that can lead to clipping at the DUT boundaries. Clipping is further discussed
in section 3.5.10. Devices that do not require complex readout schemes (typically pad and
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strip detectors) are glued to a PCB using conductive silver epoxy. The PCB is equipped
with SubMiniature version A (SMA) connectors for the bias voltage, signal readout, and
a Pt1000 that serves as a thermistor. Electrical contact to the top side of a DUT is
established using wire bonds. An example of the used PCB with a glued and wire bonded
pad detector from the CiS16 campaign is shown in figure 3.13a. The guard ring (GR) of a
DUT, if present, is left floating for the measurement. Hence, high voltage can be applied
either from the top or the back side without the need to change wire bonds. To verify that
the GR connection does not significantly influence the device performance, a comparative
measurement of a pad sensor was performed. The used pad detector has a large active
area (about 2.5 mm × 2.5 mm) and the measurement is performed in the central region of
the pad. For the measurements the GR was once grounded and once floating. The charge
collection was measured for increasing bias voltages, which is presented in figure 3.13b.
It can be seen that the GR connection does not influence the depletion behaviour of the
tested device. However, it should be noted that the GR connection is important when it
comes to the electrical characterisation of the DUT [133].

(a) (b)

Figure 3.13: (a) Photography of a typical PCB. A pad sensor from the CiS16 campaign
is mounted. The Pt1000 is mounted < 4 mm close to the DUT. The PCB is about 38 mm
wide, 35 mm long and 0.8 mm high. (b) Study of the influence of the guard ring (GR)
connection on the depletion behaviour in the CNM WL-A63-PIN4 detector. The FWHM
of the collected charge profiles measured with TPA-TCT for a grounded (GND) GR
and a floating GR is shown.

3.5.8 High laser intensities

The excess charge carrier generation depends quadratically on the laser intensity, which
makes it a crucial parameter for the TPA-TCT. At a certain intensity, the charge carrier
density becomes high enough to form an electron-hole plasma. The plasma builds up an
internal electrical field that shields charge carriers in the plasma against the outer electric
field. The shielding prolongs the beginning of the charge carrier drift and results in a longer
collection time [134]. Plasma can be described by the Tove-Seibt model, which predicts that
the collection time increases due to the formation of plasma with an 𝐸4/3

p -depepdence [11,
135]. Measurements with increasing pulse energies were performed, where the ToT was
used as a representative of the collection time. Figure 3.14 shows current transients (a)
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at a bias voltage of 300 V, next to the ToT profiles (b) taken at different bias voltages.
Both figures show data measured at the back side of a p-type pad detector. Prolongation
effects due to plasma can be seen from the current transients in figure 3.14a, as the peaking
time is delayed for increasing pulse energies and the transients last longer. Concerning the
ToT, it can be seen that it is constant up to a given energy threshold after which the ToT
increases. After the threshold, the profiles are fitted with the predicted 𝐸4/3

p -dependence
and a good description of the measured data is found. The threshold corresponds to the
plasma onset energy and increases with the bias voltage, because the plasma shielding
strength decreases with the external electric field. It can not be excluded that electron-hole
plasma is formed even below the threshold energy, however the influence may not be visible
with the used method and is considered as negligible. The absolute value of the threshold
strongly depends on the optical parameters, as it is related to the excess charge carrier
density. Here, values of the 140 pJ, 170 pJ, and 260 pJ were measured for the plasma
onset for the bias voltages 300 V, 500 V, and 900 V, respectively. The measurement was
performed at 20 °C with the beam parameters 𝑤0 = 1.2 µm and 𝑧R,Si = 10.4 µm. For the
usual TPA-TCT application and especially device characterisation, plasma formation is
an unwanted effect and avoided whenever possible. Examples for the applications of the
high intensity regime are the study of electron-hole plasma and direct laser writing. The
latter is the process of material modification using laser light. Various examples of this
application are demonstrated in [136, 137]. It was experimentally verified that direct laser
writing is not feasible with the present configuration of the TPA-TCT setup.

(a) (b)

Figure 3.14: (a) Current transients for different laser intensities measured at the back
side of the CNM W5-J6-2 pad detector for a bias voltage of 300 V. The transients are
normalised by their amplitude. (b) Time over threshold measured at the back side of
the CNM W5-J6-2 pad detector for different bias voltages versus the pulse energy. The
increase is caused by the onset of electron hole plasma. The dashed lines are a constant
fit before the plasma onset and the solid lines fit the plasma model described in [11].

3.5.9 Influence of temperature

The influence of temperature on the TPA-TCT is of particular interest as irradiated silicon
detectors require cooling to −20 °C during the measurements. Material parameters of silicon
change with temperature. The most important material parameters to TPA-TCT are: the
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band gap energy [138], the refractive index [86], the charge carrier mobility [139], the linear
absorption [140], and the quadratic absorption [141]. A dedicated study on a pad detector
was performed to investigate the influence of temperature on the TPA-TCT [142].

The influence on the charge carrier mobility is emphasised in figure 3.15a, where the ToT
profile is shown at various temperatures. The ToT decreases with temperature, because the
charge carrier mobility increases. Scattering between charge carriers and phonons becomes
fewer with temperature due to the shrinking phonon population, which in turn increases
the mobility [139]. Further, it can be seen that at the used bias voltage and temperature
range, the temperature dependence of the hole mobility is stronger than for electrons, as
the ToT at the front side (𝑧Si ≈ 290 µm) decreases more with temperature than at the back
side (𝑧Si ≈ 0 µm). The mobility of holes (electrons) can be studied independently, when
current transients from the top (back) side are evaluated. Selected current transients from
this measurement at the top and back side are presented in the appendix A.6 in figure A.7.
When the drift times of electrons and holes are extracted at different temperatures, a
scaling with temperature is found that agrees with the models of [61, 71].

(a) (b)

Figure 3.15: (a) Time over threshold profile measured in the CNM WL-A63-PIN4 pad
detector at various temperatures. The time over threshold decreases with temperature
as the mobility increases [142]. (b) Charge collection efficiency measured with SPA- and
TPA-TCT at different temperatures in the same detector. The charge collected at 20 °C
serves as the nominal charge collection [142].

Light absorption in silicon strongly correlates to the phonon population, because silicon is
an indirect semiconductor [53]. Therefore, the charge generation is affected by temperature.
Long term charge measurements were carried out in order to investigate the temperature
dependence of the charge generation. The focal point was positioned in the middle of
the DUT and a charge sensitive amplifier (CIVIDEC Cx-L) was used to measure the
CC as precise as possible. Five thousand waveforms were recorded per temperature
step to obtain enough statistics. Instabilities of the temporal profile of the laser lead to
incomparable charge generations between different measurements. Therefore, only data
with a comparable charge generation was considered for the measurement, where the CC
measured by the TPA reference is used as a reference. Figure 3.15b shows the result,
where the charge normalised with the CC at 20 °C is shown versus the temperature. A
similar measurement with an IR SPA laser is shown for comparison. It can be seen that
the charge collection decreases linearly with temperature for both techniques and the
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influence on the shown SPA is stronger than the influence on the TPA. It should be noted
that the temperature dependence is sensitive to the wavelength, wherefore the difference
between the TPA and SPA measurements is not necessarily related to the difference in the
charge generation mechanisms. A similar temperature dependence to the used TPA laser
is found for a ≈ 750 nm laser [140]. This indicates that the temperature dependence might
not be influenced by the absorption mechanism, but is driven by the phonon population.
Further, it should be noted that the temperature dependence is in general not linear and
only appears linear in the investigated temperature range. Charge collection is influenced
by two variables: the generated charge and the process of charge collection. The latter
could be influenced by e.g. ballistic deficit, but it is ensured that all generated charge is
collected at all investigated temperatures. Thus, the changes in the CC directly reflect on
the generated charge. In the following, the process of charge generation is discussed with
respect to the temperature. The charge generation for SPA and TPA is affected by

𝑄SPA(𝑇 ) ∝ (1 − exp (−𝛼(𝑇 ) ⋅ 𝑑)) , (3.3)
𝑄TPA(𝑇 ) ∝ 𝑛Si(𝑇 )𝛽2(𝑇 ) , (3.4)

where the charge generation of TPA is, in contrast to SPA, independent of the device thick-
ness 𝑑. Only the refractive index and the corresponding absorption coefficient potentially
change with temperature. The refractive index decreases within the investigated tempera-
ture by 0.2 % and can not fully explain the decrease in charge generation. Therefore, the
dominant contribution must originate from the absorption coefficient, which is correlated
to the band gap energy and the phonon population. As the change in band gap energy
(see figure 2.2b) is in the order of 1 meV, it can be concluded that the dominating effect
that drives the temperature dependence of the charge generation is the phonon population,
which agrees with results presented in [141]. It is found that the TPA charge generation
decreases by (8.3 ± 1.4) % from 20 °C to −20 °C, which agrees within the errors with the
(12.0 ± 2.6) % decrease from 23 °C to −17 °C reported in [141]. Concerning the SPA-TCT,
when values from [140] are used and reflection at the back and top surface are included, a
decrease in CC by (40.4 ± 2.8) % is calculated for a decrease in temperature from 20 °C to
−20 °C. On the other hand, a decrease of (35.0 ± 0.4) % is measured, which is (5.4 ± 2.8) %
less than the calculated value. The cause of this difference is so far unknown.

3.5.10 Laser beam clipping

As discussed in section 3.5.4, the TPA-TCT typically uses large opening angles to achieve
high focusing. The dimensions of the light cone can exceed the dimensions of the opening
at the top surface, especially in segmented devices. Figure 3.16a shows the beam radius
for given beam parameters versus the distance from the focal spot, which can be used
to estimate the geometries for which clipping is expected. Figure 3.16a can be used to
estimate the appearance of clipping. In the following, a strip detector with a pitch size
of 80 µm, 30 µm wide metal strip, and a device thickness of 300 µm is used as an example.
The opening window between two strips is 50 µm. This distance is exceeded by the beam
diameter after about 65 µm for NA = 0.5, which corresponds to a depth of only ≈ 240 µm in
silicon. Note that the beam radius is shown in 3.16a and for the example the beam diameter
needs to be taken 2 ⋅ 𝑤(65 µm) > 50 µm. Figure 3.16b shows a simplified simulation of
clipping. The amount of laser intensity that enters the device’s opening window for a
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given 𝑥𝑦-position is colour-coded. The opening window’s area is 50 µm × 100 µm and the
focusing depth is set to 65 µm (≈ 240 µm in silicon). Clipping is not present in the central
region, but appears at the edges and especially at the corners. Further, it can be seen
that light enters even regions below the metal that are near the opening window. At these
positions, the light cone partially enters the opening window to allow charge generation
even below the metal. The available distance from the opening increases for deeper focusing
depth. Methods to handle clipping in segmented devices are discussed in section 6. With
respect to edge illumination, clipping is highly relevant because the active volume can be
buried several 100 µm away from the edge and thus clipping can not be avoided. Clipping
is the main reason why illumination is preferably applied from the top or back side.

(a) (b)

Figure 3.16: (a) Beam radius 𝑤(𝑧) against the distance from the focal point for NA = 0.7
and 0.5. Note that the shown 𝑧Si-axis is only valid for NA = 0.5. (b) Modelled
distribution of clipping at a 50 µm × 100 µm rectangular opening. The encircled region
is considered as the opening window and everything outside the opening is considered
as metal. The percentage of intensity that reaches the DUT’s active volume, i.e. that
is not clipped at the opening is colour-coded. The beam parameters and the focusing
depth (Stage 𝑧) are stated above the figure.

3.5.11 Influence of reflection

Whenever the refractive index changes, e.g. at a back side silicon-air interface, a part of
the light intensity is reflected. The reflectivity depends on the angle of incidence and the
refractive indices. For orthogonal incidence at an interface, where light traverses from a
medium with 𝑛1 to a medium with 𝑛2, the reflectance is given by

𝑅 = ∣𝑛1 − 𝑛2
𝑛1 + 𝑛2

∣
2

. (3.5)

As reflection can usually not be avoided, the understanding of its influence is key. Figure 3.17
shows schematically the process of reflection (a) and the effect it has on the measured CC
in a pad detector (b). The latter shows charge collection beyond the DUT boundaries that
is caused by a reflection at the back side silicon-air interface. Using the refractive index
of silicon 𝑛Si = 3.4757 [86] and air 𝑛air = 1, equation (3.5) yields 𝑅 ≈ 0.3. As TPA scales
quadratically with the light intensity, the reflection leads to 10 % of the ordinary charge
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collection. The fit in figure 3.17b is performed after a model from [42], with additions to
include the reflection. A model to include reflection in the fit function was developed within
this work and is discussed in the appendix A.3. The reflection corrected graph reveals that
the full width at half maximum (FWHM) of the original CC profile is about 7 µm larger
than the actual active thickness of the DUT. Hence, the FWHM is not suitable to extract
the device depth when reflection is present. A direct application of reflection is derived
in section 6. There, the reflection at a back side metal is exploited to investigate regions
below a top side metal using top side illumination.

Back
side

Si

(a) (b)

Figure 3.17: (a) Sketch of reflection at a back side interface. The slightly transparent
focal spot marks the reflection from the ordinary beam that is located below the back
side interface. (b) Charge collection in the CNM WL-A63-PIN4 detector with a fit that
models the reflection and the reflection corrected charge collection profile. Reflection at
the back side silicon-air interface leads to charge collection beyond the DUT’s back side.

3.5.12 Detector characterisation techniques

In this section, useful concepts for the device characterisation with TPA-TCT are discussed
using pad detectors. Before it was shown that the FWHM is not suitable to extract the
device thickness reliably, as it can be elongated by reflection or impacted by potential laser
beam clipping. Hence, an intensity independent quantity is best suited to appropriately
extract the device thickness. A suitable candidate is found by the ToT [143], because it
is independent of the laser intensity. Figure 3.18a shows the CC profile of a thick pad
detector and the ToT profile in the same figure. The half maxima of the CC profile are
indicated and charge collected beyond 𝑧Si = 300 µm is associated to reflection at the back
side silicon-air interface. The ToT profile appears symmetric, with the back side as the
symmetry axis. This is a result of the reflection that mirrors the focal spot movement
and thus the ToT profile. Deviations from a perfect symmetry are observed due to the
decreased SNR in the reflected region, which leads to uncertainties in the ToT extraction.
The shape of the ToT profile yields insight to the collection time of the charge carriers.
When charge is generated close to or at the top side, electrons are, for practical reasons,
instantly collected at the top side n-electrode, while the holes drift the full thickness to
reach the back side p-electrode. Thus, holes dominate the induced current recorded close
to or at the top side. On the other hand, induced current transients recorded close to

47



3 Experimental methods

or at the back side are dominated by the electron collection. Therefore, the maxima at
and close to the half maximum positions are a result of the hole and electron collection
that are maximum at the device’s boundaries. The back side maximum aligns with the
position of the back side surface and can be used to extract the back side boundary’s
position. The second half maximum position of the CC does not align with the maximum
due to reflection, which makes the FWHM unsuitable for the extraction of the device
thickness. For the top side, a maximum is observed as well. Naively expected, the collection
time of the charge carriers should always be maximal e.g. constant in front of the top
surface, because when the focal spot is at or above the top side (𝑧Si ≤ 0 µm) and thus at its
maximum position. The decrease in ToT in front of the detector is related to the change
in the weighting of the excess charge carrier density. When the focal point exits the active
volume, the median of the excess charge carrier density moves away from the top surface,
inside the bulk region. Thus, the contribution of charge carriers created in the bulk region
is more pronounced in the current transient, which lowers the ToT. The median of the
excess charge carrier density is discussed in more detail in the appendix A.4. Hence, the
position of the first maximum can be used to extract the top surface position, when the
half maximum is not reliably extracted from the CC. Here, a discrepancy of about 7 µm
between the position of the first half maximum and the first ToT maximum is observed,
which is related to the used laser intensity. To obtain a suitable SNR in the reflection
region, the scan was recorded with a laser intensity of about 300 pJ and beam parameters
of 𝑤0 = 1.2 µm and 𝑧R,Si = 9.7 µm. Plasma formation is present at such parameters, which
leads to an increasing ToT when a critical amount of excess charge is generated. The
discrepancy disappears if the same scan is performed at a lower laser intensity, and the
discrepancy increases if a higher laser intensity is used. Appendix A.7 shows technology
computer-aided design (TCAD) simulation of a thick pad detector, where the ToT profile is
simulated among others. It is found that all observed features are reproduced, which gives
confidence in the profound understanding of the measurement. Figure 3.18b shows the ToT
profile in the same DUT for various thresholds. The ToT strictly increases with decreasing
thresholds and the shape starts to differ for thresholds above 50 %. The current transients

h+-dominated e--dom. Reflection

(a) (b)

Figure 3.18: (a) Collected charge and time over threshold profile of the 300 µm thick
CiS16 25-DS-66 pad detector. The half maxima of the collected charge profile are
indicated by the dashed lines. (b) Time over threshold profiles for various thresholds
measured in the same pad detector. Artefacts occur if the threshold is selected to high
(here ≥ 50 %). The bias voltage is 300 V.
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recorded near the top surface have a steep peak due to fast collection of electrons, which
leads to the differences in the ToT at the top side. The waveforms recorded directly at the
top surface do not have such a steep peak, because the electrons are collected faster than
resolvable with the used readout electronics. It should be mentioned that low thresholds
lead to difficulties for low SNR, because the method to extract the ToT is sensitive to
noise. Hence, the threshold for the ToT is usually selected between 15 % and 50 % to avoid
the demonstrated effects.

The resolution along the device depth can be exploited to study the depletion behaviour
of a detector. A device can be considered as fully depleted, when an electric field is
present everywhere in the sensor, meaning that all generated charge should be collected
independent of its generation position. Various TCT parameters, like the ToT, RT, CC
or PC allow the study of the depletion behaviour. Figure 3.19 shows the CC (a) and PC
(b) for increasing bias voltages in a thick pad detector. The CC profile grows with depth
and more charge is collected for increasing bias voltages. However, even after the CC
reached the full thickness at about 14 V, the CC still not reaches its maximum, meaning
that part of the generated charge is not collected. This is related to the selected 𝑡coll, as
charge collection in regions with low electric field can exceed the collection time and thus
not contribute to the CC. This effect is known as ballistic deficit and can be minimised by
selecting sufficiently long collection times. Here 𝑡coll = 50 ns was selected, which leads to
ballistic deficit for bias voltages below 35 V. The PC is not influenced by ballistic deficit,
as it is extracted from the rising edge of the current transient. Therefore, the PC gives a
clear picture of the depletion behaviour and the bias voltage for which the PC is above zero
across the whole device thickness is found to be about 14 V. This is in good agreement
with the 𝑉dep = (14.2 ± 0.5) V extracted from CV measurements.

(a) (b)

Figure 3.19: Depletion of the 300 µm thick CiS16 25-DS-66 p-type pad detector. The
charge collected in 𝑡coll = 50 ns is shown in (a) and the prompt current for 𝑡pc = 600 ps
is shown in (b). The collected charge is impacted by ballistic deficit for 𝑉bias < 35 V,
wherefore the collected charge profile is not saturated even after full depletion at
about 𝑉fd ≈ 14 V.
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Radiation damage does not only affect the device performance, but also the characterisation
technique. To disentangle technique and device related effects, a precise knowledge about
the influence on the characterisation technique is needed. The aim of this chapter is to
investigate the influence of radiation damage on the TPA-TCT. Studies on p-type pad
sensors from the CiS16 campaign irradiated with neutrons, protons, or gamma particles were
carried out. Details about the used devices can be found in section 3.1. All measurements
were performed at a temperature of −20 °C and a relative humidity of ≈ 0 %. Only the
averaged current transients of 256 single acquisitions were recorded. The laser was operated
at a pulse frequency of 200 Hz and the beam parameters 𝑤0 = 1.2 µm and 𝑧R,Si = 9.7 µm
were present.

4.1 Correction of the SPA offset

Defects introduce energy levels within the band gap of silicon, so that linear absorption
is observed for wavelengths that were originally above the linear absorption regime [109].
This additional single photon contribution is called SPA background or SPA offset, because
light is continuously absorbed along the propagation direction and thus yields a constant
contribution independent of the focal point’s position. Three different methods to correct
the SPA offset were developed: correction by constant subtraction [143], correction by
intensity [13], and correction by waveform subtraction [9]. The prior is the simplest method,
where a constant is fitted to the offset and subtracted from the profile. It does not provide
a correction on the waveform level, which means that is does not correct the influence of
the SPA contribution towards the shape of the current transient. Due to its simplicity it is
useful to correct charge collection (CC) profiles, but it is not appropriate to correct e.g. the
prompt current (PC) or the time over threshold (ToT). The intensity method is the most
elaborated of all three methods. A measurement is recorded twice at different intensities,
and the different scaling of the SPA and the TPA contribution to the laser intensity is
exploited for correction. The measurements taken at different laser intensities are compared
to yield the SPA and the TPA contribution separately. The method was developed to cope
with intensity variation due to clipping or reflection, as it compares two measurements and
thus intrinsically corrects such effects. Appendix A.5 contains more information about the
method and derives the relevant formulas. The third method is the waveform subtraction
method. A waveform is recorded with the focal spot above the active volume, so that
the volume of TPA charge generation is well outside the active volume. This waveform
contains a negligible amount of TPA and is dominated by the SPA contribution. As the
SPA contribution is independent of the focal spot’s position, this waveform is subtracted
from all other waveforms to cancel out the SPA contribution. The method is valid as
long as the laser light intensity within the DUT is constant throughout the measurement,
i.e. no clipping or reflection is present. Concerning the laser system it was reported that
significant fluctuations in the temporal pulse width 𝜏 are observed. These fluctuations are
irrelevant to the waveform subtraction method, as the SPA contribution is independent of
the temporal pulse width and thus properly corrected even for a fluctuating 𝜏. Therefore,
the TPA reference can be used to correct for fluctuations of the temporal pulse width
after the SPA correction was applied. Figure 4.1 shows a comparison between the three
methods using a neutron irradiated pad detector as an example. The correction of the CC
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profile is shown in (a) and the correction of the ToT profile in (b). Most striking in the
CC profiles is the increased noise for the intensity correction method in comparison to
the other methods. The origin of the increased noise in the intensity correction method
lies in the need to take two measurements at different intensities. One measurement is
performed at a low intensity (65 pJ) and the other at a higher intensity (320 pJ). The low
intensity measurement has a lower SNR, which is propagated by the correction method
and leads to an increased noise. It is necessary to perform the two measurements at
significantly different intensities, because too equal intensities lead to numerical instability
in the method. The constant subtraction method does not appear in figure 4.1b, because
it does not provide a correction on the waveform level and thus can not be used to correct
the ToT.

(a) (b)

Figure 4.1: (a) Collected charge versus depth profile of an irradiated (3.32 ⋅
1014 n/cm) 156 µm thick p-type planar pad detector. The bias voltage is 300 V. A
comparison of the three different SPA correction methods is shown. The non-corrected
waveform is labelled 𝑄, the waveform subtraction method is indicated by the index 𝑊𝐹,
the constant subtraction method by the index const, and the correction by intensity
method by the index 𝐼. (b) Time over threshold measurement in the same pad detector,
including a comparison of the waveform subtraction and the intensity correction method.

In conclusion, the waveform subtraction method is the recommended method to correct the
SPA contribution whenever it is applicable. It is simple to apply and offers correction on the
waveform level. However, for applications under the presence of clipping or reflection, the
intensity correction method is recommended. In the following, the waveform subtraction
method is used for the SPA correction if not stated otherwise.

4.2 Neutron and proton irradiation

This section presents the investigation of the influence of neutron and proton irradiation
on the TPA-TCT. CC profiles of neutron and proton irradiated samples are shown in
figures 4.2 (a) and (b), respectively. It can be seen that neutron and proton irradiation
leads to an SPA offset that increases with fluence. Figures 4.2 (c) and (d) show the
SPA corrected in-depth scans, where the decreasing CC becomes evident. Further, the
inhomogeneity of the CC profile over the device depth for increasing irradiation is clearly
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4 Influence of radiation damage on the TPA-TCT

visible. The inhomogeneity is linked to charge carrier dependent trapping. Depending on
the excess charge deposition depth, electrons or holes need to drift a longer distance, so
that their probability of trapping changes with the deposition depth.

(a) (b)

(c) (d)

Figure 4.2: In-depth scans of the charge collection in pad detectors (CiS16) for neutron
(a) and proton (b) irradiated samples. Figures (c) and (d) show the SPA corrected
in-depth scans for neutrons and protons, respectively. The bias voltage is 300 V.

In-depth scans are performed for various laser intensities, to exploit the linear and quadratic
dependence of the SPA and the TPA contribution, respectively. The SPA contribution to
the collected charge 𝑄SPA is extracted as the mean CC in a range between −265 µm ≤ 𝑧Si ≤
−130 µm in front of the device. In this range the TPA contribution is negligible and thus
suitable to obtain the pure SPA contribution. On the other hand, the TPA charge 𝑄TPA
is extracted from the SPA corrected CC profiles as the mean between the FWHM and is
thus an average over the full device depth. It should be noted that the analysis procedure
of 𝑄TPA can also be performed for a given depth of the device to investigate the CC along
the device depth. Here, the average over the full device depth is used to ease the procedure.
Figures 4.3a and 4.3c show the CC in the neutron irradiated devices from SPA (a) and
TPA (c) as a function of the laser intensity. In accordance with the expectations, the SPA
contribution scales linear and the TPA contribution quadratic with the intensity. Both, the
CC and the pulse energy 𝐸p have an error. The presented error on the CC is the standard
deviation of the averaged SPA and TPA contribution over the full active thickness, while
the error on the laser intensity propagates from the setup calibration that was performed
before the measurement campaign. The measurement procedure was repeated at different
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(a) (b)

(c) (d)

Figure 4.3: Charge collected by SPA in neutron (a) and proton (b) irradiated pad
sensors from the CiS16 campaign. Charge collected by TPA for the same neutron (c)
and proton (d) irradiated devices. The TPA charge is extracted as the mean of the
collected charge between the FWHM of the in-depth scans. The bias voltage for all
scans is 300 V.

bias voltages, but here only measurements at 300 V are presented. Figures 4.3b and 4.3d
show the CC from SPA (b) and TPA (d) against the laser intensity in the proton irradiated
devices. It can be seen that the proton irradiated samples show the similar behaviour as
the neutron irradiated samples. A dedicated comparison between the neutron and proton
irradiated samples is performed in section 4.4.

The PC of the highest neutron and proton irradiated sample is shown in figures 4.4 (a)
and (b), respectively. Different bias voltages are shown to emphasise the evolution of the
electric field. Both samples show a clear double junction for increasing bias voltages, where
the electric field has maxima at the top and back side. The double junction indicates that
there is negative space charge at the n-type electrode (top side), while the space charge is
positive at the p-type electrode (back side) Further, the direction of electric field evolution
is opposite for neutron and proton irradiated devices at the given fluence. While the
electric field grows from the top towards the back side in the neutron irradiated device, the
direction of electric field evolution is opposite in the proton irradiated device. The evolution
of electric field from the top towards the back is the typical direction of electric field in a
p-type device, while the opposite is the case for n-type devices. Thus, the space charge
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(a) (b)

Figure 4.4: Prompt current at 𝑡pc = 600 ps for different bias voltages measured for a
neutron fluence of 7.02 ⋅ 1015 n/cm2 (a) and a proton fluence of 1.17 ⋅ 1016 p/cm2 (b).
The equivalent fluences are comparable. The double junction is visible in both plots
and the proton irradiated sample is inverted.

of the proton irradiated device appears sign inverted compared to the neutron irradiated
device. This is particularly interesting because space charge sign inversion (SCSI) in a
p-type FZ detector was so far never reported. However, the situation is complex because
of the double junction. Not a typical SCSI is present where the flavour of the bulk is fully
transitioned, but for the neutron irradiated device the negative space charge at the n-type
electrode is higher than the positive space charge at the p-type electrode, while the ratio is
inverted in the proton irradiated device. Selected current transients of this measurement
are presented in the appendix A.6 in figure A.8b. For pad detectors this proton irradiation
induced SCSI is not critical, because the weighting field is constant so that excess charge
independent of its position contributes equally to the current transient. On the other hand,
this effect could be highly relevant to p-type strip detectors, where the weighting field is
much higher at the top side compared to the back side. Excess charge in the vicinity of
the strip contributes to the majority of the current transient, which is why the highest
electric field is desired to be in that region. Thus, the CCE of proton irradiated p-type
strip detectors might be decreased compared to similar neutron irradiated devices at high
fluences.

Besides, from the PC profile in figure 4.4 it can be seen that depletion as defined for a
pristine detector is not a useful concept anymore. Already at the lowest shown bias voltage
an electric field is present across the full DUT’s active volume and thus full depletion in
that sense is already reached, even though the CC will still increase with increasing bias
voltage. To define the operational voltage the CC is potentially a better indicator. The
operational voltage could be found as the voltage where the CC reaches a given threshold.
This threshold needs to comply with the specifications of the intended use case.

4.3 Gamma irradiation

The gamma irradiation was performed with a 60Co source at IRB in Zagreb [117]. Gamma
photons from a 60Co source do not create defect clusters, but exclusively point defects. This
is in contrast to hadron irradiation that creates both defect types (compare to section 2.5).
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Two pad sensors from the CiS16 campaign irradiated to 92.4 Mrad and 186.1 Mrad are
studied. In-depth CC scans are shown in figure 4.5a, where a non-irradiated device is shown
for comparison. It is observed that the gamma irradiation, in contrast to neutron and
proton irradiation, does not introduce an SPA background. A comparison between the CC
in neutron, proton, and gamma irradiated devices can be seen in figure 4.5b. The gamma
irradiated samples show also a decrease in CC with respect to the non-irradiated device,
which indicates that trapping is present. Further, the charge loss is constant throughout the
device, contrary to the neutron and proton irradiated device. Hence, the trapping is equal
for all excess charge deposition positions, which suggests that the trapping cross-section of
electrons and holes is the same in the gamma irradiated samples.

(a) (b)

Figure 4.5: (a) In-depth scans of the charge collection in pad detectors (CiS16). Gamma
irradiated samples and a non-irradiated sample are shown. (b) Comparison between the
in-depth scans of a non-irradiated, a neutron, a proton, and a gamma irradiated pad
sensor. The bias voltage in all scans is 300 V.

4.4 Comparison of neutron, proton, and gamma irradiation

As presented above, neutron, proton, and gamma irradiation have different influences
within TPA-TCT measurements. The most striking difference between hadron and gamma
irradiated samples is the SPA background in hadron irradiated devices, as shown in
figure 4.5b. In the following, it will be argued that the SPA offset is related to cluster defects.
Concentrations of point defects introduced by neutron and gamma irradiation can be
calculated using introduction rates from [57]. The most common point defects introduced by
neutron and 60Co-gamma irradiation are VO−/0 + CiC

−/0
s and CiO

+/0
i . Neutron irradiation

introduces both defects approximately proportional to the fluence. After a neutron
fluence of 3.9 ⋅ 1013 n/cm2 SPA offset is visible, which corresponds to a concentration of
approximately 3.9 ⋅ 1013 cm2 for the VO−/0 + CiC

−/0
s and CiO

+/0
i defects. On the other

hand, gamma irradiation at the highest investigated dose introduces about 1.2 ⋅ 1014 cm2

and 0.8 ⋅ 1014 cm2 of these two defects, respectively and thus a comparable concentration of
both defects is present. As the defect concentrations of the neutron and gamma irradiation
are comparable, while the SPA offset is absent in the gamma irradiated devices, it can be
concluded that the SPA offset is not caused by the discussed point defects. Compared
to the VO−/0 + CiC

−/0
s and CiO

+/0
i defect, other point defects are present in smaller

concentration and thus assumed to be less significant. This gives indication that the linear
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light absorption found in neutron and proton irradiated devices originates from cluster
defects that are not introduced by gamma irradiation. In [110] linear absorption of 1550 nm
light in neutron irradiated silicon is linked to the electrically neutral divacancy V0

2 defect
state, which is introduced by neutron irradiation within cluster defects [144]. This is in
agreement with the hypothesis that the SPA background originates from cluster defects,
which explains the absence of the SPA background for gamma irradiated devices.

Figure 4.6 shows a comparison between the different irradiations for the highest fluence/dose
available, where the SPA corrected CC (a) and PC (b) are shown. It can be seen that
independent of the particle type, a decrease in the CC is present. Only the neutron and
proton irradiated samples show variation along the device depth that is related to different
trapping cross-section of electrons and holes. Further, all particle types decrease the PC,
i.e. the electric field in the device. Neutron and proton irradiation at the presented fluences
leads to a double junction in the DUT and the proton irradiated device shows additionally
an inverted space charge sign. The PC profiles of the hadron irradiated devices were
previously discussed in section 4.2. Both, the non-irradiated and the gamma irradiated
sample show a roundish shaped PC profile, which does not agree with the expected linear
behaviour in a pad detector. It is found that the roundish shape is an effect of CC during
the PC time 𝑡pc, which is discussed in more detail in section 6.2. Here it is just mentioned
that smaller 𝑡pc or lower bias voltages decrease the roundish shape and reveal the expected
linear electric field shape throughout the device depth. The effect is here especially visible
as the charge is collected quickly at the used bias voltages that correspond to about 2 V/µm.
The PC time of 𝑡pc = 600 ps is here used for a sufficient SNR that allows an easy qualitative
comparison among all samples.

(a) (b)

Figure 4.6: (a) SPA corrected in-depth scans of the charge collection in pad detectors
(CiS16). A non-irradiated sample is shown together with a neutron, a proton, and a
gamma irradiated sample. (b) Prompt current of the same SPA corrected in-depth scans.
The bias voltage is 300 V.

Figure 4.7 shows the normalised SPA (a) and TPA (b) contribution against the equivalent
fluence and dose. The SPA and TPA parameters are extracted from in-depth scans with the
analysis procedure described in section 4.2. To account for the device thickness dependence
of the SPA, the SPA contribution is normalised with the bias voltage over the device
thickness. Thicker devices collect more SPA charge due to the higher charge generation in
the increased active thickness, and they collect less TPA charge due to the longer drift
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times, as more charge is trapped. It can be seen that the SPA and TPA contribution of
neutron and proton irradiated samples scales similarly with the 1 MeV neutron equivalent
fluence, which indicates that both quantities scale with NIEL. The scaling with NIEL
supports the hypothesis that the SPA background originates from cluster damage.

(a) (b)

Figure 4.7: (a) SPA charge collection normalised with the average electric field versus
the equivalent fluence for neutron and proton irradiated FZ p-type pad detectors from
the CiS16 campaign. (b) TPA charge collection versus the equivalent fluence and dose
for the same DUTs measured at a bias voltage of 300 V.

Figure 4.8: Charge collected by SPA norma-
lised with the pulse energy for proton
and neutron irradiated CiS16 samples at
a bias voltage of 300 V. The fit function
is of the form 𝐶 ⋅ Φ𝑎

eq, with 𝐶 = 14.3 ⋅
10−11 cm2⋅𝑎fC/nJ and 𝑎 = 0.84. The high-
est fluences are excluded from the fit due to
significant charge trapping.

Figure 4.8 shows the SPA background against the 1 MeV neutron equivalent fluence. The
SPA contribution follows a function 𝐶 ⋅Φ𝑎

eq for fluences < 1015 neq/cm2. For higher fluences
an SPA contribution below this functionality is found, where it is observed that increasing
bias voltages reduce the deviations. The bias dependence indicates that the deviations are
related to charge trapping that becomes apparent at the highest fluences.

When the laser focus is driven across the opening window’s metal edge of hadron irradiated
pad detectors, a strong increase in the charge generation is observed. Figure 4.9a shows
the experimental findings, where the opening window’s edge is positioned at 𝑥 = 0 µm.
Scans of the bias voltage confirm that this effect is not related to some kind of charge
multiplication, which is observed in strip detectors at the strip metal [5, 145]. As the
gamma irradiated and the non-irradiated device do not show this kind of behaviour, it is
concluded that the increased CC is related to the presence of the SPA absorption. The
effect appears for all hadron irradiated devices, and it’s extend is affected by the deposition
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depth. The differences seen between the neutron and proton irradiated device are most
likely related to different deposition depth, as for the measurement the deposition depth
was arbitrarily selected. The sketch in figure 4.9b shows a possible explanation of the large
increase of SPA charge generation. When the laser is driven across the metal edge, some
light rays are potentially reflected under a shallow angle. The reflected light would have a
long traversing distance in the active volume, which leads to significant SPA. This effect
could be relevant to devices with large active volumes comparable to pad detectors. For
segmented devices, where only a single strip or pixel is read out, the effect is not observed,
which is most likely related to the pitch sizes that are typically in the order of 80 µm or
less. The small active area that contributes to the readout strip might not lead to sufficient
SPA increase and the effect is negligible in such structures.

(a)

Si
Metal

(b)

Figure 4.9: (a) Scans across the opening window’s metal edge of pad sensors (CiS16)
irradiated with different particles. The signal amplitude is shown, which is normalised
with a value observed in the central position of the opening window. A strong increase
in charge generation is found for neutron and proton irradiated samples, when the focal
point is positioned at the edge. The additional charge generation is not present in
gamma irradiated or non-irradiated samples. (b) Sketch of a possible explanation for
the strong increase in SPA signal. Light rays (red) might are reflected at the opening
window’s metal edge so that they traverse the silicon bulk under a shallow angle. The
long travel distance through the bulk increases the SPA charge.

4.5 Influence on the two photon absorption coefficient

In the above presented measurements, it is observed that irradiation decreases the CC.
However, it is not given that the charge generation mechanism of TPA is not impacted by
the irradiation, meaning that the absorption coefficient 𝛽2 could be a function of fluence.
To investigate the fluence dependence of 𝛽2, a comparative CC study was performed using
the 90Sr setup described in section 3.3. Charge sensitive amplifiers are used to increase
the SNR. The 156 µm thick, neutron irradiated subset of the CiS16 samples is used for
this study and the non-irradiated detector from the same wafer serves as a reference. An
example for the CC measurement in a non-irradiated device shown in figure 4.10a. It can
be seen that the CC resembles the expected Landau-Gauss distribution as discussed in
section 2.3.1 and an additional noise peak for a charge < 1 fC is measured. The signal of the
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CC distribution is fitted with a Landau-Gauss distribution and the noise peak is fitted by
a Gaussian distribution [146]. The fit is performed in a single function, where the Landau-
Gauss and Gaussian distribution are added together and a satisfactory agreement with the
data is found. The found MPV corresponds to the generated charge of a minimum ionising
particle (MIP). For the non-irradiated detector the MPV is measured as 1.92 fC =̂ 12 k
electron-hole pairs, which is in good agreement with the expected ≈ 11.9 k electron-hole
pairs from literature [62]. Figure 4.10b shows the evolution of the CC with increasing
neutron irradiation. To suppress noise as efficient as possible, the distributions are filtered,
where data is rejected if the peaking time of the DUT is not around the peaking time of
the reference within a time frame of ±50 ns. When the CC of the non-irradiated device in
figure 4.10b is compared to figure 4.10a, it is evident that the used criteria suppresses noise
efficiently. Some noise remains after filtering, because the noise is randomly distributed
in time. It is observed that the CC decreases with fluence due to the increasing charge
trapping. At a certain fluence, the signal and noise distribution begin to overlap, which
hinders the extraction of the MPV. Here, for fluences ≥ 5 ⋅ 1015 n/cm2 the extraction of
the MPV is no longer possible.

(a) (b)

Figure 4.10: (a) Charge collection of a non-irradiated 156 µm thick p-type pad sensor
measured in a 90Sr setup. (b) Charge collection in neutron irradiated pad sensors for
different fluences. The histograms are normalised with their maximum amount of counts
to ease the comparison. The bias voltage in all measurements is 300 V and the used
sensors are from the CiS16 campaign.

Figure 4.11 shows charge collection efficiency (CCE) against the equivalent fluence measured
with the TPA-TCT setup and the 90Sr setup. The CCE is defined as the percentage of
charge that is collected in comparison to the non-irradiated device. For the 90Sr setup this
means the normalisation of the MPV with the MPV of the non-irradiated device and for
the TPA-TCT the fitting parameters for 𝑄TPA described in section 4.2 are normalised with
the fitting parameter from the non-irradiated device. The data from the proton irradiated
devices is included even though they were only measured with the TPA-TCT. It can be seen
that both techniques yield, within the measurement uncertainty, a compatible CCE. The
compatibility of both techniques indicates that the charge generation mechanism of TPA and
the 𝛽-particle of the 90Sr source scales similar with fluence up to at least 3.32 ⋅ 1014 n/cm2.
As the excess charge generation by the two processes is very different, the similarity of
the CCE measurements strongly hints that the charge generation mechanism of TPA,
i.e. the absorption coefficient 𝛽2, is constant with fluence: d

dΦ𝛽2(Φ) = 0. Contrary to 𝛽2,
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the SPA coefficient 𝛼 is fluence dependent as discussed in section 2.5.2. Besides the
investigation of 𝛽2, it can be seen that the TPA-TCT provides CCE values even for
fluences ≥ 5 ⋅ 1015 n/cm2 that are not accessible with the used 90Sr setup. This is caused
by two reasons. First, the intensity of the laser can be increased to much more than one
MIP equivalent of charge. Second, averages for multiple acquisitions are available, as the
charge generation of the laser is reproducible pulse-per-pulse. Both reasons significantly
increase the SNR and thus the measurement range. In contrast, the 90Sr setup relies on
single acquisition, because the charge generation is a stochastic process and the events
are uncorrelated. Further, the setup triggers on the coincidence of the two reference
detectors and in order to mitigate influences on the DUT’s signal acquisition, the DUT is
not included in the trigger. Hence, it is not ensured that the DUT records a particle hit
for every acquisition, which leads to the noise floor. In conclusion, it was demonstrated
that the TPA-TCT allows performing CCE measurements similar to a 90Sr setup and the
TPA-TCT offers an extended measurement range of CCE measurements.

Figure 4.11: Charge collection efficiency of
pad detectors from the CiS16 campaign mea-
sured with the TPA-TCT and a 90Sr setup
against the equivalent fluence. The particle
type used for irradiation is mentioned in the
legend.

4.6 Influence of the device thickness

Neutron irradiated samples of two thicknesses (156 µm and 300 µm) are investigated in
order to compare the influence of thickness. The SPA and TPA contribution is extracted
from in-depth measurement, similar to the analysis procedure described in section 4.2.
Figure 4.12 depicts the results, where the fitting parameters of the SPA (a) and TPA (b)
contribution are shown versus the bias voltage. The bias voltage is normalised by the
device thickness to ease the comparison between the two thicknesses. With increasing bias
voltage, an increase in the collected SPA charge is observed, which results from the increase
of the depletion region and the increasing drift velocity. The increase of the depletion
region is only applicable to the fluences below < 5 ⋅ 1015 n/cm2 and the increase of drift
velocities lead to lower collection times and hence reduces the trapping. Saturation of
the SPA charge is reached up to fluences of at least 3.32 ⋅ 1014 n/cm2, which means that
further increasing electric fields do not decrease the amount of charge loss. Higher fluences
do not reach saturation within the investigated bias voltage range, but it is expected that
higher bias voltages would still reduce the charge loss until the drift velocities are saturated.
Thicker devices collect more SPA charge than the thinner devices, which originates from the
thickness dependence of the SPA contribution. However, trapping is more pronounced in
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thick devices due to longer drift times, which balances off against the thickness dependence.
The influence of the longer drift times can be seen in figure 4.12a, where the SPA charge
for the fluence 3.32 ⋅ 1014 n/cm2 (purple curve) of the thicker device saturates later than
for the thinner device. The collected TPA charge increases with bias voltage due to the
same two mechanisms discussed above for the SPA charge. Similar to the SPA charge
collection, all devices for fluences < 5 ⋅ 1015 n/cm2 reach a saturated CC and the TPA
charge of the fluence 3.32 ⋅ 1014 n/cm2 (purple curve) saturates for higher bias voltages
for the thicker device than for the thinner device. For higher fluences, the thicker devices
collect significantly less TPA charge than the thinner devices, which is caused by more
trapping during the longer drift time.

(a) (b)

Figure 4.12: SPA (a) and TPA (b) charge versus the bias voltage normalised by the
device thickness for neutron irradiated pad detectors from the CiS16 campaign.

4.7 Beam depletion due to SPA

The additional SPA contribution in irradiated devices might lead to beam depletion, which
in turn would lead to a decreasing TPA charge generation along the device depth. For
fluences up to 3.32 ⋅ 1014 neq/cm2, no variations of the TPA charge over the device depth
is observed, which suggests that potential beam depletion is negligible for these fluences.
However, higher fluences lead to inhomogeneities in the CC profile (compare to figure 4.3c
and 4.3d). These inhomogeneities potentially originate from beam depletion and are not only
a result of deposition dependent trapping or changes of the effective doping concentration.
To estimate the beam depletion due to linear absorption, an effective absorption coefficient
can be defined by integrating the SPA charge generation of equation (2.33) over the full
device depth 𝑑. The result can be rewritten using 𝑄SPA = 𝑒0𝑁SPA and rearranged for the
absorption coefficient

𝛼eff = −1
𝑑

ln (1 − 𝑄SPA
ℏ𝜔

𝑒0𝐸p
) . (4.1)

𝑄SPA/𝐸p is obtained from the fitting of the SPA contribution (see figure 4.3a and 4.3b).
The absorption coefficient is called effective, because only absorbed light that generates
charge, which is measured as CC and not the total amount of absorbed light. Hence,
the inequality 𝑄SPA,coll ≤ 𝑄SPA,gen applies, where equality is only reached if all SPA light
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4 Influence of radiation damage on the TPA-TCT

contributes to the charge generation and charge loss is fully absent. When charge loss is
present, the inequality yields

𝛼eff ≤ 𝛼irrad , (4.2)

with 𝛼irrad being the linear absorption coefficient due to irradiation, which is defined as

𝛼irrad = 𝛼(Φeq) − 𝛼(0) . (4.3)

Figure 4.13a shows the effective linear absorption coefficient versus the bias voltage for
neutron irradiated pad sensors with different thicknesses. 𝛼eff increases with the bias voltage
and saturates within the investigated voltage range for fluences up to 3.32 ⋅ 1014 n/cm2.
The maximum absorption coefficient for these fluences is below 0.2 cm−1, which leads to a
beam depletion below 0.6 % in a 300 µm thick silicon detector. Such low intensity loss can
be neglected. Thicker devices yield lower 𝛼eff, because the charge loss is more pronounced,
which increases the inequality of equation (4.2). Higher fluences do not reach saturation
within the used bias voltage range, because the charge loss does not saturate within the
observed bias voltage range. Figure 4.13b shows the effective absorption coefficient for
neutron and proton irradiated pad detectors versus the equivalent fluence. As the SPA
charge collection does not saturate for the highest fluences, only a lower limit for 𝛼eff
is stated. From the measured data it is ensured that the beam is not depleted by the
SPA absorption for fluences up to at least 3.32 ⋅ 1014 n/cm2. The effective absorption
coefficient does not saturate for higher fluences, which hinders to investigate the absolute
beam depletion. Reference [110] measures 𝛼irrad < 1 cm−1 for a fluence of 1016 n/cm2

in non-biased detector grade silicon, which corresponds to less than 3 % absorption in
a 300 µm thick device. In conclusion, beam depletion in irradiated devices due to SPA for
fluences up to at least 1016 n/cm2 is assumed to be negligible.

(a) (b)

Figure 4.13: (a) Effective linear absorption coefficient of neutron irradiated pad
detectors versus the bias voltage, which is normalised with the device thickness. (b)
Effective linear absorption coefficient for 156 µm thick neutron and proton irradiated
pad detectors versus the equivalent fluence. The value for the maximum bias voltage
is used. The absorption coefficient does not saturate for the highest fluences and the
highest applied bias voltage is different for the proton and neutron irradiated devices. In
order to show comparable 𝛼eff, a bias voltage of 300 V is selected. The arrows indicate
that the 𝛼eff did not reach saturation for the used bias voltage. The devices are from
the CiS16 campaign.

62



4.8 Influence on the refractive index

4.8 Influence on the refractive index

Irradiation potentially changes the refractive index of silicon, as is observed for heavy ion
irradiation [112]. A changing refractive index influences the reflectance of the material
and thus the amount of generated charge. In this section, the refractive index is studied
indirectly from TPA-TCT in-depth scans, by exploiting the refraction at the top air-silicon
interface. Refraction is described by equation (2.35), where the scaling factor 𝑠 = 𝑧Si/𝑧
depends on the refractive index. The equation can be rearranged to the squared refractive
index

𝑛2 = −𝛾 − 𝑠2

2
+ √(𝛾 − 𝑠2)2

4
+ 𝛾 , (4.4)

with 𝛾 = (𝜆𝑠2)/(𝜋𝑧R). Therefore, a study of the scaling allows drawing conclusions on the
refractive index. If irradiation changes the refractive index, the scaling factor would depend
on the fluence and dose, so that the boundary interfaces of the devices would appear at
different positions in the uncorrected coordinate system. As all devices are from the same
wafer, the assumption of the same thicknesses is reasonable. The position of the boundaries
is extracted from in-depth scans, following the procedure described in section 6.1. The
back side surface is found from symmetries in the ToT profile, which is why such plots
are well suited to qualitatively compare the devices thicknesses. Figure 4.14a shows ToT
profiles in uncorrected 𝑧-coordinates, where the position of the top and back side surface,
extracted from the non-irradiated device, is indicated. In the figure it can be seen that the
devices have, independent of their irradiation, the interfaces at the same position, which
indicates that the potential changes in the refractive index are small. Aside the boundary
positions, the hadron irradiated devices show differences in the ToT at the top side and
only slight differences at the back side. The difference at the top side is related to hole
trapping, which is more severe than the electron trapping, thus a less significant difference
is present at the back side.

(a) (b)

Figure 4.14: (a) Time over threshold profiles of the non-irradiated and the irradiated
CiS16 pad detectors. The highest fluences, while avoiding the double junction effect,
are used to allow the comparison. The refraction from the air-silicon interface is not
corrected in the 𝑧-axis. The location of the top and back interface is extracted from the
non-irradiated device and indicated by the dashed lines. (b) Refractive index extracted
from the in-depth scans of various irradiated pad detectors from the CiS16 campaign.
The nominal refractive index 𝑛(250 K) = 3.4681 ± 0.0002 is taken from [86]. All scans
are performed with a bias voltage of 300 V.
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4 Influence of radiation damage on the TPA-TCT

A quantitative study of the refractive index is performed using the scaling factor, which is
found by comparing the extracted device thicknesses in stage coordinates, i.e. uncorrected
coordinates. The boundaries are extracted from fits towards the SPA corrected charge
profile of all devices individually, with the fitting model described in the appendix A.3. The
scaling factor is found by comparison with the non-irradiated device and the refractive index
is then calculated from equation (4.4). This procedure is performed for all devices that
do not show the double junction effect, because the double junction is found to dominate
the ToT and CC profile and hinders the precise extraction of the device’s boundaries.
The results are summarised in figure 4.14b. All measured values are compatible with
the nominal value of the non-irradiated device and no trend with the equivalent fluence
is observed. The error bars are quite large, because the used method is only indirect,
and measurement uncertainties propagate to yield the presented errors. In conclusion,
it is found that potential changes of the refractive index due to irradiation are smaller
than 5.5 % for equivalent fluences up to 3.32 ⋅ 1014 cm−2 and doses up to 186 Mrad.
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5 Gain reduction in low gain avalanche detectors

In the following, silicon devices with intrinsic gain are investigated. The discussed diodes
have the implantation n+/p+/p/p+, where the additional p+ layer at the top n+ contact
introduces a high field region that leads to charge multiplication. Originally, such devices
were developed for low energy photon detection [147] and recent developments show that
they are well suited for high precision timing applications with time resolutions in the order
of few 10 ps [148]. Gain values of ten to twenty are commonly used, wherefore the devices
are called low gain avalanche detectors (LGADs) to distinct them from other avalanche
diodes such as silicon photo multipliers with gain values of several thousands [149]. LGADs
are a selected technology for precision timing detectors at the phase II upgrade of the
ATLAS [150] and the CMS [151] detector at the large hadron collider (LHC) at CERN. The
gain originates from impact ionisation in the high field region at the top junction and is
sensitive to several measurement parameters: the bias voltage [149], the temperature [152],
and the excess charge carrier density [153]. The dependence on the excess charge carrier
density is subject to this section. It is found that increasing excess charge carrier densities
at the junction lead to a decreasing gain, which worsens the timing performance [43]. The
mechanism is understood as a polarisation effect that arises from an electric field that
the primary charge carriers build up together with secondary charge carriers. Figure 5.1a
shows a sketch of the gain reduction mechanism. Electrons drift towards the top electrode
and are multiplied at the junction. The created secondary electrons and holes drift towards
the top and back side, respectively. Due to the opposite polarity of electrons and holes,
an electric field is built up that is counter directed to the device’s electric field. Following
electrons find a lowered electric field at the junction and thus a reduced impact ionisation,
which is observed as a lower gain.
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Figure 5.1: (a) Visual explanation of the charge carrier density related gain reduction
mechanism in an LGAD. 𝑛e,h refers to the density of electrons 𝑒− and holes ℎ+. (b)
Normalised charge collection profiles of the LGAD W5-D8-LGAD2 and the pad detector
W5-J6-PIN2. The detectors are aligned so that the back side is at 𝑧Si = 0 µm. The gain
reduction at the top side of the LGAD can be clearly seen. The bias voltage is 900 V.

The TPA-TCT is used to study the gain reduction mechanism in a single in-depth scan [45].
All measurements presented within this section were measured at a temperature of 20 °C and
a relative humidity of ≈ 0 %. Optical beam parameters of 𝑤0 = 1.3 µm and 𝑧R,Si = 11.9 µm
were present, and the averaged current transients of 256 single acquisitions were recorded.

65
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(a) (b)

Figure 5.2: Gain reduction mechanism observed in the W5-D8-LGAD2 LGAD by
in-depth scans (a) and gain profiles (b) at different laser intensities. The laser intensity
is given in units of the generated charge, which is extracted from measurements in a pad
detector. The top side is located at 𝑧Si ≈ −300 µm and the coordinates in the 𝑧-axis
of both plots match. The gain reduction becomes more pronounced when charge is
generated inside or close to the top side junction. All measurements are performed with
a bias voltage of 900 V.

The laser was operated at a pulse frequency of 200 Hz. Figure 5.1b shows the charge
collection profile of an LGAD that yields the characteristic shark fin shape. The LGAD
is ≈ 285 µm thick and from run 8622. More details about it and its corresponding pad
detector can be found in section 3.1. Less charge is collected in the LGAD when the
excess charge is deposited directly inside or near the avalanche region. When the excess
charge is generated further away from the top junction the collected charge (CC), i.e. gain
increases. The recovery of gain is related to diffusion as explained in the following. When
the excess charge is deposited inside the device it begins to drift and diffuse. The deeper
the charge is deposited, the longer it drifts to the top side and the more time is available
for diffusion. Diffusion seeks to equalise densities, which is why longer drift times lead to
stronger broadening of the excess charge carrier density. This hypothesis is verified below
via simulation in section 5.2.

Gain is defined as
𝐺 = 𝑄LGAD

𝑄PIN
, (5.1)

with the CC of the LGAD 𝑄LGAD and the CC of the corresponding pad detector 𝑄PIN.
Figure 5.2 shows in-depth scans (a) and gain profiles (b) of an LGAD for increasing
deposited charge. Increasing deposited charge corresponds to increasing charge carrier
densities. It can be seen that gain reduction is present for all used intensities and a constant
gain value across the active volume is not reached for any of the used intensities. On the
one hand, there should be a low intensity threshold, below which no gain reduction occurs.
On the other hand, there should be an upper threshold above which the gain reduction is
saturated, i.e. the gain should asymptomatically approach the value 1, which indicates
that no gain is left. The continuous presence of gain reduction suggests that the gain
strongly depends on the generated charge and shows that the understanding of the effect
is of great importance, as it is most likely always present. Further, a low signal-to-noise
ratio (SNR) is present for the lowest investigated intensity, which originates from the low
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SNR in the measurement of the pad detector. From figure 5.2b it can be concluded that
the gain always needs to be mentioned with respect to the generated charge and setup
parameters, as suggested in [43]. Otherwise, absolute values of the gain become ambiguous,
as they differ with the used intensity.

Figure 5.3 shows waveforms recorded at different deposition depths and laser intensities.
The separation between primary and secondary charge carrier is clearly visible in the
waveform from the back side. The primary carriers lead to the first part of the induced
current, while the secondary carriers lead to the strong increase after about 2 ns. This
separation is not possible for the waveforms recorded at the top side, as primary and
secondary carriers simultaneously induce a current. When comparing the waveforms at
different intensities in figure 5.3a and 5.3b, it can be seen that the lower intensity results
in more similar amplitudes, which indicates that the integral over time is also more similar.
Hence, the waveform at the top and back side comprises a more similar amount of charge
than the waveforms from the higher intensity measurement. This represents a direct
observation of the gain reduction mechanism.

(a) (b)

Figure 5.3: Waveforms recorded at the top and back side of the W5-D8-LGAD2 LGAD
for 𝑉bias = 900 V. Multiplication of primary electrons is visible in the waveform from the
back side as a rapid increase in the current after about 2 ns. The drift of primary and
secondary charge carriers overlaps in the waveform from the top. The generated charge
is 6.5 fC (a) and 27.5 fC (b), which correspond to the pulse energy 90 pJ and 180 pJ,
respectively. The prompt current time is indicated by the dashed line.

5.1 Investigation of the electric field

The prompt current (PC) method is used to investigate the electric field of an LGAD as
a function of its device depth. Figure 5.4 shows the PC profile at different bias voltages,
for a lower (a) and a higher (b) laser intensity. The laser intensities are selected so that
potential electron-hole plasma has a negligible influence. The peak at the top side is a
result of the multiplication layer. The peak height relative to the bulk height increases
with the bias voltage, which is related to an increasing gain. Comparing the scans taken
with lower (a) and higher (b) laser intensity shows that the peak height relative to the
bulk height decreases with the laser intensity. A decreasing peak height is associated to
a decreasing electric field, i.e. a decreasing gain. The dependence on the laser intensity
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(a) (b)

Figure 5.4: Prompt current profile of the W5-D8-LGAD2 LGAD for different bias
voltages. The peak at 𝑧Si ≈ −280 µm corresponds to the multiplication layer at the top
junction. The generated charge is 6.5 fC (a) and 27.5 fC (b).

is interpreted to be a result of the gain reduction mechanism, as lower laser intensities
correspond to higher measured gains. The most striking feature in the PC profile is the
peak from the multiplication layer. The thickness of this layer is in the order of 2 µm, but
it appears much thicker in the scan. Reasons behind the thicker appearance are twofold.
First, TPA-TCT offers a limited spatial resolution, which tends to round out edges and
elongate thin features that are smaller than ≈ 2 ⋅ 𝑧R,Si. Figure 5.5a shows a simulated
convolution of a modelled electric field of an LGAD and the TPA-TCT charge generation
for the measured beam parameters. The edges are rounded, the peak at the top side is
lowered in height, and the peak width broadens by the convolution. Second, the excess
charge carriers that are generated near the avalanche region increase the peak’s width
further. During the PC time 𝑡pc, primary electrons in a region close to the multiplication
layer get amplified and secondary charge carriers are created. These secondary carriers
also contribute to the induced current, i.e. the PC. Longer 𝑡pc increase the peak width, as
well as the ratio between peak height and bulk height. Figure 5.5b shows the measured
PC profile for various PC times. When the excess charge is generated in the vicinity of
the multiplication layer, not only primary, but also secondary charge carriers contribute
to the PC. The participation of the secondary carriers increases the PC and leads to a
higher peak. Current transients previously shown in figure 5.3 visualise the simultaneous
contribution of primary and secondary carrier, when looking at the transient taken at
the top side (black curve). Longer 𝑡pc allow even primary carriers further away from the
multiplication region to be multiplied, so that their secondary carriers contribute to the
PC as well. This broadens the peak in an asymmetric manner towards the bulk. Three
processes contribute to the height of the peak: the saturation of drift velocity, the spatial
resolution, and the contribution of secondary carriers. The prior two decrease and the
latter increases the extracted peak height. The electric field in the avalanche region is
expected to be > 20 V/µm [149], which is beyond saturation of the drift velocity. Hence,
such high fields are not accessible for the PC method, due to a saturated induced current
as explained in section 2.3.4. Further, the spatial resolution leads to a height reduction
of thin structures that lower the measured peak height (see figure 5.5a). Contrary to the
prior two effects, the additional induced current from the secondary carriers increases the
peak height. It applies that longer 𝑡pc lead to a higher additional contribution.
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(a) (b)

Figure 5.5: (a) Convolution of the TPA-TCT charge profile with a modelled LGAD
electric field. A gain of 11 is selected and 5 µm width of the multiplication layer is
assumed. The peak of the modelled electric field reaches the value 1.32, wherefore
the 𝑦-axis is cut off to maintain a reasonable scale. The convolution smears out the
edges and broadens the peak. (b) Prompt current profiles of the W5-D8-LGAD2 LGAD
for different prompt current times 𝑡pc. The profiles are normalised with the prompt
current in the bulk. The bias voltage is 900 V.

5.2 Influence of diffusion

In this section, the hypothesis that diffusion recovers part of the gain of LGADs is
investigated. Only the diffusion of electrons need to be considered, as the primary holes
drift towards the back side of the LGAD and play a minor role in the gain reduction. After
deposition, the excess electron density 𝑛TPA,e experiences diffusion, which is described by
the diffusion equation (2.16). The distribution broadens in all directions, which reduces its
density. To simulate diffusion, a two-dimensional approach is made to exploit the rotation
symmetry of 𝑛TPA,e. Following equation (2.16), two-dimensional diffusion is described by

∂
∂𝑡

𝑛TPA,e = 𝐷e ( ∂2

∂2𝑟
+ ∂2

∂2𝑧
) 𝑛TPA,e . (5.2)

The equation is numerically solved by discretisation of the time in time steps Δ𝑡 = 2.8 ps.
𝐷e ≈ 36 cm2/s is used as the diffusion constant [58] and the beam parameters 𝑤0 = 1.3 µm
and 𝑧R,Si = 11.9 µm are taken. The drift time of a given deposition depth is extracted from
a measurement at low laser intensity 𝐸p ≈ 85 pJ, to avoid any influence of electron-hole
plasma. Absolute values of 𝑛TPA,e used in the modelling might differ from the actual values
during the measurement, as no tuning to the measured charge values was performed. The
potential relative difference in 𝑛TPA,e is not expected influence the broadening process,
because diffusion is independent of the absolute value. Thus, potential absolute differences
do not diminish the validity of the simulation.

Figure 5.6 shows the results of the simulated diffusion. The gain measured at different
deposition depth is shown as a function of the central excess charge carrier density, without
(a) and with (b) the diffusion model applied. The gain values are a mean of ≈ 2 µm around
the corresponding deposition depth, and the error bars indicate the standard deviation of
these values. The error on the central charge carrier density is derived from uncertainties
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(a) (b)

Figure 5.6: Gain as a function the central excess charge carrier density for different
deposition depth without (a) and with (b) the diffusion correction in the W5-D8-LGAD2
LGAD. The diffusion correction accounts for the broadening of the deposited charge
carrier density by diffusion during its drift to the top side junction. The generated
charge is included in (a) as an 𝑥-axis. The bias voltage is 500 V.

in the pulse energy and the extracted drift time to about 10 % of its mean value. The
consideration of diffusion shifts the gain curves according to their drift time towards lower
charge carrier densities. It can be seen that the diffusion corrected gain curves are in much
better agreement with each other, compared to the uncorrected gain curves. The good
agreement is taken as a verification that diffusion is responsible for the observed deposition
depth dependence in the TPA-TCT gain profiles shown in figure 5.2b. Further, the results
strongly indicate that diffusion is responsible for the recovery of gain. At a certain lower
and higher charge carrier density the gain should saturate at an upper and a lower gain
limit value, respectively. This is not observed within the investigated range. The absence
of the upper gain limit value means that the gain reduction is present in all TPA-TCT
measurements.

5.3 Comparison to SPA-TCT and 90Sr measurements

Gain reduction was observed before with SPA-TCT and 90Sr measurements [43]. This
section compares IR-TCT and 90Sr 𝛽-particle results from [43] with the ones obtained
by TPA-TCT. Additional red-TCT measurements are presented, to compare red-TCT,
IR-TCT, TPA-TCT, and 90Sr 𝛽-particle gain measurements. The 90Sr setup described in
section 3.3 is used and a description of the used SPA-TCT can be found in [43]. Beam
parameters of the red- and IR-TCT are about 5 µm and 6 µm, respectively, and illumination
is either applied from the top or back side. The focal plane for the SPA-TCT lasers is
positioned at the middle of the DUT. Ionisation profiles of all four methods are sketched
in figure 5.7a. It is visible how different the ionisation profiles for the methods are. Thus,
a comparison of the charge carrier densities is complicated, as it is far from evident to
extract the charge carrier density value that compares all methods in a meaningful way. To
avoid these complications, the gain is shown as a function of the generated charge for all
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Figure 5.7: (a) Sketches of the ionisation profiles of red, IR, and TPA lasers and 90Sr 𝛽-
particles. (b) Gain versus the generated charge measured with different techniques. The
W5-D8-LGAD2 LGAD is used with a bias voltage of 900 V. The generated charge is
extracted from measurements of the corresponding pad detector.

methods in figure 5.7b. The generated charge is extracted from the measurements using the
corresponding pad detector. All SPA-TCT measurements are performed with a fixed focus
at the focal plane and the generated charge is varied by tuning the laser intensity. The 90Sr
measurement is performed with incident bombardment and the gain is extracted from the
most probable value (MPV) of the CC. It can be seen that all methods show a decrease
in gain with increasing charge generation, where the 90Sr measurement yields the lowest
gain for one minimum ionising particle (MIP) charge equivalent (3.6 fC). Further, both
illumination configurations of the IR-TCT perform very similar. A slightly higher gain
is measured using back side illumination, which might be related to beam depletion. For
illumination from the back side more light is absorbed in the back side region and thus the
generated charges might undergo more diffusion compared to charge generated by top side
illumination. Thus, a slightly lower gain reduction is observed compared to illumination
from the top side. The red-TCT measurement shows significant differences for illumination
from the top or back side. When illumination is applied from the top, all the charge is
generated inside or in the vicinity of the gain layer and the gain is minimal. In contrast,
when illumination is applied from the back side, the charge carrier distribution drifts the
whole active volume and is maximal broadened by diffusion, which lead to higher gain
values. Only gain values for charge generation at the top and back side is shown for the
TPA-TCT, because they give the minimum and maximum measured gain. Any deposition
position between these boundaries yields a gain value between the two curves. The selected
deposition depth show gain values similar to the red laser for a charge generation > 10 fC.
This hints that the excess carrier densities of the two methods are comparable. However,
the TPA-TCT has the potential to scan any deposition depth, while the red laser is limited
to the surfaces. Further, it can be seen that none of the methods reaches saturation in
the gain value. This highlights the relevance of the gain reduction mechanism, as it is
present for all measurements and can not be avoided by the presented characterisation
techniques.
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6 Techniques for the investigation of segmented
devices

This chapter discusses the application of the TPA-TCT on segmented devices. First,
dedicated methods to extract the device thickness and to investigate the electric field of
segmented devices are discussed, followed by an application of the developed methods to
strip and monolithic detectors. The passive CMOS strip detector, HV-CMOS CCPD v3,
RD50-MPW2, and the Monolith picoAD are discussed in this framework.

Segmented devices can come along with complex implantation profiles and electrode
structures that can lead to laser beam clipping and reflection, similar to the effects
discussed in sections 3.5.10 and 3.5.11. Artefacts due to clipping and reflection can be
seen in figure 6.1, where the passive CMOS strip detector is used as an example. The
layout of the device is shown in (a) and the collected charge (CC) measurement along
the cross-section is shown in (b). For the measurement, one strip is read out and the
two closest neighbours on both sides are grounded together with the bias ring. The DUT
has a pitch of 75.5 µm and additional metallisations above the p-stop, which are a design
approach to obtain a more gradual decrease of the electric field towards the edges. This
additional metallisations lead to only ≈ 24 µm of open silicon between the strip and p-stop
metal that is available for light injection. The small open area makes this device well suited
to study the influence of clipping. The device is fully depleted for the selected bias voltage,
which is why all generated charge is expected to be collected. Triangular shapes of higher
charge collection are observed in the CC profile, which are a result of laser beam clipping
at the top side metals. The deeper the focal spot is moved inside the DUT, the larger is
the opening cone of the laser at the top side. The increasing opening cone leads to clipping
at the top side metallisations that introduces the observed triangular shape. Further, the
back side of the device is metallised, which leads to reflection. Increased charge collection
at 𝑧Si ≈ −0.31 mm is a result of the reflection, and it introduces charge collection beyond
the active volume 𝑧Si ≤ −0.31 mm. These artefacts complicate the interpretation of the

(a) (b)

Figure 6.1: (a) Schematic design of the passive CMOS strip detector adapted from [46].
(b) Charge collection measurements in cross-section of the passive CMOS strip detector,
with schematically drawn top side metallisations. The dashed black line indicates the
position of the metallised back side. The triangular shaped inhomogeneity is caused by
laser beam clipping at the top side metallisations and the increased charge collection
at 𝑧Si ≈ −0.31 mm originates from reflection at the back side. The bias voltage is 100 V,
which is above the full depletion voltage [24].
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results and especially the extraction of the active thickness.

6.1 Extraction of the active thickness

In the following, a method to extract the active thickness under the presence of clipping and
reflection is discussed. The top surface and then the back surface are found independently,
by extracting the top surface from the CC and the back surface from the time over
threshold (ToT) profile. Figure 6.2a shows the CC profile of the passive CMOS strip
detector. It can be seen that clipping and reflection deform the CC. Clipping decreases
the CC, starting at 𝑧Si < −0.2 mm, and reflection results in the peak at 𝑧Si ≈ −0.31 mm.
However, the rising edge of the CC is affected neither by clipping nor reflection, which
is why the position of the top surface aligns with the top side half maximum. The top
side half maximum is extracted by fitting the first part of the CC profile 𝑄FP using the
function

𝑄FP(𝑧) = 𝐶 ⋅ arctan (𝑧 − 𝑧off
𝑧R

) , (6.1)

where 𝐶 is a constant that accounts for the amplitude and 𝑧off is the offset from the 𝑧-axis
origin. A function to fit CC profiles is discussed in the appendix A.3 and the here presented
equation (6.1) is a simplification of equation (A.5). Following the discussion of the ToT
profile of section 3.5.12, the back side position aligns with the peak in the ToT profile
shown in figure 6.2b. The ToT is presented for various voltages and the dashed lines in
the figure indicate the extracted surface positions. A device thickness of 156 µm is found,
which is in good agreement with the nominal thickness of 150 µm. Besides, the ToT can be
used to investigate the depletion behaviour of the device. For a bias voltage of 20 V a steep
increase close to the back side is observed in figure 6.2b, which indicates a longer collection
time. Long collection times are a sign of diffusion and thus an incomplete depletion of the
DUT.

(a) (b)

Figure 6.2: Method to extract the device thickness in the presence of clipping and
reflection. The position of the top surface is extracted from a fit towards the front part
of the charge collection profile (a) and the back side position is found from the time over
thresholds profile (b) as the maximum at the back side [24]. Note that the top side is at
the right-hand side, which was chosen to match the 𝑧-axis in figure 6.1b.
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6.2 The weighted prompt current method

The influence of beam clipping seen in the CC profile in figure 6.1b, propagates to all
quantities that are intensity dependent. The prompt current (PC) is as well affected, as
can be seen in figure 6.3a. Clipping leads to areas of increased PC at the top side between
the p-stop and the strip metal, whereas reflection causes an increased PC close to the back
side and the PC measured beyond the DUT boundaries. The intensity dependence of the
PC can be mitigated by weighting the PC with the generated charge. This technique is in
the following referred to as the weighted prompt current (WPC) method [24]. It is based
on the rearranged Shockley-Ramo theorem of equation (2.18)

𝐼m(𝑡pc, 𝑥, 𝑦, 𝑧)
𝑄coll(𝑥, 𝑦, 𝑧)

≈ 𝐼(𝑥, 𝑦, 𝑧)
𝑄(𝑥, 𝑦, 𝑧)

= (𝜇e + 𝜇h) ⃗𝐸W(𝑥, 𝑦, 𝑧) ⃗𝐸(𝑥, 𝑦, 𝑧) , (6.2)

where 𝑥, 𝑦, 𝑧 indicate the position of excess charge carrier generation. 𝐼m is the measured
current and 𝑄coll the measured CC. Ideally, the generated charge 𝑄 is used for the WPC, but
as it is experimentally not available, 𝑄coll is used as an approximation. The approximation
becomes less satisfactory for highly irradiated devices, where significant charge loss might
be present. The WPC method was developed to study the PC even under the presence
of laser intensity varying effects like clipping, reflection, or fluctuations in the generated
charge. As shown in equation (6.2), the WPC method yields the product of the weighting
field 𝐸W with the drift velocity 𝜇𝐸, which is why conclusions on the electric field are
only possible if 𝐸W is known. For segmented devices with complex weighting field, the
simulation with a suitable technology computer-aided design (TCAD) tool might be needed
in order to calculate 𝐸W.

Stripp-stop

Reflection

p-stop

(a)

Stripp-stop

Reflection

p-stop

(b)

Figure 6.3: Prompt current (a) and weighted prompt current (b) measured in the
passive CMOS strip detector. The top side metallisations are shown by grey boxes
and the dashed black line indicates the position of the back side metal. Artefacts from
clipping and reflection are observed in the prompt current, while the weighted prompt
current mitigates those [24].

The WPC profile of the passive CMOS strip detector is shown in figure 6.3b. A much
more homogeneous behaviour is found across the active volume compared to the PC in
figure 6.3a and the maximum WPC is located at the edge of the p-stop. The artefacts
of clipping and reflection are fully compensated by the weighting. Regions at the edges
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at 𝑦 < 0.05 mm and 𝑦 > 0.085 mm appear white, because they have much higher WPC
values that originate from a CC that is close to zero. When little to no charge is collected,
the WPC amplifies such values, because it is proportional to 1/𝑄coll and thus the colour
scale needs to be limited. Further, the WPC reveals that the reflection contains a mirror
image of the ordinary profile and in the mirror image regions directly below the top side
metals are accessible. The mirror image will be discussed in detail below in section 6.3,
while in the following the WPC is further investigated.

After demonstrating the WPC on a segmented device, the WPC method is investigated
in more detail using a 300 µm thick p-type planar pad detector from the CiS16 campaign.
Details about the DUT can be found in section 3.1.1. A pad detector is used to lower the
complexity and simplify the disentanglement between device and method related effects.
Pad detectors have a constant weighting field (𝐸W,pad = 1/𝑑), wherefore the WPC is
directly proportional to the drift velocity. The WPC profile can be seen in figure 6.4a for
increasing bias voltages. The axis limits are selected to show only the active volume with
the top side on the left and the back side on the right side. The shown absolute values of
the WPC depend on the 𝑡pc, but the relative evolution of the drift velocity and electric
field is the same for reasonable 𝑡pc. It can be seen how the WPC, i.e. the electric field,
increases with the bias voltage. The depletion voltage is found from CV measurements
as 𝑉dep = 14.2 V and bias voltages below the depletion voltage yield electric fields that do
not reach the back side of the DUT. Directly at the back side (𝑧Si ≈ 300 µm) a non-zero
WPC is found even for 𝑉bias < 𝑉dep. This is caused by the back side implantation that
builds up together with the bulk implant a built-in potential, which leads to a non-zero
electric field. For zero bias voltage, the built-in potentials at the top junction and the back
side implantation can be directly seen as a small WPC.

(a) (b)

Figure 6.4: Weighted prompt current in the CiS16 25-DS-66 pad detector. (a) Different
bias voltages below and above the full depletion are shown. Full depletion is reached
for 14.2 V. (b) The influence of different prompt current times 𝑡pc measured at 𝑉bias =
300 V. A valley is found at the top and back side boundary position. The valleys are
caused by a less satisfactory approximation of the prompt current close to the surfaces.

Figure 6.4b shows normalised WPC profiles at a bias voltage of 300 V. The PC time 𝑡pc is
varied, and the axis limits are selected to show also the reflection region. Compared to
the PC profile that was shown in section 3.5.12 in figure 3.19, the WPC of the reflection
yields a comparable magnitude relative to the ordinary region. The SNR in the reflection
region is much lower due to the lower intensity, hence the WPC becomes noisy. Increased
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laser intensities would increase the SNR, but in order to mitigate the regime of plasma
formation, higher intensities are avoided. All shown PC times yield a comparable profile
within the bulk WPC, but the valleys at the boundaries show a dependence on 𝑡pc. The
valleys become deeper and extend further into the bulk for increasing 𝑡pc, where the top
side is stronger impacted than the back side. When charge carriers are generated near their
corresponding collection electrode, they can be collected within 𝑡pc and thus not contribute
to the PC, i.e. a lower PC is measured. At the device’s boundaries, the assumption to
use the induced current at 𝑡pc to approximate the current at injection can become invalid,
when 𝑡coll < 𝑡pc applies for some charge carriers. In the appendix A.7, the valleys are
reproduced by a TCAD simulation, which verifies that the valleys are related to charge
collection within the PC time. Differences between valleys at the top and at the back
side originate from the different mobility of electrons and holes. Electrons have a higher
mobility than holes, wherefore they are collected faster, which leads to a more pronounced
valley at the top side. In general, shorter PC times minimise this effect, but 𝑡pc has to be
balanced off with the SNR. For the used readout electronics, PC times shorter than 200 ps
are not feasible due to a too low SNR. In conclusion, the WPC is a powerful tool for the
investigation of the DUT’s electric field. Compared to the PC method, the influence of
the absolute generated charge can be mitigated, which makes it especially suitable when
clipping or reflection of the laser are present. Further, the WPC at the device boundaries
has to be studied with care, because CC within 𝑡pc impacts the PC.

6.3 The mirror technique

In the following, the mirror technique is further discussed. An application of the mirror
technique was already shown in the reflection region of figure 6.3b. The principle of the
mirror technique is sketched in figure 6.5. When the focal point is moved behind the
active volume, it is reflected back inside the active volume and moves in opposite direction
compared to the ordinary focal point. Thus, the reflection scans the active volume from
the back towards the top side. Figure 6.6 shows an image of the passive CMOS strip
detector taken with the IR microscope, with the focal plane at the top side (a) and the
mirror image at the same position (b), i.e. the area below the top side metals is observed.
The focal spot is deformed by the clipping at the top side metals and a diffraction pattern
is visible. The pattern depends on the 𝑦-position, i.e. the position perpendicular to
the top side metals. The volume of charge generation can be very different compared to
the non-clipped volume and the mirror image needs to be interpreted with respect to a
varied volume of charge generation. Further investigation of the mirror technique uses the
Micron [154] 2328-11 p-type strip detector as an example. The strip detector has an active
thickness of 300 µm and a pitch of 80 µm. The layout of the device is schematically shown
in figure 6.7a and its CC profile is shown in figure 6.7b. For the measurement only one
strip is read out and the two nearest neighbours on both sides are grounded. The back
side of the DUT is fully metallised, wherefore part of the back side metal was etched to
allow illumination from the back side. The CC profile is measured with illumination from
the back side to avoid clipping at the top side metals. The influence of reflection at the
strip metal can be seen as the region of maximum CC. A negative CC is observed in the
region close or directly at the neighbouring strip, which is related to bipolar signals and
a too short collection time. As before shown in figure 2.6a, bipolar signals occur when
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Figure 6.5: Schematic showing the exploitation of reflection at a metallised back side
to probe below the top side metal using light injection from the top side. The metals
are shown in grey, the solid red line represent the path of the outermost laser light rays,
and the dashed red line indicates the focus in absence of the back side metal.

(a) (b)

Figure 6.6: Picture of the passive CMOS strip detector, recorded with the IR microscope.
(a) The focal plane aligns with the top surface and the laser is between the strip metal
and the p-stop. The laser’s focal point is seen as a bright spot. (b) Mirror image at the
same position. The focal plane is one device thickness behind the DUT and shows the
top side metals from below. The focal point is positioned like sketched in figure 6.5.
The laser spot is deformed due to clipping.

charge is collected by a neighbouring strip. For such current transients the integral of
equation (3.1) is zero [74], but when the collection time is selected too short a negative CC
occurs. From the CC profile, three regions can be distinguished: the region where only the
readout strip collects charge, the region where the readout strip and the neighbouring strip
collect charge simultaneously, and the region where only the neighbouring strip collects
charge. The first corresponds to a CC of about 0.6 (and the region below the strip that is
due to reflection ≈ 1.2), while the second leads to only partial collection of the generated
charge, wherefore the CC under the presence of charge sharing is < 0.6. The region where
only the neighbouring strip collects charge can be identified by a CC around zero.

Figure 6.8 shows the WPC measured in the 2328-11 strip detector. In (a) the illumination
is applied from the back side through the etched metal and (b) shows the mirror image,
which is obtained by illumination from the top side. For (b) a position in the DUT is
selected where the back side metal is not etched. Note that the ordinate is counter directed
in (b), because the mirror technique probes the volume in opposite direction from the back
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(a) (b)

Figure 6.7: (a) Schematic implantation layout of the Micron strip detector. The strip
metals are indicated in grey, the top side n-implants in red, and the back side p-implant
in blue. Part of the back side metal is removed by etching, which is indicated by the
discontinued grey rectangles at the back side. (b) Charge collection measurement of the
Micron strip detector with illumination from the back side through the etched back side
metal [24]. The axes are according to the coordinate system in (a) and the high charge
collection below the readout strip is an artefact of reflection at the strip metal.

towards the top side. Comparing both figures allows drawing qualitative conclusions on
the mirror technique. First, it can be seen that the same features appear in both figures at
the same position. The maximum is found close to the top side junction, followed by a
decrease towards the back side. The regions where no charge is collected, i.e. where the
neighbouring strip collects the charge, appear non-coloured or irregularly coloured (e.g.
for the values along 𝑦 = 150 µm). Second, the region around the top junction appears
broadened in the mirror image compared to the ordinary image. This is an effect of the
deformed focal spot that has less resolution along the 𝑦-axis as can be seen from the
infrared image in figure 6.6b. Besides the deformation of the focal spot, the numerical
aperture decreases due to clipping. To cope with the decreased numerical aperture, i.e.
spatial resolution, a slightly larger 𝑧-range is used in figure 6.8b.

In conclusion, the mirror technique allows probing below top side metallisations, even when
the illumination is applied from the top side. As clipping and reflection potentially occur, it
is most powerful for intensity independent quantities like the WPC. The technique requires
three-dimensional resolution and is not available for SPA-TCT. The spatial resolution
decreases in the mirror image, because clipping influences the shape of the focal spot.
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(a) (b)

Figure 6.8: Comparison between the weighted prompt current measured with back
side illumination (a) and the mirror image obtained with top side illumination (b) in the
Micron strip detector [24]. The mirror image exploits the reflection at the metallised
back side to obtain a measurement below the top side metal. Note that the ordinate in
(b) is counter directed to the ordinate in (a), because the reflection scans the volume
from the back towards the top side. The colour scales in both figures are the same and
the axes are according to the reference system in figure 6.7a.

6.4 Application to monolithic detectors

Application of the above developed techniques was already demonstrated on pad and strip
detectors. In this section, the methods are applied to the following monolithic devices:
a high voltage complementary metal-oxide-semiconductor (HV-CMOS) [47], the RD50-
MPW2 [48], and the Monolith picosecond avalanche detector (picoAD) [49]. First, the
HV-CMOS is discussed, followed by a discussion of the RD50-MPW2, and the picoAD.
Details about the devices are summarised in section 3.1.2. Monolithic detectors are
a promising technology for future tracking and timing application. In contrast to the
conventional hybrid technology, the front-end electronics are integrated in the sensing
volume, hence the name monolithic. The costly step of bump bonding required for hybrid
technologies to connect the front-end electronic to the sensing volume, is avoided and thus
the fabrication cost for monolithic devices is lowered. The material budget and power
consumption is decreased compared to hybrid devices, because the design can be produced
much more compact and with a lower input capacitance. All these advantages come with
the drawback of an increased device complexity.

6.4.1 HV-CMOS

The HV-CMOS is a sensor technology with the aim of low cost, radiation hard, and
large area particle detection. It is manufactured with a 180 nm HV-CMOS process, which
is a commercial process and offered by various foundries, which potentially lowers the
production cost. The tested HV-CMOS is a capacitively coupled pixel detector version 3
(CCPD v3) and it was previously investigated in [155]. The DUT has a fairly deep n-implant
(deep n-well) in a low-resistivity p-type bulk, and the device was fabricated especially for
optical testing, meaning that NMOS and PMOS transistors are not embedded in the n-well.
The active volume is buried approximately 50 µm deep inside silicon, is about 120 µm
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Figure 6.9: (a) Simplified sketched of the HV-CMOS CCPD v3. The red structure
indicates the deep n-well and the p-type substrate is shown in light yellow. A side
and a top view of the reference coordinate system for the device is shown in the upper
and lower sketch, respectively. (b) Charge collection measurement of the HV-CMOS
CCPD v3. The highest charge collection is observed in the bulk behind the deep n-well
(𝑥 < −30 µm). The deep n-well begins at about 𝑥 = 42 µm and ends at 𝑥 = 52 µm. The
charge collection profile is influenced by laser beam clipping at the edge surface and
charge collected at 𝑥 < 42 µm is associated to reflection. The bias voltage is 60 V.

wide, and it extends about 30 µm into the bulk. The design is schematically shown in
figure 6.9a with a side and a top view, which includes a coordinate system that serves as
a reference for the performed measurements. Illumination was applied from the edge in
order to achieve a spatial resolution of about 2.4 µm and exploit the fact that the region
of interest is positioned at the edge. For illumination from the edge, the 𝑥-coordinate
corresponds to the device depth, compared to illumination from the top and back side,
where the depth corresponds to the 𝑧-coordinate. The presented data for the HV-CMOS
was taken in the framework of [13] and is reanalysed to apply the developed methods. The
CC profile of a single pixel is presented in figure 6.9b for a bias voltage of 60 V, which
corresponds to the usual operation voltage. The measurement was performed at room
temperature (≈ 25 °C), with the beam parameters 𝑤0 = 1.2 µm and 𝑧R,Si = 10.2 µm. The
averaged current transients of 256 single acquisition were recorded, and the laser was
operated at a pulse frequency of 100 Hz. Inside the bulk, the highest CC is found, and the
profile is in general inhomogeneous. Inhomogeneity towards the edge surface is caused
by clipping at said surface. The laser beam is partially outside the device for positions
close to or directly at the edge and thus less intensity contributes to the charge generation.
Inhomogeneity in the bulk region is caused by charge generation in the non-depleted
substrate. Charge generated in that region diffuses and only part of it reaches the depleted
region to contribute to the induced current. Such signals are impacted by ballistic deficit,
because their signal duration exceeds the CC time of 20 ns. Charge carriers generated
within the depleted region have a collection time well below 10 ns and are not influenced
by ballistic deficit. The deep n-well is not visible in the CC profile as it is overshadowed by
clipping and reflection. It is found that the ToT profile is suitable in order to resolve the

80



6.4 Application to monolithic detectors

deep n-well, because the ToT is intensity independent and thus not affected by a varying
charge carrier generation. The ToT profile for a threshold of 50 % is shown in figure 6.10a,
where the deep n-well is located at around 𝑥 = 40 µm and appears as a bright region.
Figure 6.10b shows a cut along the 𝑥-axis at 𝑦 = 105 µm of the ToT profile. The influence
of reflection at the edge surface is not mitigated by the ToT, wherefore the thickness of
deep n-well appears at twice its nominal value of about ≈ 10 µm. Taking reflection into
account, the position of the edge surface is found at 𝑥 = 42 µm, with the deep n-well
located between 42 µm < 𝑥 < 52 µm. The active volume begins after the deep n-well and
reaches ≈ 80 µm, resulting in a depleted region with ≈ 30 µm thickness.

(a) (b)

Figure 6.10: (a) Time over threshold profile of the HV-CMOS CCPD v3 for a threshold
of 50 %. The coordinate systems are according to the reference system in figure 6.9a
and the deep n-well is well resolved as a region with slightly higher ToT (≈ 3 ns). The
ToT profile is as well influenced by reflection at the edge surface. (b) Cut in the ToT
profile along the 𝑥-axis for 𝑦 = 105 µm. The bias voltage is 60 V.

The influences of clipping and reflection propagate to the PC, which is depicted in fig-
ure 6.11a. It can be seen that the PC resolves the lateral edges of the deep n-well, but the
highest PC is found, similar to the highest CC, in the bulk region. This gives the false
impression that the electric field peaks in the bulk and not at the junction. The picture
becomes more clear in the WPC that is shown in figure 6.11b. The WPC corrects for the
loss in the generated charge and yields a picture of the electric field that agrees with the
expectations. The maximum WPC is found at the edges of the deep n-well and the WPC
is almost constant within the bulk, with an abrupt decrease at about 𝑥 = 80 µm. The
abrupt decrease indicates the transition from the depleted to the non-depleted region and
is related to the low electric field in the non-depleted region.

In conclusion, the HV-CMOS CCPD v3 was investigated using edge illumination. Reflection
at the top side is found to difficult the extraction of the active volume of the device. The
CC and PC profile are both influenced by clipping at the edge surface and the extraction
of the deep n-well is not possible from these profiles. The deep n-well and the depletion
region is extracted with the highest precision from the ToT profile and is also resolved by
the WPC. Further, the WPC profile is in agreement with the expectations for the electric
field, because the method compensates the influence of clipping.

81



6 Techniques for the investigation of segmented devices

(a) (b)

Figure 6.11: Prompt current (a) and weighted prompt current (b) profile of the
HV-CMOS CCPD v3. The coordinate systems are according to the reference system in
figure 6.9a. The artefacts of the collected charge (figure 6.9b) propagate to the prompt
current, but the weighted prompt current is found to correct the influence of reflection
and clipping properly. The weighted prompt current indicates the highest electric field
at the edges of the deep n-well. The bias voltage in both figures is 60 V.

6.4.2 RD50-MPW2

The RD50-MPW2 is a depleted monolithic active pixel sensor (DMAPS), developed within
the RD50 collaboration and the successor of the RD50-MPW1. It is fabricated in a 150 nm
HV-CMOS process by LFoundry on multi-project wafers (MPW) [48]. The investigated
device has a substrate resistivity of 1.9 kΩ cm and a device thickness of 280 µm. In-pixel
measurements are conducted on (60 × 60) µm2 single pixels of the 8 × 8 active pixel matrix.
The signal acquisition can not be performed using the ordinary PCBs, like for pad detectors,
because the front-end electronics require a more elaborate biasing scheme. Therefore, the
Caribou system was used for the data acquisition [156]. All measurements were performed
at room temperature (≈ 25 °C). The laser was operated at a pulse frequency of 1 kHz and
a pulse energy of 0.22 nJ. Beam parameters 𝑤0 = 1.3 µm and 𝑧R,Si = 10.4 µm were present,
and the averaged current transients of 128 single acquisition were recorded.

The system consists of a chip board that serves as a mount for the DUT, a control and
readout (CaR) board, and a ZC 706 that serves as an evaluation board. Figure 6.12a
shows the readout system mounted inside the TPA-TCT setup. The boards are stacked
into each other, where the chip board is positioned below the objective and the CaR board
interconnects the chip board with the evaluation board. An external computer is used to
control the data acquisition and to configure the front-end electronics. In order to mount
the system on the hexapod stage with mechanical integrity, a custom-made carbon holder
is used. The top side of the chip is fully metallised and not accessible for light injection,
which requires illumination from the back side of the chip. Analogue and digital transient
signals can be obtained from the chip board, where the prior are used for the performed
measurements. A CSA shapes the analogue signal in a way that the CC can be extracted
as the signal amplitude 𝑉max. Two different amplifier versions are available, which are
referred to as AMP1 and AMP2. For the presented measurements, a pixel readout by the
AMP2 is investigated. Figure 6.12b shows the CC obtained with back side illumination
in a pixel. A single pixel is scanned with a step size of 1 µm. The focus is positioned
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(a) (b)

Figure 6.12: (a) Caribou system mounted in the TPA-TCT setup for back side
illumination. The chip board is below the objective and stacked into the CaR board,
which is itself stacked into the ZC 706 evaluation board. The system is mounted on the
hexapod via a custom-made carbon holder visible in black. (b) Profile of the collected
charge measured in an RD50-MPW2 pixel with the amplifier AMP2. The profile is
recorded with a step size of 1 µm in both direction for a fixed device depth. The focus is
positioned close to the top side electronic. The illumination is performed from the back
side and the maxima regions correspond to reflection at the lowest metal layer from the
electronic. The bias voltage is 60 V.

close to the top side surface and the metallisations are found as regions of the increased
charge collection, which is an artefact due to reflection. Exemplary waveforms for selected
positions can be seen in figure 6.13a, aside the ToT (b), the peaking time (c), and the rise
time (d) profile. The peaking time is the time at which the transient reaches its maximum.
Shaping dominates the signal transients from the CSA, which leads to long signal times.
The shaping is affected by the amount of CC, as can be seen from the comparison of the
different waveforms. Higher CC corresponds to a higher slew rate and a longer signal time,
and it introduces ringing, i.e. the side peak at ≈ 100 ns. The CSA shaping hinders the
extraction of information about the charge carrier drift from the transients and thus time
domain related methods like the WPC method can not be applied. Access to the induced
current transient is needed to enable the full potential of the TCT. Therefore, the influence
of reflection can not be compensated and is present in all observables. However, this data
can be used to study the behaviour of the amplifier. As discussed above for figure 6.13a, the
signal transient’s shape is not always the same, but depends on the amount of generated
charge.

Changing the deposition depth in the active volume helps to mitigate reflection or investigate
the reflection in more detail. Figure 6.14 shows the CC of the same pixel for two deposition
depths: (a) is recorded with the focus close to the back side and (b) is recorded with the
focus in the mirror plane. The focal spot in 6.14a is moved far away from the metallisation
so that artefacts from reflection are not visible, and the CC is homogeneous within the
pixel’s active volume. The CC is homogeneous in an area of about (50 × 50) µm2 and
encircled by a decreasing CC at the edge. A lower electric field at the pixel edge might
be the origin of the decrease. The pixel edges appear less sharp compared to figure 6.13,
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(a) (b)

(c) (d)

Figure 6.13: (a) Analogue signals measured in the RD50-MPW2 chip at different
positions. The positions relate to the coordinate system used in the other figures. The
shaping from the CSA prevents the extraction of information about the charge carrier
drift. Areas of increased CC lead to variations in the ToT (b), peaking time 𝑡𝑉max, and
rise time (d) profile. The bias voltage is 60 V.

because the change between high electric field to low electric field is more gradual at the
back side and thus smoothens the CC profile. For figure 6.14b, the focal spot is positioned
in the mirror plane (compare to figure 6.5) so that regions with high reflectivity correspond
to high CC. Metallised regions are revealed in the CC profile, and it can be seen that
the whole pixel is covered by metal with exception to a small area below the pixel centre.
Performing such 𝑥𝑦-scans at various depths would allow to obtain a three-dimensional
profile of the pixel metals. SPA-TCT methods can not yield such 𝑥𝑦-scans, because
charge is generated everywhere along the propagation direction. Diffuse reflection at
the metallisation would lead to charge generation aside the focal spot, which diminishes
the 𝑥𝑦-resolution. TPA-TCT is not sensitive to diffuse reflection, which is why spatial
resolution along the 𝑥- and 𝑦-axis is maintained as demonstrated.
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(a) (b)

Figure 6.14: 𝑥𝑦-scans of the RD50-MPW2 showing the collected charge for different
focal plane positions: focal plane close to the back side (a) and focal plane in the mirror
plane (b). Figure 6.5 shows the latter position schematically. The same pixel as in
figure 6.12b is measured.

6.4.3 Monolith picoAD

The picoAD is a multi-junction monolithic silicon pixel detector developed within the
Monolith project [157] and fabricated by IHP [158]. It is designed for timing applications
and aims to combine the high spatial resolution and efficiency of pad detectors with the
time resolution achieved by avalanche detectors. The device has a p-type bulk and is
pixelated with hexagonal pixels that have a side length of 65 µm. The implant layout is
schematically shown in figure 6.15a. Three distinct regions are present in the device: drift,
gain, and absorption region. With a thickness of 10 µm, the drift region is the thickest,
which is why most of the charge of a traversing ionising particle is deposited there. The gain
layer is embedded between the drift and the absorption region and thus buried in the bulk.
This design approach is similar to reach-through avalanche photodetectors [159] and deep-
junction LGADs [160], and it allows a continuous implantation without segmentation for
individual pixels. Hence, a ratio between active and total area, i.e. a fill-factor of 100 % is
reached by design. Note that this is different to standard LGADs. Implantations are needed
to isolate individual pixels of the standard LGAD, which lowers the fill-factor < 50 % [161].
The junction at the gain layer has a high electric field and introduces impact ionisation,
i.e. charge multiplication. Charge multiplication is used to improve the timing capabilities
of the device and time resolution up to 17 ps were reported [162]. The rear layer is the
absorption region, and it is about 5 µm thick. As the device collects electrons at the
top side and holes at the back side, electrons generated in the absorption region drift
through the gain region and experience gain from the electron multiplication. Compared
to electrons, the holes generated in the drift region traverse the gain region and experience
hole multiplication. The electron multiplication is due to the higher ionisation rate more
pronounced than the hole multiplication and thus the dominating gain mechanism.

A dedicated measurement campaign to investigate the picoAD using the TPA-TCT was
performed in the summer of 2022. All measurements were performed at room temperature
(≈ 25 °C), and the averaged current transients of 256 single acquisition were recorded. The
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Figure 6.15: (a) Schematic implant layout of the picoAD after [49]. Not shown is
the ≈ 200 µm thick support wafer below the active volume. (b) PicoAD on a carrier
board mounted on the hexapod stage via a 3D-printed holder. The carrier board is
flipped to illuminate the DUT from the back side.

laser was operated at a pulse frequency of 1 kHz and the beam parameters 𝑤0 = 1.3 µm
and 𝑧R,Si = 10.4 µm were present. Figure 6.15b shows the DUT mounted below the objective
in the TPA-TCT setup. The picoAD is glued to a carrier board that contains the readout
electronics. For the measurement, the carrier board is mounted on a 3D-printed holder that
is fixed to the hexapod. The DUT is metallised from the top side, which is why illumination
is applied from the back side. The readout electronics have many operational parameters,
which are configured using an external computer. For the presented measurements the
readout electronics are configured so that the amplifier behaves as similar as possible to a
transimpedance amplifier in order to study the charge carrier drift. It should be mentioned
that the transfer function of the readout electronics is unknown and potential shaping
might affect the current transients. Figure 6.16 shows measurements in a single pixel
performed with increasing laser intensities. Exemplary current transients are shown in (a)
and in-depth ToT and CC scans are shown in (b) and (c), respectively. The waveforms
are recorded with the focal point at the middle depth of the active volume. It can be
seen that increasing laser intensities lead to an increasing collection time. This is linked
to the formation of electron-hole plasma, because the ToT increases along the full device
depth and the increase is more pronounced when more charge is generated within the
active volume (compare to the CC in (c)). This gives strong indication that electron-hole
plasma is responsible for the longer collection time. It should be mentioned that all shown
NDF angles correspond to less than one MIP of charge generation in a 300 µm thick pad
detector. Thus, the generated charge is low compared to the operation regime used for
other devices. The occurrence of electron-hole plasma at this low intensities might be
related to the intrinsic gain of the DUT. Another possible explanation is that the formation
of electron-hole plasma in such thin devices requires less dense charge carrier distributions.
On the other hand, it is not excluded that the readout electronics behaves non-linear with
the amount of generated charge. In this case, the effect could be solely related to the
readout electronics.

In the following, the in-depth CC profile in figure 6.16c is further discussed with respect to
the devices boundaries. The total active thickness is about 15 µm and hence thinner than
twice the Rayleigh length (𝑧R,Si = 10.4 µm). Hence, the volume of main charge carrier
generation exceeds the device thickness. Figure 6.16c yields a FWHM of ≈ 35 µm, which
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Figure 6.16: (a) Current transients for increasing charge generation (lower NDF
corresponds to higher charge generation) recorded in the middle position of the picoAD.
The collection time increases with increasing charge generation due to the formation of
electron-hole plasma. In-depth ToT (b) and CC (c) scans of the picoAD for increasing
charge generation. The latter figure contains notations about the positions of the DUT,
which are motivated in the text. The bias voltage for the shown data is 110 V.

corresponds to more than twice the nominal device thickness. This is a result of reflection
at the top side metallisation that mirrors the active volume and thus extends the FWHM.
Hence, the FWHM can not reliably be used to extract the device thickness. However, as
reflection increases the generated charge, the maximum of CC is linked to the top side
position. The spatial resolution along the 𝑧-axis is not sufficient to extract the device’s
back side from the in-depth scan and only an approximate position is available. Using the
nominal device thickness of 15 µm, it is found that the back side position is at 𝑧Si ≈ 0 µm
in figure 6.16c.

(a) (b)

Figure 6.17: 𝑥𝑦-scan of the picoAD showing the collected charge for the focal plane
close to the top side electronic (a) and close to the back side (b).

Figure 6.17 shows the CC in an 𝑥𝑦-plane of a single pixel of the picoAD with the focal
plane at the top side (a) and the focal plane at the back side (b). The NDF angle for the
scans is 156.5° and the bias voltage is 110 V, which is well above the expected depletion
voltage 𝑉dep ≈ 85 V. Reflection at the top side metallisation influences the CC profiles, as
regions of reflection correspond to regions of increased CC. When the focus is at the top
surface (figure 6.17a), reflection dominates the CC and leads to a structured pattern that
reassembles the structure of the lowest metal layer of the picoAD. Individual pixels are
isolated by a p-stop that is central in the region between individual pixels, i.e. the inter-
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pixel region. A width of ≈ 10 µm is measured for the inter-pixel region, where ≈ 2.5 µm
are accounted to the p-stop. The inter-pixel region encloses the pixel region and is visible
as the outermost region in e.g. figure 6.17a. The region can be identified by the absence of
the reflection related pattern. The DUT plane is slightly tilted with respect to the focal
plane, which is visible in figure 6.17b as a gradient along the 𝑦-axis. In preparation of the
scans, a tilt correction procedure was applied. However, as the scans take several hours tilt
might was introduced over time due to an imperfect mechanical stability of the holder.

(a) (b)

Figure 6.18: Weighted prompt current corresponding to the 𝑥𝑦-scans in figure 6.17.
The focal plane is at the top side (a) and at the back side (b).

The pitch-to-thickness ratio of the picoAD is comparable to a pad detector, which is
why the weighting field is approximately 𝐸W,pad = 1/𝑑 ≈ 𝐸W,picoAD [163]. However, the
weighting field diverges from a constant at the pixel edge [49] and shows similar to ordinary
pixel detectors a high weighting field at the top side with a steep decrease towards the back
side [164]. The WPC of an 𝑥𝑦-scan is presented in figure 6.18. The focal plane, i.e. the
main charge generation is positioned at the top (a) and back side (b). Compared to the CC
profiles in figure 6.17, the influence of reflection is significantly compensated by the WPC.
It is homogeneous in amplitude, which means that different CC leads to the same WPC.
This suggests that the pattern might be related to the device itself and is not an artefact
of the technique, i.e. the pattern might correspond to a region of increased electric field.
At the top side’s pixel edge a peak in the WPC is found (see figure 6.18a). The maximum
at the edge is potentially an effect of the weighting field and not compulsory related to
the electric field. However, TCAD simulations in [49] indicate that the electric field also
peaks at the top side’s pixel edge and thus contributes to the maximum in the WPC.
Figure 6.18b shows a much more homogeneous WPC and does not show such maxima.
This indicates that the electric field times the weighting field is more homogeneous at
the back side. It should be mentioned that the WPC needs to be considered with care
in devices with gain, because the generated charge is not equal to the CC. If the gain is
the same for all positions, the WPC is only shifted towards lower absolute values and the
relative values are not influenced.

The gain layer of the picoAD is intended to increase the timing capabilities of the device.
Similar to LGADs, the gain is expected to be reduced for increasing excess charge carrier
densities (compare to chapter 5). Only a device with gain was available for the presented
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measurement, wherefore just the relative gain is studied. The relative gain is defined as

𝐺picoAD = 𝑉max(110 V)/𝑉max(90 V) , (6.3)

with the maximum signal amplitude 𝑉max. Figure 6.19a shows the gain according to the
given definition for different laser intensities as a function of the device depth, measured
inside a single pixel. The 𝑥-axis is similar to figure 6.16c and can be used for orientation.
It is found that the gain is the lowest for the highest laser intensity and has its minimum
at the position where the CC has its maximum. Thus, the highest charge generation
corresponds to a minimum gain, which is in agreement with the gain reduction mechanism.
The order of intensities does not agree with the expectation, as the second-lowest intensity
(red curve) has a lower gain than the third-lowest intensity (green curve). This might
be a result of difficulties in the spatial alignment of the two scans, because in order to
calculate the gain, two measurements at different bias voltages need to be performed and
related in their absolute position. The latter is not a trivial task in such thin devices, as a
clear identification of the boundaries is not possible, and it can only be assumed that the
top surface corresponds to the maximum CC. Therefore, the WPC allows a more reliable
conclusion, because it is measured within a single measurement. Figure 6.19b shows the
WPC for different laser intensities as a function of the device depth. As all scans have the
same weighting field, so that relative changes allow drawing conclusions on the electric field.
In accordance with the gain measurements, the lowest electric field is found for the highest
laser intensity. Further, the WPC curves are in the expected order, where the lowest two
intensities (black and red curve) do not show a gain reduction, compared to the higher
intensities (green and blue curve). The used laser intensities, i.e. the excess charge carrier
densities are much lower compared to the ones used for the LGAD in chapter 5. This
might be related to the higher ratio of charge generation volume to device thickness. In
the picoAD the charge is generated all over the active volume, while the charge generation
can be considered localised in the thick LGAD.

(a) (b)

Figure 6.19: Gain reduction due to increasing excess charge density observed in the
picoAD. In-depth scans performed at different laser intensities showing the maximum
amplitude at 110 V divided by the maximum amplitude recorded at 90 V (a) and the
WPC (b).
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In summary, the TPA-TCT was used to perform high resolution 𝑥𝑦-scans at different
device depths. Thin active volumes (here 𝑑picoAD = 15 µm < 2𝑧R,Si) result in difficulties
to extract the device thickness and boundaries from in-depth scans. However, 𝑥𝑦-scans
from different deposition depths showed significant differences, which demonstrates that
spatial resolution along the device depth is achieved. The precise 𝑥𝑦-resolution can be used
to investigate the device geometry and extract in-pixel and inter-pixel features. Further,
the TPA-TCT allowed to investigate the WPC at different device depths, where findings
from TCAD simulation about the weighting field and the electric field could be verified.
Electron-hole induced plasma was stimulated for increasing laser intensities and the gain
reduction mechanism was experimentally verified.
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7 Feasibility of single event effect studies

This chapter highlights the potential of the TPA-TCT setup to investigate the electronics
of an integrated chip. Previous to the detector characterisation, the TPA method was
used to stimulate single event effects (SEEs) with three-dimensional resolution in electronic
circuits [7]. TPA is used to mimic the localised charge deposition of an ionising particle,
with sufficient spatial precision to investigate SEEs in micrometer-scale circuits. Laser
based methods offer a low-cost alternative to X-ray machines and particle beams.

The feasibility of SEE investigation with the TPA-TCT setup is demonstrated using an
RD53B chip from the preproduction as an example [50]. The RD53B chip is designed for
application in the HL-LHC upgrade of the ATLAS and the CMS pixel detectors. The
preproduction series is intended for testing, SEEs investigation, and bug fixing prior to the
final design. To cope with the radiation hostile environment in the experiments, radiation
and SEE tolerance is a mayor concern for the design. SEEs were observed in the digital
logic and the clock and data recovery (CDR) circuit [165]. The lower analogue circuitry of
an RD53B chip was subject to the performed campaign, and the campaign was carried out
in cooperation with the RD53 collaboration. Here, the focus is set to measurements in
the voltage-controlled oscillator that is part in the phase-locked loop. Measurements in
various circuits of the analogue chip bottom were performed, which are not subject of the
presented work. The aim of this section is the demonstration of the feasibility of such SEE
measurements and further information about the full campaign can be found in [166].

(a) (b)

Figure 7.1: Measurement setup for SEE studies of the RD53B chip in the TPA-TCT
setup. (a) Insight into the Faraday cage with the DUT mounted on a custom-made 3D
printed holder. (b) Data acquisition system in operation mode with the Faraday cage
closed. The oscilloscope frame shows the periodic reference clock signal.

Figure 7.1 shows the measurement setup with the DUT mounted inside the TPA-TCT
setup (a) and the used data acquisition infrastructure (b). The chip is investigated with
illumination from the back side, because the top side is fully metallised. A custom-made
holder was 3D-printed, to mount the RD53B chip into the setup. The low voltage is
supplied to the chip by the low voltage supplies visible in the photo and the communication
is handled using a laptop together with a field programmable gate array (FPGA). The
FPGA provides a 640 MHz clock signal that is used as a reference for the chip’s internal
clock. Exemplary events can be seen in figure 7.2. The clock signals are shown in figure 7.2a
with the chip clock in black and the reference clock in red. The half maxima of each clock
cycle are determined independently and differences to the reference clock are normalised
with the clock period and expressed as the phase difference in units of degree. Figure 7.2b
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shows the phase difference versus time corresponding to the event. Right after the light
injection, the chip clock skips a cycle, which leads to a jump in the phase difference. The
phase difference starts to recover and the beginning of a damped oscillation is visible.
The transient behaviour exceeds the recorded time, but from the following event it can
be seen that the phase difference recovered to its initial value. All observed events were
non-destructive. Figure 7.2c shows another example of a SEE where one full cycle is
skipped and no damped oscillation is observed in the phase difference. The phase difference
stays at a value of 360°, which corresponds to the delay of a full cycle.

(a) (b) (c)

Figure 7.2: SEEs in the voltage-controlled oscillator. (a) The chip clock (black) and
reference clock (red) signal. The half maxima are indicated by markers and used to
calculate the phase difference between the two clocks. (b) Corresponding phase difference
transient for the event shown in (a). The red line marks the time of light/charge injection
and aligns with the deviating clock cycle at about 805 ns. The transient behaviour
exceeds the recorded time. (c) A SEE leads to skip one full clock cycle. The coordinates
in the figures title correspond to the 𝑥𝑦-scan in figure 7.3.

(a) (b)

Figure 7.3: Schematic of the voltage-controlled oscillator in the analogue chip bottom
(a), next to a measured SEE 𝑥𝑦-map (b). The maximum phase difference between the
chip and reference clock is colour-coded. The laser pulse energy is 1.2 nJ, the laser
repetition rate 5 Hz, and the step size 0.5 µm.

Light injection was performed for various 𝑥𝑦-positions in a grid with a step size of 0.5 µm.
The resulting SEE map can be seen in figure 7.3 where the schematic of the circuit (a)
is shown next to the measured SEE map (b). The SEE map highlights the high spa-
tial resolution and demonstrates the feasibility to investigate electronic circuits in the
micrometer-scale with the present TPA-TCT setup.
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In this work, the two photon absorption - transient current method (TPA-TCT) was
investigated as a characterisation technique for silicon detectors. The main findings are
summarised and concluded in the following, where studies concerning the fundamentals
of the TPA-TCT are separately discussed from studies targeting the characterisation
of concrete detector technologies. Finally, an outlook on the TPA-TCT setup and the
TPA-TCT as a device characterisation technique is given.

Fundamentals of the TPA-TCT

First, basic properties of the setup were evaluated and adapted to reach satisfactory
parameters. It was demonstrated that temperatures at the device under test in the
range between −20 °C to 20 °C were reached with fluctuation below 0.1 °C and that the
noise root-mean-square in single acquisitions could be reduced to the intrinsic amplifier
noise of ≈ 3.3 mV. The laser stability was evaluated in long term measurements, where
fluctuations in the deposited charge with a standard deviation of 7 % was measured. These
fluctuations were related to instabilities in the temporal pulse structure of the laser, which
is why a TPA reference is used as an energy monitor in order to correct such fluctuations.
Using the TPA reference, the charge deposition could be corrected for the fluctuations up
to a standard deviation of 2 %.

Second, the spatial resolution, the influence of the pulse energy, and the temperature
dependence of the TPA charge generation were investigated. The spatial resolution of
objectives with numerical apertures (NAs) of 0.5 and 0.7 were evaluated. Beam parameters
of 𝑤0 = 1.3 µm and 𝑧R,Si = 10 µm were measured with the NA = 0.5 objective, while
the NA = 0.7 objective achieves beam parameters of 𝑤0 = 0.9 µm and 𝑧R,Si = 6 µm.
Spherical aberration was observed for the NA = 0.7 objective for devices that exceed a
thickness of ≈ 70 µm. Therefore, the NA = 0.5 objective was recommended for thicker
devices in order to avoid spherical aberration. Increasing collection times were observed
for increasing pulse energies, which was linked to the formation of electron-hole plasma.
It was found that the plasma onset energy increases with bias voltages and the measured
collection times were successfully described by the 𝐸4/3

p -dependence that is predicted by the
Tove-Seibt model. The temperature dependence of the TPA-TCT charge generation was
investigated between −20 °C to 20 °C and a linear increase with temperature was observed.
The increasing charge generation in the investigated temperature range was linked to
an increasing absorption coefficient 𝛽2. Furthermore, this work contributed to TCAD
simulation of the TPA-TCT, where measurements in a pad detector were qualitatively
reproduced.

Third, neutron, proton, and gamma irradiated pad detectors were systematically studied
using the TPA-TCT. The main finding was the absence of a single photon absorption (SPA)
background for gamma irradiated devices, contrary to irradiation with neutron or proton.
For the latter it was found that the SPA background scales with the equivalent fluence,
which indicates that it is in accordance with the non-ionising energy loss (NIEL) hypothesis.
The functional relation was measured to be 14.3 ⋅ 10−11 cm2⋅0.84fC/nJ ⋅ Φ0.84

eq . Absence of
the SPA background in gamma irradiated devices and the scaling of the SPA background
with NIEL indicate that the occurrence of SPA is related to cluster damage. Differences in
the prompt current profile between neutron and proton irradiated devices were observed
for ≈ 7 ⋅ 1015 neq/cm2. Both devices showed a double junction, but only the proton
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irradiated device showed a space charge sign inversion (SCSI). This is especially interesting,
because SCSI was so far not reported for float zone p-type detectors. Proton irradiation
related SCSI could be relevant to p-type strip detectors as it potentially leads to a decreased
charge collection efficiency (CCE) compared to similar neutron irradiated strip detectors.
Methods to correct the influence of the additional SPA contribution were reviewed, and the
waveform subtraction method was recommended for the general use. It was measured that
the additional SPA contribution does not lead to a meaningful beam depletion in silicon
devices up to fluences of at least 3.32 ⋅ 1014 neq/cm2, which is important in order to obtain
comparable charge generation along the device depth of irradiated devices. Further, it
was verified that the refractive index and the absorption coefficient 𝛽2 are independent of
the fluence up to at least 3.32 ⋅ 1014 neq/cm2. The latter was concluded by comparing the
CCE measurements from the TPA-TCT setup with similar measurements in a 90Sr setup.
Within the CCE measurements of pad detectors, it was found that the TPA-TCT extends
the available fluence range for CCE measurements beyond 3.32 ⋅ 1014 neq/cm2, which was
not feasible with the 90Sr setup. This is related to the higher signal-to-noise ratio achieved
by the TPA-TCT. In general, it was demonstrated that the TPA-TCT produces meaningful
results for irradiated devices and is a valuable addition to the present set of available
characterisation methods.

Device characterisation

Pad detectors with and without gain, strip detectors, and monolithic detectors were
investigated using the TPA-TCT. A decrease of charge multiplication was observed in a
low gain avalanche detector (LGAD) for increasing excess charge carrier densities, i.e. laser
intensities. This reduction of gain is currently subject to research efforts due to the relevance
of LGADs to state-of-the-art and future timing detectors. Partial restoring of gain was
observed and simulated for increasing diffusion of the excess electron density. A profound
understanding of gain reduction is desirable, because it was observed for the whole available
intensity range and is thus always present in the measurements. Gain reduction was as
not only observed in the LGAD, but also in the Monolith picoAD, which is a monolithic
timing detector. The TPA-TCT proves to be a valuable tool for the investigation of charge
carrier density related phenomena, such as the gain reduction, because it offers a tunable
charge carrier density and its three-dimensional spatial resolution allows to study such
phenomena along the device depth.

Clipping and reflection were discussed in the context of pad and segmented detectors.
Methods to extract detector quantities like the active thickness in the presence of clipping
and reflection were introduced. Further, the weighted prompt current (WPC) method and
the mirror technique were developed, which are methods dedicated to the investigation of
segmented devices. The WPC is based on the prompt current (PC) method and designed to
compensate intensity fluctuations, due to laser beam clipping, reflection, or laser instabilities.
Similar to the PC method, it yields the product of the drift velocity and the weighting field,
but in an intensity independent manner. The WPC was studied in detail in a pad detector,
where valleys in the WPC at the device boundaries were observed. Charge collection within
the PC time was found to be the origin of the valleys, which was confirmed by TCAD
simulations. The mirror technique was developed to extend the application of top side
illumination in segmented devices. It exploits the reflection at the DUT’s back side in order
to obtain access below top side metallisation. Here, the main application of the methods
were strip detectors, because the region below the strip metal is otherwise not accessible by

94



top side illumination. The developed methods were applied to state-of-the-art monolithic
detectors, namely the HV-CMOS CCPD v3, the RD50-MPW2, and the Monolith picoAD,
and the feasibility of high resolution three-dimensional in-pixel scans with lateral resolution
in the order of the beam waist 𝑤0 = 1.3 µm was demonstrated. Finally, the potential of the
TPA-TCT setup to investigate single event effects in micrometer-scale electronic circuits
was proven. A campaign was conducted on the preproduction RD53B chip and the findings
contributed to the latest RD53B design proposal.

To conclude, a profound understanding about the TPA-TCT as a device characterisation
technique for non-irradiated and irradiated detectors was obtained during the efforts of this
work and a contribution towards establishing the TPA-TCT in the framework of device
characterisation techniques was made.

Outlook

Several future adaptations to the TPA-TCT setup are foreseen. A spatial light modulator
will be implemented to counteract the effect of spherical aberration, which will extend
the application range of the NA = 0.7 objective to device thicknesses beyond 70 µm.
The NA = 0.7 objective provides beam parameters of 𝑤0 = 0.9 µm and 𝑧R,Si = 6 µm, which
increases the in-depth resolution by a factor of about two. Further, the implementation of
a cryostat is foreseen to enable device characterisation with a three-dimensional resolution
at cryogenic temperatures. Defect spectroscopy methods like the deep level transient
spectroscopy (DLTS) or the thermal stimulated current (TSC) method in irradiated
devices rely on cryogenic temperatures. The charge carrier generation needed within these
techniques could be obtained by TPA in a confined volume to enable three-dimensional
spatial resolution. This would be an improvement with respect to segmented devices, where
high spatial resolution is desired to investigate single segments of the device, i.e. in-pixel
measurements. Another application that was not explored in this work is the further
development of TCAD simulation tools. The TPA-TCT could serve as a high precision
tool to benchmark TCAD simulations and give spatially resolved input to such simulations.
This would be especially interesting with respect to irradiated segmented devices that can
not be studied with three-dimensional resolution in any other laser based technique.
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A Appendix

A.1 Influence of readout electronics on the signal acquisition

This section contains a brief discussion on the influence of the readout electronics on the
acquired signal, where especially the influence of the bandwidth, the sampling rate, and
the transfer function are of interest. A more complete overview about the matter can be
found in [74]. In the following, a transient current setup as described in section 3.5.1 is
assumed. The readout chain consists of a computer, an amplifier, an oscilloscope, and
the cables that connect all of these components. The goal of the readout electronics is to
maximize the signal-to-noise (SNR) ratio while maintaining the highest possible signal
fidelity. The computer is used for controlling the instruments, storing acquired data, and
performing post-processing operations. Coaxial cables efficiently shield electromagnetic
noise, which makes them suitable to interconnect the DUT with the high voltage supply
and the amplifier. Cables in the order of 10 m are used to shift potential signal reflection
outside the readout window of interest. Signal reflection might occur due to impedance
mismatch at the amplifier input. The reflection becomes irrelevant to the signal, when they
are delayed outside the recorded time window. Usually some 10 ns suffice for this purpose.
The amplifier and the oscilloscope are the most delicate components with respect to the
data acquisition. There are two types of amplifiers relevant to this work, transimpedance
and charge sensitive amplifier (CSA). The prior is used to elevate the signal amplitude into
a suitable voltage range, while preserving the temporal structure of the current transient.
CSAs are used for precise charge measurements, where the charge is translated to the signal
amplitude. Amplifiers need to be selected to increase the SNR, which is done by tailoring
the bandwidth to allow as many signal frequencies as possible, while avoiding a maximum
of the noise spectrum. The oscilloscope determines the re-trigger rate and the sampling rate
of the readout. The re-trigger rate determines the frequency of the recorded acquisitions,
which is for laser based TCT non-critical, because the re-trigger frequency is determined by
the laser pulse rate that can be adapted to an adequate value. It should be mentioned that
the re-trigger rate is very important to beam test experiments as oscilloscopes potentially
introduce a significant dead time to the readout chain. Further, the oscilloscope has its
own bandwidth limitations, but it is usually less delicate than the amplifier’s bandwidth.
Following the Nyquist-Shannon sampling theorem, the sampling rate needs to be at least
twice the highest frequency present, in order to avoid distorted sampling, i.e. aliasing.
Hence, the sampling rate defines the highest possible cut-off frequency.

In the following, a thought experiment is discussed, considering 150 µm thick pad detector
at a bias voltage that saturated the drift velocity. Figure A.1a shows the modelled current
transient of such a device. The input signal is shown in grey and a Gaussian distributed
noise with a standard deviation of 𝜎 = 50 mV is added to obtain the signal depicted in
black. The red dots show the signal after it passed a 6th order band pass with a band
between 10 kHz to 2 GHz. Figure A.1b shows the Fast Fourier transformation (FFT) of
this signal, where the Gaussian noise becomes evident as the white spectrum, i.e. the
constant background. It can be seen that the signal is dominantly composed out of low
frequencies < 1 GHz that are responsible for the peak in that region. Therefore, the setup
bandwidth acceptance for 150 µm thick pad detector should not be below < 1 GHz. In the
following, a measurement to get an idea of the frequency response of the readout electronics
is described and performed. For the measurement the laser is turned off and a pad detector
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(a) (b)

Figure A.1: (a) Model of a transient current. The input signal is shown in grey and
labelled Without noise. The black solid dots show the input signal superimposed with
Gaussian distributed noise (𝜎 = 2 mV) and are labelled Real signal. The red dots show
the Real signal after it was filtered by a bandpass with and lower cut of at 10 kHz and a
higher cut off at 2 GHz. It is slightly shifted in time with respect to the other signals.
(b) Fast Fourier transformed (FFT) of the Real signal. The Gaussian distributed noise
leads to a white spectrum, i.e. equal contributions to all frequencies, while the input
signal is predominant at frequencies below 1 GHz.

at zero bias voltage is mounted in the setup. In this configuration it is assumed that
only noise is present in the current transient, which should be in good approximation
white noise, i.e. all frequencies that are in accordance with the Nyquist-Shannon sampling
theorem occur equally. Frequencies that are beyond the bandwidth of the setup should
be damped by the readout electronics and thus have a lower amplitude in the FFT.
Figure A.2a shows the result of the performed measurement. A knee at about 3 GHz is
found, which is related to the oscilloscope, while the amplifier is responsible for the knee
at about 1 GHz. The measurement hints that the frequency response of the setup is most
likely suitable for measurements of devices with frequencies ≈ 1 GHz, i.e. 150 µm thick
pad detectors. Such a measurement yields only first insights to the frequency response
of the setup, but for a precise result measurements proposed in [167] would need to be
performed. For timing detectors like thin gain detectors or three-dimensional segmented
detectors (3D detectors) higher frequency components might are required, as the steep
rising edges, which is exploited for the time resolution, is potentially composed of high
frequencies beyond 2 GHz up to 6 GHz. Hence, for the investigation of timing detectors the
readout electronics would need to be adapted to a suitable bandwidth and sampling rate.
The frequency response of the electronic setup can be described in the time domain as a
transfer function. The convolution between the input signal and output signal yield the
measured signal. To investigate the influence of the transfer function of the used CIVIDEC
C2HV [121] amplifier, a measurement in a pad detector was performed, once with the
amplifier mounted and once without the amplifier mounted. For the latter, a bias-tee was
used to protect the oscilloscope input from too high currents. Figure A.2b summarises
the measurement, and it can be seen that both waveforms are in good agreement. From
this measurement, the amplification factor can be determined by comparing the signal
amplitudes and further it is found that the collected charge (CC) in both measurements
agrees within (1.0 ± 0.9) % difference. It is concluded that the transfer function of the used
amplifier is negligible for such devices and hence no corrections need to be applied to the
measurements. Details about transfer functions and means to determine it can be found
in [167].
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(a) (b)

Figure A.2: (a) FFT of noise recorded with the TPA-TCT setup. Information about
the measurement is provided in the text. (b) Comparison between a current transient of
a thick pad detector recorded with a CIVIDEC C2HV amplifier (black solid line) and a
bias-tee (red dashed line). The collected charge is calculated from the integral of both
waveforms and both agree within (1.0 ± 0.9) % deviation. The error is propagated from
the amplification factor stated in the figure’s legend.

A.2 Tilt correction - A procedure to correct tilt between the
DUT and the focal plane

To avoid tilt between the DUT and the focal plane, an alignment procedure, called tilt
correction, was developed [13]. The procedure is visualised in figure A.3. In-depth scans
are taken in a 3 × 3 grid across the DUT plane and the DUT surface is extracted as the
first half maximum point in the CC profiles as shown in figure A.3a. Note that the here
described procedure is exemplary performed using the CC profile to extract the top side
position. It is as well applicable for any quantity that allows to extract the device top
or back side. For example in cases where the charge collection profile is inhomogeneous,
it might be more reasonable to extract a device boundary from the time over threshold
profile or another intensity independent quantity instead. The extracted surface positions
are fitted by a plane

𝑧(𝑥, 𝑦) = tan (𝛼) ⋅ 𝑥 + tan (𝛽) ⋅ 𝑦 + 𝐶 . (A.1)

𝛼 is the angle between the 𝑥-axis and the focal plane, and 𝛽 is the angle between the 𝑦-axis
and the focal plane. 𝐶 is the constant offset from the origin in 𝑧. An example of a surface
fitted to the extracted DUT surface position is shown in figure A.3b. The compensation
angle 𝑢 and 𝑣, to correct the tilt of the 𝑦- and the 𝑥-axis, is found as

𝑢 = −𝛽 (A.2)
𝑣 = 𝛼 . (A.3)

The minus sign for 𝑢 is a result of the axis definition in the hexapod. This method is found
to correct tilt up to a residual tilt < 0.03°.
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(a) (b)

Figure A.3: Tilt correction procedure. In-depth scans are taken at various 𝑥𝑦-position
and the position of the surface is extracted from the first half maximum point of the
charge collection profile. An example is shown in (a). The 𝑥𝑦-position of the scan is
stated in the figure title. (b) A plane is fitted to the surface positions that are extracted
from all in-depth scans. It can be seen that the DUT plane is tilted compared to the
focal plane (black plane). The figure title shows the measured compensation angles that
need to be applied in order to level the DUT plane. The 𝑧-positions are colour-coded.

A.3 Modelling of reflection

Reflection leads to signal beyond the boundaries of the DUT. It is usually present as a
tail in the charge collection profile at deposition depth beyond the DUT’s back surface.
In the following, a model to describe such reflection in a charge profile is presented and
discussed. The model underlies the assumption that the temporal width of the laser pulse
is negligible, i.e. that the illumination is instantaneous. A fitting function to the CC of a
pad detector with the active thickness 𝑑 is derived in [42] to

𝛾 =
𝐸2

p𝛽2
√

ln 2
2𝜏ℏ𝜔𝜋3/2

√
ln 4

= const. , (A.4)

𝑁TPA(𝑧) = 𝛾 ⋅ [arctan (𝑑 − 𝑧
𝑧R

) + arctan ( 𝑧
𝑧R

)] . (A.5)

However, this fit function does not account for reflection at the back side surface. Such
a reflection begins at 𝑧 = 𝑑 and scans the active volume from the back to the front side,
i.e. in opposite direction than the ordinary focal point. It depends quadratically on the
reflectance 𝑅 of the surface, as the charge generation by reflection scales quadratically with
the reflected intensity. Hence, the reflection can be described by

𝑁R(𝑧) = 𝑅2 ⋅ 𝑁TPA(2𝑑 − 𝑧) . (A.6)

Fitting both equations together leads to deviations near 𝑑, because the charge generation
increases when the ordinary focal point overlaps with the reflected focal point, due to the
quadratic relation between the light intensity and charge generation. This interaction leads
to a maximum charge generation that is 2𝑅 times the charge collection. It is modelled

99



A Appendix

by

𝑃(𝑧) = 2𝑅 ⋅ ̂𝑁TPA(𝑧) ⋅ ̂𝑁R(𝑧) ⋅ (𝑁TPA(𝑧) + 𝑁R(𝑧)) (A.7)
= 2𝑅 ⋅ 𝑊(𝑧) ⋅ (𝑁TPA(𝑧) + 𝑁R(𝑧)) , (A.8)

with 𝑊(𝑧) being the product of the fitting function normalised by its maximum. The
introduction of 𝑊(𝑧) weights the interaction so that the contribution is maximum when the
overlap between the ordinary and the reflected focal point is the greatest. The interaction
is not symmetric before and behind the back side surface, as motivated in figure A.4a.
When the focal point is in front of a surface, it does not lead to a reflection. Only when
the focal point is near or behind the surface, a contribution from reflection is observed.
This behaviour is modelled with

𝑆(𝑧) = 1
2

(1 + tanh (𝜖 (𝑧 + 𝛿 − 𝑑))) , (A.9)

where 𝜖 and 𝛿 are free parameters that describe the steepness of the reflection onset and
the onset position relative to the back side surface, respectively. When all above equations
are combined, the fit function of the reflection model is obtained

𝑁TPA,R(𝑧) = (1 + 𝑆(𝑧) ⋅ 𝑊(𝑧)) ⋅ (𝑁TPA(𝑧) + 𝑁R(𝑧)) . (A.10)

Figure A.4b shows an exemplary application of this model with different corrections of
the model switched on or off. The full model yields a satisfactory description of the data
and quantities like the device thickness 𝑑, the Rayleigh length 𝑧R,Si, and the reflectance of
the back side 𝑅 can be extracted from the fit. Deviations from the data at 𝑧 = 2𝑑 may

Active volume

Back side
surface

1.)

2.)

3.)

(a) (b)

Figure A.4: (a) Sketch of reflection in TPA-TCT. 1.) In front of the surface the light
is not reflected in a focused manner. 2.) The influence of reflection is already observed
when the focal point is near the surface. 3.) When the focal point is positioned behind
the back side, it is mirrored back into the active volume. (b) Application of the reflection
model to a thick pad detector. The back side is metallised and causes a strong reflection
peak at the back side. Fits with certain corrections turned on or off (see text) are
included in the figure. The curve labelled DUT shows the extracted reflection corrected
charge collection profile. The fitting parameters are given in the title of the figure.
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occur due to the reflection of the reflection at the top surface, which is not considered in
the model.

A.4 Median of the TPA-TCT excess charge

Naively, one expects that the position of the focal point represents the position of the
dominating induced current contribution. In this picture, this means that when the focal
point is positioned above or below the active volume, the current transient should be
representative to charge generation right at the top or back side position, respectively. In
this section it is shown that the naive picture is invalid near the boundaries. Figure A.5a
shows the charge carrier density 𝑛TPA integrated over the radial component along the 𝑧′-
axis. The 𝑧′-axis is defined, in accordance with section 2.4.1, as the distance from the focal
point. It can be seen that the charge is mainly generated in a small volume around the
centre, which is the origin of the three-dimensional spatial resolution of the TPA-TCT. The
median is calculated as the position, where the cumulative sum of the charge carrier density
reaches 50 % of the total charge generated within the active volume. The distribution
is symmetric around the focal point, which means that the median aligns with the focal
point when it is central inside the active volume. However, if the distribution is not
positioned central in the active volume of the DUT, the distribution might exceed the
device’s boundaries in a non-symmetrical manner and the median of the generated charge
shifts away from the centre. This is especially relevant at the boundaries. When the focal
point is positioned right at the top surface, only 𝑧′ ≥ 0 µm generates charge in the active
volume and the distribution is cut in half. The median of the resulting generated excess
charge does not align with the focal point, but is shifted towards a 𝑧′ > 0 µm.

Figure A.5b shows the evolution of the distance to the back side for the median in a 300 µm
thick active volume for different positions of the focal point, compared to the naive
expectation. Reflection of any kind is neglected and the charge carrier distribution of
figure A.5a is used. Within the active volume the distance to the back side increases linear

(a) (b)

Figure A.5: (a) TPA charge generation profile along the 𝑧′-axis for 𝑤0 = 1.3 µm
and 𝑧R,Si = 10 µm. The profile is normalised to its maximum. (b) Calculated distance
between the median of the TPA excess charge and the back side in a 300 µm thick active
volume. The naive expectation is as well shown for comparison. The active volume’s
boundaries are indicated by the dashed and the dotted-dashed line.
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with the focal point’s position. Thus, the position of the focal point represents the position
of the main contribution to the current transient, which is in accordance with the prior
sketched naive picture. Near the boundaries the distance to the back side diverges from a
linear relation and a minimum or maximum is found. The median of the TPA excess charge
shifts away from the boundary, back into the active volume. A direct relation between the
focal point’s position and the main contribution to the induced current transient becomes
invalid. The influence of this effect is especially relevant to the ToT, where it results
in a decrease in the ToT in front of the top surface. An example of the ToT of a thick
pad detector is shown in section 3.5.12 in figure 3.18. It can be seen that the distance of
the median appears symmetric around the device boundary, but the symmetry ends for
distances further away from the boundary.

A.5 Single photon absorption correction by intensity

Radiation damage can lead to a contribution of linear absorption in silicon. This absorption
does not depend on the position of the focal point, but only the light intensity. It appears in
an in-depth measurement as a constant offset and is therefore called SPA offset. Section 2.3.1
introduced three methods to correct this offset and this section focuses on the intensity
method.

The additional linear absorption means that the SPA contribution in equation (2.19) can
no longer be neglected. The light absorption, i.e. generation of excess charge carriers
becomes a superposition of linear and quadratic absorption. Following [13], the induced
current from such a measurement can be written as

𝐼(𝑡) = 𝐸p ⋅ 𝑖SPA(𝑡) + 𝐸2
p ⋅ 𝑖TPA(𝑡) , (A.11)

with the SPA and TPA contribution to the induced current 𝑖SPA and 𝑖TPA, respectively.
The different dependence of the linear absorption and the quadratic absorption on the light
intensity is exploited to obtain the SPA correction. The same measurement is performed
twice at different intensities 𝐸p,1 and 𝐸p,2 to obtain 𝐼1(𝑡) and 𝐼2(𝑡). The values can be
inserted in equation (A.11) and rearranged to

𝑖SPA =
𝐸2

p,2𝐼1 − 𝐸2
p,1𝐼2

𝐸p,1𝐸p,2(𝐸p,2 − 𝐸p,1)
, (A.12)

𝑖TPA =
𝐸p,2𝐼1 − 𝐸p,1𝐼2

𝐸p,1𝐸p,2(𝐸p,1 − 𝐸p,2)
. (A.13)

The quantities 𝑖SPA and 𝑖TPA are the pure SPA and TPA contribution to the induced
current, respectively. Numerical instability is observed when the probing intensities 𝐸p,1
and 𝐸p,2 are too close together, as the subtraction of these intensities gives the denominator
in the above equations.
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A.6 Collection of current transients

This section contains selected current transients recorded during the measurements per-
formed in the framework of this thesis. They could serve as a benchmark for simulation
purposes. The figures captions contain information about the shown measurements. Cur-
rent transients recorded in pad detectors at different bias voltages, different temperatures,
and difference fluences are presented in figures A.6, A.7, and A.8, respectively.

(a) (b)

Figure A.6: Current transients recorded in the 25-DS-66 CiS pad detector with a bias
voltage of 50 V (a) and 300 V (b). Positions in the legends refer to positions shown in
figure 3.19, where 0 µm corresponds to the top side and 300 µm to the back side. The
measurements were performed at 20 °C and 0 % relative humidity. The beam parameters
were 𝑤0 = 1.2 µm and 𝑧R,Si = 9.7 µm and a pulse energy of ≈ 306 pJ was used. The
laser frequency was 1 kHz and the average of 256 single acquisitions was recorded.

(a) (b)

Figure A.7: Normalised current transients recorded at the top (a) and back side (b) of
the WL-A63-PIN4 pad detector. The measurements were performed in the framework of
section 3.5.9 at different temperatures and 0 % relative humidity. The beam parameters
were 𝑤0 = 1.22 µm and 𝑧R,Si = 10.6 µm and a pulse energy of ≈ 200 pJ was used. The
laser frequency was 1 kHz and the average of 256 single acquisitions was recorded. The
bias voltage was 100 V.
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(a) (b)

Figure A.8: Current transients recorded in the non-irradiated 21-DS-79 (a), the neutron
irradiated 21-DS-102, and the proton irradiated 21-DS-92 (b) CiS pad detector. The
fluence of the neutron and proton irradiated device are 7.02 ⋅ 1015 n/cm2 and 1.17 ⋅
1016 p/cm2, respectively. Positions in the legends refer to positions shown in figure 4.6,
where 0 µm corresponds to the top side and 156 µm to the back side. The measurements
were performed at −20 °C and 0 % relative humidity. The beam parameters were 𝑤0 =
1.2 µm and 𝑧R,Si = 9.7 µm and a pulse energy of ≈ 200 pJ was used. The laser frequency
was 200 Hz and the average of 256 single acquisitions was recorded. The bias voltage
was 300 V.

A.7 Verification with TCAD simulation

In a collaborative effort, simulations with the TCAD tool Synopsis [168] were performed,
where measurements from this work were used as an input to the simulations. A 290 µm
thick pad detector was simulated, and the doping profile was based on the pad detector
7859 WL-A63-PIN4. For the simulation of the TPA charge carrier generation, a density
following equation (2.34) is used. The beam parameters are 𝑧R = 10.5 µm and 𝑤0 = 1.3 µm.
The simulated induced current was convoluted with the transfer function of the CIVIDEC
C2HV amplifier to resemble measured current transients. Reflection at the back side
interface was not considered for the simulation. The simulation is preliminary, wherefore
the results are not compared to measurement data. Figure A.9 shows of the CC and time

(a) (b) (c)

Figure A.9: TCAD simulation of a TPA-TCT in-depth measurement of a 290 µm
thick pad detector. (a) Collected charge and time over threshold profile. The device
boundaries are indicated by the dashed lines. (b) Prompt current for different prompt
current times. (c) Weighted prompt current for different prompt current times.
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over threshold profile (a), the prompt current (PC) (b) and the weighted prompt current
(WPC) (c) that are extracted from simulated induced current transients. The latter two
are calculated for different PC times to show the evolution with 𝑡pc. The simulation can
be compared to measurements presented within this work: CC and ToT to figure 3.18,
the PC to figure 2.6b, and the WPC to figure 6.4b. It can be seen that all features of the
measurements are well reproduced by the simulation. To be more specific, the box-like
shape in the CC is found and the ToT shows two maxima and a minimum at the same
position. The decrease in the ToT in front of the top side is as well reproduced, which
supports the argumentation about the median of the excess charge of the appendix A.4.
Further, the edge steepness in the PC decreases with the PC time, which is related to
charge collection with in 𝑡pc as discussed in section 6.2. Thus, the valleys at the device
boundaries are found in the WPC, which is a result of the charge collection with in 𝑡pc.
The indicated symmetry in the WPC around the valleys is, similar as for the ToT, caused
by the shifting median of the excess charge. Thus, the minima of the valley is linked to
the position of the corresponding device boundary. All in all, the simulation confirms
that the observed measurement features are well understood and shows that a profound
understanding about the TPA-TCT was obtained within this work.
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Acronyms

CaR Control and readout.

CB Conduction band.

CC Collected charge.

CCE Charge collection efficiency.

CCPD v3 Capacitively coupled pixel detector version 3.

CDR Clock and data recovery.

CMOS Complementary metal-oxide-semiconductor.

CSA Charge sensitive amplifier.

CV Capacitance voltage.

Cz Czochralski.

DLTS Deep level transient spectroscopy.

DMAPS Depleted monolithic active pixel sensor.

DUT Device under test.

Epi Epitaxial.

FCA Free carrier absorption.

FFT Fast Fourier transformation.

FPGA Field programmable gate array.

FWHM Full width at half maximum.

FZ Float zone.

GR Guard ring.

IBIC Ion beam induced charge.

IR Infrared.

IV Current voltage.

LGAD Low gain avalanche detector.

MCz Magnetic Czochralski.

MIP Minimum ionising particle.

MPV Most probable value.
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Acronyms

NA Numerical aperture.

NDF Neutral density filter.

NIEL Non-ionising energy loss.

PC Prompt current.

PCB Printed circuit board.

picoAD Picosecond avalanche detector.

RMS Root-mean-square.

RT Rise time.

SCR Space charge region.

SCSI Space charge sign inversion.

SEE Single event effect.

SLM Spatial light modulator.

SNR Signal-to-noise ratio.

SPA Single photon absorption.

TCAD Technology computer-aided design.

TCT Transient current technique.

ToT Time over threshold.

TPA Two photon absorption.

TPA-TCT Two photon absorption – transient current technique.

TRIBIC Time resolved ion beam induced charge.

TSC Thermally stimulated current.

VB Valence band.

WPC Weighted prompt current.
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