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Abstract
High-precision measurements of observables of the Standard Model of particle
physics, like the CKM matrix parameters, are key to answering the open ques-
tions of particle physics. The most precise CKM angle sin(2𝛽) can be optimally
determined by a decay-time dependent measurement of 𝐶𝑃 violation in 𝐵0 → 𝜓𝐾0S
decays. In this thesis data from 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S and𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays is analysed with 𝐾0S → 𝜋+𝜋− collected at a centre-of-
mass energy of √𝑠 = 13 TeV with 𝑝𝑝 collisions by the LHCb experiment between
2015 and 2018. The data corresponds to an integrated luminosity of 6 fb−1 and
results in the combination of all three decays for the 𝐶𝑃 violation parameters in𝑆𝜓𝐾0S = 0.717± 0.013 (stat.)± 0.008 (syst.) ,𝐶𝜓𝐾0S = 0.008± 0.012 (stat.)± 0.003 (syst.) ,

where 𝑆 corresponds to sin(2𝛽). This is consistent with the Standard Model
predictions and with previous measurements. Furthermore, this is the most precise
single measurement and more precise than the current world average.

Zusammenfassung
Hochpräzessionsmessungen von Observablen des Standardmodells der Teilchen-
physik, wie die Parameter der CKM-Matrix, sind entscheidend, um offene Fra-
gen der Teilchenphysik zu beantworten. Der am genauesten gemessene CKM
Winkel sin(2𝛽) kann optimal gemessen werden mit Zerfallszeit-abhängigen 𝐶𝑃-
verletzenden Messungen in 𝐵0 → 𝜓𝐾0S Zerfällen. In dieser Arbeit wurden Daten
von 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S und 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S Zerfäl-
len mit 𝐾0S → 𝜋+𝜋− analysiert. Diese wurden aufgenommen bei einer Schwerpunkts-
energie von √𝑠 = 13 TeV mit 𝑝𝑝 Kollisionen am LHCb-Experiment zwischen 2015
und 2018. Die Daten entsprechen einer integrierten Luminosität von 6 fb−1 und
resultieren in der Kombination von allen drei Zerfällen für die 𝐶𝑃-verletzenden
Parameter in 𝑆𝜓𝐾0S = 0.717± 0.013 (stat.)± 0.008 (syst.) ,𝐶𝜓𝐾0S = 0.008± 0.012 (stat.)± 0.003 (syst.) ,

wobei 𝑆 sin(2𝛽) entspricht. Das ist konsistent mit den Vorhersagen des Standard-
modells und vorherigen Messungen. Die Messung erreicht die größte Genauigkeit
einer Einzelmessung und ist genauer als der Weltmittelwert.
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1 Introduction
To understand how macroscopic objects work, it is usually helpful to look into the
smallest parts of the objects. For example, from the outside, it is not apparent how
the mechanism of a mechanical watch, called calibre, and the hands’ movement
are operating. However, a closer look at the smallest parts within the watch, the
mainspring, the wheel train out of gears, a balance wheel analogous to a pendulum
and the screws to fix everything in its place, gives insight into the functionality.
The same can be applied to our universe. The smallest parts are the quarks, leptons
and gauge bosons. Analogous to the instruction manual the Standard Model of
particle physics (SM) is the fundamental theory to describe these particles and
their interactions [1–5]. This way, it provides insights into how the smallest parts
of the universe operate and behave.

The SM was developed in the middle of the 20th century and has been tested
throughout all aspects. The predictions of the SM, like the broken charge (C)
symmetry and charge-parity (CP) symmetry [6,7] or that the hadrons are composed
of quarks [8, 9], could be verified. Moreover, all described particles were measured,
lately the top quark [10, 11], the tau neutrino [12] and the Higgs boson [13, 14]. No
other fundamental particles were found and observables were measured to a stunning
precision of up to 10−9, e.g. the branching fraction of 𝐵0𝑠 → 𝜇𝜇 decays [15, 16].

However, some aspects of nature cannot be explained by the SM, e.g. gravitation
is not included. Therefore, the predictions are only valid for small masses and
cannot expanded to the macroscopic world. Furthermore, the mass of neutrinos,
which was found in the oscillation of solar neutrinos [17–19], is not described and
the SM only accounts for 5% of the observable energy in the universe [20]. The
other 95% can be divided into dark matter with 27% and dark energy with 68%.
There is no candidate in the SM yet to account for the dark matter, which is needed
to explain the rotation curves of some galaxies, and no fundamental force can
describe the dark energy, which is needed to explain the accelerated expansion of
the universe [21, 22]. Another open question is the baryon or matter-antimatter
asymmetry [23]. No antimatter clusters are observed until today and the whole
universe is built out of matter. However, 13.8 billion years ago, in the Big Bang [24],
an equal amount of matter and antimatter was created. The procedure of a matter-
antimatter asymmetry can be explained by 𝐶𝑃 violation [25], but the amount of 𝐶𝑃
violation in the SM is too small to be the only explanation for the observed amount
of matter left in the universe.

Due to all these open questions, extending the SM and searching for physics
beyond the Standard Model (BSM) is necessary. There are two general ways to
look for BSM with accelerators: direct or indirect searches. In direct searches,
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1 Introduction

the new particles are produced directly, which means that the energy delivered by
the particle accelerator has to be at least as high as the mass of these particles.
In most BSM theories, the new particles’ mass is in the magnitude of TeV or
higher [26]. The largest particle accelerator, the Large Hadron Collider (LHC), has
at the moment a centre-of-mass energy of 13.6TeV. In addition, there are plans to
build a new particle accelerator with increased energy of around 100TeV beginning
in the middle of 2040 or later [27, 28]. The upside of direct searches is that the
properties of new particles can be measured directly. However, the downside is
that every increase in energy is very expensive, costing tens of billions. Indirect
searches use a different approach, where new particles are produced only virtually
in the decay chain of particles. The properties of observables slightly change
in the presence of these new particles, which can be detected in high-precision
measurements. The virtual particles can have higher energies due to Heisenberg’s
uncertainty principle if they interact on a tiny time frame [29], which already today
allows for a sensitivity of a few 100TeV. Due to the reach of these higher energies
for possible new particles, precision measurements are the best opportunity to
find differences between experimental results and theoretical predictions of the SM.
These differences are then hints where the current theory can be improved.

One topic of possible precision measurements is the matter-antimatter asymmetry.
This asymmetry can partly be described by 𝐶𝑃 violation, which is introduced in the
SM in the Cabibbo-Kobayashi-Maskawa matrix (CKM) [30, 31]. One observable
of this CKM matrix is the angle 𝛽 or sin(2𝛽). Precision measurements of this
observable allow to determine the amount of 𝐶𝑃 violation and check whether the
current model is correct. The decay channel that both from the experimental
and from the theoretical point of view is most sensitive to sin(2𝛽) is 𝐵0 → 𝜓𝐾0S
since it has a high statistic with a clear and efficient selection, can be calculated
perturbatively and mainly depends on sin(2𝛽) alone.

The LHCb detector at the LHC is designed and well equipped for precision
measurements, especially for 𝐵0 → 𝜓𝐾0S decays. This is primarily due to the
excellent particle identification and high vertex resolution. Previous measurements
used the data collected in the first data-taking period (Run 1) between 2011 and
2012 [32, 33] and achieved a slightly smaller sensitivity than the measurements by
the BaBar and Belle experiments [34,35] at the 𝑒+𝑒− colliders. The results between
the LHCb experiment and the 𝑒+𝑒− colliders differ by almost 2𝜎. Therefore, the
result from the data recorded in the second data-taking period (Run 2) between
2015 and 2018 by the LHCb experiment presented in this thesis can give insights
into whether there is a fundamental difference between these experiments or a
statistical fluctuation. The data was collected at a centre-of-mass energy of 13TeV
and corresponds to an integrated luminosity of 6 fb−1, which doubles the amount
of data analysed in the previous LHCb measurements.

The theoretical properties of all fundamental particles and their interactions are
described at the beginning of this thesis in Ch. 2. Furthermore, the symmetries
in the SM, the CKM matrix including the 𝐶𝑃 violation types, the time evolution
of neutral hadrons and the unique properties of 𝐵0 → 𝜓𝐾0S decays are explained
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in this chapter. The basics of the theoretical background are completed with a
short description of the LHCb detector as well as the handling and simulation
of the huge data samples in Ch. 3. An overview of the analysed data and the
strategy is described in Ch. 4, while in Ch. 5 a description of the selection of
signal and background data is given. The model for the invariant mass of the 𝐵0
mesons is discussed in Ch. 6, including an estimate of the number of signal decays
in the data. The description of the decay time is included in Ch. 7, while the
flavour tagging, the determination of whether the initial particle is a particle or
anti-particle, is described in Ch. 8. The extraction of the 𝐶𝑃 violation parameters is
explained in Ch. 9 and the determination of the systematic uncertainties as well as
cross-checks of the results are given in Ch. 10. In the end, in Ch. 11, a combination
of the 𝐶𝑃 violation parameters of all three decay channels is described as well as
a combination with previous measurements of the LHCb experiment. Finally, the
thesis is concluded in Ch. 12 with a summary of the whole analysis and an outlook
of future measurements.
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1 Introduction

Author’s contribution to the analysis
Particle physics analyses are based on joint efforts from a team of analysts. This
results in papers with over 1000 authors in the LHCb experiment. In important
measurements, working in a team of 10 to 20 people from various international
institutes in close collaboration is common. The analysis presented in this thesis
is worked on in a smaller team only at the technical university in Dortmund with
mainly three persons. The author’s colleagues were Patrick Mackowiak and Vukan
Jévtic, resulting in a doctoral thesis [36] and a doctoral thesis in preparation [37]. To
understand the entire analysis, not only the parts the author mainly worked on, but
also the other aspects of the analysis are discussed. The author’s main contributions
are the aspects of the 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays, the time-dependent selection and
reconstruction efficiency, the portability check of prompt decays to signal decays,
the evaluation of the systematic uncertainties and various cross-checks with different
assumptions for the 𝐶𝑃 violation model. Other parts, like the implementation of
the 𝐶𝑃 violation model or the interpretation of the results, were prepared together.

The analysis is published in the Physics Review Letter journal [38].
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2 The Standard Model of particle
physics

The Standard Model is today’s most accurate theory to describe elementary particles
and their interactions. It describes three of the four fundamental forces in the
universe, namely the electromagnetic, the weak and the strong forces and its
measurements reach one of the highest precision within all physics fields. However,
some observations cannot be described by the SM, e.g. the matter-antimatter
asymmetry or the presence of dark matter and dark energy, which accounts for 95%
of the energy balance in the universe [20–23, 25]. The analysis presented in this
thesis study one aspect of the matter-antimatter asymmetry. Therefore, a short
introduction about the theory and the particles described by the SM is given in
this chapter. More detailed information about all aspects of the SM can be found
in Refs [1, 2] and the specific details about 𝐶𝑃 violation are given in Refs. [3–5].

The description of the SM starts with the fundamental particles and interactions
in Sec. 2.1, followed by a short introduction of relevant symmetries in this thesis in
Sec. 2.2. The quark mixing matrix is introduced in Sec. 2.3, while the time evolution
of neutral 𝐵0 mesons is described in Sec. 2.4. In Sec. 2.5 the three types of 𝐶𝑃
violation are explained and in the end in Sec. 2.6 specific details about the analysed
decay 𝐵0 → 𝜓𝐾0S and why this decay is optimal to search for the matter-antimatter
asymmetry are discussed.

2.1 Fundamental particles and their interactions
The elementary particles described in the SM can be seen in Fig. 2.1. For each of
the twelve elementary fermions, spin 1/2 particles presented in red and green on
the left side, an anti-particle exists with opposite charge-related quantum numbers.
The fermions contain six quarks and six leptons. The six quarks can be divided
into three generations, each with one up-type and one down-type quark, where the
generations are differentiated by the mass of the quarks. The quarks are called
up-quark (𝑢), down-quark (𝑑), charm-quark (𝑐), strange-quark (𝑠), top-quark (𝑡)
and bottom-quark (𝑏). Each quark has one of three colour charge types: red, blue
and green. Via this colour charge, the quarks couple to the strong force and thus to
one of the eight gluons (𝑔). The gluons are bosons, spin one particles marked in blue
in Fig. 2.1, and the mediators of the strong interaction. They have one colour and
one anti-colour charge and are the only particles except for the Higgs boson, which
have a self-interaction. All quarks always form a bounded state with no colour
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2 The Standard Model of particle physics
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Figure 2.1: All fundamental particles and their interaction bosons with their mass, charge
and spin. Layout taken from Ref. [39] and numbers from Ref. [40]

charge left, a so-called hadron, due to the strong interaction. This phenomenon
is called confinement [41]. The most common hadrons are the mesons formed by
one quark and one anti-quark and baryons formed by three quarks or anti-quarks.
Nevertheless, tetraquarks and pentaquarks with four or five quarks were observed,
too; see, for example, Ref. [42,43]. The electric charge of the up-type quarks is 2/3𝑒
with the elementary charge 𝑒 and of the down-type quarks −1/3𝑒. This way, the
hadrons always have an integer electric charge. The six leptons can be classified
into three charged particles, the electron (𝑒), muon (𝜇) and tauon (𝜏), and three
neutral particles, the corresponding neutrinos (𝜈𝑒, 𝜈𝜇, 𝜈𝜏). The mediator of the
electromagnetic force is the massless photon (𝛾), a spin one boson, and couples
to the electric charge. The massive 𝑊 +, 𝑊 − and 𝑍 bosons with spin one are the
mediators of the weak interactions, which couple to the weak hypercharge of all
twelve fermions. The last particle described in the SM is the Higgs boson with spin
zero, in orange in Fig. 2.1. It was discovered in 2012 [13, 14] and is the mediator of
the Higgs field. It is introduced due to the Higgs mechanism [44], which explains
the mass of the fermions and bosons through the Yukawa interaction.

An intuitive and easy way to illustrate processes of fundamental particles and
their interactions are Feynman diagrams [45]. In these diagrams, each type of the
fundamental particles and each mathematical rule of their interaction is drawn
differently such that these diagrams visualise the mathematical instructions to
calculate the probability amplitudes. Furthermore, it is possible to see at first
glance, which processes are more likely than others. One of the most simple
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2.2 Symmetries

examples can be seen in Fig. 2.2, where an 𝑢 quark decays into a 𝑑 quark under
emission of a charged 𝑊 + meson. The decay rate probability of this process is𝑊 +𝑢 𝑑
Figure 2.2: Feynman graph for an 𝑢 quark decaying into a 𝑑 quark under emission of a𝑊 + meson

proportional to the square of the electric charge constant 𝑒 and the coupling of a 𝑢
and 𝑑 quark, which is roughly one.

2.2 Symmetries
Symmetries play a vital role in the understanding and developing of the SM because
it is possible to predict observables from other measurements and thus, review
different results. For example, due to the flavour symmetry, the light 𝑢, 𝑑 and𝑠 quarks are interchangeable for the strong force, also called invariant under the
flavour symmetry. This helps to interpret results because the amplitudes of decay
channels involving these light quarks have a particular relation towards each other.
With these relations, it is possible to entangle observables measured in two different
decay channels like the branching fraction, the probability for a particle to decay
into the given final state. Therefore, predicting the branching fraction of one decay
channel from another is possible, while any deviation would be a sign of physics
beyond the SM.

Important in the development of the SM are the three discrete symmetries parity
operation (𝑃), charge conjugation (𝐶) and time reversal (𝑇). The parity operation
inverses all spatial coordinates like𝑃𝜓( ⃗𝑟, 𝑡) = 𝜓(− ⃗𝑟, 𝑡).
In contrast, the charge conjugation transforms all charge-related quantum numbers
and thus changes a particle into its anti-particle𝐶|𝑝⟩ = |𝑝⟩
and the time reversal inverse the time𝑇 𝜓(𝑡) = 𝜓(−𝑡).
In the past, it was thought that all forces would be invariant under parity as it
is the case for the strong and electromagnetic forces. The thought is intuitive
because a parity transformation of our world can be seen as a world in a mirror
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2 The Standard Model of particle physics

and in our macroscopic world a mirrored image is interpreted as normal. However,
in 1956 it was found that the weak interaction violates the parity symmetry [6].
This was honoured by a noble prize the year later. This also means that the
charge conjugation is violated in the weak interaction. But still, it was postulated
that the combination of both symmetries would remain symmetric for the weak
interaction [46]. Nevertheless, in 1964 it was found that the weak force is not
invariant under a 𝐶𝑃 transformation [7], which also resulted in a noble prize. In
the SM only the combination of all three discrete symmetries, the CPT symmetry,
is invariant, which leads to the same mass of particles and anti-particles [47–49].

2.3 Quark mixing
All quarks can change their flavour via the weak interaction under the emission
of a charged 𝑊 boson. The rate of this process is proportional to one element of
the CKM matrix. For example, the process in Fig. 2.2 is proportional to 𝑉𝑢𝑑. The
CKM matrix is the link between the weak force eigenstates, denoted with a prime,
and the mass eigenstates of the quarks. It can be written as⎛⎜⎝𝑑′𝑠′𝑏′⎞⎟⎠ = ⎛⎜⎝𝑉𝑢𝑑 𝑉𝑢𝑠 𝑉𝑢𝑏𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏 ⎞⎟⎠ ⎛⎜⎝𝑑𝑠𝑏⎞⎟⎠ . (2.1)

A complex 3 × 3 matrix has 18 free parameters, but due to its unitarity and
five relative phases between the six quark fields, it can be described with only
four different parameters, e.g. three angles 𝛷1, 𝛷2, 𝛷3 and one complex phase 𝛿.
The complex phase is mandatory for all 𝐶𝑃 violating processes. With these four
parameters and the abbreviations 𝑐𝑖 = cos(𝛷𝑖) and 𝑠𝑖 = sin(𝛷𝑖) the CKM matrix
can be expressed as𝑉CKM = ⎛⎜⎝ 𝑐1 −𝑠1𝑐3 −𝑠1𝑠3𝑠1𝑐2 𝑐1𝑐2𝑐3 − 𝑠2𝑠3𝑒𝑖𝛿 𝑐1𝑐2𝑠3 + 𝑠2𝑐3𝑒𝑖𝛿𝑠1𝑠2 𝑐1𝑠2𝑐3 + 𝑐2𝑠3𝑒𝑖𝛿 𝑐1𝑠2𝑠3 − 𝑐2𝑐3𝑒𝑖𝛿⎞⎟⎠ . (2.2)

A more common parametrisation is introduced by Wolfenstein [50] in terms of𝛼 = 𝑉𝑢𝑠 ≈ 0.22𝑉CKM = ⎛⎜⎝ 1 − 𝛼2/2 𝛼 𝛼3𝐴 (𝜌 − 𝑖𝜂)−𝛼 1 − 𝛼2/2 𝛼2𝐴𝛼3𝐴 (1 − 𝜌 − 𝑖𝜂) −𝛼2𝐴 1 ⎞⎟⎠ + 𝒪(𝛼4). (2.3)

It is highly hierarchic with nearly unity at the main diagonal and strongly decreasing
values of the entries towards the off-diagonals. The three independent unitary
conditions ∑𝑖 = 𝑉𝑖𝑗𝑉 ∗𝑖𝑘 = 0 with 𝑗 ≠ 𝑘 can be represented as triangles in the
complex 𝜌 − 𝜂 plane with the relation to the Wolfenstein parameter 𝛼 as𝜌 = 𝜌(1 − 𝛼2/2), (2.4)𝜂 = 𝜂(1 − 𝛼2/2). (2.5)
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2.4 Time evolution of neutral 𝐵0 mesons

The area of these triangles expresses the amount of 𝐶𝑃 violation in the SM [51, 52].
Although the area for these triangles is always the same, the ratio of the side lengths
differs significantly. Therefore, it is useful to use the condition𝑉𝑢𝑑𝑉 ∗𝑢𝑏 + 𝑉𝑐𝑑𝑉 ∗𝑐𝑏 + 𝑉𝑡𝑑𝑉 ∗𝑡𝑏 = 0, (2.6)

where all sides and angles are of comparable size. Normalised to 𝑉𝑐𝑑𝑉 ∗𝑐𝑏 the triangle
can be seen in Fig. 2.3. The angles are defined as

Re

Im

0

( ̄𝜌, ̄𝜂)

1𝛾 𝛽
𝛼 ∣ 𝑉𝑡𝑑𝑉 ∗𝑡𝑏𝑉𝑐𝑑𝑉 ∗𝑐𝑏 ∣∣𝑉𝑢𝑑𝑉 ∗𝑢𝑏𝑉𝑐𝑑𝑉 ∗𝑐𝑏 ∣

Figure 2.3: Schematic view of the CKM triangle in the complex plane using the unitary
condition from Eq. (2.6).

𝛼 = arg (− 𝑉𝑡𝑑𝑉 ∗𝑡𝑏𝑉𝑢𝑑𝑉 ∗𝑢𝑏 ) , (2.7)𝛽 = arg (−𝑉𝑐𝑑𝑉 ∗𝑐𝑏𝑉𝑡𝑑𝑉 ∗𝑡𝑏 ) , (2.8)𝛾 = arg (−𝑉𝑢𝑑𝑉 ∗𝑢𝑏𝑉𝑐𝑑𝑉 ∗𝑐𝑏 ) . (2.9)

With experimental measurements the side lengths and angles can be determined such
that the triangle is overconstrained. Therefore, measurements of these parameters
are perfect candidates to test the SM as a not closing triangle would violate the
unitarity of the CKM triangle which is a clear sign for new physics.

2.4 Time evolution of neutral 𝑩𝟎 mesons
The time evolution of an initial 𝐵0 (𝐵0) state is described by the Schrödinger
equation [53–55] as 𝑖 𝑑𝑑𝑡 (|𝐵0(𝑡)⟩|𝐵0(𝑡)⟩) = (𝑴 − 𝑖2𝜞) (|𝐵0(𝑡)⟩|𝐵0(𝑡)⟩) , (2.10)
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2 The Standard Model of particle physics

where 𝑴 is the mass matrix and 𝜞 is the decay matrix. The mass and lifetime
of 𝐵0 and 𝐵0 mesons are the same due to the 𝐶𝑃𝑇 invariance, which leads to the
same diagonal entries of 𝑴 and 𝜞. The non-zero off-diagonal elements allow for
the oscillation between 𝐵0 and 𝐵0 mesons, also called mixing. With this, the mass
eigenstates 𝐵0H and 𝐵0L are defined as|𝐵0H⟩ = 𝑝|𝐵0⟩ − 𝑞|𝐵0⟩, (2.11)|𝐵0L⟩ = 𝑝|𝐵0⟩ + 𝑞|𝐵0⟩, (2.12)

with the mixing parameters 𝑞𝑝 = 𝛥𝑚 + 𝑖2𝛥𝛤2(𝑀12 − 𝑖2𝛤12) . (2.13)

The mean and difference of the mass and decay width are defined as𝛥𝑚 = 𝑚H − 𝑚L, (2.14)𝛥𝛤 = 𝛤L − 𝛤H, (2.15)𝑚 = 𝑚H + 𝑚L2 , (2.16)𝛤 = 𝛤L + 𝛤H2 . (2.17)

The mass difference 𝛥𝑚 can be interpreted as the mixing frequency, while the
width difference 𝛥𝛤 is negligible in the 𝐵0 system. The time evolutions of the mass
eigenstates are |𝐵L,H(𝑡)⟩ = 𝑒−(𝑖𝑚L,H+𝛤H,L/2)𝑡|𝐵L,H⟩. (2.18)

Using Eqs. (2.11) and (2.18) the time evolutions of the flavour eigenstates are
defined as |𝐵0(𝑡)⟩ = 𝑔+(𝑡)|𝐵0⟩ + 𝑝𝑞𝑔−(𝑡)|𝐵0⟩, (2.19)|𝐵0(𝑡)⟩ = 𝑝𝑞𝑔−(𝑡)|𝐵0⟩ + 𝑔+(𝑡)|𝐵0⟩, (2.20)

with𝑔+(𝑡) = 𝑒−𝑖𝑚𝑡𝑒−𝛤𝑡/2 [cosh 𝛥𝛤𝑡4 cos 𝛥𝑚𝑡4 − 𝑖 sinh 𝛥𝛤𝑡4 sin 𝛥𝑚𝑡4 ] , (2.21)𝑔−(𝑡) = 𝑒−𝑖𝑚𝑡𝑒−𝛤𝑡/2 [− sinh 𝛥𝛤𝑡4 cos 𝛥𝑚𝑡4 + 𝑖 cosh 𝛥𝛤𝑡4 sin 𝛥𝑚𝑡4 ] . (2.22)

In experiments the 𝐶𝑃 violation parameters cannot measured directly. Only decay
width differences can be detected. However, it is possible to calculate the 𝐶𝑃
10



2.5 Types of 𝐶𝑃 violation

violation parameters through the decay rates, the squared amplitudes. With the
simplification for the mixing parameters and decay amplitudes of 𝐵0 and 𝐵0 mesons𝜆𝑓 = 𝑞𝑝 𝐴𝑓𝐴𝑓 (2.23)

and the 𝐶𝑃 observables 𝐴𝛥𝛤 = −2 Re 𝜆𝑓1 + |𝜆𝑓|2 , (2.24)𝐶𝑓 = 1 − |𝜆𝑓|21 + |𝜆𝑓|2 , (2.25)𝑆𝑓 = 2 Im 𝜆𝑓1 + |𝜆𝑓|2 (2.26)

the decay rates are given as𝛤(𝐵0(𝑡) → 𝑓) ∝ 𝑒𝛤𝑡|𝐴𝑓|2(1 + |𝜆𝑓|2)[ cosh 𝛥𝛤𝑡2 + 𝒜𝛥𝛤 sinh 𝛥𝛤𝑡2 + 𝐶𝑓 cos(𝛥𝑚𝑡) − 𝑆𝑓 sin(𝛥𝑚𝑡)],
(2.27)𝛤(𝐵0(𝑡) → 𝑓) ∝ 𝑒𝛤𝑡|𝐴𝑓|2(1 + |𝜆𝑓|2) ∣𝑝𝑞 ∣2[ cosh 𝛥𝛤𝑡2 + 𝒜𝛥𝛤 sinh 𝛥𝛤𝑡2 − 𝐶𝑓 cos(𝛥𝑚𝑡) + 𝑆𝑓 sin(𝛥𝑚𝑡)].
(2.28)

It can be seen that the decay rates depend on trigonometric functions of the mass
and decay width difference. Each summand corresponds to a different property of
the 𝐵0 meson, e.g. the sin and sinh terms correspond to the interference between
the direct decay of the 𝐵0 meson and the decay after the oscillation to its anti-
particle. In contrast, the cos and cosh terms correspond to decays with and without
oscillation of the 𝐵0 meson. This way, these decay rates depend nearly only on one
term for specific decay channels.

2.5 Types of 𝑪𝑷 violation𝐶𝑃 violation can occur in three different states in the SM. First, direct 𝐶𝑃 violation,
where the decay amplitude of a particle into a final state is different if all particles
and anti-particles are swapped. The second type is the indirect 𝐶𝑃 violation, where
the mass eigenstate of the particle is not the 𝐶𝑃 eigenstate. This leads to a different
probability for mixing of neutral particles into their anti-particles and vice-versa.
The third option is 𝐶𝑃 violation in the interference between the direct decay of a
particle and the decay of that particle after oscillating into its anti-particle. Each
type is explained in more detail in the following.

11



2 The Standard Model of particle physics

Direct 𝑪𝑷 violation
Direct 𝐶𝑃 violation is present if the decay amplitude 𝐴𝑓 for a particle decaying into
a final state 𝑓 is different to the decay amplitude 𝐴𝑓 for the anti-particle decaying
into the anti-particle final state 𝑓. These decay amplitudes depend on two phases.
The weak phase 𝜙 enters through the CKM matrix and has the opposite sign for
both decays while the strong phase 𝛿 has the same sign for both decays. The
two phases have to have different values, which can be seen in the squared decay
amplitudes∣𝐴𝑓∣2 − ∣𝐴𝑓∣2 = −4 ∑𝑖 ∑𝑖<𝑗 |𝐴𝑖| ∣𝐴𝑗∣ sin(𝛿𝑖 − 𝛿𝑗) sin(𝜙𝑖 − 𝜙𝑗). (2.29)

This type of 𝐶𝑃 violation was first observed in the kaon system [56], well studied in
the 𝐵0 system and recently discovered in the neutral charm sector [57]. Mixing of
the initial states is not needed for the occurrence of direct 𝐶𝑃 violation. Therefore,
it is the only type of 𝐶𝑃 violation that can be measured with charged particles.

Indirect 𝑪𝑷 violation
Indirect 𝐶𝑃 violation or 𝐶𝑃 violation in the mixing occurs when the mass eigenstates
differ from the 𝐶𝑃 eigenstates and, therefore,∣ 𝑞𝑝∣ ≠ 1 (2.30)

holds. More concrete is the fact that this also means that the probability that 𝐵0
mesons oscillate into its anti-particle is the same as the probability that 𝐵0 mesons
oscillate in 𝐵0 mesons: 𝒫(𝐵0 → 𝐵0, 𝑡) ≠ 𝒫(𝐵0 → 𝐵0, 𝑡). (2.31)

Indirect 𝐶𝑃 violation is observed in the kaon system [7] but the current sensitivity
is not enough in the 𝐵0 system, as it is highly suppressed in the SM.𝑪𝑷 violation in the interference of decay and decay after mixing
For decays, where the initial neutral particle and its anti-particle can decay into
the same final state, another type of 𝐶𝑃 violation can occur. In this case, there
are two different decay paths possible. Either the particle can decay directly
(𝐵0 → 𝑓) or first oscillate into its anti-particle and then decay into the final state
(𝐵0 → 𝐵0 → 𝑓). If neither direct nor indirect 𝐶𝑃 violation is present, a relative
phase between these two decay paths is still possible. This is called 𝐶𝑃 violation in
the interference between decay and decay after mixing. Mathematically, this means
that arg(𝜆𝑓) + arg(𝜆𝑓) ≠ 0 (2.32)
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2.6 The decay 𝐵0 → 𝜓𝐾0S
or for the case that the final state is a 𝐶𝑃 eigenstate, it is only necessary thatIm(𝜆𝐶𝑃) ≠ 0 (2.33)
holds. Experimentally, the 𝐶𝑃 violation can be determined with a time-dependent
measurement with the form𝐴𝐶𝑃(𝑡) = 𝛤(𝐵0(𝑡) → 𝑓𝐶𝑃) − 𝛤(𝐵0(𝑡) → 𝑓𝐶𝑃)𝛤 (𝐵0(𝑡) → 𝑓𝐶𝑃) + 𝛤(𝐵0(𝑡) → 𝑓𝐶𝑃) = 𝑆 sin(𝛥𝑚𝑡) − 𝐶 cos(𝛥𝑚𝑡)cosh(𝛥𝛤𝑡2 ) + 𝒜𝛥𝛤 sinh(𝛥𝛤𝑡2 ).

(2.34)
With the approximation of no direct 𝐶𝑃 violation, 𝐶 = 0, and 𝛥𝛤 = 0, which is
valid in the 𝐵0 system, and the relation 𝑆 = sin(2𝛽) for the CKM angle 𝛽 this
leads to 𝐴𝐶𝑃(𝑡) = sin(2𝛽) sin(𝛥𝑚𝑡) (2.35)
with a straightforward connection between a measured time-dependent asymmetry
and the angle 𝛽 of the CKM triangle.

2.6 The decay 𝑩𝟎 → 𝝍𝑲𝟎S
The best decay channel to measure the CKM angle 𝛽 is 𝐵0 → 𝜓𝐾0S. This is the
case because the decay is Cabibbo-favoured, meaning that it depends only on
quadratically on the Wolfenstein parameter 𝛼, occurs at tree level, see Fig. 2.4, and
the direct and indirect 𝐶𝑃 violation is suppressed. Furthermore, the final state is𝑏 𝑐

𝑑 𝑑
𝑐𝑠𝑊 +𝐵0 𝜓

𝐾0
𝑏 𝑐
𝑑 𝑑

𝑐𝑠𝑊 −𝐵0 𝜓
𝐾0

Figure 2.4: Feynman graph at tree level of 𝐵0 → 𝜓𝐾0S and 𝐵0 → 𝜓𝐾0S.

symmetrical and thus, a 𝐶𝑃 eigenstate and both the 𝐵0 and 𝐵0 meson decay in the
same final state. The 𝐶𝑃 violation is present in the interference between decay and
decay after mixing. The 𝐾0S meson is not a flavour eigenstate and, therefore, does
not occur in Fig. 2.4 but in the same way, as in the 𝐵0 system, the 𝐾0 and 𝐾0
mesons are the flavour eigenstates and in a superposition of the mass eigenstates|𝐾0S⟩ = 𝑝𝐾|𝐾0⟩ − 𝑞𝐾|𝐾0⟩. (2.36)
Using Eq. (2.13) and taking the involved CKM matrix elements into account the𝐶𝑃 violation describing parameter simplifies to𝜆𝜓𝐾0S = −𝑉 ∗𝑡𝑏𝑉𝑡𝑑𝑉𝑡𝑏𝑉 ∗𝑡𝑑 𝑉 ∗𝑐𝑑𝑉𝑐𝑏𝑉𝑐𝑑𝑉 ∗𝑐𝑏 . (2.37)
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2 The Standard Model of particle physics

Considering only tree level the absolute value of 𝜆𝜓𝐾0S is one and the real part is
vanishing. Therefore, the 𝐶𝑃 parameters are given by𝒜𝛥𝛤 = 0, (2.38)𝐶𝜓𝐾0S = 0, (2.39)𝑆𝜓𝐾0S = Im 𝜆𝜓𝐾0S = sin (arg (−𝑉 ∗𝑡𝑏𝑉𝑡𝑑𝑉𝑡𝑏𝑉 ∗𝑡𝑑 𝑉 ∗𝑐𝑑𝑉𝑐𝑏𝑉𝑐𝑑𝑉 ∗𝑐𝑏 )) (2.40)= sin [arg (− (𝑉 ∗𝑐𝑑𝑉𝑐𝑏𝑉𝑡𝑏𝑉 ∗𝑡𝑑 )2)] = sin 2𝛽. (2.41)

The simplification to take only tree level processes into account is valid up to1∘ [58–60] for the value of 𝛽, which is near the current world average and therefore
only an effective angle 𝛽eff is measured𝛽eff = 𝛽 + 𝛥𝛽. (2.42)

The correction can be determined using the decays 𝐵0 → 𝐽/𝜓𝜋+𝜋− or 𝐵0𝑠 → 𝜓𝐾0S,
where higher-order effects of penguin contributions play a significant role. The 𝐵0
and 𝐵0𝑠 meson decays are related due to the isospin or U-spin symmetry. In these
symmetries the simplification is used that the mass of 𝑢 and 𝑑 quarks or 𝑑 and 𝑠
quarks is the same. The differences in the effective measurement of 𝛽 can be used
to constrain the parameter 𝛥𝛽.
Experimental status of quark mixing parameters
Besides, the measurement presented in this thesis of sin(2𝛽) and its corresponding𝐶𝑃 violation parameter 𝑆𝜓𝐾0S are other measurements. For example within the
LHCb experiment the data collected in 2011 and 2012 with the same three final
states resulted in two published papers [32, 33] with the values 0.73 and around
0.83 for 𝑆 in the 𝐽/𝜓(→ 𝜇𝜇)𝐾0S and both other final states. The parameter 𝐶
was compatible with 0 in all final states. The other two experiments with the
most sensitivity are BaBar and Belle at SLAC and KEKB [61–63]. Both are 𝑒+𝑒−
colliders and operate at the ⌥ (4𝑆) resonance, where dominantly 𝐵0𝐵0 pairs are
produced. The results for the 𝐶𝑃 violation parameter 𝑆 have a tension of nearly2𝜎 with the LHCb experiments [34, 35]. The statistical uncertainty limits all these
measurements with a sensitivity of around 0.03 to 0.04 with the most sensitivity
from the 𝐽/𝜓(→ 𝜇𝜇)𝐾0S final state. The data collected between 2015 and 2018 by
the LHCb experiment has around double the amount of the previous measurement,
and the analysis plays an important role in solving the discrepancy.

Together with other measurements sin(2𝛽) helps constrain the CKM triangle’s
shape since there are more independent measurements than parameters to charac-
terise the CKM triangle fully. A global fit of all measurements and its uncertainties
for the position of the apex is shown in Fig. 11.1.

14



2.6 The decay 𝐵0 → 𝜓𝐾0S

Figure 2.5: Unitarity triangle in the complex plane ( ̄𝜌, ̄𝜂) with coloured constraints from
measurements of various quantities taken from Ref. [64]. The red-shaded and yellow areas
around the apex correspond to the 68% and 95% confidence levels of the combination.

The other parameters are measured for example in 𝐵→ 𝜋𝜋 decays [65–67] for
the angle 𝛼, in 𝐵→ 𝐷𝐾 decays [68,69] for 𝛾 and semileptonic 𝑏-hadron decays [70]
and with the oscillation frequency of the 𝐵0 and 𝐵0𝑠 meson [71] for both sides.

If new measurements reveal that the apex is not closed, it would be a clear sign
for physics beyond the SM as its unitarity is an integral property of the theory of𝐶𝑃 violation and the weak interaction.
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3 The LHCb experiment
The largest collaboration to study the fundamental particles and their exchanges is
CERN, the European Organisation for Nuclear Research, near Geneva, Switzerland.
The main experimental setup is the Large Hadron Collider (LHC), where protons
are accelerated to nearly light speed and collide at four points with the main
experiments ATLAS [72], ALICE [73], CMS [74] and LHCb [75]. The ATLAS and
CMS experiments are mainly built to search for new particles, while the ALICE
experiment is focused on quark-gluon plasma, the state of the universe few moments
after its creation. In contrast, the LHCb experiment is focused on performing
tests of the Standard Model of particle physics (SM), especially with hadrons
containing 𝑏 and 𝑐 quarks. These tests include the search for rare decays and
precision measurements of 𝐶𝑃-violating processes. These are indirect measurements
for New Physics beyond the Standard Model (BSM), which can be used to probe
for heavy particles far beyond the current energy scales of any colliders.

The LHCb detector will be described briefly in Sec. 3.1 while an extended
description is given in Ref. [75]. A short characterisation of the different track
types inside the detector is given in Sec. 3.2 and the trigger system to reduce the
amount of data which will be stored is discussed in Sec. 3.3. An overview of the
used simulations concludes this chapter in Sec. 3.4.

3.1 The LHCb detector
In 𝑝𝑝 collisions with high energies 𝐵 mesons are mainly produced by 𝑔𝑔 fusion with
a huge boost in the forward or backward region. Therefore, the LHCb detector
is built as a single-arm forward spectrometer covering only 4.5% of the possible
volume, which, however, accounts for around 25% of all produced 𝐵 mesons. In
this way, the amount of available money can be better utilised to build more precise
detector components and gain overall more suitable data. The LHCb detector can
be seen in Fig. 3.1, with an angular acceptance in the horizontal plane from 10 to
300mrad and in the vertical plane from 10 to 250mrad, while the pseudorapidity
range is 2 < 𝜂 < 5.

For physics analyses it is essential to determine which particles are detected
and what the kinematic and topological properties are. Different parts of the
detector are specialised to measure these properties. On the one hand, there are the
subdetectors for the tracking, explained in Sec. 3.1.1, and on the other hand, the
subdetectors for particle identification and energy measurement, shown in Sec. 3.1.2.
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3 The LHCb experiment

Figure 3.1: Schematic view on the LHCb detector in the 𝑦𝑧-plane [75] with the abbreviation
for each component explained in more detail in Sec. 3.1.1 and Sec. 3.1.2.

3.1.1 Track reconstruction
The primarily used subdetectors for particle tracking are the vertex locator (VELO),
the Tracker Turicensis (TT), the magnet and the tracking stations (T1-T3). With
7mm distance, the closest to the interaction point of the 𝑝𝑝 collision is the VELO.
Its purpose is to detect the primary vertex (PV), the 𝑝𝑝 collision point, as well as
the secondary vertex (SV), the point where the first created particles decay. This
is used to measure the decay length, which can be used to differentiate between
signal and background candidates efficiently. It comprises semi-circular silicon strip
sensors measuring the polar coordinates’ radius and the azimuthal angle. There are
42 half disks in total used plus four radial sensors to measure pile-up, the presence
of multiple 𝑝𝑝 collisions at the same time. In Fig. 3.2 the layout of the 42 half disks
as well as one single half disk is visible. To form a track it is necessary to contain
at least three hits in the half disks, which corresponds to an acceptance of 15 to
300mrad in the 𝑥𝑧 and 𝑦𝑧 plane. Charged particles ionise these semiconductor
detectors and create electron-hole pairs. Under the presence of an electric field the
free electrons and holes move to the anodes and cathodes and a measurable current
is induced. Silicon strip detectors are used due to their radiation robustness, high
accuracy and good resolution. The track finding efficiency is over 98% and the
PV resolution is 13 µm in the plane transverse to the beam and 71 µm along the
beam. A decay time resolution of 50 fs is achieved as well as only 1% of ghost track
reconstructions, where a track is reconstructed based on background noise and
without a corresponding real particle. The impact parameter (IP) is the shortest
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Figure 5.1: Cross section in the (x,z) plane of the VELO silicon sensors, at y = 0, with the detector
in the fully closed position. The front face of the first modules is also illustrated in both the closed
and open positions. The two pile-up veto stations are located upstream of the VELO sensors.

5.1.1 Requirements and constraints

The ability to reconstruct vertices is fundamental for the LHCb experiment. The track coordinates
provided by the VELO are used to reconstruct production and decay vertices of beauty- and charm-
hadrons, to provide an accurate measurement of their decay lifetimes and to measure the impact
parameter of particles used to tag their flavour. Detached vertices play a vital role in the High Level
Trigger (HLT, see section 7.2), and are used to enrich the b-hadron content of the data written to
tape, as well as in the LHCb off-line analysis. The global performance requirements of the detector
can be characterised with the following interrelated criteria:

• Signal to noise1 ratio (S/N): in order to ensure efficient trigger performance, the VELO
aimed for an initial signal to noise ratio of greater than 14 [29].

• Efficiency: the overall channel efficiency was required to be at least 99% for a signal to noise
cut S/N> 5 (giving about 200 noise hits per event in the whole VELO detector).

1Signal S is defined as the most probable value of a cluster due to a minimum-ionizing particle and noise N as the
RMS value of an individual channel.
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Figure 3.2: Schematic layout of the VELO subdetector on the left [75] and one half-disk
of the VELO on the right [76].

distance between the PV and the trajectory of a particle. This is a good measure
to distinguish particles originating from the PV or a different decay vertex, thus,
signal from background particles. In the VELO its resolution of less than 35 µm
with a transverse momentum (𝑝T) greater than 1GeV/c is achieved [77,78]. One
peculiarity is that the VELO can be moved far away from the beam axis. This is
used to be as close as possible to the beam during the data taking while minimising
the radiation damage during the unstable beam conditions during the fill of the
protons.

The beam conditions are permanently controlled by the beam condition monitor
(BCM). It is built of two stations, upstream and downstream of the interaction
point, with each eight radiation-hard diamond sensors. These sensors measure the
particle flux and trigger a beam dump into a graphite block if it exceeds a threshold.

The TT is placed before the magnet and has the same detection type as the
VELO with silicon strips. It has four layers with a ±5∘ rotation of the inner two
layers in the 𝑥𝑦-plane and a 30 cm gap in the middle. The foremost use cases are
the transverse momentum measurement for the L0, see Sec. 3.3, the tracking of
long-lived particles, which do not decay inside the VELO and of low momentum
particles, which are bent out of the acceptance by the magnet. The achieved
tracking efficiency is about 99.7% and the track resolution around 53 µm [79].

The dipole magnet with a total length of 5m and an integrated field strength
of 4Tm bends charged particles in the 𝑥 direction of the 𝑥𝑧-plane, see Fig. 3.3
for the magnetic field along the 𝑧-axis for at different trajectories. This enables
the determination of the momentum of the particles using the curvature radius.
The field strength is chosen to enable a momentum resolution 𝛥𝑝/𝑝 of 0.5% for
particles up to 20GeV/c and 0.8% up to 100GeV/c [80]. The polarity is switched
periodically to enable studies of possible charge-dependent detection asymmetries.

Last in the row of used subdetectors for the tracking are the tracking stations
T1-T3. Each of these three stations consists like the TT of four layers, where the
two middle ones are rotated by ±5 % in the vertical axis. Each layer is built of
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Figure 3.3: The strength of the magnetic field along the 𝑧-axis for particles at the 𝑦-axis
and slightly off-centred at all three axes [81]. The strength in the 𝑥-axis is insignificant,
and thus, a bending towards this axis is achieved.

two movable parts to have the possibility of maintenance and is split into the Inner
Tracker (IT) and Outer Tracker (OT). The IT is again a silicon strip detector shaped
like a cross around the beam pipe, which covers only 1.3% of the sensitive area
but 20% of the produced charged particles. Its track efficiency is around 99.8%
and the track resolution is about 50 to 55 µm [78, 82]. The OT is build of straw
drift tubes filled by 70% Ar, 28.5% CO2 and 1.5% O2. The charged particles
ionise the gas and the freed electrons move towards the anode at the centre of the
straw with a voltage of 1550V. The drift times of the electrons are proportional to
the distance of the ionisation and in combination with the beam crossing signal
time, the particle’s position is determined. Each layer is filled with two times two
staggered straw tube monolayers with a length of each 2.4m. With 53760 straw
tubes and an inner diameter of 4.9 cm an active area of 5971×4850mm is achieved.
The maximum drift resolution of 2.55 ns give a spatial resolution of 171 µm and a
momentum resolution of 0.4% [83].

3.1.2 Particle identification
For particle identification the ring-imaging cherenkov detectors (RICH1 and RICH2),
the calorimeter system consisting of the scintillating pad detector (SPD), the
preshower (PS) and the electromagnetic and hadronic calorimeter (ECAL and
HCAL), as well as the muon stations (M1 - M5) are used. In the following, a more
detailed description is given.

The two RICH detectors use the same procedure but are designed for two different
momentum ranges of 1 to 60GeV/c and 15 to 100GeV/c, achieved by different
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gases, C4F10 and CF4 respectively. The underlying method is that particles with
a higher velocity than the light in these gases emit photons in a specific angle 𝜃𝑐.
These photons are bent by a mirror system of spherical and plane mirrors to one of
the 196 (RICH1) and 288 (RICH2) hybrid photodetectors (HPDs) [84]. The HPDs
are maintained in a CO2 atmosphere separated by quartz windows. They have a
magnetic shield, which reduces the magnetic field from 60mT down to 2.4mT for
RICH1 and from 15mT down to between 0.2 and 0.6mT in RICH2. The reduction
of the magnetic field is necessary to prevent the electrons used in the HPDs from
bending too much. The measured angle 𝜃𝑐 is anticorrelated to the refractive index𝑛 and the velocity cos(𝜃𝑐) = 1𝑛𝛽,
with 𝛽 = 𝑣/𝑐, equivalent to the momentum divided by the energy. In combination
with the momentum measurement of the tracking detectors, the particle’s energy
and mass can be determined. With these information it is possible to identify the
particle. It is primarily used to distinguish charged hadrons like pions, kaons and
protons, but partly, it is also possible to detect charged muons. In Fig. 3.4 the
distinguished reconstructed Cherenkov angles for different particles can be seen as
a function of track momentum of recorded data in RICH1.

Figure 3.4: Reconstructed Cherenkov angle as a function of track momentum in the C4F10
radiator of RICH1 [84]. Clear bands of protons, kaons and pions as well as a noisy band
of muons are visible.

One of the five muon stations is placed after the RICH2 and the other ones are
most downstream of the detector. In total, 1368 multi-wire proportional chambers
(MWPCs) with an area of 435m2 are used [85]. The chambers are filled by 40% Ar,
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50% CO2 and 10% CF4. Each station can be divided into four regions with lower
resolution in each region from inner to outer. The linear dimension of these regions
is in the ratio of 1:2:4:8. A Granularity of 6mm in the most inner region of M2
up to 62mm in the second region of M5 is achieved. The pad segmentation in
the bending horizontal plane is finer than in the vertical plane. After each of the
stations M2, M3 and M4 80 cm thick iron absorbers are placed to ensure that only
muons are detected in the last muon stations. Since muons interact so slightly
with material, they are the only particles not stopped in these absorbers. That is
why the latter muon stations provide an excellent way to identify muons. The first
muon station after the RICH2 is installed to measure the transverse momentum.
The MWPCs work similarly to the drift tubes of the OT. The muons ionise the
gas, where one muon creates on average 50 free electrons, which drift to the wire
due to the electric field. These electrons induce a negative current on the wire,
proportional to the muon energy.

The calorimeter system is built as a succession of an absorber, where the par-
ticles deposit energy as photons, and a scintillating plane, where the photons are
transmitted to photomultipliers (PMs). The purpose is to reconstruct precise
kinematical parameters like energy and transverse energy. The SPD is 6.2×8.4m
long in x and y and 1.655m deep in z [86]. It uses an iron absorber and mainly
distinguishes between neutral and charged particles. The PS has the same size and
structure as the SPD and distinguishes between electrons, photons and pions. This
is done by the thin lead layer, where the pions produce only very few secondary
particles; therefore, no extensive showers are detected compared to the electrons
and photons. The difference between the latter two is the deposited energy of
the charged electron through the PS. The ECAL is 6.3×7.8×0.835m long in x,
y and z and is divided into 3312 separate modules of square sections. It is split
into three main sections with higher to lower granularity from closer to further
away from the beam pipe. The shashlik technique with alternating lead absorber
and scintillating fibres is repeated 66 times with a 120 µm TYVEC paper sheet
separation. It distinguishes between electrons and hadrons and has an energy
resolution of (13.5 ± 0.7) %/√E + (5.2 ± 0.1) % + (320 ± 30) MeV/E [86]. The
HCAL is built with iron as absorbers and split into two sections closer and further
away from the beam pipe. The dimensions are 6.8×8.4×1.655m in 𝑥, 𝑦 and 𝑧 and
in a first test beam, the resolution is measured to be (67 ±5) %/√E+(9±2) % [87].

3.2 Track types
Depending on which subdetectors are used in the reconstruction, there are five
track types at the LHCb experiment. They are visualised in Fig. 3.5. Out of these
five track types, three are used in the analysis presented in this thesis. They are
defined as follows:

Long track (L): A long track is reconstructed by the VELO and tracking
stations after the magnet. This track type has the most accurate information and,
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therefore, the smallest uncertainty. Due to the reconstruction in the VELO the
mother particle has to have a sufficiently short lifetime.

Downstream track (D): A downstream track is measured in the TT and the
tracking stations after the magnet. There is no information from the VELO because
either the mother particle has a long lifetime or the pseudorapidity is higher than
the VELO acceptance.

Upstream track (U): Upstream tracks are only reconstructed in the VELO and
the TT. These tracks are most likely bent out of the acceptance by the magnet due
to their low momentum. The momentum resolution is noticeably worse compared
to long and downstream tracks.

The other two possible reconstruction types are velo tracks (V) and t tracks
(T), where only the VELO or the tracking stations are used for the reconstruction.
However, these types are not used in the analysis presented in this thesis.

TT

Velo

T1 T2 T3

Velo track
Downstream track

Long track

T track

Upstream track

Figure 3.5: Sketch of the LHCb subdetectors mainly used for the tracking with the
different track types reconstructed at the LHCb experiment taken from Ref. [88]

3.3 Trigger system
The trigger system in the LHCb experiment is used to reduce the incoming data
for events with signal-like attributes. The scheme of the used steps can be seen
in Fig. 3.6. The 𝑝𝑝 collisions occur at a rate of 40MHz and the data-taking rate
is reduced to 1MHz after the hardware trigger L0. The next step is the software
trigger corresponding to the HLT1 and HLT2, where the data is reduced to 12.5 kHz
and saved to storage. The trigger decision to save or discard the event is based on
the properties of the tracks. The L0 trigger does not reconstruct the whole event
with track combinations or the track quality due to the limited time. Therefore,
only basic requirements from information from the calorimeters and the muon
stations are applied. For example, the muon L0 trigger in 2016 is only saving the
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Figure 1: Overview of the LHCb trigger system.

combinations in the event. Events selected by the HLT1 trigger are bu↵ered to disk storage
in the online system. This is done for two purposes: events can be processed further
during inter-fill periods, and the detector can be calibrated and aligned run-by-run before
the HLT2 stage. Once the detector is aligned and calibrated, events are passed to HLT2,
where a full event reconstruction is performed. This allows for a wide range of inclusive
and exclusive final states to trigger the event and obviates the need for further o✏ine
processing.

This paper describes the design and performance of the Run 2 LHCb trigger system,
including the real-time reconstruction which runs in the HLT. The software framework
enabling real-time analysis (“TURBO”) has been described in detail elsewhere. The initial
proof-of-concept deployed in 2015 [2] allowed o↵line-quality signal candidates selected
in the trigger to be written to permanent storage. It also allowed physics analysts to
use the o↵line analysis tools when working with these candidates, which was crucial in
enabling LHCb to rapidly produce a number of publications proving that real-time analysis
was possible without losing precision or introducing additional systematics. Subsequent
developments [3] generalized this approach to allow not only the signal candidate but also
information about other, related, particles in the event to be saved. These developments
also transformed the proof-of-concept implementation into a scalable solution which will
now form the basis of LHCb’s upgrade computing model [4].

2

Figure 3.6: Overview of the LHCb trigger system. Reproduced from Ref. [89].

event if one muon in the event fulfils the requirement 𝑝T > 1.8 GeV/c. In the
HLT trigger stages the event is reconstructed and more complex requirements are
imposed like particle identification variables, the decay topology or the output from
machine learning algorithms. In the end, each trigger decision is split into three
different categories, whether the triggered particle is associated to the signal decay
(TOS), a decay independent of the signal (TIS) or the full event (DEC).

3.4 LHCb simulation
A crucial part of analyses are simulations of signal and background attributes. At
the LHCb experiment Monte Carlo simulations are used, describing every aspect
of recorded data. At first, the 𝑝𝑝 collisions are simulated with Pythia [90, 91]
using the attributes described in [92]. This includes simple two-body decays up to
multi-scattering. The decays of hadronic particles are simulated in EvtGen [93],
including descriptions of angular and time-dependent correlations as well as 𝐶𝑃
violation and the mixing of neutral mesons. In this step the underlying event is
also generated, which is important for the flavour tagging, the identification of
the initial flavour of the 𝐵0 meson, which is explained in more detail in Ch. 8.
Photon radiation of the final state particles is included with Photos [94, 95]. The
interaction of the detector with all particles is simulated with Geant4 [96, 97] and
for the digitisation in the detector Boole [98] is used. After that, the same steps
as in the data are performed. The trigger decisions are applied in Moore [98], the
reconstruction of the particles and their tracks in Brunel [99] and the stripping is
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made with DaVinci [100].
The stripping is the final step in data processing, where various selection require-

ments are imposed throughout the data and the raw data is transformed into a
more human-readable form. In addition, it is possible to recalculate properties like
the flavour tagging variables if updated algorithms are available and perform a more
precise reconstruction with the DecayTreeFitter (DTF) [101]. This is not always
used because it is more computationally expensive and, therefore, impossible for
every data. It is more accurate because second-order effects of correlations and
uncertainties are considered. The second benefit of this tool is that the decay can
be reconstructed while fixing some parameters, like the reconstructed mass of the𝐽/𝜓 to its known mass or the origin vertex of the 𝐵0 meson to the PV. This way,
physics knowledge can increase the precision of reconstructed properties like the
mass or decay time even more.
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4 Overview of the analysis
The aim of the presented analysis is the measurement of the 𝐶𝑃 violation parameters𝑆 and 𝐶 in three 𝐵0 → 𝜓𝐾0S decays, where the 𝐾0S meson decays into two oppositely
charged pions and the 𝜓 meson represents 𝐽/𝜓 → 𝜇𝜇, 𝐽/𝜓 → 𝑒𝑒 and 𝜓(2𝑆)→ 𝜇𝜇
decays. The data is collected by the LHCb experiment between 2015 and 2018,
referred to as Run 2, corresponding to an integrated luminosity of 6 fb−1. The pions
can be categorised into different reconstruction types; see Sec. 3.2. The selected
data contains either two downstream pions (DD) or two long tracks (LL) for all
three decays. In addition, the 𝐽/𝜓 → 𝜇𝜇 data include 𝐾0S mesons reconstructed
by a downstream and long track (LD) and an upstream and long track (UL). The
data sample with 𝐽/𝜓 → 𝜇𝜇 decays gains additional 13% of data with these two
reconstruction types. Moreover, they are used for the first time in analyses by the
LHCb experiment. The same are not included in both other decays because these
data samples are smaller and the effort to analyse these data samples is not worth
the gain in the overall sensitivity.

The analysis is structured into different parts. At first, the stored candidates
are selected to remove as many background candidates as possible while keeping
most signal candidates; see Ch. 5. The next step is to describe the 𝐵0 meson mass
distribution, where sWeights are computed. These weights help to unfold only the
signal candidates out of the data. This is shown in Ch. 6. Afterwards, the decay
time of the 𝐵0 mesons is studied in Ch. 7 because the 𝐶𝑃 violation parameters
are extracted from a fit describing the decay time. The essential identification
of the initial flavour of the 𝐵0 mesons is followed and explained in Ch. 8. The
used model with all external parameters to extract the 𝐶𝑃 violation parameters is
shown in Ch. 9. Every analysis has systematic uncertainties due to the methodology
and the uncertainties from external parameters. The amount of these systematic
uncertainties is described in Ch. 10. In the same chapter the mandatory checks
to validate the result are listed, too. The final results and a combination with
previous measurements are listed in Ch. 11. In addition, a comparison with other
experiments is performed and a preliminary new world average is estimated.
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5 Preparation of the data
The branching fractions of the signal decays 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S(→ 𝜋+𝜋−) and𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S(→ 𝜋+𝜋−) are 1.84 × 10−5 for both 𝐽/𝜓 decays and around
1.61 × 10−6 for the 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S(→ 𝜋+𝜋−) decay. Thus, there are many𝑝𝑝 collisions without any signal decay. Furthermore, the amount of recorded
data from the 𝑝𝑝 collisions is so huge that it is impossible to store all of it. An
efficient and time-saving selection is mandatory to reduce the amount of background
contributions but keep as many signal candidates as possible. There are four main
groups of possible backgrounds:

• Misidentified background,

• Partially reconstructed background,

• Combinatorial background,

• A combination of the backgrounds above.

Misidentified backgrounds are decays where at least one particle is wrongly iden-
tified, e.g. the decay 𝐵0 → 𝜓𝐾∗(→ 𝐾±𝜋∓) with a misidentification of the 𝐾±
meson as a 𝜋± meson. Hence, the 𝐾∗ meson would be reconstructed as a 𝐾0S
meson, which results in the signal decay 𝐵0 → 𝜓𝐾0S(→ 𝜋+𝜋−). These backgrounds
are suppressed, for example, due to the accurate particle identification in LHCb.
Partially reconstructed backgrounds are decays where one or more particles are
not reconstructed, e.g. 𝐵0 → 𝐽/𝜓𝐾0𝜋+𝜋−. In this case, the neutral kaon is not
reconstructed, which would mimic the signal decay 𝐵0 → 𝜓𝐾0S(→ 𝜋+𝜋−). The
advantage is that the mass of such reconstructed 𝐵0 mesons is decreased by the
mass of the 𝐾0 meson because the reconstructed invariant mass of the 𝐵0 meson
would miss the mass of the 𝐾0 meson. That is why these backgrounds are not
always reconstructed in the same mass range as the signal decay, and it is possible to
remove them by a requirement on the 𝐵0 meson mass. Combinatorial background
is the most common type of background candidates. In 𝑝𝑝 collisions many particles
are created, especially pions. Two pions may be associated with the signal decay
but originate directly from the 𝑝𝑝 collision or another decay. Although this decay
could be similar to the signal decay, it must be removed. The last group is the
combination of the previous backgrounds, which can be dealt with in the same way
as explained above.

In the following sections, the selection criteria and methods used are explained,
beginning with one-dimensional requirements of decay particle properties in Sec. 5.1
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and a multivariate selection in Sec. 5.2. It is followed by a multiple-candidate
selection in Sec. 5.3 and specific vetoes in Sec. 5.4. Finally, the efficiencies of all
selection steps are given in Sec. 5.5.

5.1 Basic selection requirements
At first, fundamental requirements, so-called stripping requirements, are imposed to
reduce the amount of data. The requirements are based on the reconstructed-mass
of the combined particles, the decay time of the 𝐵0 and 𝐾0S meson, the vertex and
track quality, the particle identification of the electrons, the momentum of the final
state particles and the separation of the pions from the PV. These requirements
help to distinguish between signal and background candidates because, e.g., the
background tracks are distant from each other as they originate from different
vertices. On the left side of Fig. 5.1 the data for the electron channel can be seen
after the selection. The number of combinatorial background candidates is still so
high that no signal component is visible. Therefore, additional requirements are
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Figure 5.1: Mass distribution of 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates, where the 𝐽/𝜓 and 𝐾0S
are set to their known mass from [40] (left) before and (right) after the first basic
selection requirements. On the left side only a fraction of the whole data is shown but
the distribution looks the same.

imposed and the current ones are tightened to reduce the background even more.
With this selection, it is possible to see the signal component in the mass distribution
on the right side of Fig. 5.1. For both muon channels additional requirements are
not needed due to the more efficient selection of the muons.

The next selection criteria applied are the trigger lines. As explained in Sec. 3.3
there are three trigger stages with several trigger lines per stage. One trigger line is
a batch of requirements imposed on track properties, particle identification variables,
the topology of the event or multivariate learners. All used trigger lines are shown
in Table 5.1. The lines for both muon channels are mainly based on the properties
of the muons, while a variety of lines are selected for the electron channel. This is
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5.1 Basic selection requirements

Table 5.1: Trigger lines for the analysed modes. One line must be triggered on signal (TOS)
in each trigger stage for the muon channels. For 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S the lines take the
full event (DEC) into account. The numbers in the parentheses indicate the years, where
the lines are used if they are not used in all years.

stage 𝐵0 → 𝐽/𝜓𝐾0S 𝐵0 → 𝜓(2𝑆)𝐾0S 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S
L0 Muon Muon Electron

DiMuon DiMuon Hadron
L0MuonHigh L0MuonHigh Muon

DiMuon
Photon
JetEl
MuonNoSPD(15)
MuonEW(16-18)

HLT1 DiMuonHighMass DiMuonHighMass TrackMVA
TrackMuon TrackMuon TwoTrackMVA

HLT2 DiMuonJPsi DiMuonPsi2S Topo[2,3]Body
DiMuonDetachedJPsi DiMuonDetachedHeavy RadiativeIncHHGamma(15)

Topo[E,EE]2Body(16-18)

due to the more challenging selection of electrons. The choice of the trigger lines in
the electron channel is made in a recursive procedure to maximise the number of
signal decays:

1. Apply the full selection to data without any particular trigger requirement

2. Apply each possible line, fit the 𝑚(𝐽/𝜓𝐾0S) data with the nominal Probability
Density Function (PDF) described in Ch. 6 and count the signal decays

3. Choose the line with the highest yield and add this line to the used trigger
lines

4. Redo the previous steps until the added yield is below 0.5% of the possible
signal yield

This way, the amount of signal candidates is maximised while the background
contributions are removed.

Afterwards, further loose requirements are applied. This includes a global
reconstruction quality, a tightened reconstructed-mass range, a selection of used
PVs with the smallest distance to the 𝐵0 meson flight trajectory, which reduces the
number of wrongly associated PVs, and the requirement that the DTF reconstruction
fit with fixed masses and fixed PV converges. Furthermore, the simulation sample
is required to contain signal decays or at least signal-like reconstructed candidates,
where one particle is not associated with the true signal decay but the reconstructed
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5 Preparation of the data𝐵0 meson mass is close to the true mass. This is enforced by the true information
of the simulation.

After the entire selection and before the 𝐶𝑃 fit, additional requirements are
applied. The decay time of the 𝐵0 meson has to be in the range from 0.2 to 15 ps,
and only tagged candidates are selected; that are candidates where at least one
tagging algorithm, explained in Ch. 8, gives a decision whether the parent particle
is a 𝐵0 or 𝐵0 meson.

5.2 Multivariate selection
Multivariate classifiers are perfect tools to distinguish signal from background
components. Due to their non-linearity and multidimensionality, they are highly
efficient and commonly used in high-energy physics analyses. One example of a
multivariate classifier is a boosted decision tree (BDT), which is a build-up of
simple decision trees. Decision trees divide the data into two samples, which are
divided again into two samples as long as desired. The partitioning is fulfilled by
requirements on the data properties. In the end, each sample is classified either by
absolute terms, e.g. classified as signal or background, or by a number, representing
how likely the sample corresponds to the signal or background. A sketch of a
decision tree can be seen in Fig. 5.2. The rectangles show the requirements for each

𝑝T(𝐾0S) > 0.5 GeV/c

𝜂(𝐵0) < 2.5 𝜂(𝐵0) > 3.8
0.14 0.03 0.37 0.87

yes no

yes no yes no

Figure 5.2: Sketch of a decision tree where the data are divided two times, first by the
transverse momentum of the 𝐾0S meson and second by the pseudorapidity of the 𝐵0
meson.

event. Whether the requirement is fulfilled, the event is selected into the left or
right part. In the end, each event got assigned the weight in the leaves, denoted by
the rhombuses. In this example, the requirements are imposed on the transverse
momentum of the 𝐾0S meson and the pseudorapidity of the 𝐵0 meson.

Decision trees are supervised learners, meaning the training data are labelled
as whether they belong to signal or background candidates. With these labels, it
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is possible to evaluate the error metric, the number of right and wrong assigned
candidates, and to compute the weights in the leaves, which are correlated to the
error metric.

In the following, the principle and the parameters of the used BDT are explained,
followed by the choice of the training variables and the evaluation of the most
efficient requirement on the output of the trained BDT.

Boosted decision trees
Boosted decision trees are groups of simple decision trees where one decision tree
is added in each iteration. The total weight of an event is the normalised sum
of weights from each decision tree. Thereby, a BDT has the advantage of using
multiple variables and their correlation to distinguish signal from background
without needing as many splitting steps as input variables.

To remove the huge amount of mainly combinatorial background the XGBoost
algorithm [102] is used. Because the XGBoost algorithm is a supervised learner,
simulated signal decays are chosen as signal proxy, while the background proxy is
recorded data, where the reconstructed invariant m(𝜓𝐾0S) mass is in the range from
5450 to 5900MeV/c2. The signal and background samples are reduced to have the
same number of signal and background events. This is done to avoid a classification
more likely towards the proxy with more input data. To fully exploit the training
data, the kFolding method [103] with 𝑘 = 5 is used. This means that the whole
data set is split into five equally sized parts, where four are used in the training of
the BDT and one is used for the evaluation. It is repeated five times, such that
each part is once used for the evaluation. This method has the advantage that more
data can be used in the training of the BDT, which is essential for its performance.
The BDT prediction is the average of the five classifiers. However, it is ensured that
only those BDTs are used where the event was not part of the training sample. In
addition, the kFolding method helps to avoid overtraining, where the BDT classifies
on specific attributes in the training sample, which cannot be generalised to other
data sets. This is ensured since the final BDT prediction is averaged over five
single predictions. Early stopping is implemented, which means that the training
of new trees is stopped once the performance of the evaluation did not improve
in the last 50 iterations. The BDT uses the best iteration afterwards. The tree
depth is limited to four, the learning rate, which reduces the impact of the next
iteration, is set to 0.04 and the evaluation metric is the fraction of wrong-classified
events. The evaluation metric and the BDT response for one of the five BDTs are
shown in Fig. 5.3 for the track type DD of 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates. In the
BDT output, it can be seen that the distributions of the training and test samples
match well, and a good separation is possible. The error rate shrinks rapidly in
the first 200 iterations and flattens afterwards. The error rates of the training and
test samples diverge at some point, which is, however, not alarming because the
performance on the test sample is not decreasing. The other final states and track
types look similar, except that the number of used iterations increases with the
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Figure 5.3: Error rate evolutions and BDT outputs for the complete 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S
Run 2data set for DD. The BDT output is shown for one of the five BDTs of the 𝑘-folding.
The distributions for the remaining BDTs and for LL look similar. The abbreviations FP
and FN are false positive and false negative, respectively.

input data size.
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5.2 Multivariate selection

Training variables
One important part of utilising multivariate learners is the choice of the input
variables or features. They have to fulfil the following specifications:

• The features have to be well-modelled in simulation so the classifier does not
train on differences between data and simulated data.

• The distributions of signal and background have to be significantly different
to have a possibility to distinguish signal and background candidates, called
separation power.

• The correlation among the features should not be too high, over 95%, because
these features do not contribute with additional information and only increase
the computing time.

• The features must not be correlated to the invariant 𝐵0 mass to not classify
on the different mass of the signal and background proxy.

• The features must not be correlated to the 𝐵0 decay time to avoid falsifying
the proper shape. Complete independence, however, cannot be achieved and
is later modelled by an empirical acceptance function, which is explained in
more detail in Sec. 7.1.

For the first specification, the signal component has to be extracted from the data.
Thus, the sPlot method [104, 105] is used, where weights are computed, which
project the signal component out of the data. Therefore, it is necessary to model
the distribution of the signal and background component in one variable. The
easiest way is the description of the invariant mass m(𝜓𝐾0S). The data consists of
background candidates described by an exponential function and signal candidates
modelled by the sum of two Gaussian functions, which share the mean. One example
where the signal and background distributions are similar is the vertex 𝜒2 of the𝐾0S and can be seen at the top in Fig. 5.4. A poorly described variable in the
simulation, the track 𝜒2 of the 𝑒−, can be seen at the bottom left and at the bottom
right the transverse momentum of the 𝑒− is shown, which is well described and has
a high separation power.

In the end, the training variables consist of impact parameters, the shortest
distances from the particle trajectory to the PV, transverse momenta, momenta in𝑧-direction, vertex qualities, pseudorapidities, flight distances, decay times and the
shortest distances of two particle trajectories. The distributions of these variables
are different for each final state and track type. Therefore, individual BDTs are
trained, and the chosen variables differ for each track type and between the muon
and electron channels. In the end, between 18 and 24 variables are selected.
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5 Preparation of the data

Figure 5.4: Recorded and simulated data distributions before the BDT selection of DD
reconstructed 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays of (upper-left and upper-right) the vertex 𝜒2
per degree of freedom of the 𝐾0S without differences in signal and background data,
(lower-left) the poorly described track fit 𝜒2 of the 𝑒− in simulated data, and (lower-right)
the transverse momentum of the 𝑒−, which is well described and has a high separation
power between signal and background data.

Requirement on the BDT output
After the training of the BDT, the selection is based on the BDT output. The best
value is evaluated with the figure of merit (FoM):

FoM(𝑐) = 𝑆(𝑐)𝜎 (𝑆(𝑐)), (5.1)

where 𝑆(𝑐) and 𝜎 (𝑆(𝑐)) are the number of signal decays and its uncertainty,
respectively, where the BDT output is greater than 𝑐. The FoM is chosen to
maximise the signal sensitivity. The number of signal decays is determined in a fit
to the data with an integral over the signal PDF in the smallest reconstructed-mass
range of 95% of simulated signal candidates. The reconstructed-mass model is
explained in detail in Ch. 6 because the simpler model described above can no
longer describe the data after a requirement on the BDT output. The values of the
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5.3 Multiple-candidate removal

FoM are shown in Fig. 5.5 with single dots. It can be seen that these FoM fluctuate
due to the not perfectly stable fit. It was tested that it is possible to solve these
instabilities with a better choice of starting parameters for each fit. However, this
is time-consuming and does not improve the selection. Instead, a cubic spline is
used to smooth the result and determine the maximum from this line. Moreover,
the maximum of the FoM is on a plateau with several fits, which means that the
exact requirement on the BDT does not change the selection significantly.

Figure 5.5: Figures of merit for the modes (upper-left) 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, (upper-right)𝐵0 → 𝜓(2𝑆)𝐾0S and (lower-left) 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S as a function of the BDT requirement
with 500, 300 and 120 single fits marked with diminished dots to the invariant mass of
the 𝐵0 meson, respectively. Due to statistical fluctuations, the best parameters in these
fit varies and, thus, the FoM. The solid line is a cubic spline for each single data point to
comprehend this.

5.3 Multiple-candidate removal
In some events, it is possible to reconstruct multiple signal candidates. This happens
if two or more final state particles pass the selection and form a signal candidate,
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5 Preparation of the data

e.g. one 𝐽/𝜓 candidate can be combined with two different 𝐾0S candidates. It is
extremely rare that multiple signal decays occur in the same event and, therefore,
only the candidate with the highest transverse momentum of the 𝐵0 meson is
chosen. This has the advantage that the data is unbiased and has a higher effective
tagging efficiency to identify the initial flavour of the 𝐵0 meson. The fraction of
these candidates after the selection is below 1%, which can be seen in Table 5.2 for
each final state for all years combined.

Table 5.2: Amount of multiple candidates after the BDT selection and the fraction of
multiple candidates for all years combined for each final state. The uncertainty of the
fraction originates from the statistics of the data.

Multiplicity 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S 𝐵0 → 𝜓(2𝑆)𝐾0S 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S
2 3479 354 632
3 39 1 3
4 2 0 1
5+ 1 0 0
Total 3567 356 641
Fraction [%] 0.719 ± 0.012 0.657 ± 0.035 0.533 ± 0.021

5.4 Background vetoes
Some misidentified or partially reconstructed decays still remain after the previous
selection requirements. Therefore, specific vetoes are applied to keep most of
the signal and remove these backgrounds. The decay 𝐵0 → 𝜓𝐾∗(892)0(→ 𝐾±𝜋∓)
mimics the signal decay if the kaon is misidentified as a pion. The straightforward
requirement on the particle identification of the pions is insufficient, but the 𝐾∗0
meson is short-lived in contrast to the 𝐾0S meson. Thus, a lifetime requirement of𝑡𝐾 > 0.5 ps is very efficient. In Fig. 5.6 the 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S LL data without
this veto and the removed data can be seen. The removed data at 5180 MeV/c2
is true misidentified background. In contrast, the data directly at the mass of the
signal are either true signal candidates or prompt background candidates, which are
not removed beforehand. The efficiency is evaluated on simulated signal data and
estimated to be around 98%, so no further improvements were made. The rejection
is calculated on simulated 𝐵0 → 𝐽/𝜓(→ 𝜇+𝜇−)𝐾∗(892)0(→ 𝐾±𝜋∓) decays with
the same selection as for the signal and is found to be about 99.7%.

Another misidentified background is ⇤0𝑏 → 𝜓⇤(→ 𝑝𝜋−) with the misidentifi-
cation of the proton as a pion. The background is clearly visible in the 𝐾0S
mass spectrum if the signal data kinematics is refitted under the assumption that
the positively charged pion has the proton mass; see the left side of Fig. 5.7.
The veto is arranged such that misidentified pion candidates in the mass range
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5.4 Background vetoes1100 < 𝑚(𝑝𝜋) < 1130 MeV/c2 have to have a low probability of being protons. The
vetoed data can be seen on the right side of Fig. 5.7. The efficiency on simulated
signal data is over 98.5%, while it is on ⇤0𝑏 → 𝐽/𝜓(→ 𝜇𝜇)⇤(→ 𝑝𝜋−) simulation with
the same previous selection only around 2.6%. The remaining candidates are below
the statistical fluctuations of the combinatorial background and can, therefore, be
described within the model of these candidates.

The decay 𝐵± → 𝐽/𝜓𝐾± can be reconstructed as the signal if the kaon is misiden-
tified as a pion, and a random pion in the event is also associated with the decay.
This background can be removed with a signal efficiency of over 99% by a require-
ment on the particle identification of the pions to be unlikely a kaon. The UL
data, which are mainly affected by this background, of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S for all
years before this veto can be seen in Fig. 5.8 as well as the inversely vetoed data to
illustrate the effect of this requirement.

Figure 5.6: Invariant 𝐵0 meson mass of LL reconstructed 𝐾0S mesons in𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays for all years combined after the 𝐾∗(892)0 veto and the
vetoed data. The right plot is a zoomed-in version of the left plot.
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5 Preparation of the data

Figure 5.7: Invariant mass spectrum of the 𝐾0S meson, where the mass hypothesis for one
pion is set to the proton for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays for all years combined. In this
way, true lambda decays are visualised. The mass is shown on the left before and after
the veto and on the right the vetoed data in the nominal invariant mass of the 𝐵0 meson.

Figure 5.8: Invariant 𝐵0 meson mass of UL reconstructed 𝐾0S mesons in𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays for all years combined after the veto against 𝐵+ → 𝐽/𝜓𝐾+
decays. The right plot is a zoomed-in version of the left plot.

5.5 Selection efficiencies
To evaluate the performance of the selection, it is necessary to calculate the signal
efficiency. This is done on simulated signal data, where the numbers of candidates
are counted before and after the requirements. The efficiencies of each selection
step for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays are given in Table 5.3, where the geometry
efficiency is due to the geometric acceptance of the detector and evaluated on
simulation and the detector model. The lowest efficiency is given by the stripping
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5.5 Selection efficiencies

Table 5.3: Selection and reconstruction efficiencies for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S candidates
determined on simulation with the uncertainties calculated as described in Ref. [106].

Selection Efficiency [%]
LL DD LD UL

Geometry 19.897 ± 0.083
Stripping + reco. 2.2615 ± 0.0030 5.187 ± 0.004 0.3499 ± 0.0012 0.7513 ± 0.0017
Kinematic and topology 96.393 ± 0.025 97.952 ± 0.013 95.20 ± 0.07 97.36 ± 0.04
Trigger 75.39 ± 0.06 74.63 ± 0.04 76.64 ± 0.15 76.88 ± 0.10
⇤0𝑏 veto 99.051 ± 0.015 98.209 ± 0.014 99.254 ± 0.034 98.585 ± 0.032
BDT 87.96 ± 0.05 79.37 ± 0.04 79.96 ± 0.16 79.52 ± 0.11𝐾∗0 veto 97.961 ± 0.024 100.0 ± 0.0001 99.972 ± 0.008 99.205 ± 0.027𝜋 veto 99.536 ± 0.012 100.0 ± 0.0001 99.709 ± 0.024 99.818 ± 0.013
Decay time 98.814 ± 0.018 98.507 ± 0.014 99.25 ± 0.04 99.605 ± 0.019
Mult. cand. 99.678 ± 0.010 99.689 ± 0.007 99.25 ± 0.04 98.839 ± 0.033
Only tagged cand. 84.20 ± 0.06 87.04 ± 0.04 84.56 ± 0.16 82.20 ± 0.12
Total 0.2304 ± 0.0011 0.5026 ± 0.0022 0.033 47 ± 0.000 22 0.0703 ± 0.0004

selection and reconstruction, which is expected due to the challenging reconstruction
and the huge amount of background candidates which have to be removed by the
stripping. The efficiencies for 𝐵0 → 𝜓(2𝑆)𝐾0S decays are similar with slightly
higher trigger efficiencies. This originates from the higher momentum of the muons
due to the higher mass of the 𝜓(2𝑆) meson compared to the 𝐽/𝜓 meson. For𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays the efficiencies are listed in Table 5.4. The kinematic

Table 5.4: Selection and reconstruction efficiencies for 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates
determined on simulation with the uncertainties calculated as described in Ref. [106].
The difference in the kinematic and topology efficiency is mainly caused by the flight
distance requirements on the LL and DD kaons.

Selection Efficiency [%]
LL DD

Geometry 19.75 ± 0.05
Stripping + reco. 1.4619 ± 0.0033 4.015 ± 0.005
Kinematic and topology 54.57 ± 0.11 62.35 ± 0.07
Trigger 46.68 ± 0.15 41.42 ± 0.08
⇤0𝑏 veto 99.384 ± 0.035 98.321 ± 0.034
BDT 94.55 ± 0.10 76.91 ± 0.11𝐾∗0 veto 99.887 ± 0.015 100.0 ± 0.0008𝜋 veto 99.517 ± 0.032 100.0 ± 0.0008
Decay time 100.0 ± 0.0018 99.9944 ± 0.0024
Mult. cand. 99.937 ± 0.012 99.763 ± 0.015
Only tagged cand. 89.23 ± 0.14 90.37 ± 0.09
Total 0.061 26 ± 0.000 34 0.1396 ± 0.0006

and topology efficiency difference in LL and DD is mainly due to a flight distance
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5 Preparation of the data

requirement on the 𝐾0S meson. Furthermore, the total efficiency is lower than
in both muon channels due to the more difficult selection and reconstruction of
electrons.
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6 Parametrisation of the invariant
mass

No efficient selection is possible where all background candidates are entirely
removed. Hence, background candidates are still present after the full selection,
described in Ch. 5, which should not be considered in the final measurement. As
mentioned in Sec. 5.2, the extraction of sWeights solves this problem because the
sWeights can unfold the signal and background distributions statistically. The
invariant mass of the 𝐵0 meson is an excellent variable to model both signal and
background components. The kinematic and the invariant mass distributions differ
between the track types. That is why the sWeights are determined separately
for each track type. In this chapter, only the 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates are
discussed in detail, while the results for both muon channels are compared with
these results. At first, the signal and background models and the determination of
the mass shapes are explained and in the end, the number of signal candidates is
given for each track type.

Model of the signal component
In contrast to the data before the BDT selection, the signal 𝐵0 meson after the
entire selection can no longer be described by two Gaussian functions. Therefore,
the more complex double-sided Hypatia function [107] is used. In a simplified
version, it is defined as:

𝐻(𝑚 − 𝜇, 𝜎, 𝛼1, 𝑛1, 𝛼2, 𝑛2, 𝜆) ∝ ⎧{{⎨{{⎩
𝐴(𝐵 − (𝑚 − 𝜇))−𝑛1 𝑚 − 𝜇 < −𝛼1𝜎𝐴′(𝐵′ + (𝑚 − 𝜇))−𝑛2 𝑚 − 𝜇 > 𝛼2𝜎(1 − (𝑚−𝜇)22𝜎2(1+𝜆))𝜆− 12 otherwise

(6.1)

The parameters 𝐴, 𝐵, 𝐴′ and 𝐵′ are not constants but depend on the other
parameters and ensure the differentiability and continuity of the Hypatia distribution.
The tail parameters 𝛼1, 𝑛1, 𝛼2 and 𝑛2 determine the function’s slope towards higher
and lower masses. They are evaluated in a fit of simulated data and fixed later
in the fit to the recorded data. The fit of 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S simulated decays
is performed in the range from 5000 to 5900MeV/c2 and can be seen in Fig. 6.1,
while the other muonic final states look similar.
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Figure 6.1: Invariant mass fit of simulated (left) LL and (right) DD 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S
candidates where the signal (blue) is described by a Hypatia function.

Model of the background components
Since background candidates are still present in the data, the following three
components have to be described in addition to the signal: The 𝐵0𝑠 component,
the combinatorial background and a partially reconstructed background at low
invariant masses. The 𝐵0𝑠 component is modelled in the same way as the 𝐵0𝑑 signal
component. All parameters are shared except the mean, which is shifted by the𝑚(𝐵0𝑑)−𝑚(𝐵0𝑠) mass difference [40]. The combinatorial background is described by
an exponential function. The partially reconstructed background at lower masses
is modelled by an exponential function, which turns into a Gaussian function for
masses above a threshold 𝑇:𝒫part(𝑚; 𝜇part, 𝜎part, 𝑡part) ∝ {𝑒12 𝑡2

part−𝑡part𝛼 𝑚 < 𝑇𝑒− 12 𝛼2 𝑚 ≥ 𝑇 (6.2)𝛼 = 𝑚 − 𝜇part𝜎part
, 𝑡part = 𝑇 − 𝜇part𝜎part

,
where 𝜇part and 𝜎part define the mean and width of the Gaussian component. The
model is used because it is proven to be able to describe a potential partially
reconstructed background from 𝐵±/0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾∗±/0(→ 𝐾0(→ 𝜋+𝜋−)𝜋±/0)
decays. This source of background occurs when the bachelor 𝜋±/0 of the 𝐾∗±/0 is
not reconstructed and, therefore, not considered in the calculation of the invariant
mass of the 𝐵0 meson. In this way, this background component has the same
final state particles as the signal decay. The model has been validated by fitting a
sample of partially reconstructed candidates generated using RapidSim [108] with
a phase-space model. The result is shown in Fig. 6.2.
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Figure 6.2: Invariant mass fit of simulated data generated using a phase-space model in
RapidSim for the decay 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾∗(892)0(→ 𝐾0(→ 𝜋+𝜋−)𝜋0), where one pion
is not reconstructed. The fitted model is listed in Eq. (6.2).

Invariant mass fit on data
The invariant mass on data of the 𝐵0 mesons is described by the sum of all four
models explained above, namely the 𝐵0 signal, the 𝐵0𝑠 background, the combinatorial
and the partially reconstructed background component. The fit is performed in the
range from 5100 to 5900MeV/c2, while the sWeights are computed after projecting
the PDF to the range from 5150 to 5900MeV/c2. By reducing the range, effects
from the partially reconstructed background and the uncertainties on the sWeights
are decreased. In Fig. 6.3 it can be seen that the model accurately describes the𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates. The same is the case for both other muon final
states. The difference in the mass resolution of reconstructed 𝐾0S decays is slightly
better for LL than for DD track types due to the information from the VELO. The
effect is not significant because the decay vertex of the 𝐵0 meson is mainly driven
by the 𝐽/𝜓 meson and its both electrons, which are always created in the VELO.
The mass resolution can be seen by comparing the resulting widths of the signal
component of both track types. The comparison between the electron mode and
both muon modes shows that the more difficult reconstruction and selection of
electrons degrades the mass resolution and widens the width of the signal component.
The mass resolution of the 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S decays is smaller than that of𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays due to the smaller phase-space of the 𝜓(2𝑆) and the
higher momentum of the muons.

In summary, it is possible to describe the signal and all background components
in the invariant mass of the 𝐵0 mesons with the same model but separately for
each final state and track type. This way, sWeights are computed to unfold the
signal component in every other distribution, which is necessary for the fit to the
decay time to determine the 𝐶𝑃 violation parameters.
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Figure 6.3: Invariant mass fit of selected data for (left) LL and (right) DD𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates with (blue, solid) the signal component, (grey, filled)
the combinatorial background, (purple, filled) the partially reconstructed low-mass back-
ground and (green, filled) the peaking 𝐵0𝑠 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S background on the full range.

Number of signal candidates
The number of candidates for each component split into the two track types is
shown in Table 6.1. It is visible that the LL reconstructed candidates have a
better reconstruction because the ratio of signal over background candidates is
significantly higher in LL with 5.1 compared to DD with 2.7. The numbers of
all signal candidates for all final states are shown in Table 6.2, which sum up to
433520 total signal candidates after the whole selection. It can be seen that the
highest sensitivity for the final result is achieved for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays.
Furthermore, the LD and UL reconstructed 𝐾0S mesons have a similar yield as
all candidates from the 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays, which indicates the rewarding
effort to include these candidates for the first time in an analysis from the LHCb
experiment.

Compared to the previous analyses [32,33] measuring the 𝐶𝑃 violation parameters
in the analysed decays, the number of signal candidates is more than tripled.

Table 6.1: Yields for the different components for LL and DD reconstructed candidates of𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays.

Track type 𝑁𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S 𝑁𝐵0𝑠 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S 𝑁comb 𝑁partial

LL 13 494 ± 151 163 ± 30 2428 ± 150 755 ± 58
DD 29 182 ± 222 363 ± 48 8551 ± 232 1588 ± 89
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Table 6.2: Signal yields for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S and 𝐵0 → 𝜓(2𝑆)𝐾0S
candidates for each track type.

Track type 𝑁𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S 𝑁𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S 𝑁𝐵0 → 𝜓(2𝑆)𝐾0S
LL 88 745 ± 314 13 494 ± 151 8158 ± 94
DD 174 447 ± 480 29 182 ± 222 15 230 ± 134
LD 13 906 ± 134
UL 27 270 ± 183
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7 Decay time description
To extract the 𝐶𝑃 parameters from the 𝜓𝐾0S candidates, a fit to the decay time
distribution of the 𝐵0 meson is performed from 0.2 to 15 ps. In first order, the decay
time can be described by an exponential function. However, there are complications
which need to be taken into account. At first, the decay-time-dependent detector
effects and background subtraction efficiencies change the pure exponential trend
and play a substantial role at very short and high decay times. In addition, the
finite decay time resolution of the detector smears the 𝐶𝑃 violation asymmetry and,
therefore, directly decreases the value of sin(2𝛽) if it is not described. Furthermore,
the reconstruction of the decay time can introduce a bias, which needs to be
considered as well.

In this chapter, the model of the decay time distribution is discussed in detail.
In Sec. 7.1 the time-dependent selection and reconstruction efficiency, called accep-
tance, is described, while the decay time resolution due to the imperfect detector
measurement is reported in Sec. 7.2. In the end, in Sec. 7.3 the decay time bias
is evaluated on prompt data samples including a study to check if the decay time
bias can be propagated from prompt data to signal data.

7.1 Decay time dependent efficiencies
Most background candidates are present at short decay times of the 𝐵0 meson
because most of the particles in an event are produced directly in the 𝑝𝑝 collision
or from short-lived particles. Therefore, it is very effective to apply requirements
that remove short-lived candidates. However, this also means the signal efficiency
depends on the decay time. Furthermore, the reconstruction at short decay times is
more difficult due to more difficult vertex separation, leading to a time-dependent
efficiency.

To take this dependency into account an acceptance function is modelled using
cubic spline functions [109, 110]. The input variables for the cubic spline functions
are the knot positions in the decay time and the coefficients corresponding to each
knot. The number of knots and their positions cannot be evaluated simultaneously
with the coefficients. Therefore, several knot positions and numbers of knots were
tested first on simulated data and later on data collected by the LHCb experiment.
On one hand, too few knots cannot describe the data well enough such that the
acceptance is smooth and not oscillating. On the other hand, too many knots would
allow the acceptance function to describe not only the selection and reconstruction
efficiency but also any effects from the oscillation of the 𝐵0 mesons and the 𝐶𝑃
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7 Decay time description

violation. At short decay times more knots are chosen because there are the highest
changes in the acceptance and the density of the knots is correlated to the accuracy.
The seven resulting knot positions are fixed to 0.2, 0.4, 0.9, 1.6, 5.0, 10.0 and 15.0 ps
since the cubic spline function with these seven knot positions can describe the
simulated and collected data without oscillations. For technical reasons, one of
the coefficients must be fixed as well. As only relative values contribute due to
the normalisation the last coefficient is fixed to one. All other coefficients are left
floating in the decay time model and the final 𝐶𝑃 violation model.

In Fig. 7.1 the acceptance for each year is shown for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays,
where the acceptance is calculated as the ratio of the blue data histogram and the
decay PDF including effects from the resolution; see Sec. 7.2. For both other final
states the acceptance looks similar. It can be seen that the acceptance function

Figure 7.1: Acceptance functions for (orange) 2015, (green) 2016, (red) 2017, (purple)
2018 and (brown) all years combined with 1𝜎 bands for (upper-left) LL, (upper-right) DD,
(lower-left) LD and (lower-right) UL reconstructed 𝐾0S mesons in 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S
decays. In blue the data and the decay PDF with resolution applied and in black the
acceptance data. The data and acceptance functions are normalised such that the area
under the curve between 0.2 and 10 ps is 1. The smallest data sets show fluctuations for
small decay times.
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7.2 Decay time resolution

has large uncertainties for the smallest data set of 2015, but nevertheless, all years
match well. Therefore, one acceptance function is used for all years combined. In
contrast, the acceptance varies for each track type significantly due to the different
selections and separate cubic spline functions are required. The drop at large decay
times, especially for LL and UL, was seen in previous studies with 2011 and 2012
data as well [32,111] and is caused by the reconstruction in the VELO. Fortunately,
the cubic spline functions can describe this effect quite well. In addition, there is
only a tiny fraction of data at these large decay times and any effect that is not
modelled would not contribute significantly.

The acceptance functions for candidates, where the flavour tagging algorithms
determine an initial flavour of the 𝐵0 meson and those candidates, where no initial
flavour could be determined, differ. This is the case because the determination of
the flavour depends on the kinematical properties of the signal candidate and, thus,
on the acceptance. More about this is explained in Ch. 8. Therefore, to estimate
the 𝐶𝑃 violation parameters in the model, see Ch. 9, where the acceptance function
is essential, only candidates are used where the flavour is identified.

In total, there are eight acceptance functions, one for each track type and each
final state with the same seven fixed knot positions and different floating coefficients.

7.2 Decay time resolution
The determination of the vertex position and the momentum is finite in the LHCb
experiment. Thus, the resolution of the decay time is measurable and needs to
be considered in the description of the decay time as it directly influences the 𝐶𝑃
violation asymmetry and the value of sin(2𝛽). On simulated samples the resolution
can be estimated using the difference between the true and the reconstructed
decay time. The distribution is described by the sum of three Gaussian functions.
This results in a resolution averaged over all candidates. However, a more precise
approach is to use a different resolution for each candidate. This can be achieved by
an additional linear calibration of the decay time uncertainty through all candidates.
The decay time resolution model of the 𝑗-th candidate can then be written asℛ(𝑡′𝑗 − 𝑡 − 𝜇bias|𝜎𝑡𝑗) = 3∑𝑔=1 𝑓𝑔 ⋅ 𝐺(𝑡′𝑗 − 𝑡 − 𝜇bias; 𝜎′𝑔,𝑡𝑗), 𝜎′𝑔,𝑡𝑗 = 𝑐𝑔𝜎𝑡𝑗 + 𝑏𝑔 , (7.1)

whereby the parameters 𝑏𝑔 and 𝑐𝑔 define the linear calibration and 𝑓𝑔 the fraction
of the 𝑔-th Gaussian function 𝐺. The last fraction is defined as 𝑓3 = 1 − ∑3−1𝑗=1 𝑓𝑗
to ensure the normalisation. The results are shown for DD reconstructed𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates in Fig. 7.2. The mean
is left floating for 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates because a non-negligible bias
was found, which is not present in both muon channels. This bias is one order of
magnitude smaller than the bias found in data, described in Sec. 7.3. Therefore, no
further change is needed to account for it.
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Figure 7.2: Per-candidate fit to the decay time resolution on signal simulation for DD
reconstructed (left) 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S and (right) 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S candidates with
(black) the sum of three Gaussian functions and (coloured) the single Gaussian functions.

The effect of the finite resolution on the decay time can be estimated with the
dilution 𝐷 given by 𝐷 = ∫∞−∞ ℛ(𝑡) cos(𝛥𝑚𝑡)d𝑡, (7.2)

with the resolution function ℛ and the oscillation frequency 𝛥𝑚. A value of one
corresponds to a perfect resolution. In the case of a resolution model described by
Gaussian functions the dilution simplifies to𝐷 = √√⎷ 1𝑁 𝑁∑𝑗 𝐷2𝑗 , (7.3)

where 𝑁 is the total number of candidates and 𝐷𝑗 is the per-event dilution of the
candidate. It is calculated as𝐷𝑗 = exp (−12𝜎2𝑗 𝛥𝑚2) , (7.4)

with the calibrated per-event resolution 𝜎𝑗. The dilution is listed separately for all
decays and each track type in Table 7.1. The dilution is nearly one for all channels,
and thus, the effect on the resolution is negligible. A possible check for the dilution
on simulated candidates is to use the difference between true and measured lifetime,𝛥𝑡𝑗. The dilution is computed as

𝐷 = √√⎷ 1𝑁 𝑁∑𝑗 cos2(𝛥𝑚𝛥𝑡𝑗). (7.5)

The results are similar with sub-permille differences and over 99.9%. The negligible
effects from the resolution are caused by the relatively short oscillation frequency
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7.3 Decay time bias on prompt data

Table 7.1: Dilution in % for each decay channel and track type, evaluated on signal
simulation using a per-event resolution. The uncertainties originate from the parameter
uncertainties in the model from Eq. (7.1) and the results shown in Fig. 7.2.

Track type LL DD LD UL𝐵0 → 𝐽/𝜓(𝜇+𝜇−)𝐾0S 99.9397 ± 0.0016 99.9607 ± 0.0010 99.9370 ± 0.0026 99.922 ± 0.006𝐵0 → 𝐽/𝜓(𝑒+𝑒−)𝐾0S 99.956 ± 0.005 99.9656 ± 0.0017𝐵0 → 𝜓(2𝑆)𝐾0S 99.9501 ± 0.0020 99.9639 ± 0.0014𝛥𝑚 = (0.5065 ± 0.0019) ps−1 [40] of the 𝐵0 mesons, which results in a long
oscillation period of around 2000 fs. In comparison, the effective resolution of the
detector calculated from the total dilution and the oscillation frequency as

𝜎eff = √−2 ln(𝐷total)𝛥𝑚2 . (7.6)

results in between 53 to 76 fs, which is more than one order of magnitude lower
than the oscillation period.

In summary, the finite resolution of the detector can be estimated and is taken
into account with fixed parameters in the final 𝐶𝑃 violation fit, although the effect
is negligible.

7.3 Decay time bias on prompt data
Effects on the decay time that exist in data but are not in simulations are studied
with prompt data. Prompt data refers to data where no real 𝐵0 meson is present,
but the 𝐽/𝜓 and 𝐾0S mesons are produced directly from the 𝑝𝑝 collision. This study
is only performed for 𝐽/𝜓 → 𝜇𝜇 decays, the channel with the highest statistics. Both
other final states are expected to behave the same because the resolution models
are similar as well as the resulting effective resolution. Furthermore, the decay time
is mainly affected by the reconstruction of particles in the VELO, which are the
same for 𝐽/𝜓 → 𝜇𝜇 and 𝜓(2𝑆)→ 𝜇𝜇 decays. The uncertainty of the reconstruction
of electrons is worse and, therefore, effects on the decay time are more blurred in𝐽/𝜓 → 𝑒𝑒 decays. The resolution can be estimated from the negative reconstructed
decay times as the true decay time is zero. The selection of the signal candidates
from Ch. 5 is adapted to avoid requirements on the decay time. To account for the
background contributions the resolution model contains three exponential functions,
which are unnecessary for simulated decays. Except that the model is the same as
in Sec. 7.2. One example of the resolution is shown in Fig. 7.3. The mean of the
resolution is shifted around 10 fs towards negative decay times, which is caused by
a VELO misalignment in the reconstruction. To account for this, the data is split
into 20 equally filled bins of the decay time uncertainty and the mean is evaluated
in each bin. A quadratic function describes the dependency, which can be seen for
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Figure 7.3: Fit to the mean decay time resolution on prompt 𝐽/𝜓 data for LL reconstructed𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S candidates with the sum of three Gaussian functions (purple, solid)
and the single Gaussian functions (purple, dashed like) with three exponential functions
(green, dashed like) and the overall model in red.

Figure 7.4: Mean of the resolution for different bins of the decay time uncertainty estimate
for LL reconstructed candidates. A quadratic function with 1𝜎 and 2𝜎 uncertainty bands
describes the data points.

LL reconstructed candidates on the right side of Fig. 7.4. These functions are used
to calibrate the decay time in the 𝐶𝑃 violation model. In addition, it was checked
that the procedure to use a linear calibration for the decay time uncertainty holds
in the estimation of the per-event decay time resolution. More information about
this approach can be found in Ref. [36].

The decay time bias is estimated relying entirely on prompt data and it is
necessary to prove that the decay time bias is the same on prompt and detached
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7.3 Decay time bias on prompt data

data samples. The leading source for the decay time bias is the VELO misalignment,
more specifically, the misalignment of the 𝑥-coordinate [71]. To test this effect,
simulated prompt and signal data are generated, where the 𝑥-layer of the VELO
halves is shifted from 0 to 9 µm in steps of 1 µm. After the same selection described
above the resolution is modelled with three Gaussian functions for all simulated
samples, where all Gaussian functions share the same mean. In Fig. 7.5 both prompt
and detached simulated data samples with a shift of 8 µm are shown as an example.
In Fig. 7.6 the mean of the resolution model is compared for each shift of the VELO.
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Figure 7.5: Fit to the mean decay time resolution on (left) prompt 𝐽/𝜓𝐾0S simulation
and (right) signal simulation with all track types combined with a VELO shift of 8 µm.
The striped blue lines are the single Gaussian functions, the red line is the combination
and the black points are the data points. The resolutions of the other VELO shifts look
similar.

A clear linear dependency can be seen. The values for a linear model are𝑎 = 0.000 ± 0.000, (7.7)𝑏 = 1.116 ± 0.081. (7.8)

The values are compatible with unity and, therefore, the estimated mean on a
prompt sample is the same on the signal sample and no calibration is needed.
Furthermore, a systematic uncertainty for the decay time bias model is included;
see Sec. 10.2 for more details. The uncertainties are bigger for the prompt sample
because the amount of simulated samples is smaller. Since the calibration function
is compatible with unity, no additional prompt data samples were simulated to
decrease the uncertainty.
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7 Decay time description

Figure 7.6: Mean bias from simulated prompt data on the 𝑥-axis and from simulated
signal data on the 𝑦-axis, where the blue points and uncertainties result from fits to the
decay time resolution with a floating mean. A linear calibration function describes the
decay time bias from simulated prompt data to simulated signal data in black with one
and two sigma bands in green.
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8 Flavour tagging
For time-dependent 𝐶𝑃 violation measurements, it is important to know the initial
flavour of the 𝐵0 mesons. For some decays like 𝐵0 → 𝐽/𝜓𝐾∗0 this is straightforward
because they are self-tagging, which means that the charge of the final state particles
depends on the flavour of the initial 𝐵0 meson. In this example, the 𝐾∗0 meson from
a 𝐵0 meson decays into a 𝐾+ and 𝜋− meson. In contrast, the 𝐾∗0 meson from a 𝐵0
meson decays into a 𝐾− and 𝜋+ meson and, therefore, the charge of the kaon and
pion specify the flavour of the initial meson. This is not the case for other decays
like 𝐵0 → 𝜓𝐾0S because its final state is the same for an initial 𝐵0 and 𝐵0 meson.
Thus, it is more complex and needs another approach. This approach requires
self-tagging control channels to determine a calibration function. For these control
channels the decays 𝐵0 → 𝐽/𝜓(→ ℓℓ)𝐾∗(→ 𝐾±𝜋∓) and 𝐵± → 𝐽/𝜓(→ ℓℓ)𝐾± withℓ = 𝜇, 𝑒 are used.

Details about the approach and a general overview of the flavour tagging are
given in Sec. 8.1, while the selection of the control channels is discussed in Sec. 8.2.
The necessary reweighting of the control channels to the signal channels is explained
in Sec. 8.3 and the calibration of the flavour tagging algorithms in Sec. 8.4.

8.1 Flavour tagging algorithms at LHCb
Several tagging algorithms are implemented in the software of the LHCb experiment
to predict the flavour of mesons at production. These algorithms have two variables
as output. First, the tag decision (𝑑) for the flavour of the meson and second, a
measure of the uncertainty that the tagging decision is wrong, the mistag 𝜂. The
mistag is defined between 0 and 0.5, where 0 means no uncertainty of the tagging
decision and 0.5, that the flavour of the initial meson is not known and no tag
decision is made.

A sketch of a 𝑝𝑝 collision including the signal decay and all particles relevant for
the flavour tagging at LHCb is shown in Fig. 8.1. In the 𝑝𝑝 collision 𝑏 quarks are
produced in a 𝑏𝑏 quark pair due to gluon gluon fusion. The 𝑏 quark hadronises
with a 𝑑 quark to the signal 𝐵0 meson. But the 𝑑 quark cannot occur alone. It
is created as a 𝑑𝑑 quark pair. The remaining 𝑑 quark hadronise like the 𝑏 quark,
for example, with an 𝑢 quark to a 𝜋+ meson or with two 𝑢 quarks to a 𝑝 baryon.
The implemented algorithms, also called taggers, referring to these particles are
called SS Pion or SS Proton, where SS means same side (SS) because these particles
originate to the 𝑏 quark forming the signal 𝐵0 meson. The charge of the pion or
proton determines the flavour of the initial 𝐵0 meson because they are connected
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Figure 8.1: Sketch of a 𝑝𝑝 collision with all particles, which are analysed in the flavour
tagging algorithms at the LHCb experiment.

through the 𝑑𝑑 quark pair. A negatively charged pion would need a 𝑑 quark and
for the 𝐵0 meson would only remain a 𝑑 quark, thus creating a 𝐵0 meson. This
way, obtaining information about the initial flavour is possible, although the signal
decay is not self-tagging.

Besides these algorithms, there are opposite side (OS) taggers as well. They are
called OS because they use the 𝑏 quark created by the 𝑝𝑝 collision at the beginning
and did not form the signal decay. The naming derives from the fact that the 𝑏
quark is on the opposite side of the signal decay. This 𝑏 quark also hadronises and
decays likewise on the signal side. Out of the charges of the decay products the
flavour of the 𝑏 quark and, therefore, the flavour of the signal 𝐵0 meson can be
determined. Five algorithms related to possible decay products are available: OS
kaon, OS muon, OS electron, OS charm and OS vertex charge.

One of the immense challenges is that there are so many tracks in one 𝑝𝑝 collision
that the classification of all particles is very complicated. All particles in the event,
excluding the signal particles, are classified as originating from the SS or OS of
the 𝑏𝑏 quark pair or from any other decay in the event. This is done with specific
selection requirements optimised centrally by colleagues at the LHCb experiment;
see Ref. [112, 113] for example. The predicted mistag probability is evaluated
with a multivariate classifier trained on variables to separate the tagging particles
from the signal particles and on variables for particle identification. However, the
predicted mistag is not accurate and must be calibrated. This is done on self-tagging
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calibration channels, where the true mistag 𝜔 is known and defined as𝜔 = 𝑁false𝑁false + 𝑁true
(8.1)

with incorrectly (correctly) tagged events 𝑁false (𝑁true). The data is split into
equally filled bins of the predicted mistag 𝜂, and the true mistag 𝜔 is calculated
in each bin. These data points of 𝜂 versus 𝜔 can be described by a quadratic or
linear model, resulting in a calibration function where a true mistag probability
is allocated for each predicted mistag. One example for the SS Pion is shown in
Fig. 8.2. To avoid the calibrated values outside of the range between 0 and 0.5 a

Figure 8.2: Flavour tagging mistag calibration of SS Pion using𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾∗(→ 𝐾±𝜋∓) decays. The calibration function is shown in black with
the 1𝜎 (dark green) and 2𝜎 (light green) bands.

link function like the logistic function 𝑓(𝑥) = 11+𝑒−𝑥 is applied. The linear model is
defined as 𝜔(𝜂) = 𝑝0 + 𝑝1(𝜂 − ⟨𝜂⟩), (8.2)

where the mean of the mistag (⟨𝜂⟩) is used to decrease the correlation between
the parameters 𝑝0 and 𝑝1. The calibration is performed for 𝐵0 and 𝐵0 tagged
candidates separately and the mean and difference between both calibration function
parameters, defined as𝑝𝑖 = 𝑝𝐵0𝑖 + 𝑝𝐵0𝑖2 , 𝛥𝑝𝑖 = 𝑝𝐵0𝑖 − 𝑝𝐵0𝑖 , with 𝑖 = 0, 1, (8.3)
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are included in the 𝐶𝑃 violation model, see Ch. 9. For a perfect tagger where the
predicted mistag is equivalent to the true mistag, the flavour tagging calibration
parameters would be defined as𝑝0 = ⟨𝜂⟩,𝛥𝑝0 = 0, 𝑝1 = 1,𝛥𝑝1 = 0. (8.4)

The whole calibration procedure is done with the lhcb-ftcalib software package [114].
At first, the calibration parameters are computed for all single taggers separately

because they have different distributions of the predicted mistag 𝜂. Afterwards, the
likelihood functions of each tagger for the flavour of the 𝐵0 meson are combined into
one likelihood function, which is used to estimate the combined tag decision and
mistag. Thereby, possible different tagging decisions and the decrease for the overall
mistag with the same decision of multiple taggers are considered. The combination
is performed individually for all OS and SS taggers because the underlying physics
processes are significantly different. Afterwards, the resulting two taggers must be
calibrated again due to the varying correlation between the single taggers for each
event. More detailed information about the calibration and combination can, for
example, be found in Ref. [113].

To evaluate the performance of the flavour tagging some key properties are
essential, e.g. the tagging efficiency 𝜀tag, which is the ratio of tagged and all
candidates. This efficiency is different for 𝐵0 and 𝐵0 candidates due to detection
asymmetries of charged particles. Therefore, not only the mean of both tagging
efficiencies ⟨𝜀tag⟩ but also the difference 𝛥𝜀tag is included in the 𝐶𝑃 violation model.
Another relevant parameter is the flavour tagging dilution𝐷 = 1 − 2𝜔, (8.5)

which represents the suppression of the measured 𝐶𝑃 parameters due to the imperfect
tagging. At last, the effective tagging efficiency 𝜀tag,eff, sometimes named tagging
power, is defined as the multiplication of tagging efficiency and squared dilution𝜀tag,eff = 𝜀tag𝐷2. (8.6)

The tagging power is the proportion of events with the same statistical sensitivity
as if this proportion would have perfect tagging.

8.2 Selection of control channels for flavour tagging
As described above in Sec. 8.1, control channels are necessary for the signal channels
to calibrate the mistag because they are not self-tagging. The calibration channels
are chosen to be similar to the signal channels but also with a high statistic to
decrease the uncertainties of the resulting calibration parameters. For the same
reason, identical calibration channels are used for both muonic signal channels.
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The best-suited calibration channel is 𝐵± → 𝐽/𝜓(→ ℓℓ)𝐾± with ℓ = 𝑒, 𝜇 due
to possible efficient selection requirements, a similar topology and the disability
of the 𝐵± meson to oscillate. Thus, the same flavour at production and decay.
However, it is only used for the OS taggers because the initial 𝐵± meson has an𝑢 quark instead of a 𝑑 quark and, thus, the SS flavour tagging particles are built
differently. The OS taggers are unaffected as it only depends on the 𝑏 quark. The𝐵0 → 𝐽/𝜓(→ ℓℓ)𝐾∗(→ 𝐾±𝜋∓) decay with ℓ = 𝑒, 𝜇 is used for the SS taggers with
the same topology and comparable kinematic properties. These decays are not used
for all taggers because they have a worse reconstruction and selection efficiency and
a better statistical uncertainty significantly improves the flavour tagging calibration
parameters.

Recorded data is used for the flavour tagging calibration instead of simulated
samples because the simulation of the underlying event, which is essential for
the tagging algorithms, is complicated and not perfectly reliable. However, the
background candidates have to be removed from the data and a tight selection
is mandatory. The selection is done in two steps. At first, basic one-dimensional
requirements, the preselection, are applied to different variables, including trigger
requirements, followed by a multivariate selection. The selection is analogous to
the signal selection, which has the advantage that the distributions between signal
and control channels are more similar and the portability of the flavour tagging
calibration functions is better.

The preselection for the control channel 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾∗(→ 𝐾±𝜋∓) is based
on the reconstructed-mass of the combined mesons, the decay time of the 𝐵0 meson,
the shortest distance of the 𝐵0 track to the PV and the vertex quality of the 𝐽/𝜓
and 𝐾∗ meson. Moreover, requirements are applied to the transverse momentum
of the pion, both kaons and the muon, to particle identification variables of the
final state particles, the track quality of the kaon and pion and the separation of
the final state particles from the PV. With these variables background candidates
are reduced, e.g. the particle identification variables help to avoid misidentified
background while the requirement of the decay time of the 𝐵0 meson reduces the
amount of combinatorial background. In the same way, the vertex quality or the
track quality constrains the particles to originate from the same vertex and not
from a different decay. The preselection for 𝐵± → 𝐽/𝜓(→ 𝜇𝜇)𝐾± is very similar
with additional requirements on the momentum of the kaon and a vertex quality
on the 𝐵0 meson. The preselection for the electron channels is slightly different,
but mainly in the extent of the requirements above.

The applied trigger lines are the same as in the signal channel selection, which
can be seen in Table 5.1. Furthermore, it is required that all DTF reconstructions
converge on all candidates and the global reconstruction quality 𝜒2

DTF is below 50
with the constrained 𝐽/𝜓 mass.

The multivariate selection is based on an XGB classifier [102] with most param-
eters close to the multivariate selection as in the signal channels; see Sec. 5.2 for
details. It is used a fivefold KFolding [103] with the simulation as the signal proxy
and the upper sideband of the reconstructed-mass of the 𝐵0 meson as the back-
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8 Flavour tagging

ground proxy. The mass is required to be greater than 5400MeV/c2 (5350MeV/c2)
in the muonic SS (OS) calibration channel and greater than 5450MeV/c2 for both
electron calibration channels. The limits on the mass are higher for the electron
channels because the signal shape is wider due to the worse reconstruction and
no signal candidates should be used for the background proxy. In contrast to the
signal channels, the figure of merit for the requirement on the BDT output is chosen
to reach a sensitivity 𝑆𝑆+𝐵 with the number of signal and background candidates𝑆 and 𝐵 of 99.9% (99%) for the muonic SS (OS) calibration channel and 95%
for both electron calibration channels. This measure is used to achieve the goal
of very pure signal samples without much background. After the full selection
around 1.2M (3.5M) signal candidates are left for 𝐵0 → 𝐽/𝜓𝐾∗ (𝐵± → 𝐽/𝜓𝐾±) in
the muon channel and around 89 k (142 k) candidates in the electron channel. The
signal component is described with a double-sided crystal ball function [115], a very
similar model as the Hypatia model explained in Ch. 6, and a Gaussian function,
where the mean is shared. The background model includes the combinatorial back-
ground described by an exponential function, a partially reconstructed background
at lower masses in the OS control channel and the 𝐵0𝑠 → 𝐽/𝜓(→ ℓℓ)𝐾∗(→ 𝐾±𝜋∓)
component in the SS control channel, which shares all parameters with the signal
decay except the shifted mean to the 𝐵0𝑠 meson mass. The invariant mass of the𝐵0 meson in the electron channels is computed with a fixed mass of the 𝐽/𝜓 to its
known mass [40] for a better resolution. In the muon channels this is not required
due to the more precise reconstruction of the muons. In Fig. 8.3 the 𝐵0 mass is
shown for 𝐵± → 𝐽/𝜓(→ 𝑒𝑒)𝐾± and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾∗(→ 𝐾±𝜋∓) after the entire
selection. It can be seen that nearly only signal candidates are left after the selection.
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Figure 8.3: Invariant mass of 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾∗(→ 𝐾±𝜋∓) (𝐵± → 𝐽/𝜓(→ 𝑒𝑒)𝐾±) can-
didates after the entire selection on the left (right) including the signal component (red),
described by the sum of two crystal ball functions with tails toward lower and higher
masses (blue and purple dotted) and a Gaussian function (pink dotted), 𝐵0𝑠 mesons
(orange) with the same model, combinatorial background (grey) with an exponential
function and partial background (brown) modelled with a Gaussian function. The black
lines indicate the interval where the number of candidates is evaluated for the FoM of the
BDT.
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8.3 Reweighting of flavour tagging control channels

In the muon channels this is even more the case. In the same way as in the signal
channels, see Ch. 6, sWeights are computed from these mass distributions to unfold
the signal component.

8.3 Reweighting of flavour tagging control channels
The flavour tagging mistag depends on the kinematic of the decay. However, the
kinematic properties are different for the signal and control channels, which are
used to calibrate the mistag. Therefore, it is necessary to take this into account.
This is done by reweighting the distributions of the kinematic variables of the
control channel to the signal channel. This means that weights are computed,
which are applied to the distributions of the control channel, such that these
distributions match the ones from the signal channel. More than one kinematic
property correlates with the mistag and, thus, five variables are chosen, where all
variables are reweighted simultaneously. The variables are the transverse momentum,
the pseudorapidity and the 𝜙 angle in the detector of the 𝐵0 meson as well as
the number of tracks and number of reconstructed primary vertices in the event.
The used reweighting procedure is BDT-based, referred to as GBReweighting [116].
It has the advantage of preventing the curse of dimension [117]. In Fig. 8.4 the
pseudorapidity of the 𝐵0 meson in the electron modes is shown before and after the
reweighting. The distribution of the signal channel and both control channels before
the reweighting have diverged. However, after the reweighting the distributions
match well. The same applies to the other variables as well as both muon modes.
The simulated control channels are reweighted, too, but the simulated signal samples
are chosen to match.

Figure 8.4: Pseudorapidity 𝜂(𝐵0) (left) before reweighting and (right) after reweight-
ing for (red) 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾∗(→ 𝐾±𝜋∓), (blue) 𝐵± → 𝐽/𝜓(→ 𝑒𝑒)𝐾± and (black)𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S for all years combined.
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8 Flavour tagging

8.4 Tagging calibration parameters for the signal
As described in Sec. 8.1, several flavour tagging algorithms exist at the LHCb
experiment. All taggers are used, totalling two taggers for the SS and five for the
OS. They are listed in Table 8.1. For each single tagger, a calibration function is
determined on the associated control channels for the SS and OS individually. This
is done on data, where the kinematical and topological differences are corrected
with weights; see Sec. 8.3. The calibration functions are then applied to the signal
data, where all taggers are combined into one OS and one SS tagger. The same
could be done for the calibration of the combined OS and SS taggers, but a more
sophisticated approach is used.

Table 8.1: List of calibrated tagging algorithms for the opposite side and same side.

OS SS
OS Muon SS Pion
OS Electron SS Proton
OS Kaon
OS Charm
OS Vertex Charge

The decay time of the selected 𝐵0 → 𝐽/𝜓𝐾∗ data sample is modelled including𝐶𝑃 violation and all available flavour tagging information. More about this model is
described in Ch. 9. By fitting the decay time with this model the calibration func-
tions for the OS and SS tagger are determined. However, using only 𝐵0 → 𝐽/𝜓𝐾∗
decays the higher statistic and, thus, the more precise calibration parameters for the
OS tagger determined from 𝐵± → 𝐽/𝜓𝐾± decays would be neglected. That is why
those parameters are constrained with a Gaussian function with the mean and width
from the calibration in the 𝐵± → 𝐽/𝜓𝐾± decays. This way, the whole statistic
of both control channels is used. The fit to the decay time has the advantage
that the production asymmetry, defined as the difference between the number of
created 𝐵0 and 𝐵0 mesons in the 𝑝𝑝 collision, and the flavour tagging efficiency
asymmetries, defined as the difference between the tagging efficiency of 𝐵0 mesons
and 𝐵0 mesons, can be measured simultaneously. Furthermore, all flavour tagging
calibration parameters are computed from one single fit. Thus, any correlations
between the production asymmetry, the flavour tagging efficiency asymmetries
and all flavour tagging calibration parameters are taken into account. A detailed
description of this approach and how these parameters are included in the final 𝐶𝑃
violation model is given in Sec. 9.1.

The resulting flavour tagging performances for the combined OS and SS taggers
on data can be seen in Table 8.2. The performances are similar for the two muon
channels, which is expected because the same control channels are used and only
the signal kinematic distributions differ. In contrast, the electron channel has a

64



8.4 Tagging calibration parameters for the signal

Table 8.2: Flavour tagging performances of the combined taggers in the signal data
samples after the entire selection for all years combined. The uncertainties include the
statistical uncertainty of the data sample and for the tagging power also the uncertainty
from the calibration parameters.

Decay OS Combination SS Combination𝜖tag, eff [%] 𝜖tag [%] 𝜖tag, eff [%] 𝜖tag [%]𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S 2.57 ± 0.01 ± 0.02 35.80 ± 0.08 1.16 ± 0.01 ± 0.03 78.88 ± 0.07𝐵0 → 𝜓(2𝑆)𝐾0S 2.51 ± 0.04 ± 0.02 35.39 ± 0.30 1.21 ± 0.02 ± 0.03 79.41 ± 0.25𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S 3.27 ± 0.04 ± 0.12 36.98 ± 0.24 1.98 ± 0.02 ± 0.18 87.01 ± 0.17

higher performance. In the SS this can be explained due to the tighter selection
and, therefore, a higher 𝐵0 meson momentum. As the momentum is correlated
to the mistag the tagging power increases. The second reason, which is more
important for the improvement of the OS tagger, is the choice of the trigger lines.
In the electron channel the lines are not only triggered on signal properties but
also on the properties of the event independent of the signal. In events triggered
independently of the signal candidates, the particles not included in the signal must
be well-reconstructed. Therefore, the candidates essential for the flavour tagging
are well-reconstructed leading to a higher flavour tagging performance. The same
trigger selection is not used for both muon channels due to the excellent background
suppression of the used trigger lines.

65



66



9 Extraction of 𝑪𝑷 violation
parameters

The 𝐶𝑃 violation parameters are extracted from a fit to the decay time of the 𝐵0
meson. The description of the decay time also considers the mixing of the neutral𝐵0 mesons, the 𝐶𝑃 violation and the resolution of the decay time. This results in a
model that can be written as𝒫𝐶𝑃(𝑡, ⃗𝑑, �⃗�) = 𝛩( ⃗𝜉)𝜖(𝑡) ∫∞0 𝑒−𝛤𝑡′[𝒮( ⃗𝑑, �⃗�) sin(𝛥𝑚𝑡′) + 𝒞( ⃗𝑑, �⃗�) cos(𝛥𝑚𝑡′)

+ 𝒜𝛥𝛤( ⃗𝑑, �⃗�) sinh(12𝛥𝛤𝑡′) + cosh(12𝛥𝛤𝑡′) ]ℛ(𝑡 − 𝑡′|𝜎(𝑡)) d𝑡′.
(9.1)

The parameter 𝛩( ⃗𝜉) expresses external parameters constrained with a Gaussian
function. This includes the eight flavour tagging calibration function parameters 𝑝𝑖,
and 𝛥𝑝𝑖 with 𝑖 = 0, 1 for OS and SS, the production asymmetry 𝒜prod defined as
the difference of produced 𝐵0 and 𝐵0 mesons in the 𝑝𝑝 collisions, the decay width𝛤 and the oscillation frequency of the 𝐵0 meson 𝛥𝑚. The time-dependent selection
and reconstruction efficiency, denoted as 𝜖(𝑡), is explained in detail in Sec. 7.1. The
core of the decay time model is the exponential function with the decay width. The
per-event resolution model ℛ is estimated on simulation with more information
given in Sec. 7.2. The parameters ⃗𝑑 and �⃗� are the tagging decisions and calibrated
mistags, respectively, for OS and SS. The decay width difference 𝛥𝛤 of the 𝐵0
mesons is set to zero. The 𝐶𝑃 violation parameters 𝒮, 𝒞 and 𝒜𝛥𝛤 take the flavour
tagging dilutions and intrinsic asymmetries into account. For tagged candidates,
they are defined as𝒮(𝜔, 𝑑) = −(1 + 𝒜det) (𝑑𝜀tag − 𝛥𝜀tag2 − 2𝑑𝜀tag⟨𝜔⟩ + 𝑑𝛥𝜀tag2 𝛥𝜔−𝒜prod (𝜀tag − 𝑑𝛥𝜀tag2 − 𝑑𝜀tag𝛥𝜔 + 𝑑𝛥𝜀tag⟨𝜔⟩)) 𝑆

(9.2)𝒞(𝜔, 𝑑) = −𝒮(𝜔, 𝑑) × 𝐶𝑆 (9.3)
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9 Extraction of 𝐶𝑃 violation parameters

𝒜𝛥𝛤 = (1 + 𝒜det) (𝜀tag − 𝑑𝛥𝜀tag2 − 𝑑𝜀tag𝛥𝜔 + 𝑑𝛥𝜀tag⟨𝜔⟩− 𝑑𝒜prod (𝜀tag − 𝑑𝛥𝜀tag2 − 2𝜀tag⟨𝜔⟩ + 𝛥𝜀tag2 𝛥𝜔) )𝐴𝛥𝛤
(9.4)

The detection asymmetry 𝒜det is zero due to the charge symmetrical final states.
The tagging efficiency asymmetry 𝛥𝜀tag is defined as the difference of the tagging
efficiency of 𝐵0 and 𝐵0 mesons, while 𝛥𝜔 and ⟨𝜔⟩ are defined as the difference and
mean of the calibrated mistag for 𝐵0 and 𝐵0 mesons. The remaining parameters 𝑆,𝐶 and 𝒜𝛥𝛤 are the physical 𝐶𝑃 violation parameters defined in Eqs. (2.24) to (2.26).
Independent 𝐶𝑃 violation fits are performed for each decay channel. Furthermore,
fits are performed with separated and shared 𝐶𝑃 violation parameters for each track
type. In addition, the fits are split into each year for the simulated data. All 𝐶𝑃
violation fits are performed on tagged candidates only because the sensitivity for
the final 𝐶𝑃 violation parameters is the same. This way, any differences between
tagged and untagged candidates, like the difference in the acceptance, see Sec. 7.1,
can be ignored.

External parameters, e.g. the oscillation frequency of the 𝐵0 meson, the produc-
tion asymmetry or the flavour tagging calibration parameters, have uncertainties,
which must be considered in the 𝐶𝑃 violation model. The approach behind this
is discussed in Sec. 9.1. After the initialisation of the model, it has to be tested.
These checks are performed on simulated data, where the 𝐶𝑃 violation parameters
are determined for various complexity levels, described in Sec. 9.2. In the end, the
results on data for the three decay channels are explained in Sec. 9.3.

9.1 External parameters
Physical parameters are used in the 𝐶𝑃 violation model, which are measured in
different analyses. However, the uncertainty of these parameters must be considered.
Therefore, the likelihood function, which is minimised to find the best parameters,
is multiplied by a Gaussian function. The mean and sigma of the Gaussian function
are chosen to account for the external parameters’ mean and uncertainty. This
is also called that the parameter is constrained. The following parameters are
constrained:

• The mean lifetime 𝜏 of the 𝐵0 mesons, and thus, the mean decay width 𝛤,
• The oscillation frequency 𝛥𝑚 of the 𝐵0 mesons,

• The four flavour tagging calibration parameters for OS and four for SS 𝑝0,𝑝1, 𝛥𝑝0 and 𝛥𝑝1,
• The production asymmetry 𝒜prod of produced 𝐵0 and 𝐵0 mesons
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9.1 External parameters

For the first two parameters, the mean and uncertainty are taken from Ref. [40]. In
contrast, the other parameters are determined with one single fit to 𝐵0 → 𝐽/𝜓𝐾∗
decays. As briefly mentioned in Sec. 8.4, the decay time is fitted using the same
model as for the signal channel as defined in Eqs. (9.1) to (9.4). This way, the
flavour tagging calibration parameters, the flavour tagging efficiency asymmetries
and the production asymmetry are determined. The model must be slightly changed
to take into account that 𝐵0 → 𝐽/𝜓𝐾∗ decays are not 𝐶𝑃 eigenstates and have no𝐶𝑃 violation. This is done by fixing the 𝐶𝑃 violation parameter to𝑆 = 𝑆 = 0, (9.5)𝐶 = −𝐶 = 1, (9.6)

where 𝑆 and 𝐶 correspond to 𝐵0 mesons and 𝑆 and 𝐶 to 𝐵0 mesons. Furthermore,
not only tagged candidates are considered but also untagged candidates to disen-
tangle the production asymmetry and the flavour tagging efficiency asymmetry.
Both parameters can be determined because the decay is flavour-specific for both
initial flavours of the 𝐵0 mesons due to the charge of the kaon and pion. Moreover,
the final state is no longer symmetrical and the detection asymmetry is considered
as well. All flavour tagging parameters are left floating because they are used as
input values for the 𝐶𝑃 violation model in the signal channels. To take the high
statistic of the 𝐵± → 𝐽/𝜓𝐾± decays into account the flavour tagging calibration
parameters of the OS tagger are constrained in the fit by Gaussian functions, where
the resulting calibration parameters from the OS calibration with 𝐵± → 𝐽/𝜓𝐾±
decays are used for the mean and sigma. The huge advantage of the single fit is that
not only correlations between the OS and SS calibration parameters are considered
and accessible for the final fit to data but also correlations between the production
asymmetry, the flavour tagging calibration parameters and the flavour tagging
efficiency asymmetry. Background candidates are omitted with sWeights and to
account for kinematical and topological differences between signal and 𝐵0 → 𝐽/𝜓𝐾∗
decays GBweights are included. More details about these weights can be found in
Secs. 8.2 and 8.3.

The sensitivity to the production asymmetry is lower for the electron channel
than for the muon channel due to the smaller statistic. This would lead to higher
uncertainty and a too-loose constraint in the 𝐶𝑃 violation model. Nevertheless,
because the production asymmetry is the same for both decays, it is constrained
by a Gaussian function in the electron channel with the results from the fit to the𝐽/𝜓 → 𝜇𝜇 channel. This is not done for the flavour tagging parameters because the
predicted mistag differs for all three final states. The determined flavour tagging
efficiency asymmetry is compatible with zero but nevertheless applied and fixed
in the 𝐶𝑃 violation model in the signal. The portability from this parameter is
checked and included as a systematic uncertainty; see Sec. 10.2.
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9 Extraction of 𝐶𝑃 violation parameters

9.2 𝑪𝑷 violation parameters on simulated samples
A very stringent check whether the used model describes the data and does not
bias the result is a fit to simulated data, where the generation values of the 𝐶𝑃
violation parameters are known. In the following, three tests are described, where
different complexity levels are used for the 𝐶𝑃 violation model.𝑪𝑷 violation parameters on simulated samples with the true
initial flavour of the 𝑩𝟎 meson
In simulated data is access to the true flavour of the 𝐵0 meson, also called true
ID. This can be used to simplify the 𝐶𝑃 violation model by using these flavours
for the tagging decision and fixing the estimated mistag to 𝜂 = 0. This way, all
uncertainties due to the flavour tagging are left out and the remaining parts of the
model, e.g. the acceptance description, are tested. In Fig. 9.1 the results can be
seen for 𝑆 and 𝐶 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S simulated decays. The fits are performed
separately for each year of data taking and the red bands represent the weighted
mean of all measurements. The results match the generated value of 0.7 for 𝑆
and 0.0 for 𝐶. These values are chosen for the generation because these values are
predicted by the SM and match previous measurements. The results of the other
two final states are similar. This proves that the 𝐶𝑃 violation model can describe
the data.

0.67 0.68 0.69 0.70 0.71 0.72

LL 2015

DD 2015

LD 2015

UL 2015

LL 2016

DD 2016

LD 2016

UL 2016

LL 2017

DD 2017

LD 2017

UL 2017

LL 2018

DD 2018

LD 2018

UL 2018

0.699 ± 0.004

0.7023 ± 0.0026

0.703 ± 0.010

0.693 ± 0.007

0.693 ± 0.006

0.700 ± 0.004

0.704 ± 0.014

0.704 ± 0.010

0.701 ± 0.005

0.6996 ± 0.0033

0.679 ± 0.013

0.702 ± 0.009

0.695 ± 0.005

0.6996 ± 0.0033

0.688 ± 0.013

0.701 ± 0.009

SJ/√K0
S

°0.04 °0.02 0.00 0.02

LL 2015

DD 2015

LD 2015

UL 2015

LL 2016

DD 2016

LD 2016

UL 2016

LL 2017

DD 2017

LD 2017

UL 2017

LL 2018

DD 2018

LD 2018

UL 2018

0.001 ± 0.004

°0.0003 ± 0.0028

0.008 ± 0.011

0.008 ± 0.007

0.005 ± 0.006

0.002 ± 0.004

°0.000 ± 0.015

0.014 ± 0.010

0.011 ± 0.005

°0.001 ± 0.004

°0.027 ± 0.014

0.006 ± 0.010

°0.008 ± 0.005

°0.0025 ± 0.0035

°0.015 ± 0.014

°0.013 ± 0.009

CJ/√K0
S

Figure 9.1: 𝐶𝑃 fit results of (left) 𝑆 and (right) 𝐶 of simulated 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays
where the true flavour is used for the initial flavour of the 𝐵0 mesons. The generated value
is 0.7 and 0.0, respectively, which is roughly the measured value in previous measurements.
The red bands represent the weighted mean of all measurements.
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9.2 𝐶𝑃 violation parameters on simulated samples𝑪𝑷 violation parameters on simulated samples with flavour
tagging calibration with the true flavour
A complication is the usage of a flavour tagging calibration for the mistag 𝜂. The
true IDs of the simulated signal data are used for calibration. This way, the
mistag is calibrated, but the uncertainty of the portability of the flavour tagging
calibration from the control channels to the signal channel is still omitted because
only the signal simulated samples are used. Any constraints to the lifetime and
oscillation frequency of the 𝐵0 mesons and the production asymmetry are neglected
as the initial values are known, and the flavour tagging calibration parameters and
efficiencies are fixed in the fit for simplifications. In Fig. 9.2 the results are shown
for 𝑆 and 𝐶 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S simulated decays. The fits are performed
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Figure 9.2: True calibration 𝐶𝑃 fit result of (left) 𝑆 and (right) 𝐶 of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S
simulated decays. The generated value is 0.7 and 0.0, respectively. The blue bands
represent the weighted mean of all measurements.

separately for each year of data taking and the blue bands represent the weighted
mean of all measurements. The weighted means of 𝑆 and 𝐶 differ from the simulated
values of about 2𝜎. The result on 𝑆 for 𝐵0 → 𝜓(2𝑆)𝐾0S differs around 2𝜎, too, while
it matches the generated value for 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays. On 𝐶 the results
match the generated values as well. Overall, the results fit the generated values in
the electron channel, while they diverge for both muon channels. So, the calibration
is not perfectly accurate. However, the uncertainty is smaller than on data and
therefore, the discrepancy is less significant. In addition, it proves that the flavour
tagging calibration, in principle, is possible, especially because the calibration from
the control channels is the calibration later used on data.
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9 Extraction of 𝐶𝑃 violation parameters𝑪𝑷 violation parameters on simulated samples with the nominal
FT approach
The last complication step is the usage of flavour tagging calibrations determined
on the simulated control channels and including all constraints. This way, the
same procedure as in data is used except that generated data is used instead of
recorded data. The results for the 𝐶𝑃 violation parameters 𝑆 and 𝐶 for simulated𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays are shown in Fig. 9.3. The weighted means, represented
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Figure 9.3: 𝐶𝑃 fit result of (left) 𝑆 and (right) 𝐶 of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S simulated decays.
The generated value is 0.7 and 0.0, respectively. The blue bands represent the weighted
mean of all measurements and the dashed red lines the generated values.

by the blue bands, match the generated values, represented by the dashed red lines,
with around 1𝜎, while the results are even closer for both simulated 𝐵0 → 𝜓(2𝑆)𝐾0S
and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays except 𝑆 in 𝐵0 → 𝜓(2𝑆)𝐾0S decays where the result
diverges by 2𝜎. However, this difference is only 30% of the statistical uncertainty
of the data. Furthermore, the parameter 𝐶 matches well and both 𝐶𝑃 violation
parameters are correlated. Thus, the actual discrepancy is even less. The most
plausible cause is the portability of the flavour tagging calibration, where the control
channels are reconstructed with a 𝐽/𝜓 instead of a 𝜓(2𝑆). Moreover, the results are
in better agreement than without using the control channels. But most importantly,
the whole portability of the flavour tagging calibration is covered by a systematic
uncertainty and, therefore, not investigated in even more detail. With all this, it is
confirmed that the flavour tagging calibration from control channels is well enough
described in the 𝐶𝑃 violation model.
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9.3 𝑪𝑷 violation parameters on data
The values of the 𝐶𝑃 violation results of data were blinded until all cross-checks
were performed and the whole model was settled to ensure that the strategy is not
adjusted to achieve the expected results. The results after unblinding can be seen
in Fig. 9.4 for all final states for all years of data taking combined separated for
each track type. Within the 𝐵0 → 𝜓(2𝑆)𝐾0S and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays the 𝐶𝑃
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Figure 9.4: 𝐶𝑃 fit result of (left) 𝑆 and (right) 𝐶 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝐵0 → 𝜓(2𝑆)𝐾0S
and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays for all years of data taking combined individually for each
track type. The green bands represent the weighted mean with statistical uncertainties
only.

violation parameters are compatible for each track type, while there are discrepancies,
especially between LL and DD in 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays. This was studied in
great detail and found likely to be a statistical fluctuation. More information can be
found in Sec. 10.4 and Ref. [37]. The weighted combination, marked as a green band,
for 𝑆 is slightly bigger than 0.7, which is compatible with previous measurements
by the LHCb experiment [32, 33] and with the world average [118]. The weighted
combination are 0.716, 0.651 and 0.752 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝐵0 → 𝜓(2𝑆)𝐾0S
and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays, respectively. Within 1𝜎, they are all compatible
with each other. The parameter 𝐶 is expected to be zero, which is the case with
a slight upward fluctuation in 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S and downward fluctuation for𝐵0 → 𝜓(2𝑆)𝐾0S decays. It can also be seen that the 𝐽/𝜓 → 𝜇𝜇 decay channel has by
far the most sensitivity, which is as expected due to the higher branching fraction
compared to the 𝜓(2𝑆)→ 𝜇𝜇 channel, the superior selection of the muon compared
to 𝐽/𝜓 → 𝑒𝑒 decays and the two additional reconstruction types of the 𝐾0S meson.

One way of representing these results is the time-dependent yield asymmetry of𝐵0 and 𝐵0 mesons𝒜𝐶𝑃(𝑡) = 𝑆 sin(𝛥𝑚𝑑𝑡) − 𝐶 cos(𝛥𝑚𝑑𝑡) + ℐ, (9.7)
where the offset ℐ is caused by 𝒜prod, 𝛥𝜀tag and 𝛥𝜔 and is small. The parameters𝑆 and 𝐶 are the ones from above and the data points are corrected by the sWeights
to use only signal candidates and by the dilution to account for the time resolution
and flavour tagging. The result is shown in Fig. 9.5 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays.
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Figure 9.5: Time-dependent 𝐵0-𝐵0 yield asymmetry of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays taken
from Ref. [38].

The shape of the sinus term is evident with more than one period and the
resulting parameters describe the data points accurately. The curve strikes almost
the origin because the offset ℐ is small and the parameter 𝐶 is compatible with
zero. Both asymmetry yields from the other decays look similar, only with higher
uncertainties.

Effect of kaon regeneration and mixing
The signal decay 𝐵0 → 𝜓𝐾0S(→ 𝜋+𝜋−) contains a 𝐾0S meson. However, due to
the 𝐶𝑃 violation in the neutral kaon sector, it is also possible for a 𝐾0L meson to
decay into two pions. This affects the 𝐶𝑃 violation parameters and needs to be
considered. Moreover, the 𝐾0S and 𝐾0L mesons can mix and interfere differently
with the detector material, leading to different 𝐶𝑃 violation parameters. With the
detector material and the momenta of the kaons in the data samples it is possible
to calculate the effect, the studies are detailed in Ref. [37]. The effect is smaller
than −2 × 10−3 for 𝑆 and around 3.5 × 10−3 for 𝐶, which is around 10% and 20%
of the overall sensitivity. All results on data are corrected by these offsets.
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10 Evaluation of systematic
uncertainties and cross-checks

The systematic uncertainties due to model or strategy choices are essential to
evaluate. A common way for this evaluation is the generation of pseudo-experiments
following a PDF. The advantage is that this generation is faster and less computing
expensive than a generation of data from first principles like Monte Carlo simulations,
and, therefore, high precision tests can be achieved for various conditions. The
generated pseudo-data is fitted with the 𝐶𝑃 violation PDF; see Eq. (9.1); and the
difference to the generated values, the residual, is calculated. In addition, the
residual divided by the fit uncertainty of the parameter, the pull, is beneficial
because this is the fraction of the statistical uncertainty. This way, the pull
gives insight into the importance of the specific systematic effect compared to the
statistical uncertainty. All pseudo-data samples’ pull and residual distributions
can be described with a Gaussian function, where the deviation of the mean of the
residual to zero is treated as a bias and should be included as a systematic uncertainty.
The width of the Gaussian function should be close to the statistical uncertainty
in the fits to data because the systematic uncertainty is neither overestimated nor
underestimated in that case.

The nominal generation and assumptions of the parameters are explained in
Sec. 10.1. In Sec. 10.2 all used systematic uncertainties are discussed: The method
with the pseudo-data, the neglect of 𝛥𝛤, the decay width difference between 𝐵0
and 𝐵0 mesons, the decay time bias correction, the decay time bias model as well
as the portability of the flavour tagging calibration and flavour tagging efficiency
difference of 𝐵0 and 𝐵0 mesons from the control channels. In Sec. 10.3 the total
systematics and the combination of all three final states are given.

Throughout the analysis, many assumptions about simplifications of models
which describe the data are made. Studying these assumptions and predicting the
effect on the 𝐶𝑃 violation parameters is crucial to rule out any possible bias for
the 𝐶𝑃 violation parameters. The assumptions comprise the time dependence of
variables like the selection and reconstruction efficiency, the flavour tagging efficiency,
the mistag and the invariant mass. Moreover, the correlation of the OS and SS
tagger, the estimated production asymmetry, other independent measurements of
the 𝐶𝑃 violation parameters, the value of the oscillation parameter 𝛥𝑚 of the 𝐵0
mesons and the difference between the 𝐶𝑃 violation parameters in the LL and DD
reconstructed 𝐾0S mesons of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays are studied. These checks
are discussed in Sec. 10.4.
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10 Evaluation of systematic uncertainties and cross-checks

10.1 Generation of pseudo-data
The generated pseudo-data contains four different components and, therefore, four
different PDFs describing these components. They are the 𝐵0 signal, the 𝐵0𝑠 compo-
nent, the combinatorial background and the partially reconstructed background. On
data, no properties are available to distinguish all components. Therefore sWeights
are used, which unfold single components from the data distributions. Furthermore,
the PDFs are split into track types but combined for all years.

One step is the generation of the reconstructed invariant 𝐵0 meson mass. The
same model as in the fit to data is used, described in Ch. 6, with all parameters fixed
to the results for both the signal and all background components. This way, the
generated invariant 𝐵0 meson mass is the same as on data. Afterwards, sWeights
are extracted, which are included in the final 𝐶𝑃 violation model to access each of
the four components. The decay time uncertainty and the mistag estimates for OS
and SS are generated next. The distributions of both distributions cannot be easily
described by a continuous function, as for the invariant 𝐵0 meson mass. Therefore,
the data is split into 60 and 100 evenly spaced bins, fine enough to be nearly
continuous and coarse enough to allow for statistical fluctuations. The histograms
are weighted with sWeights to account for the different decay components. The
signal sWeights are used for the 𝐵0 and 𝐵0𝑠 components as well as the partially
reconstructed background because they all originate from real 𝐵0 meson decays. In
contrast, the background sWeights are used for the combinatorial background. At
last, the decay time and the tagging decisions for OS and SS are generated. They
are generated using the same 𝐶𝑃 violation model as the fit to data, including the
newly generated decay time uncertainty and mistag values. The values of external
parameters in the PDF are listed in Table 10.1. The values are roughly the ones
from previous measurements or a fit to data.

The pseudo-data is generated and fitted for each final state separately to get a
systematic uncertainty for each final state.

Table 10.1: External parameters for the 𝐶𝑃 violation PDF in the generation for the 𝐵0
and 𝐵0𝑠 component as well as the combinatorial and partially reconstructed background.

Parameter 𝐵0 → 𝜓𝐾0S 𝐵0𝑠 → 𝜓𝐾0S Part. reco. bkg. Comb. bkg.𝜏 / ps 1.52 1.509 1.52 0.8𝛥𝛤 / ps 0 0.088 0 0𝛥𝑚 / ps−1 0.5065 17.757 0.5065 0.5065𝑆 0.7 −0.1 0.7 0𝐶 0 −0.3 0 0𝒜𝛥𝛤 0 0.5 0 0
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10.2 Systematic uncertainty estimation

10.2 Systematic uncertainty estimation
In the following, all relevant sources of systematic uncertainties and how they are
computed are described. This includes:

• The validation of the approach to generate pseudo-data and the usage of the𝐶𝑃 violation PDF

• The fact that the parameter 𝛥𝛤 is neglected in the 𝐶𝑃 violation PDF

• The decay time bias correction

• The parameters of the decay time bias model

• The portability of the flavour tagging calibration function parameters from
the control channels

• The portability of the flavour tagging efficiency asymmetry between 𝐵0 and𝐵0 mesons from the control channels

The systematic uncertainties due to the production asymmetry and the flavour
tagging efficiency asymmetry are incorporated in a Gaussian constraint of the
production asymmetry in the 𝐶𝑃 violation model; see Sec. 9.1. Thus, they are
already contained in the statistical uncertainty. In the same way, the uncertainty
of the flavour tagging calibration function parameters due to the limited statistics
of the control channels is included in the statistical uncertainty.

Validation of pseudo-data generation
The first systematic uncertainty accounts for the method to generate and fit pseudo-
data samples as well as the data describing PDF. The pseudo-data is generated,
described in Sec. 10.1, and a fit in the same way as the data is performed; see
Ch. 9 for details. This way, it is ensured that all other systematic uncertainties
are unbiased or that the bias is taken into account. There are 6000 fits performed
for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S and 2500 for each other final state to have a sensitivity
of 1% and 2% of the statistical uncertainty. The pull and residual distributions
for 𝐵0 → 𝜓(2𝑆)𝐾0S are shown in the top and bottom in Fig. 10.1 for 𝑆 on the
left and 𝐶 on the right. The distributions for the other final states as well as all
other considered systematics look similar. The systematic uncertainty for the used
approach is mainly below 1% and always negligible. Thus, the conclusion is that
evaluating systematic uncertainties with pseudo-data is valid and the fit model is
accurate.
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Figure 10.1: (Top) pull and (bottom) residual distribution for (left) 𝑆 and (right) 𝐶 for
2500 pseudo-experiments to validate the fit model and the generation of pseudo-data with
a Gaussian function for each of the distributions for the 𝐵0 → 𝜓(2𝑆)𝐾0S final state.

Neglect 𝜟𝜞 in the 𝑪𝑷 violation model
The parameter 𝛥𝛤 is small and compatible with 0 [40], and thus, set to 0 in the𝐶𝑃 fit. However, any non-zero value would include the hyperbolic terms in the 𝐶𝑃
asymmetry; see Eq. (2.34). Therefore, a systematic uncertainty for the fact that it is
neglected in the 𝐶𝑃 fit has to be computed. The pseudo-data is generated 1000 times
with 𝛥𝛤 = ±0.0073 1/ps, corresponding to roughly 1𝜎 up or down of the value.
Besides 𝛥𝛤, the parameter 𝒜𝛥𝛤 must also be set. The value 𝐴𝐷𝐺 = ±√1 − 0.72 is
chosen because this satisfies the normalisation condition 𝑆2 + 𝐶2 + 𝒜𝛥𝛤2 = 1. Out
of the four different options with the different signs of both parameters, only two
are necessary, once with different signs and once with the same ones. Two options
for the signs are enough because the two terms 𝒜𝛥𝛤 sinh(𝛥𝛤𝑡) and cosh(𝛥𝛤𝑡) in
the 𝐶𝑃 violation PDF depend linear and quadratically of 𝛥𝛤, respectively. So
only the linear term is relevant and the sign of this term can either be negative
or positive. Without loss of generality, the parameter 𝒜𝛥𝛤 is chosen to be always
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10.2 Systematic uncertainty estimation

negative, while 𝛥𝛤 changes the sign for the two options. The nominal approach with𝛥𝛤 = 0 is selected in the fit to the generated pseudo-data. The pull and residual
change the sign for both options, which is expected. From the two resulting values
the bigger one is chosen as the systematic uncertainty to be more conservative.
The systematic uncertainty is one of the systematic uncertainties with the highest
impact on the overall systematic uncertainty. It is between 2% and 11% of the
statistical uncertainty for 𝐶 and between 3% and 29% for 𝑆. This means that the
total uncertainty of the 𝐶𝑃 violation parameters is still dominated by the statistical
uncertainty.

Decay time bias correction
At first, a consistency check is performed to study the necessity of a decay time
bias correction. This bias is estimated and explained in Sec. 7.3. It is implemented
as a shift in the mean of the resolution for each candidate of pseudo-data for𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays. In the 𝐶𝑃 fit the decay time is not corrected. After
evaluating 1100 pseudo-data samples, a significant bias in 𝐶 is observed. Thus, a
correction is mandatory and a systematic uncertainty of any remaining decay time
bias after the correction is added.

The pseudo-data to study the systematic uncertainty of the decay time bias
correction is generated with a negative shift in the mean of the resolution, while
the decay time bias correction is included in the 𝐶𝑃 violation model. Thus, the
bias is included in the generation and corrected in the model with the same
magnitude and no significant difference is expected. After 2000 pseudo-data sets
in 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S and 2048 in 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S and 𝐵0 → 𝜓(2𝑆)𝐾0S the
systematic uncertainty in 𝑆 is between 1% and 6% of the statistical uncertainty.
The effect in 𝐶 is even smaller between 2% and 5%. Thus, the decay time bias
correction works well and the systematic uncertainty is negligible compared to the
statistical uncertainty.

Decay time bias model
The estimated parameters for the decay time bias correction have an uncertainty.
In the 𝐶𝑃 violation model, the uncertainty of such external parameters is accounted
for with constraints by a Gaussian function. This is not possible due to technical
reasons. However, the parameters can be randomly chosen from a Gaussian function
with the nominal value as the mean and the uncertainty of the parameters as sigma.
With these values the mean of the resolution is negatively shifted in the generation
and the decay time is corrected in the 𝐶𝑃 violation model with the nominal values
of the calibration function. There are 2000 pseudo-data sets generated and the
systematic uncertainty in 𝑆 is between 3% and 4% of the statistical uncertainty. In
the parameter 𝐶 the systematic is between 2% and 18%. As expected, the impact
on 𝐶 is higher because a decay time bias affects the shorter decay times more and 𝐶
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is more sensitive at shorter decay times. However, the uncertainty is small enough
that improving the decay time bias model is unnecessary.

Flavour tagging portability
The flavour tagging calibration is calculated on the control channels 𝐵0 → 𝐽/𝜓𝐾∗
and 𝐵± → 𝐽/𝜓𝐾±, see Ch. 8 for more details. Because the mistag distributions
differ between the control and signal channels, a systematic uncertainty for the
portability is mandatory. For the portability, the difference between a calibration
calculated on the control channels and the signal channel is estimated. However, it
is impossible to determine a calibration on signal data because the signal decays
are not self-tagging. Thus, simulated samples are used. First, the calibration is
computed on simulated signal decays using the true IDs for the true mistag rate.
Then, the calibration is calculated on simulated data of both control channels using
the true IDs for the true mistag rate similarly. The GBweights to account for
kinematical and topological differences are taken into account. In the end, three
different sets of calibration parameters for OS and SS (simulated signal decays,
simulated 𝐵± → 𝐽/𝜓𝐾± decays and simulated 𝐵0 → 𝐽/𝜓𝐾∗ decays) are estimated.
With these calibration parameters the measured mistag 𝜔 is calculated in bins of
the predicted mistag 𝜂. The differences can be seen in Fig. 10.2. The calibrated

Figure 10.2: Difference of the calibrated mistag 𝜔 in bins of the predicted mistag 𝜂 for
(left) SS and (right) OS for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays with calibrations from simulated𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S and 𝐵± → 𝐽/𝜓𝐾± and 𝐵0 → 𝐽/𝜓𝐾∗ decays.

mistag 𝜔 differences are roughly linear in the predicted mistag 𝜂 but also tiny.
For the systematic uncertainty, 400 (100) pseudo-data samples are generated in the

nominal way for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S (𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S and 𝐵0 → 𝜓(2𝑆)𝐾0S) to
achieve a sensitivity below 1% of the statistical uncertainty. Furthermore, another
predicted mistag 𝜂 branch is added. This 𝜂 distribution is changed such that the
calibrated mistag 𝜔 using the calibration calculated from the simulated signal decays
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10.2 Systematic uncertainty estimation

and the calibrated mistag 𝜔 using the calibration from the control channels have
the shown differences in Fig. 10.2.

Two 𝐶𝑃 fits are performed for each toy sample, once with the nominal mistag
and once with the corrected mistag. The accounted systematic is the mean of the
differences in 𝑆 and 𝐶. The effect on 𝐶 is at most 1.1% of the statistical sensitivity,
but 𝑆 is more significant with around 30% in both muon channels and 6% in the
electron channel. This is one of the most dominant systematics. The explicit values
are given in Table 10.2.

Table 10.2: Absolute and relative systematic uncertainties for each final state’s flavour
tagging calibration portability.

rel. 𝜎(𝑆) [%] abs. 𝜎(𝑆) rel. 𝜎(𝐶) [%] abs. 𝜎(𝐶)𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S −33.5 −0.004 97 0.5 0.000 07𝐵0 → 𝜓(2𝑆)𝐾0S −31.0 −0.016 47 0.18 0.000 09𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S −5.8 −0.0021 1.1 0.000 38

Flavour Tagging efficiency asymmetry portability
The flavour tagging efficiencies of 𝐵0 and 𝐵0 mesons differ slightly, resulting in
an asymmetry 𝛥𝜖. However, the value cannot be estimated in signal data and is,
therefore, taken from the control channels, described in Sec. 9.1. The asymmetry
is included in the 𝐶𝑃 violation model as a fixed value for the OS and SS tagger.
This is justified because adding its uncertainty to the Gaussian constraint of the
production asymmetry does not change the sensitivity of the 𝐶𝑃 violation parameters.
Nevertheless, a systematic uncertainty is assigned to address the portability from
the control channels.

For the systematic uncertainty, the asymmetry is calculated for the OS and SS
tagger separately in the control and signal channels on simulated data, where the
true flavour of the 𝐵0 mesons is known. The nominal 𝐶𝑃 fit on data 𝛥𝜖 is varied by
these differences up and down separately for OS and SS, resulting in four different
fits. The higher differences to the nominal result in OS and SS are summed in
quadrature to yield the total assigned systematic uncertainty. This results in an
effect for 𝐶 between 6% and 11% for the different signal channels and between 5%
and 9% for 𝑆. This shows that the systematic is relevant, but the final result is
still limited by the statistical uncertainty.

More details to calculate the flavour tagging efficiency asymmetry and its sys-
tematic uncertainty are given in Ref. [37].
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10 Evaluation of systematic uncertainties and cross-checks

10.3 Summary of systematic uncertainties
All systematic uncertainties for all final states are listed in Tables 10.3 to 10.5. The
systematic uncertainties for the combination of all decays are shown in Table 10.6.
The combination is calculated as the average of the single decays. The arithmetic
average is used for the correlated uncertainty of the validation of the pseudo-data
generation and the 𝐶𝑃 fit. In contrast, for all other systematic uncertainties the
weighted average is used with the weight 𝑤 = 1/𝑠2 and the sensitivity 𝑠. As in
the single final states, the larger uncertainty from the two options for the 𝛥𝛤
uncertainty is chosen.

Table 10.3: Summary of the systematic uncertainties in % of the statistical uncertainty
and in absolute terms. The values are evaluated for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays. The
larger of the two deviations for 𝛥𝛤𝑑 is chosen for the total systematic uncertainty.𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S rel. 𝜎(𝑆) [%] abs. 𝜎(𝑆) rel. 𝜎(𝐶) [%] abs. 𝜎(𝐶)
Fit validation −1.8 −0.0004 0.1 <0.0001
Neglecting 𝛥𝛤𝑑 same sign −28.5 −0.0053 −11.1 −0.0017
Neglecting 𝛥𝛤𝑑 opposite sign 27.6 0.0051 7.3 0.0011
Decay time bias correction −3.9 −0.0007 −5.0 −0.0008
Decay time bias correction model 2.6 0.0004 −2.0 −0.0003
Flavour tagging portability −33.3 −0.0050 0.5 0.0001
Flavour tagging 𝛥𝜖 portability 8.7 0.0013 10.7 0.0016
Total 45.0 0.0074 16.0 0.0025

Table 10.4: Summary of the systematic uncertainties in % of the statistical uncertainty
and in absolute terms. The values are evaluated for 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays. The
larger of the two deviations for 𝛥𝛤𝑑 is chosen for the total systematic uncertainty.𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S rel. 𝜎(𝑆) [%] abs. 𝜎(𝑆) rel. 𝜎(𝐶) [%] abs. 𝜎(𝐶)
Fit validation −0.5 −0.0003 0.0 0.0002
Neglecting 𝛥𝛤𝑑 same sign −15.4 −0.0058 −5.1 −0.0030
Neglecting 𝛥𝛤𝑑 opposite sign 21.6 0.0077 11.1 0.0040
Decay time bias correction −5.7 −0.0015 −4.1 −0.0012
Decay time bias correction model 2.9 0.0013 −17.9 −0.0062
Flavour tagging portability −5.8 −0.0021 1.1 0.0004
Flavour tagging 𝛥𝜖 portability 4.7 0.0017 6.0 0.0020
Total 24.0 0.0084 22.0 0.0077
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Table 10.5: Summary of the systematic uncertainties in % of the statistical uncertainty
and in absolute terms. The values are evaluated for 𝐵0 → 𝜓(2𝑆)𝐾0S decays. The larger of
the two deviations for 𝛥𝛤𝑑 is chosen for the total systematic uncertainty.𝐵0 → 𝜓(2𝑆)𝐾0S rel. 𝜎(𝑆) [%] abs. 𝜎(𝑆) rel. 𝜎(𝐶) [%] abs. 𝜎(𝐶)
Fit validation −0.5 −0.0005 −3.8 −0.0020
Neglecting 𝛥𝛤𝑑 same sign −3.4 −0.0015 5.6 0.0014
Neglecting 𝛥𝛤𝑑 opposite sign 13.0 0.0059 2.4 0.0011
Decay time bias correction 1.2 0.0001 1.7 0.0008
Decay time bias correction model 4.1 0.0025 −8.9 −0.0036
Flavour tagging portability −31.2 −0.0165 0.2 0.0001
Flavour tagging 𝛥𝜖 portability 5.5 0.0029 6.2 0.0030
Total 34.0 0.0179 13.0 0.0053

Table 10.6: Summary of the systematic uncertainties in % of the statistical uncertainty
and in absolute numbers. The values are computed from the single final state numbers
with the arithmetic average in the fit validation and the weighted average in the other
uncertainties with weight 𝑤 = 1/𝑠2 with the sensitivity 𝑠. The larger of the two deviations
for 𝛥𝛤𝑑 is chosen for the total systematic uncertainty.

rel. 𝜎(𝑆) [%] abs. 𝜎(𝑆) rel. 𝜎(𝐶) [%] abs. 𝜎(𝐶)
Fit validation −2.9 −0.0004 −4.9 −0.0006
Neglecting 𝛥𝛤𝑑 same sign −38.4 −0.0051 −13.7 −0.0017
Neglecting 𝛥𝛤𝑑 opposite sign 41.2 0.0055 12.1 0.0015
Decay time bias correction −5.6 −0.0007 −6.1 −0.0007
Decay time bias correction model 4.9 0.0007 −10.6 −0.0013
Flavour tagging portability −39.9 −0.0053 0.9 0.0001
Flavour tagging 𝛥𝜖 portability 10.3 0.0014 14.2 0.0017
Total 58.9 0.0078 23.7 0.0029

10.4 Validation of approach
Many cross-checks are performed to validate the assumptions and simplifications
included in the 𝐶𝑃 violation model and estimate their impact on the 𝐶𝑃 violation
parameters. This includes:

• The time dependence of the selection and reconstruction efficiency

• The time dependence of the flavour tagging efficiency

• The time dependence of the mistag

• The time dependence of the reconstructed invariant 𝐵0 meson mass

• The correlation between the OS and SS tagger
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10 Evaluation of systematic uncertainties and cross-checks

• The value of the production asymmetry

• The difference between the 𝐶𝑃 violation parameters in the LL and DD
reconstructed 𝐾0S mesons of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays

• Time-integrated measurements of the 𝐶𝑃 violation parameters

• 𝐵0 and 𝐵0 independent measurements of the 𝐶𝑃 violation parameters

• The evaluation of the oscillation frequency 𝛥𝑚
In the following, they are discussed in more detail.

Time-dependent selection and reconstruction efficiency
The time-dependent selection and reconstruction efficiency, also called acceptance,
is explained in detail in Sec. 7.1. An inaccurate modelled acceptance would directly
affect the oscillation of the 𝐵0 mesons because it affects the number of selected
candidates and, thus, the shape of the decay time. Moreover, it would influence the𝐶𝑃 violation parameters 𝑆 and 𝐶. That is why a cross-check for the acceptance is
required. The number of knots of the cubic spline is increased to 16 to improve
the precision of the function to rule out that the acceptance function cannot
accurately describe the time-dependent selection and reconstruction efficiency. The
positions of the knots are set such that the distance is increasing quadratically
like p𝑖 = ( 𝑖15)2 ⋅ (pmax − pmin) + pmin with 𝑖 ∈ [0, 15], where pmin = 0.2 ps and
pmax = 15 ps are the minimum and maximum of the decay time range. The
difference between the resulting 𝐶𝑃 parameters and the nominal ones is negligible.
Thus, no change in the acceptance function is necessary.

Time-dependent tagging efficiency
The tagging efficiency is time-dependent but treated as constant in the 𝐶𝑃 violation
model. Therefore, 100 pseudo-data samples of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays are
generated similarly to the systematic uncertainties to analyse this effect; see Sec. 10.1
for more details. After the generation some candidates are set to untagged. The
candidates are randomly selected but chosen such that the shape of the time
dependence of the tagging efficiency is the same as on data. The effect of the time
dependence of the tagging efficiency can be seen in Fig. 10.3 for one pseudo-data
sample. The time dependence of the OS tagger is small except for the first two bins,
while the SS tagger has a significant time dependence. This is expected because
the OS tagger is more independent of the signal kinematics than the SS tagger. To
validate the effect of the time dependence, two 𝐶𝑃 fits were performed. In one fit,
the nominal tagging decisions are used, where no time dependence is included in the
pseudo-data and in the other, the adjusted tagging decisions are used. The tagging
efficiency is reduced by 4.79% in SS and 2.06% in OS to account for the reduced
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10.4 Validation of approach

overall tagging efficiency. Untagged candidates are included in the 𝐶𝑃 violation
model to save computing resources because this cross-check was performed before
the nominal approach was changed to use only tagged candidates. The mean of
the differences between both 𝐶𝑃 fit results are shown in Table 10.7. The effect on
the 𝐶𝑃 violation parameters is negligible and a constant tagging efficiency does not
bias the result.

Figure 10.3: Tagging efficiency in bins of the decay time for the (left) SS tagger and
(right) OS tagger. In the pseudo-data samples, the tagging decision is set to untagged
randomly for some events to match the data distribution.

Table 10.7: Mean of the differences of pseudo-data with fixed tagging efficiency and
changed tagging efficiency to match the time dependence for 100 pseudo-data samples for𝑆 and 𝐶 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays.

Cross check Mean of the differences
Tagging eff. change 𝐶 0.0004 ± 0.0003
Tagging eff. change 𝑆 −0.0001 ± 0.0004

Time-dependent mistag
Besides the tagging efficiency, the uncalibrated mistag is time-dependent, too.
However, this dependence is not included in the 𝐶𝑃 violation model and the mistag
is treated as constant in the generation of the pseudo-data. The time dependence
is not significant in OS but measurable in SS, which can be seen in Fig. 10.4, where
the mean of the mistag of the tagged candidates is shown in bins of the decay
time for sweighted data of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays. The dependence is mainly
present in the first three bins of the decay time. Therefore, the candidates of
the pseudo-data in these bins are set to untagged, beginning with the candidates
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10 Evaluation of systematic uncertainties and cross-checks

Figure 10.4: Mistag in bins of decay time for tagged candidates of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S of
the (left) OS and (right) SS tagger combination for sweighted data, sweighted pseudo-data
and sweighted pseudo-data with calibrated mistag in the first three bins. The mistag is
adjusted by setting events to untagged with high mistag.

with the highest mistag until the newly calculated mistag matches the mistag in
data. This way, a new mistag distribution is created, where the time dependence
is included. The mean of the differences of the 𝐶𝑃 violation parameter with 100
pseudo-data for both mistag distributions is𝛥S = 0.000 25 ± 0.000 01, (10.1)𝛥C = 0.000 23 ± 0.000 02. (10.2)

The uncertainty of the parameters 𝑥 is given as the uncertainty of the mean value
as 𝜎2(𝑥) = ∑𝑖(𝑥𝑖 − 𝑥)2𝑁(𝑁 − 1) (10.3)

with the mean 𝑥 and the number of pseudo-data candidates 𝑁. The difference
between both options is small for 𝑆 and 𝐶 and the dependence does not have to be
included in the 𝐶𝑃 violation model.

Time dependence of the reconstructed invariant 𝑩𝟎 meson mass
The sWeights are computed by describing the invariant mass of the 𝐵0 meson to
project out the signal from the background. In the 𝐶𝑃 violation model they are
applied to the decay time of the 𝐵0 meson. This is only valid if both variables
are uncorrelated. Thus, it is necessary to study this correlation. The cross-check
is performed on simulated 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays. The difference between
reconstructed and true decay time and between reconstructed 𝐵0 mass and true𝐵0 mass is calculated and can be seen for the LL and DD categories in Fig. 10.5.

86



10.4 Validation of approach

Figure 10.5: 2D histogram of the difference between reconstructed and true decay time
against the difference of reconstructed and true mass for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S for (left)
LL and (right) DD.

A small correlation for LL reconstructed candidates is visible. Therefore, the
difference between reconstructed and true decay time is calculated in bins of the
mass difference. To quantify the effect of the correlation 250 pseudo-data samples
of 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays are generated, where the simulation is used as a
target. The decay time of these pseudo-data samples is constant in the mass but
can be changed to duplicate the correlation in data. The resulting distributions are
shown in Fig. 10.6 for one pseudo-data sample for LL and DD. The variance of the
data points is the uncertainty of the mean value. It is calculated as∑𝑖(𝑥𝑖 − 𝑥)2𝑁(𝑁 − 1) (10.4)

Figure 10.6: Decay time difference of reconstructed and true decay time in bins of the
difference of reconstructed and true mass for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S for (left) LL and (right)
DD.
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10 Evaluation of systematic uncertainties and cross-checks

with the number of events 𝑁 in each bin, the mean time resolution of each bin 𝑥
and the time difference 𝑥𝑖 for each candidate 𝑖 in each bin. In the end, the 𝐶𝑃
violation model is fitted once with the raw generated decay time and once with the
adjusted decay time. The mean of the difference in 𝑆 and 𝐶 is negligible and is
listed in Table 10.8.

Due to the tiny effect and the fact that this is already the final state with the
highest sensitivity, the cross-check for both other final states is omitted.

Table 10.8: The difference in 𝑆 and 𝐶 from a 𝐶𝑃 fit between the nominal approach and
including the corrected decay time to study the impact of mass and decay time correlation.

Cross-check Mean of the differences
Time mass correlation change C (−4.85 ± 0.16) × 10−4

Time mass correlation change S (0.03 ± 0.10) × 10−4

Correlation between OS and SS tagger
The OS and SS tagger combinations are assumed to be uncorrelated in the 𝐶𝑃
violation model. To validate this assumption the OS and SS taggers are combined
in one single tagger in the 𝐵0 → 𝐽/𝜓(→ ℓℓ)𝐾∗(→ 𝐾±𝜋∓) control channels withℓ = 𝜇, 𝑒. The kinematic variables are weighted to match the signal distributions.
The correlation of the tagging decisions is up to 1.17%, which is negligible. The
dilution-weighted correlation of the mistag is between 1.13 to 2.1%.

The independence is visualised for the mistag as well. On the left side of Fig. 10.7
the mistag distributions of the OS and SS tagger are shown for all final states
combined, where no significant correlation can be seen. In the middle, the mistag is
presented for all candidates tagged by the OS tagger independent of the SS tagger,
only tagged by the OS tagger and tagged by both taggers. The same is done on
the right, where OS and SS are swapped. The distributions are similar, indicating
uncorrelated mistags of both taggers.

Production asymmetry
The 𝐶𝑃 violation parameters depend moderately on the production asymmetry𝒜prod. As explained in Sec. 9.1, the value is constrained by a Gaussian function in
the 𝐶𝑃 fit and extracted from a fit to 𝐵0 → 𝐽/𝜓𝐾∗ decays. Thus, its uncertainty
is included in the statistical uncertainty. However, it is still beneficial to evaluate
whether the mean of 𝒜prod is sensible. No analysis is published for a measurement
of 𝒜prod at the LHCb experiment at a centre-of-mass energy of √𝑠 = 13 TeV. It
only exists one paper with data collected in 2011 and 2012 [119] at a centre-of-mass
energy of 7 and 8TeV. The measured value depends on the transverse momentum
and the pseudorapidity of the 𝐵0 meson. Using the kinematic from the selected

88



10.4 Validation of approach

0 0.1 0.2 0.3 0.4 0.5

OS
η

4−10

3−10

2−10

C
an

di
da

te
s (

a.
u.

)

OS tagged
Only OS tagged
OS and SS tagged

0.1 0.2 0.3 0.4 0.5

SS
η

5−10

4−10

3−10

2−10

1−10

C
an

di
da

te
s (

a.
u.

)

SS tagged
Only SS tagged
OS and SS tagged

Figure 10.7: (Left) 2D histogram of the OS and SS mistag for all signal candidates combined
when both taggers have a decision. (Middle) OS and (right) SS mistag distributions for
all signal candidates combined, where (black) the single tagger, (red) only the single
tagger and (blue) both taggers have a decision.

𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays, the scaled production value is (−1.2 ± 0.6) %. This
is around 1.5𝜎 from the fit value. Therefore, 2000 (1000) pseudo-data samples
are generated with this alternative production asymmetry and constrained to the
nominal value in the 𝐶𝑃 fit for the 𝐽/𝜓 → 𝜇𝜇 (𝐽/𝜓 → 𝑒𝑒 and 𝜓(2𝑆)→ 𝜇𝜇) channel.
The effect for the parameter 𝐶 is between 9% and 29% of the statistical uncertainty,
while it is between 1% and 17% for 𝑆. This is significant but similar in size to
the Gaussian constraint applied to the production asymmetry in the 𝐶𝑃 violation
model. Therefore, this effect is already considered and no additional change must
be done.

Differences between 𝑪𝑷 violation parameters in LL and DD in𝑩𝟎 → 𝑱/𝝍(→ 𝝁𝝁)𝑲𝟎S
The 𝐶𝑃 violation parameters 𝑆 and 𝐶 differ between the two samples of LL and
DD reconstructed 𝐾0S mesons in 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays. The difference has
a significance of 2.17𝜎 for a two-sided test statistic with two degrees of freedom.
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10 Evaluation of systematic uncertainties and cross-checks

In total, 23 different types of checks were performed, including fits in bins of
variables, fits with different selection requirements, using the SS and OS flavour
tagging algorithms separately, no kinematic reweighting for the flavour tagging
control channels, individual flavour tagging calibration for each track type, different
lower and upper decay time ranges and with a calculated decay time neglecting
information from the kaon vertex. No physical indications from these checks were
found and the difference is assumed to be a statistical fluctuation. More information
about these checks can be found in Ref. [37].

Time-integrated measurements
All previously mentioned measurements of the 𝐶𝑃 violation parameters are time-
dependent. An orthogonal approach is to measure the parameters time-integrated.
This is done for only tagged candidates of simulated and pseudo-data samples
for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays. The 𝐶𝑃 asymmetry in the simplified case with𝛥𝛤 = 0, 𝑡min = 0 and without acceptance effect is expressed as

𝒜int
obs = ∫∞𝑡min

𝛤 obs(𝐵0 → 𝑓) d𝑡 − ∫∞𝑡min
𝛤 obs(𝐵0 → 𝑓) d𝑡∫∞𝑡min

𝛤 obs(𝐵0 → 𝑓) d𝑡 + ∫∞𝑡min
𝛤 obs(𝐵0 → 𝑓) d𝑡 (10.5)

= (1 − 𝜔𝐵0 − 𝜔𝐵0)𝛥𝑚𝜏𝑆int − 𝐶int1 + (𝛥𝑚𝜏)2 . (10.6)

In addition, the time-integrated asymmetry 𝒜int can be determined as the dilution-
corrected number of 𝐵0 and 𝐵0 mesons𝒜int = 𝑁𝐵0 − 𝑁𝐵0𝑁 ′𝐵0 + 𝑁 ′𝐵0 , (10.7)

with 𝑁 = ∑𝑖 𝑤𝑖𝐷𝑖 and 𝑁 ′ = ∑𝑖 𝑤𝑖𝐷2𝑖 for 𝐵0 and 𝐵0 candidates. No significant
differences are found and more information can be found in Ref. [37].𝑩𝟎 and 𝑩𝟎 independet measurements
In the nominal approach, the 𝐵0 and 𝐵0 mesons are fitted simultaneously resulting
in a simultaneous normalisation of the model for both mesons. This must not be
correct because 𝐵0 and 𝐵0 mesons have different distributions, especially for the
flavour tagging. Two independent measurements for 𝐵0 and 𝐵0 mesons in the𝐽/𝜓 → 𝜇𝜇 channel are performed to validate this method. The details can be found
in Ref. [37], but no significant differences to the nominal results are found.

Evaluation of the oscillation frequency 𝜟𝒎
The oscillation frequency 𝛥𝑚 is constrained by a Gaussian function with the world
average for the mean and sigma in the 𝐶𝑃 violation model. This is valid because
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the effect of 𝛥𝑚 is around 0.5‰ for 𝐵0 mesons. The advantage of the constraint
is that the uncertainties on the 𝐶𝑃 violation parameters decrease using the input
from different measurements, which are more sensitive to the value of 𝛥𝑚. An
additional fit was performed for all data combined, where 𝛥𝑚 was left floating and
the resulting value matches the world average. Hence, no additional systematic
uncertainty is necessary.

In summary, many cross-checks are performed with no significant impact on the𝐶𝑃 violation parameters. Therefore, no additional changes for the 𝐶𝑃 violation
model or any additional systematic uncertainties are necessary.
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11 Results and combination of decay
channels

The data for the time-dependent 𝐶𝑃 violation measurement presented in this thesis
is recorded at the LHCb experiment between 2015 and 2018. It corresponds to
an integrated luminosity of 6 fb−1 and involves the decays 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S,𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S (abbreviated as 𝜓(2𝑆)𝐾0S) and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S with𝐾0S → 𝜋+𝜋−. The resulting 𝐶𝑃 violation parameters with statistic and systematic
uncertainties are given as𝑆𝐽/𝜓(→𝜇𝜇)𝐾0S = 0.716± 0.015 (stat.)± 0.007 (syst.) ,𝐶𝐽/𝜓(→𝜇𝜇)𝐾0S = 0.010± 0.014 (stat.)± 0.003 (syst.) ,𝑆𝜓(2𝑆)𝐾0S = 0.649± 0.053 (stat.)± 0.018 (syst.) ,𝐶𝜓(2𝑆)𝐾0S =−0.087± 0.048 (stat.)± 0.005 (syst.) ,𝑆𝐽/𝜓(→𝑒𝑒)𝐾0S = 0.754± 0.037 (stat.)± 0.008 (syst.) ,𝐶𝐽/𝜓(→𝑒𝑒)𝐾0S = 0.042± 0.034 (stat.)± 0.008 (syst.) ,
with correlation coefficients between 𝑆 and 𝐶 of 0.446, 0.503 and 0.374 for the𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝜓(2𝑆)𝐾0S and 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays, respectively. All three de-
cay channels are compatible with each other within 2𝜎. The highest tension
is between 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S decays, while the re-
sult of the 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays is in between. The uncertainties for all
variables are dominated by the statistical uncertainty, which will decrease with
more data in the future. The world average of all previous measurements in-
cluding a charmonium final state is given as 𝑆world average = 0.699 ± 0.017 and𝐶world average = −0.005 ± 0.015 [118]. This agrees with the results within 2𝜎 and
shows that the single measurement with 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S decays already has
a higher sensitivity. Thus, this measurement supersedes the combination of all
previous measurements for this type of decay.

The parameter 𝐶 is a measure of the direct 𝐶𝑃 violation, which is not present in
the SM for 𝐵0 → 𝜓𝐾0S decays. The results reflect this, while the 𝐵0 → 𝜓(2𝑆)𝐾0S
decays have the highest deviation with 1.7𝜎. If no higher-order effects like loop
diagrams, which are highly suppressed in the SM, are considered, the parameter 𝑆
is equal to sin(2𝛽). This simplification is valid up to 1∘ [58–60] for the value of 𝛽,
which is at the edge of the current sensitivity. The parameter 𝑆 is measured around
0.71, which corresponds to 𝛽 = 22.6°.

All three decay channels are combined into one data sample to increase the
sensitivity even more. The decay-specific parameters, all flavour tagging parameters,
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11 Results and combination of decay channels

the per-event resolution, the acceptance and the decay time bias correction function
parameters, stay the same. The production asymmetry, the lifetime, the 𝐵0
oscillation frequency and both 𝐶𝑃 violation parameters 𝑆 and 𝐶 are shared between
the decay channels. This results in𝑆𝜓𝐾0S = 0.717± 0.013 (stat.)± 0.008 (syst.) ,𝐶𝜓𝐾0S = 0.008± 0.012 (stat.)± 0.003 (syst.) ,

with a correlation coefficient of 0.441. An increase of the world average of all
previous measurements with a charmonium in the final state combined of around
10% and 20% for 𝑆 and 𝐶, respectively, is achieved [118]. This also leads to the
most accurate time-dependent asymmetry yield from the LHCb experiment, which
can be seen in Fig. 11.1. The yield asymmetry is dominated by 𝑆 sin(𝛥𝑚𝑡), which

0.0 2.5 5.0 7.5 10.0 12.5 15.0𝑡 [ps]−1.0
−0.5

0.0
0.5
1.0𝒜𝐶𝑃 (𝑡)

LHCb6 fb−1𝐵0 →𝜓(→ℓ+ℓ−)𝐾0S (→𝜋+𝜋−)

𝐵0-𝐵0 yield asymmetryTotal fit

Figure 11.1: Time-dependent 𝐵0-𝐵0 yield asymmetry of all three decay channels combined
taken from Ref. [38].

results in the oscillating shape of the asymmetry with the amplitude given by the
parameter 𝑆. The parameter 𝐶 shifts the fit curve out of the origin. However, this
shift is hardly visible because the parameter is tiny and compatible with 0. The
majority of data is at short decay times, resulting in higher uncertainties at high
decay times. Nonetheless, over one oscillation period is visible.

A comparison with previous measurements from the LHCb experiment with
these final states can be seen in Fig. 11.2. The details of these analyses are given
in Refs [32, 33]. Although the mean values change mildly, all measurements are
compatible. The more efficient selection and the higher amount of recorded data
increases the sensitivity significantly. Furthermore, the order of the final states
with the highest sensitivity remains unchanged. A combination of these results is
performed using GammaCombo [120], where the results are mainly driven by the
new measurements. It results in
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Figure 11.2: Measurement results of 𝑆 and 𝐶 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S
and 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S decays with the LHCb experiment from data samples collected
between 2011 and 2012 (Run 1) [32, 33] and between 2015 and 2018 (Run 2) presented in
this thesis.

𝑆LHCb𝜓𝐾0S = 0.724 28± 0.013 27 (stat.)± 0.0055 (syst.),𝐶LHCb𝜓𝐾0S = 0.004 49± 0.011 23 (stat.)± 0.0028 (syst.).

The systematic uncertainties from the previous measurements were rescaled if new
measurements of external parameters reduced the uncertainty of these parameters.
Additionally, the correlations of systematic uncertainties are considered in the
combination. It can be seen that the decrease of the statistical uncertainty is
insignificant and only within its rounding. This illustrates the importance and the
high sensitivity of the measurement presented in this thesis.

The comparison with previous measurements from the Belle and BaBar exper-
iment is shown in Fig. 11.3. This new result fits in perfectly and increases the
compatibility between the 𝑒−𝑒+ and the 𝑝𝑝 collision measurements. Moreover, it
can be seen that the new result has the highest sensitivity for the 𝐶𝑃 violation
parameters 𝑆 and 𝐶. The uncertainties of both positron-electron colliders are not
stretched because 𝑆 and 𝐶 are nearly uncorrelated in these measurements. This
is the case because, in contrast to the LHCb experiment, decay time differences
between two 𝐵0 mesons are measured. On the one hand, the signal 𝐵0 meson and,
on the other hand, the 𝐵0 meson, which is also created at the 𝑒−𝑒+ collision and is
used to determine the flavour of the mesons.

The combination of all these measurements leads to a preliminary new world
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11 Results and combination of decay channels

average of 𝑆world average = 0.708 ± 0.011, (11.1)𝐶world average = 0.006 ± 0.010. (11.2)
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Figure 11.3: Measurement results of 𝑆 and 𝐶 from the Belle, BaBar and LHCb experiment.

96



12 Summary and outlook
The Standard Model of particle physics is the most accurate description of funda-
mental interactions and its predictions are confirmed in many experiments. However,
there are open questions and observations which cannot be explained by the SM,
e.g. the matter-antimatter asymmetry [23] in the universe. One of Sakharov’s
conditions [25] to explain this asymmetry is 𝐶𝑃 violation. Although 𝐶𝑃 violation
is included in the SM, the amount of 𝐶𝑃 violation is insufficient to explain the
matter-antimatter asymmetry completely. Therefore, it is necessary to study 𝐶𝑃
violation in more detail to find an aspect of the theory where physics beyond the
Standard Model can be exploited. One of the most sensitive observables of 𝐶𝑃
violation is sin(2𝛽). The cleanest and most accurate decay to determine sin(2𝛽)
both experimental and theoretical is 𝐵0 → 𝜓𝐾0S with the 𝐾0S meson decaying into
two pions and the charmonium into two electrons or muons. The experimental
advantage is the huge number of signal candidates because the decay can occur at
tree level, the efficient selection and reconstruction of the particles and the large
oscillation frequency with negligible detector resolution effects. Moreover, the high
boost of the 𝐵0 meson, and thus, the high decay time and flight distance, helps to
distinguish signal and background candidates. In addition, the second 𝐵0 meson
created at the 𝑝𝑝 collision can be used for the flavour tagging of the signal 𝐵0 meson
and increase the effective tagging efficiency. The benefit for the theoretical side is
the possibility to calculate the observable perturbatively, where the corrections are
minor and the fact that the 𝐶𝑃 violation in 𝐵0 → 𝜓𝐾0S decays depends mainly onsin(2𝛽).

One of the best-suited experiments in the world for this measurement is the
LHCb experiment at CERN. The analysed data sample presented in this the-
sis is collected between 2015 and 2018 with 𝑝𝑝 collisions with a center-of-mass
energy of √𝑠 = 13 TeV corresponding to an integrated luminosity of 6 fb−1 and
over 430 000 𝐵0 → 𝜓𝐾0S candidates. The decay time dependent 𝐶𝑃 violation mea-
surement in 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S , 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S and 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S
with 𝐾0S → 𝜋+𝜋− results in𝑆𝐽/𝜓(→𝜇𝜇)𝐾0S = 0.716± 0.015 (stat.)± 0.007 (syst.) ,𝐶𝐽/𝜓(→𝜇𝜇)𝐾0S = 0.010± 0.014 (stat.)± 0.003 (syst.) ,𝑆𝜓(2𝑆)𝐾0S = 0.649± 0.053 (stat.)± 0.018 (syst.) ,𝐶𝜓(2𝑆)𝐾0S =−0.087± 0.048 (stat.)± 0.005 (syst.) ,𝑆𝐽/𝜓(→𝑒𝑒)𝐾0S = 0.754± 0.037 (stat.)± 0.008 (syst.) ,𝐶𝐽/𝜓(→𝑒𝑒)𝐾0S = 0.042± 0.034 (stat.)± 0.008 (syst.) ,
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12 Summary and outlook

with correlation coefficients between 𝑆 and 𝐶 of 0.446, 0.503 and 0.374 for the
three final states, respectively. The first uncertainty corresponds to the statistical
uncertainty and the second to the systematic. The parameter 𝑆 is in first order the
same as sin(2𝛽), which is the most precise single measurements in the world and in
good agreement with each other. The parameter 𝐶 is compatible within all decay
channels and compatible with 0, which is the expectation of the SM. In addition,
the results agree with previous measurements with data collected in 2011 and 2012
by the LHCb experiment [32, 33], which can be seen in Fig. 12.1.
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Figure 12.1: Measurement results of 𝑆 and 𝐶 for 𝐵0 → 𝐽/𝜓(→ 𝜇𝜇)𝐾0S, 𝐵0 → 𝐽/𝜓(→ 𝑒𝑒)𝐾0S
and 𝐵0 → 𝜓(2𝑆)(→ 𝜇𝜇)𝐾0S decays with the LHCb experiment from data samples collected
between 2011 and 2012 (Run 1) [32, 33] and between 2015 and 2018 (Run 2) presented in
this thesis.

Besides the single measurements, a combination of all three decay channels is
performed as well. It results in𝑆𝜓𝐾0S = 0.717 ± 0.013 (stat.)± 0.008 (syst.) ,𝐶𝜓𝐾0S = 0.008 ± 0.012 (stat.)± 0.003 (syst.) ,

with a correlation coefficient between 𝑆 and 𝐶 of 0.441. This is more precise than
the world average of all previous measurements with a charmonium in the final state
combined. It is an increase of around 10% and 20% for 𝑆 and 𝐶, respectively [118].
From these results, the CKM angle 𝛽 is calculated to𝛽 = 22.9 ± 0.6 , (12.1)

which agrees with the world average within 1𝜎. This is at a precision where
higher-order effects are not negligible anymore [58–60]. Possible measurements to
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determine these higher-order effects are analyses of the decay time dependent 𝐶𝑃
violation in 𝐵0 → 𝐽/𝜓𝜋+𝜋− or 𝐵0𝑠 → 𝐽/𝜓𝐾0S decays because penguin contributions
play an important role. Therefore, the effective 𝛽eff value is measured and can be
used to calibrate the measurement in 𝐵0 → 𝜓𝐾0S decays.

A simple combination of the world average and the new measurement would lead
to 𝑆world average = 0.708 ± 0.011 , (12.2)𝐶world average = 0.006 ± 0.010 . (12.3)

All results presented in this thesis are limited by the statistical uncertainty, which
means the results will improve with more collected data. All data from the LHCb
experiment is used in the presented thesis. However, after an upgrade phase, where
nearly the complete LHCb detector was renewed, the data-taking period started at
the beginning of 2023 and will proceed with additional upgrade phases up to 2042.
The estimated integrated luminosity is 350 fb−1 [121], which is nearly a factor 60 in
increase of the amount of data compared to today. With the same selection and
effective tagging efficiency, the sensitivity would increase by more than a factor of
seven, achieving permille uncertainty for the CKM angle 𝛽. Moreover, the trigger
system to select the raw data is adjusted for the new data-taking period, where a
software-based selection replaces the first hardware selection step. This way, the
selections are more effective, resulting in even more data to analyse. With all this
in mind, systematic uncertainties can be more crucial in future analyses. However,
the largest systematics are due to the 𝛥𝛤 term and the flavour tagging portability,
which improve with more accurate analyses due to more data. Furthermore, a
new flavour tagging approach is in preparation, where the whole event is analysed
within a deep neural network. First results indicate an significant increase in the
performance in neutral 𝐵𝑑 meson decays.
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