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#### Abstract

The observation of cosmic messenger particles provides unique insights into astrophysical processes. As high-energy nuclei or photons reach the Earth's atmosphere, a particle cascade called extensive air shower is initiated. By detecting secondary shower particles, the energy, direction, and identity of the initial messenger particle can be reconstructed. This task heavily relies on an accurate simulation of particle cascades. A major challenge in this context is the muon puzzle - a significant, as yet unresolved muon deficit in air shower simulations compared to experimental observations.

To overcome limitations of existing shower simulation codes, the next-generation simulation framework CORSIKA 8 is currently under development. This work describes the implementation of the Monte Carlo simulation code PROPOSAL as the first electromagnetic and muonic interaction model in CORSIKA 8. PROPOSAL describes muon interactions with maximal precision, minimizing possible systematic uncertainties in the description of the muonic shower component in CORSIKA 8. The code structure of PROPOSAL is modularized, and a description of electromagnetic processes is implemented. An interface between CORSIKA 8 and PROPOSAL is written, which is validated by comparisons with previous CORSIKA versions. Notably, these validations reveal that CORSIKA 8 shows a $5 \%$ increase of muons in hadronic showers. As this number is insufficient to solve the muon puzzle, inaccuracies in muon propagation are ruled out as a possible cause. Furthermore, this work allows for the first physics-complete shower simulations with CORSIKA 8, which is a crucial step toward its first release. For the scientific community, CORSIKA 8 is going to be a powerful tool for the simulation and investigation of particle cascades, especially to further understand and solve the muon puzzle.


## Kurzfassung

Die Beobachtung kosmischer Botenteilchen ermöglicht einzigartige Einblicke in astrophysikalische Prozesse. Hochenergetische Atomkerne und Photonen initiieren beim Erreichen der Erdatmosphäre eine Teilchenkaskade, welche Luftschauer genannt wird. Durch die Detektion ausgelöster Sekundärteilchen können Energie, Richtung und Teilchenart des Ursprungsteilchens rekonstruiert werden. Diese Aufgabe erfordert präzise Simulationen der Teilchenkaskaden. Eine bedeutende Herausforderung in diesem Zusammenhang ist das Myonrätsel - ein signifikantes, jedoch bislang ungeklärtes Defizit der Anzahl an Myonen in Luftschauersimulationen im Vergleich zu experimentellen Beobachtungen.

Aufgrund der Einschränkungen bestehender Software zur Simulation von Teilchenkaskaden befindet sich das Simulationsframework CORSIKA 8 aktuell in der Entwicklung. In dieser Arbeit wird die Implementierung des Monte-CarloSimulationsprogramms PROPOSAL als erstes elektromagnetisches und myonisches Interaktionsmodell für CORSIKA 8 beschrieben. PROPOSAL ermöglicht eine höchst präzise Beschreibung von Myoninteraktionen, wodurch die systematische Unsicherheit in der Beschreibung der myonischen Schauerkomponente in CORSIKA 8 minimiert werden kann. Die Codestruktur von PROPOSAL wurde modularisiert, sowie eine Beschreibung elektromagnetischer Wechselwirkungen implementiert. Zudem wurde ein Interface zwischen PROPOSAL und CORSIKA 8 geschrieben und durch Vergleiche mit früheren CORSIKA-Versionen validiert. CORSIKA 8 weist in diesen Vergleichen eine um $5 \%$ erhöhte Anzahl an Myonen in Simulationen von hadronischen Schauern auf. Dieser Anstieg ist nicht ausreichend, um die Diskrepanz im Myonpuzzle zu erklären, sodass Ungenauigkeiten in der Myonpropagation als mögliche Erklärung ausgeschlossen werden können. Des Weiteren ermöglicht diese Arbeit die ersten physikalisch vollständigen Simulationen von Teilchenkaskaden mit CORSIKA 8, was einen entscheidenden Schritt im Hinblick auf die Veröffentlichung von CORSIKA 8 darstellt. CORSIKA 8 stellt ein mächtiges Werkzeug für die Simulation und Untersuchung von Teilchenkaskaden zur Verfügung, welches insbesondere zum Verständnis sowie zur Lösung des Myonrätsels beitragen wird.
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## 1 Introduction

The general goal of astroparticle physics is the expansion of knowledge about astrophysical processes, particle physics, or cosmology by the observation of cosmic messenger particles. When atomic nuclei or high-energy photons reach the Earth, they interact with nuclei in the atmosphere, initiating a particle cascade called an extensive air shower. As the particle flux decreases sharply with increasing energy, two observational approaches for the detection of cosmic messengers are possible: For energies where the corresponding particle flux is sufficient, which is below $\approx 100 \mathrm{TeV}$ for cosmic nuclei [96] and below $\approx 100 \mathrm{GeV}$ for photons [80], direct observations via space-based telescopes are feasible. For higher energies, the scarcity of events requires an indirect, ground-based observation, where the secondary particles created in the extensive air showers are detected. However, reconstructing the properties of the initial messenger particle based on measurements of secondary particles is a challenging task, as the initial information is convoluted over several generations of stochastic particle interactions. Furthermore, the detector signal of air shower experiments can not be calibrated, as artificial sources with known properties do not exist. Therefore, computer simulations, which accurately model the complex dynamics of particle cascades, are needed. It is crucial to minimize systematic uncertainties of air shower simulations, as these limit the prospects of high-energy astroparticle physics. A key challenge in this context is the muon puzzle, which describes a significant excess in experimentally detected muons compared to the expectation from air shower simulations.

For over 30 years, the Monte Carlo program CORSIKA [113] has been the standard for the simulation of extensive air showers, used by the majority of experiments in astroparticle physics. However, several limitations, both from a technical and physical point of view, restrict the possibilities of the existing code: For example, the code structure is monolithic, which severely complicates the extension and maintenance of the software, and particle cascades can only be simulated in air with limited options to parametrize the atmospheric density. To overcome these limitations, a complete rewrite of the existing code, named CORSIKA 8, was started in 2018. CORSIKA 8 has the goal of providing a modular, flexible, and well-understood framework for the simulation of particle cascades in arbitrary environments [88]. Within CORSIKA 8, the electromagnetic and muonic shower component is simulated by the lepton and photon propagation software PROPOSAL
[29, 143]. PROPOSAL is a well-established framework, as it has been verified for the simulation of muon and tau interactions, especially in the context of simulations for underground observatories. Using PROPOSAL within CORSIKA 8 guarantees the highest precision for the propagation of muons in particle showers, which is especially important to minimize the impact of corresponding systematic uncertainties on the muon puzzle. Additionally, PROPOSAL has been extended to allow for the simulation of electrons, positrons, and high-energy photon processes.

This work describes the preparation of PROPOSAL for its usage in the context of particle cascade simulations, both from a physical and technical point of view; the implementation of an interface to CORSIKA 8; and finally, the analysis and validation of simulated particle cascades. This allows for the production of the first physics-complete simulations of particle cascades with CORSIKA 8. This thesis is structured as follows: In Chapter 2, the foundations and research goals of astroparticle physics are briefly outlined. Chapter 3 provides an introduction to the theory of extensive air showers, the underlying observation methods, and the muon puzzle. In Chapter 4, the software PROPOSAL is presented. This includes an introduction of the basic methodical principles, as well as the description of improvements and preparations necessary to use PROPOSAL as a framework in the context of particle cascade simulations. Chapter 5 introduces the framework CORSIKA, beginning with a description of CORSIKA 7 and its restrictions, followed by the introduction of the concept and methodology of CORSIKA 8, and finally, the description of the implemented interface between CORSIKA 8 and PROPOSAL. In Chapter 6, the theoretical foundations of interaction processes relevant to electrons, positrons, and high-energy photons, their methodical treatment, and the consequent implementation in PROPOSAL are explained. Notable challenges in this context are the implementation of electronuclear processes, multiple scattering of charged particles, and the description of the Landau-Pomeranchuk-Migdal (LPM) suppression. Lastly, in Chapter 7, the implemented methods and processes are validated by comparing CORSIKA 8 shower simulations with simulations from earlier CORSIKA versions. This includes the analysis of the underlying cross sections, longitudinal and lateral shower characteristics, and the radio emission of air showers, where the latter is highly correlated to a correct description of the electromagnetic shower development. Furthermore, the impact on the muon number in air showers is evaluated.

## 2 Astroparticle Physics

Astroparticle physics describes the systematic study of elementary particles that originate from space, providing insights into astrophysics, particle physics, and cosmology. The discovery of cosmic rays by Victor Hess in 1912, who measured an increasing ionization rate with height in a series of balloon experiments, is often seen as the origin of this field of research [89]. Over the last century, astroparticle physics has evolved drastically, shaping a field diverse in its research questions and experimental methods. Figure 2.1 shows an illustration of three different cosmic messenger particles that are commonly used for observations in modern astroparticle physics: Cosmic rays, gamma rays, and neutrinos. The properties of these messengers and their context in the current state of research in astroparticle physics are described in the following.


Figure 2.1: Visualization of messenger particles in astroparticle physics and their basic characteristics. Figure from [127].

## Cosmic Rays

Every second, approximately 1000 atomic nuclei per square meter, originating almost exclusively from outside the solar system, reach the Earth's atmosphere [96]. These charged particles, composed of $\approx 90 \%$ protons, $\approx 9 \%$ helium, and of heavier nuclei, are called cosmic rays. Their energy distribution starts below 1 GeV and extends to energies of more than $10^{11} \mathrm{GeV}$, as recently confirmed by the cosmic ray experiment Telescope Array which detected a cosmic ray with an estimated energy of $2.44 \times 10^{11} \mathrm{GeV}[8]$. Despite spanning more than twelve orders of magnitude, the cosmic ray energy spectrum can be described by a power law of the form $E \propto E^{-\gamma}$ with relatively few features, as shown in Figure 2.2. Because cosmic rays are charged,


Figure 2.2: Measurements of the cosmic ray energy spectrum for both the allparticle flux, shown in black, and the flux for different types of nuclei, shown in color. Note that the flux is scaled by a factor of $E^{2.6}$ to highlight the substructures of the spectrum. The upper x-axis shows the corresponding center-of-mass energies of nucleon-nucleon collisions together with the maximum collision energies at the Large Hadron Collider, illustrating that the energies of cosmic rays can far exceed the highest energies reached by man-made accelerators. Figure from [34].
they are deflected in the interstellar medium, meaning that the correlation between their arrival direction and origin is lost. This makes it impossible to pinpoint their sources, except for cosmic rays of the highest energies. By studying the energy distribution as well as the energy-dependent composition of cosmic rays, which is also illustrated in Figure 2.2, information about the possible source classes of cosmic rays, the underlying acceleration mechanisms, and their propagation in the interstellar medium can be obtained.

As cosmic rays approach the Earth, they interact with nuclei in the atmosphere, initiating a particle cascade called extensive air shower, explained in detail in Chapter 3. Therefore, their direct detection from the Earth's surface is not possible. One approach to observe cosmic rays is to measure them at very high altitudes before they cascade, using space-based experiments such as AMS-02 (Alpha Magnetic Spectrometer) [25] or balloon experiments like CREAM (Cosmic Ray Energetics And Mass) [227]. However, since the cosmic ray flux falls rapidly with increasing energy, in combination with the limited detection area of these types of experiments, this approach is only feasible up to energies of $\approx 100 \mathrm{TeV}$. Therefore, the only possible approach at higher energies is the indirect detection of cosmic rays via the air showers they initiate, using ground-based observatories. The underlying experimental methods and challenges in reconstructing the properties of cosmic ray particles from air shower observations are described in Section 3.3. Note that due to the abundance of cosmic ray particles in comparison to other messengers, which are described in the following, cosmic rays and their induced secondary particles often pose a background for other experiments, e.g., in gamma-ray astronomy or underground neutrino observatories.

## Gamma Rays

Gamma-ray astronomy describes the observation of photons with energies above $\approx 0.5 \mathrm{MeV}$ [80], up to energies of more than a PeV , where the current upper energy limit has been established by LHAASO (Large High Altitude Air Shower Observatory), reporting the observation of a gamma ray with an energy of 1.4 PeV [72]. In contrast to cosmic rays, gamma rays are uncharged and propagate in a nearly straight line from their origin toward Earth, which makes it possible to pinpoint their sources. This property makes their observation crucial for the understanding of cosmic ray accelerators and their underlying mechanisms. Additional scientific questions related to gamma-ray observations are indirect searches for dark matter, answering questions in cosmology, and performing tests of fundamental physics [17]. Gamma-ray sources can be found both within our galaxy, notably in supernova remnants, and outside our galaxy, notably in active galactic nuclei and gamma-ray bursts. However, gamma rays can be absorbed, e.g., when their energy is high enough to interact with the extragalactic background light, a process limiting the possibilities of extragalactic gamma-ray astronomy. There are two possible production channels for gamma rays: Leptonic gamma-ray emission is generated by synchrotron radiation of electrons or positrons in magnetic fields, or by the acceleration of low-energy photons through interaction with high-energy
electrons and positrons, a process known as Inverse Compton Scattering. ${ }^{1}$ Hadronic gamma-ray emission is generated from interactions of high-energy protons or heavier nuclei with matter, producing neutral mesons such as the $\pi^{0}$, which decay into photons.

As is the case for cosmic rays, the Earth's atmosphere is also opaque to gamma rays, since they initiate electromagnetic particle cascades in interactions with atmospheric nuclei, as described in Section 3.1. Below energies of 100 GeV , gamma rays can be efficiently detected using satellite experiments [80], for example, with the Fermi Gamma-ray Space Telescope [212]. For higher energies, an indirect detection approach via the secondary particles of the induced particle cascade, using groundbased observatories, is necessary. The different ground-based detection methods of gamma rays are presented in Section 3.3.

## Neutrinos

Neutrinos are uncharged particles with very low masses, only interacting gravitationally and via the weak force, resulting in very small interaction rates. This makes neutrinos unique in their capability to escape very dense production regions and carry information from within their sources, without deflections or absorptions. Within cosmic accelerators, protons interact with the surrounding media or radiation fields in hadronic interactions such as

$$
\begin{equation*}
p+p \rightarrow \pi^{ \pm}+X \tag{2.1}
\end{equation*}
$$

where $X$ denotes the remaining final hadronic state, or in photohadronic interactions such as

$$
\begin{equation*}
p+\gamma \rightarrow \Delta^{+} \rightarrow \pi^{+}+n \tag{2.2}
\end{equation*}
$$

via a Delta resonance $\Delta^{+}$. In both cases, neutrinos are produced in the subsequent decay of pions, e.g., $\pi^{+} \rightarrow \mu^{+}+\nu_{\mu}$, as well as in the subsequent decay of muons, e.g., $\mu^{+} \rightarrow e^{+}+\nu_{e}+\overline{\nu_{\mu}}[133]$. The small interaction rates of neutrinos, which makes their observation highly valuable, are also the reason why their detection on Earth is challenging. The underlying detection mechanisms therefore rely on the usage of large instrumented volumes. The IceCube Neutrino Observatory, for example, instrumented $1 \mathrm{~km}^{3}$ of ice at the geographic South Pole with 5160 digital optical modules [5]. The concept of neutrino detection, as well as different detector designs for the observation of astrophysical neutrinos, are described in Section 4.3.1 and Section 4.3.2.

[^0]A major milestone in modern neutrino astronomy has been the detection of a high-energy extraterrestrial neutrino flux, reported by the IceCube Collaboration in 2013 [3]. The first identified sources of this astrophysical flux are the blazar TXS $0506+056$, from which a high-energy neutrino has been detected coincident with a gamma-ray flare in 2017 [4], and the active galaxy NGC 1068, from which an excess of 79 neutrinos has been reported in 2022 [9]. Furthermore, neutrino emission from the Galactic plane has been observed for the first time as recently as 2023 by the IceCube Neutrino Observatory [11].

## Other Messengers

For completeness, two additional messengers in astroparticle physics are mentioned here: Firstly, the observation of photons below energies of $\approx 0.5 \mathrm{MeV}$ is possible as well. This ranges from X-ray astronomy, over optical astronomy, down to radio astronomy at the smallest photon energies. Secondly, the newest addition to the list of cosmic messengers are gravitational waves, opening the field of gravitational-wave astronomy. They allow for observations not possible using other messenger particles, such as observations of black hole mergers or processes in the early universe [51]. In 2016, LIGO (Laser Interferometer Gravitational-Wave Observatory) and the Virgo interferometer announced the first direct detection of gravitational waves by observing the signal from a binary black hole merger [12].

## 3 Extensive Air Showers

As cosmic rays enter the Earth's atmosphere, they interact with atmospheric nuclei and initiate a particle cascade called an extensive air shower. Their contents can be divided into three components: An electromagnetic component, a hadronic component, and a muonic component, as illustrated in Figure 3.1. The electromagnetic


Figure 3.1: Illustration of the development of an exemplary extensive air shower, divided into the three shower components. Adapted from [149].
component consists of electrons, positrons, and photons. For high energies, it is governed by electron-positron pair production and bremsstrahlung processes. Models describing the development of electromagnetic particle cascades are introduced in Section 3.1, while the entirety of possible interactions in the electromagnetic shower component is described in detail in Chapter 6. The hadronic shower component is governed by the decay and interactions of hadrons, whose description contributes the largest source of uncertainty in the description of air showers. Models describing
the development of hadronic particle cascades are introduced in Section 3.2. Muons, which mainly result from decays of hadronic particles, form the muonic shower component. In Section 3.3, different approaches and the underlying physical effects for the detection of extensive air showers are described. Lastly, in Section 3.4, the so-called muon puzzle in extensive air showers - a significant, but yet unexplained deviation in the number of high-energy muons between simulations and experimental observations - and its connection to this work is introduced.

### 3.1 Description of Electromagnetic Particle Cascades

Electrons, positrons, and photons of sufficient energy produce electromagnetic particle cascades. These cascades can either be initiated as a standalone particle shower, e.g., through a gamma ray interacting with the Earth's atmosphere, or as a subshower in a hadronic shower, e.g., from a $\pi^{0}$ decaying into two photons. A simple model describing the basic processes in an electromagnetic cascade is the Heitler model [115, 159], illustrated in Figure 3.2. Despite its simplicity, it is


Figure 3.2: Illustration of the Heitler model for electromagnetic particle cascades, adapted from [159].
capable of quantitatively predicting the key characteristics of the underlying shower development. In this model, a primary particle with energy $E_{0}$, in this case, a photon, interacts after a characteristic splitting length $d=X_{0} \ln (2)$, producing an electron-positron pair through pair production (see Section 6.2.1). Here, $X_{0}$ denotes the radiation length in the medium. After traveling another length $d$, both the produced electron and positron emit a bremsstrahlung photon (see Section 6.1.1). In the Heitler model, it is assumed that in each interaction, the initial energy is split symmetrically between the two outgoing particles. According to these
approximations, after $n$ cascade interactions, the total number of particles $N$ is given by

$$
\begin{equation*}
N=2^{n}=e^{X / X_{0}}, \tag{3.1}
\end{equation*}
$$

where $X$ describes the length of the shower development. The energy $E$ per cascade particle is given by

$$
\begin{equation*}
E=E_{0} / N=\frac{E_{0}}{e^{X / X_{0}}} . \tag{3.2}
\end{equation*}
$$

These splitting processes continue until the particles have reached a critical energy $E=E_{\mathrm{c}}^{\mathrm{em}}$, defined as the energy below which ionization losses outweigh radiative losses, with $E_{\mathrm{c}}^{\mathrm{em}} \approx 85 \mathrm{MeV}$ in air [159]. Therefore, the maximum number of particles is given by $N_{\max }=E_{0} / E_{\mathrm{c}}^{\mathrm{em}}$, which, inserted into (3.1), yields

$$
\begin{equation*}
X_{\max }=X_{0} \cdot \ln \left(E_{0} / E_{\mathrm{c}}^{\mathrm{em}}\right) \tag{3.3}
\end{equation*}
$$

as the distance after which the shower maximum is reached. Notably, the Heitler model predicts that the maximum number of shower particles is proportional to the primary particle energy, $N_{\max } \propto E_{0}$, and that the depth of the shower maximum is proportional to the logarithm of the primary particle energy, $X_{\max } \propto \ln \left(E_{0}\right)$, which are both relations that are confirmed by more sophisticated calculations and simulations [159].

To obtain a more detailed description of particle cascades, their development can be described via a system of so-called cascade equations. For electromagnetic particle cascades, these equations are given by [96]

$$
\begin{align*}
\frac{\mathrm{d} \gamma}{\mathrm{~d} t}=-\frac{\gamma(E, t)}{\lambda_{\text {pair }}} & +\int_{E}^{\infty} \pi\left(E^{\prime}, t\right) \frac{\mathrm{d} n_{e \rightarrow \gamma}}{\mathrm{~d} E \mathrm{~d} t} \mathrm{~d} E^{\prime},  \tag{3.4}\\
\frac{\mathrm{d} \pi}{\mathrm{~d} t}=-\frac{\pi(E, t)}{\lambda_{\text {brems }}} & +\int_{E}^{\infty} \pi\left(E^{\prime}, t\right) \frac{\mathrm{d} n_{e \rightarrow e}}{\mathrm{~d} E \mathrm{~d} t} \mathrm{~d} E^{\prime} \\
& +2 \int_{E}^{\infty} \gamma\left(E^{\prime}, t\right) \frac{\mathrm{d} n_{\gamma \rightarrow e}}{\mathrm{~d} E \mathrm{~d} t} \mathrm{~d} E^{\prime}, \tag{3.5}
\end{align*}
$$

where $\gamma$ describes the number of photons for a given depth $t, \pi$ the number of electrons and positrons, $\lambda$ the characteristic interaction lengths of the corresponding processes, and $n_{i \rightarrow j}$ the average number of particles of type $j$ produced by interactions of particles with type $i$. Under the assumption that ionization losses and Compton scattering, see Section 6.2.2, can be neglected, i.e., $E>E_{\mathrm{c}}^{\mathrm{em}}$, solutions of the electromagnetic cascade equations under the name Approximation $A$ can be obtained [96]. One result from this solution, given the initial condition of a single primary of energy $E_{0}$ initiating the particle cascade, is that the number of electrons and
positrons $N_{e^{ \pm}}$above an energy $E$ at the shower maximum, and respectively the number of photons $N_{\gamma}$, can be approximated by

$$
\begin{align*}
& N_{e^{ \pm}}(E) \approx \frac{0.14}{\sqrt{\ln \left(E_{0} / E\right)-0.33}} \frac{E_{0}}{E},  \tag{3.6}\\
& N_{\gamma}(E) \approx \frac{0.14}{\sqrt{\ln \left(E_{0} / E\right)-0.25}} \frac{E_{0}}{E} . \tag{3.7}
\end{align*}
$$

Furthermore, the shower maximum $X_{\max }$ is given by

$$
\begin{equation*}
X_{\max } \approx X_{0} \cdot\left(\ln \left(\frac{E_{0}}{E}\right)-n\right) \tag{3.8}
\end{equation*}
$$

with $n=-0.5$ for charged particles in photon-induced showers, $n=0$ for charged particles in electron- or positron-induced showers, $n=0$ for photons in photoninduced showers, and $n=0.5$ for photons in electron- or positron-induced showers. Notably, this means that photon-induced particle cascades reach their shower maximum later than particle cascades initiated by electrons or positrons. A deviation and more details on this solution are given in [96].

In order to describe the total particle number in electromagnetic cascades down to energies $E<E_{\mathrm{c}}^{\mathrm{em}}$, the assumptions made for Approximation A are not fulfilled anymore. In this case, the Greisen Formula can be used [223], which yields the number of particles in a photon-induced shower as

$$
\begin{equation*}
N(X)=\frac{0.31}{\sqrt{\ln \left(E_{0} / E_{\mathrm{c}}^{\mathrm{em})}\right.}} \exp \left[\frac{X}{X_{0}}\left(1-\frac{3}{2} \ln (s)\right)\right] \tag{3.9}
\end{equation*}
$$

with the age parameter

$$
\begin{equation*}
s=\frac{3 X}{X+2 X_{\max }}, \tag{3.10}
\end{equation*}
$$

and $X_{\text {max }}$ defined as in (3.3).
As an alternative to analytical solutions, the cascade equations (3.4) and (3.5) can be solved numerically, which is, for example, done by the tool EmCa [162]. A different approach to describe electromagnetic particle cascades is their simulation using Monte Carlo methods. In this case, each particle and its interactions are sampled individually, providing a very precise description of the particle cascade at the expense of a high computational effort. In contrast to the approach based on cascade equations, the Monte Carlo method is also capable of describing the entire phase space as well as individual shower events, and not only average particle fluxes, as described in more detail in Section 4.1. The implementation and validation of a Monte Carlo method to simulate electromagnetic cascades for the particle cascade simulation framework CORSIKA 8 will be described in the following chapters.

### 3.2 Description of Hadronic Particle Cascades

Protons and heavier nuclei of sufficient energy produce a hadronic particle cascade. In an approach similar to the description of electromagnetic cascades with the Heitler model, explained in Section 3.1, an approximate description of hadronic particle cascades is possible using the Heitler-Matthews model [159], as illustrated in Figure 3.3. In this model, a primary hadron traverses one characteristic length


Figure 3.3: Illustration of the Heitler-Matthews model for hadronic particle cascades, adapted from [217].
$d=\lambda_{\mathrm{i}} \ln (2)$, with the hadronic interaction length $\lambda_{\mathrm{i}}$, before producing $N_{\text {ch }}$ charged pions and $0.5 N_{\text {ch }}$ neutral pions in an interaction. While each of the neutral pions immediately decays into two photons, initiating electromagnetic subshowers, the charged pions initiate the next generation $n$ of the hadronic cascade, interacting after traversing another length $d$. This process continues until the charged pions have reached a critical energy $E_{c}^{\pi}$, defined as the energy below which their decay length is smaller than their interaction length. As soon as this energy is reached, the model assumes that each charged pion immediately decays into a muon. These muons, as well as the corresponding neutrinos, are capable of covering large distances in air, and are therefore described as the messengers of the hadronic particle cascade. After $n$ generations, the number of charged pions is given by $N_{\pi}=N_{\mathrm{ch}}^{n}$. Given an initial proton with energy $E_{0}$, and assuming that for each interaction, the energy is split equally between all secondary particles, the total energy remaining in charged pions after $n$ generations is given by $E_{\text {had }}=(2 / 3)^{n} E_{0}$. Therefore, the energy per pion is given by

$$
\begin{equation*}
E_{\pi}=\frac{E_{0}}{\left(3 / 2 N_{\mathrm{ch}}\right)^{n}} \tag{3.11}
\end{equation*}
$$

Solving (3.11) with $E_{\pi}=E_{\mathrm{c}}^{\pi}$ for $n$ yields the maximal number of hadronic generations

$$
\begin{equation*}
n_{\mathrm{c}}=\frac{\ln \left(E_{0} / E_{\mathrm{c}}^{\pi}\right)}{\ln \left(3 / 2 N_{\mathrm{ch}}\right)} . \tag{3.12}
\end{equation*}
$$

While neither the multiplicity $N_{\text {ch }}$, which increases slowly with energy, nor the hadronic interaction length $\lambda_{\mathrm{i}}$, which decreases with energy, are constant, a valid approximation for particle cascades in air is $N_{\mathrm{ch}} \approx 10, \lambda_{\mathrm{i}} \approx 120 \mathrm{~g} / \mathrm{cm}^{2}$, and $E_{\mathrm{c}}^{\pi} \approx$ 20 GeV [159]. Given the maximum number of electrons $N_{e}$ and the maximum number of muons $N_{\mu}$ in a shower, the energy of the primary particle can be estimated with

$$
\begin{equation*}
E_{0}=g E_{\mathrm{c}}^{\mathrm{em}} N_{e}+E_{\mathrm{c}}^{\pi} N_{\mu} \approx 0.85 \mathrm{GeV}\left(N_{e}+24 N_{\mu}\right), \tag{3.13}
\end{equation*}
$$

where $E_{\mathrm{c}}^{\mathrm{em}}$ is the critical energy for the electromagnetic shower component as defined in Section 3.1, and $g=N / N_{e} \approx 10$ a correction factor to approximate the total number $N$ of particles in an electromagnetic cascade from $N_{e}$ [159]. Note that according to this linear relation, the primary energy of a hadronic cascade can be inferred from the number of particles, although the exact numerical values depend on the experimental conditions. The number of muons as a function of the primary energy $E_{0}$ can be obtained by inserting (3.12) in $N_{\mu}=N_{\pi}=N_{\mathrm{ch}}^{n_{\mathrm{c}}}$, yielding

$$
\begin{equation*}
N_{\mu}=\left(\frac{E_{0}}{E_{\mathrm{c}}^{\pi}}\right)^{\beta}, \tag{3.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\beta=\frac{\log \left(N_{\mathrm{ch}}\right)}{\log \left(3 / 2 N_{\mathrm{ch}}\right)} \approx 0.85 . \tag{3.15}
\end{equation*}
$$

Note that in more realistic scenarios, the value of $\beta$ is slightly higher, e.g., $\beta \approx 0.92$ [159], since the approximation that the entire energy in hadronic interactions goes into pions is invalid. Instead, a fraction of energy can be carried away by particles such as protons and antiprotons [96]. The depth of the shower maximum $X_{\max }$ of a hadron-induced particle cascade can be estimated by the depth of the electromagnetic cascades initiated for $n=1$, since these subshowers account for the majority of particles in the entire cascade. In the first interaction, an energy of $1 / 3 E_{0}$ is divided equally between $0.5 N_{\mathrm{ch}}$ neutral pions, where each pion decays into two photons. This means that the energy per photon is given by $E_{0} /\left(3 N_{\text {ch }}\right)$, which yields a shower maximum of

$$
\begin{equation*}
X_{\max }=\lambda_{\mathrm{i}} \ln (2)+X_{\max }^{\mathrm{em}}=\lambda_{\mathrm{i}} \ln (2)+X_{0} \ln \left(\frac{E_{0}}{3 N_{\mathrm{ch}} E_{\mathrm{c}}^{\mathrm{em}}}\right) \tag{3.16}
\end{equation*}
$$

where $X_{\max }^{\mathrm{em}}$ from Section 3.1 is used. Note that for a more realistic estimation of $X_{\max }$, the energy dependence of both $\lambda_{\mathrm{i}}$ and $N_{\mathrm{ch}}$, as well as the particle contributions of additional generations $n>1$, must be taken into account [159].

To estimate the characteristics of a particle cascade induced by heavier nuclei using the equations derived above, the superposition model can be applied. This model approximates that a nucleus of mass $A$ and energy $E_{0}$ can be treated as $A$ individual nucleons with energy $E_{0} / A$, where each nucleon independently initiates a particle cascade. Using this approximation with (3.14) yields

$$
\begin{equation*}
N_{\mu}^{A}=A\left(\frac{E_{0} / A}{E_{\mathrm{c}}^{\pi}}\right)^{\beta}=A^{1-\beta}\left(\frac{E_{0}}{E_{\mathrm{c}}^{\pi}}\right)^{\beta}>N_{\mu}^{p} \tag{3.17}
\end{equation*}
$$

meaning that particle cascades with the same primary energy $E_{0}$, but initiated by heavier nuclei, produce more muons than showers initiated by protons. For the shower maximum according to (3.16), this yields

$$
\begin{equation*}
X_{\max }^{A}=\lambda_{\mathrm{i}} \ln (2)+X_{0} \ln \left(\frac{E_{0}}{3 N_{\mathrm{ch}} E_{\mathrm{c}}^{\mathrm{em}}}\right)-X_{0} \ln (A)<X_{\max }^{p} \tag{3.18}
\end{equation*}
$$

meaning that the shower maximum for particle cascades initiated by heavier nuclei is reached earlier compared to showers initiated by protons.

To obtain more detailed insights into the development of hadronic particle cascades, their description via cascade equations, similar to (3.4) and (3.5) for the electromagnetic cascade, is possible. Analytical approximations of particle fluxes from air showers based on cascade equations are derived in [96]. A numerical tool to solve cascade equations is MCEq [91, 92]. MCEq has originally been developed to provide a longitudinal description of the particle flux, but has recently been extended to also provide angular distributions by solving two-dimensional cascade equations [148]. As described in Section 3.1, the most detailed and versatile, but also computationally expensive approach to describe hadronic particle cascades is their simulation with Monte Carlo methods. In this case, each hadronic interaction is sampled individually, relying on their modeling by hadronic event generators such as Sibyll [185] or Epos [179]. These event generators are codes, providing interaction cross sections and methods to sample secondary particle spectra for hadronic particle interactions. In the context of air shower simulations, they need to describe a phase space inaccessible with particle accelerators and therefore rely on phenomenological descriptions. As a consequence of the large uncertainties, different event generators provide different descriptions of hadronic interactions, causing the largest source of systematic uncertainties in air shower simulations. This issue is elaborated in more detail in Section 3.4 in the context of the muon puzzle.

### 3.3 Detection of Extensive Air Showers

Extensive air showers can be detected using various techniques, based on different physical effects. In this section, three important methods and the corresponding detector designs are presented: Cherenkov, fluorescence, and radio emission. Note that each method has its own advantages and disadvantages, which is why many observatories use a hybrid approach that combines different methods. One notable example of this approach is the Pierre Auger Observatory [76] and its upgrade AugerPrime [41], combining all three aforementioned methods in addition to the usage of scintillation detectors.

### 3.3.1 Cherenkov Emission

Charged particles traveling through a dielectric medium are capable of exciting surrounding molecules. As these molecules return to their ground state, they emit photons, whose wavefronts constructively interfere if the velocity $v$ of the initial particle is larger than the speed of light in the medium, given by $c / n$, where $n$ denotes the refractive index of the medium. This emission is called Cherenkov radiation. The angle $\theta_{\mathrm{c}}$ under which the Cherenkov light is emitted, named Cherenkov angle, is given by

$$
\begin{equation*}
\cos \left(\theta_{\mathrm{c}}\right)=\frac{1}{\beta n}, \tag{3.19}
\end{equation*}
$$

with $\beta=v / c$. Given the condition $v>c / n \Leftrightarrow \beta>1 / n$, the energy threshold $E_{\text {min }}$ above which a charged particle with mass $m$ induces Cherenkov light is

$$
\begin{equation*}
E_{\min }>\frac{m}{\sqrt{1-1 / n^{2}}} \tag{3.20}
\end{equation*}
$$

For $n=1.000289$, corresponding to the refractive index of air at a temperature of $0^{\circ} \mathrm{C}$ and pressure of 1 atm [225], this leads to an energy threshold of $E_{\min } \approx 21.26 \mathrm{MeV}$ for electrons and positrons, with an increasing threshold for heavier particles and higher altitudes due to the density dependence of $n$.

There are two general Cherenkov-based approaches for the detection of extensive air showers, as shown in Figure 3.4. In the first approach, the Cherenkov light induced by charged cascade particles in the atmosphere is measured, for example, via Imaging Air Cherenkov Telescopes (IACTs), effectively using the atmosphere as a detector volume. IACTs, primarily designed for the detection of showers initiated by very-high-energy gamma rays between energies of 30 GeV and 100 TeV [96], point at a chosen location in the sky, collect the Cherenkov light, and reflect it into a camera using large, segmented reflectors. The properties of the showers are


Figure 3.4: Exemplary images of observatories using Cherenkov-based detection approaches.
reconstructed with high accuracy using the time-resolved camera images, where the simultaneous observations of an air shower using two or more IACTs and combining their information can significantly improve this process. However, the field of view of IACTs is limited, the atmospheric conditions need to be closely monitored, and the operation requires dark nights with good weather conditions, which limits the duty cycle to $\approx 15 \%$. Examples of currently operating IACTs are MAGIC (Major Atmospheric Gamma Imaging Cherenkov) [35] and VERITAS (Very Energetic Radiation Imaging Telescope Array System) [119]. The next generation of IACTs is going to be introduced with the Cherenkov Telescope Array [17], where the first construction stage foresees an array of 13 telescopes with different sizes in the Northern Hemisphere, and an array of 51 telescopes in the Southern Hemisphere [157]. They will cover an energy range from 20 GeV up to 300 TeV .

The second Cherenkov-based detection approach uses an array of particle detectors placed in a regular pattern on the ground. Each detector is a closed tank, usually containing water and several photosensors, detecting Cherenkov light induced by charged cascade particles crossing the tank. The delay in arrival times between different detectors is used to reconstruct the shower direction, while the primary energy can be inferred from the total signal strength. While the angular resolution is worse, and the energy threshold higher compared to IACTs, sensitivities up to the highest energies can be reached, a large field of view can be covered, and the duty cycle is close to $100 \%$ as the detection approach can be applied regardless of the time of day and weather conditions. The spacing between individual detector stations depends on the target energy range of the observatory: It ranges from several meters for the 300 stations at HAWC (High-Altitude Water Cherenkov GammaRay Observatory), focusing on the detection of gamma-rays between 0.1 TeV and 100 TeV [33], up to 1.5 km for the 1660 stations of the Pierre Auger Observatory,
focusing on the detection of cosmic rays above energies of 100 PeV [76]. Another relevant factor is the height of the observatory, as it determines the distance from the observation level to the approximate height of the shower maximum: While the Pierre Auger Observatory is located at a mean altitude of 1.4 km , HAWC is located 4.1 km above sea level.

### 3.3.2 Fluorescence Emission

Charged particles in an extensive air shower can excite nitrogen molecules in the atmosphere. The consequent de-excitation, corresponding to transitions of electronic states, leads to an isotropic emission of light with wavelengths between 300 nm and 400 nm , an effect called fluorescence light emission [96]. For air showers of sufficient energy, this emission can be detected by fluorescence telescopes, even for large distances to the shower of up to 35 km [96]. Since the number of fluorescence photons is related to the ionization energy deposit in the atmosphere, fluorescence telescopes perform a calorimetric shower measurement, allowing for a reconstruction of the primary energy and of the longitudinal energy profile. Even more crucially than for IACTs, their operation requires dark nights and precise monitoring of atmospheric conditions, limiting the possible duty cycle to $\approx 15 \%$. While a standalone usage of one or more fluorescence telescopes for air shower detection is possible, and has been done successfully in the past [201], their application today is limited to hybrid measurements in combination with surface detectors. For example, the Pierre Auger Observatory uses 24 fluorescence telescopes which overlook the surface array [76].

### 3.3.3 Radio Emission

A detectable radio emission from electromagnetic showers has already been predicted in 1961 by Askaryan [47]. Although the first detection of radio pulses induced by an air shower was successful in 1965 [128], the usage of this method to investigate air showers has not been established, and only improvements in digital signal processing over the last 15 years initiated further progress in this field [124].

There are two dominant sources of radio emission from particle cascades. The geomagnetic emission is caused by the opposite deflection of electrons and positrons in the geomagnetic field. Due to the firstly increasing and later decreasing development of the particle cascade, and the corresponding change in the number of electrons and positrons, this process induces a time-varying current and therefore a radio signal [96]. As illustrated in the left panel of Figure 3.5, the polarization of this radio emission is oriented perpendicular to both the magnetic field and the shower axis. The second important source of radio emission is due to the charge excess



Figure 3.5: Polarization of the radio emission in air showers for the geomagnetic emission (left) and the charge excess emission (right), indicated with red arrows. The geomagnetic field is homogeneous and oriented in x-direction, and the shower propagates in the negative z-direction. Note that in literature, an alternative coordinate system spanned by $\vec{v}, \vec{v} \times \vec{B}$, and $\vec{v} \times \vec{v} \times \vec{B}$ is often used, where $\vec{v}$ denotes the shower axis. The relation between both coordinate systems is defined by $\vec{x}=-\vec{v} \times \vec{v} \times \vec{B}, \vec{y}=-\vec{v} \times \vec{B}$, and $\vec{z}=-\vec{v}[70]$.
contribution, also known as the Askaryan effect [47]. Due to ionization, electronpositron annihilation, and Compton scattering, electromagnetic particle cascades exhibit an excess of electrons over positrons in their shower front, with a difference of around $20 \%$ for air showers, as shown in Figure 7.25. Since the charge excess is time-dependent as it varies during shower development, radio emission is induced, with a polarization pointing radially inwards [96], as illustrated in the right panel of Figure 3.5. Note that for air showers, the charge excess emission only accounts for $10 \%$ to $15 \%$ of the radio emission [96], while the dominant contribution comes from the geomagnetic emission. For particle cascades in dense media, however, the geomagnetic emission is negligible, and only the Askaryan emission is relevant.

In general, a coherent radio signal is produced if the involved wavelength is large compared to the size of the emission region. For air showers, where the emission region is defined by the longitudinal extent of the shower front, which is on the order of meters, this leads to an upper frequency limit for coherent radio emission of $\approx 100 \mathrm{MHz}$ [198]. As the emission processes are induced directly behind the shower front, which itself moves close to the speed of light in a medium with a refractive index $n>1$, additional coherent radio emission is expected on a cone with an opening angle of [220]

$$
\begin{equation*}
\cos (\theta)=\frac{1}{n} \tag{3.21}
\end{equation*}
$$

This feature, which is clearly visible in the simulated fluence maps in Figure 7.28, is called Cherenkov ring. In this region, the radio emission can include frequencies extending to several GHz [198].

By using an array of relatively simple antennas, radio pulses can be detected to infer the properties of extensive air showers, where most radio arrays are operating between frequencies of 30 MHz and 80 MHz [198]. The primary energy can be reconstructed accurately from the signal strength, the shower maximum can be inferred from the slope of the lateral profile, and an angular reconstruction with a resolution of down to $0.1^{\circ}$ is possible [124]. Since the zenith angle of the shower determines the footprint of the radio emission, the angular range in which a radio detector is sensitive highly depends on the detector spacing. The duty cycle of radio detectors is close to $100 \%$, only limited by nearby thunderstorms, whose strong electric fields can induce an additional, complex radio signal from air showers. Significant radio background originates from continuous emission from the galaxy and pulsed emission from anthropogenic sources, where the latter currently prevents the usage of self-triggering radio detectors [124]. Examples of radio arrays are AERA (Auger Engineering Radio Array), consisting of 153 radio detector stations on the site of the Pierre Auger Observatory [76], and the currently deployed AugerPrime, where radio antennas will be installed on each surface detector station of the Pierre Auger Observatory [120].

### 3.4 The Muon Puzzle in Extensive Air Showers

All methods to derive the properties of a primary particle initiating an extensive air shower require correct modeling of the underlying particle cascade. One important property of the cosmic ray spectrum is its energy-dependent mass composition, often characterized by the mean-logarithmic mass $\langle\ln A\rangle$, where $A$ is the nuclear mass of the cosmic ray particle. Since the characteristics of $\langle\ln A\rangle$ can provide insights into the possible sources of cosmic rays [130], its measurement is of great importance to constrain specific source models. As visible in (3.17) and (3.18), both the number of muons in an air shower, $N_{\mu}$, and the depth of the shower maximum, $X_{\text {max }}$, are sensitive to $A$, and can therefore be used for its reconstruction. However, comparing measurements of the muon number in cosmic ray experiments with the expected muon number from simulations reveals a significant excess in experimentally detected muons [2]. This observation is called the Muon Puzzle [34]. As this discrepancy has been reported by several independent experiments, a meta-analysis, gathering all available results and combining them to increase their statistical significance,
has been conducted in [202]. To obtain a quantity comparable between different experiments, the muon scale parameter $z$ is used. Is is defined as

$$
\begin{equation*}
z=\frac{\ln \left\langle N_{\mu}\right\rangle-\ln \left\langle N_{\mu}\right\rangle_{\mathrm{p}}}{\ln \left\langle N_{\mu}\right\rangle_{\mathrm{Fe}}-\ln \left\langle N_{\mu}\right\rangle_{\mathrm{p}}} \tag{3.22}
\end{equation*}
$$

where $\ln \left\langle N_{\mu}\right\rangle$ denotes the average number of muons obtained experimentally, $\ln \left\langle N_{\mu}\right\rangle_{\mathrm{p}}$ the expected average muon number from simulations of proton showers, and $\ln \left\langle N_{\mu}\right\rangle_{\mathrm{Fe}}$ the corresponding number for iron showers. Note that in the absence of a discrepancy between experiment and simulations, a value of $z=0$ indicates a cosmic ray composition where $\langle\ln A\rangle$ corresponds to the mass of a proton, whereas $z=1$ corresponds to the mass of an iron nucleus. Furthermore, $z$ depends on the underlying simulations, specifically the used hadronic event generator, the influence of which is described later in this section. Figure 3.6 shows the variation of $z$ with cosmic ray energy $E$ for observations by different experiments, split into results obtained for different event generators. Notably, for high energies, several


Figure 3.6: Results for the muon scale parameter $z$, as defined in (3.22), for several combinations of experimental results and simulations using different hadronic event generators. The gray band and lines indicate independent calculations of $z$ based on $X_{\max }$ measurements. To ensure compatibility between experiments, an energy cross-calibration has been performed, as described in [202]. Figure from [202].
data points predict unphysical values with $z>1$, corresponding to an average mass composition heavier than iron. In addition, the expected variation of $z$ based on independent measurements of $X_{\max }$ is shown in a gray band, a quantity called $z_{\text {mass }}$. The quantitative disagreement $\Delta z=z-z_{\text {mass }}$ between both calculations is visualized in Figure 3.7. Assuming a correct calculation of $z_{\text {mass }}, \Delta z$ can be interpreted as a measure for the relative muon excess. A significant excess $\Delta z>0$


Figure 3.7: Development of $\Delta z$, revealing the discrepancy between the measurement of $z$ via the muon number and the expected development of $z$ according to independent $X_{\max }$ measurements. Figure from [202].
is reported by almost all experiments, increasing approximately linearly with energy. A linear fit of $\Delta z$ reveals a non-zero slope with a significance of $8 \sigma$ [202], confirming the energy-dependent behavior of the muon excess. Notably, the excess starts at energies of $\approx 40 \mathrm{PeV}$, corresponding to a center-of-mass energy of $\approx 8 \mathrm{TeV}$ which is accessible by the Large Hadron Collider [34].

It is important to note that different hadronic event generators, which are used to describe cross sections and secondary particle spectra of hadronic interactions, can yield significantly varying predictions, especially for the muon content in air showers, as visible in Figure 3.6 and Figure 3.7. These uncertainties are related to the fact that hadronic event generators heavily rely on input from man-made accelerator experiments, where the properties of the beam are precisely known. However, the phase space relevant for interactions in air showers, i.e., very-high-energy and highly forward-boosted interactions, are currently experimentally inaccessible [93]. Additionally, forward-boosted interactions involve small momentum transfers - a regime that can not be described with perturbative quantum chromodynamics [34]. It is therefore necessary to apply effective theories and phenomenology to model hadronic interactions relevant for shower simulations. However, even the most up-to-date event generators are unable to solve the muon excess within the scope of their free parameters without violating accelerator measurements. Therefore, changes in the physics descriptions of extensive air showers are necessary. While these changes need to address the muon deficit, they must not change the prediction of other air shower characteristics, notably the fluctuation of $N_{\mu}$, the mean of $X_{\max }$, and the fluctuation of $X_{\max }$, where current simulations and experimental observations are consistent [1, 2]. The analysis in [217] suggests that, in the context
of hadronic interactions, only a modification of $R=E_{\mathrm{em}} / E_{\text {hadrons }}$, i.e., the ratio of energy per hadronic interaction going into the electromagnetic component compared to the energy remaining in the hadronic component, fulfills these requirements. Notably, comparably small modifications of $R$ accumulate over several hadronic generations, influencing the shower development sufficiently to possibly explain the large deviation in $N_{\mu}$. Recent measurements at the Large Hadron Collider by the ALICE collaboration reveal a universal enhancement in strangeness production in proton-proton collisions at mid-rapidity, i.e., in interactions with comparably large angles to the beam axis [19]. Since an increase in strangeness would lead to a decrease of the energy available to pions, and therefore the electromagnetic component, this effect might provide a possible solution for the muon puzzle [54]. However, this requires that the strangeness enhancement also occurs for high-rapidity interactions, i.e., the forward region which is relevant for hadronic interactions in air showers, which needs to be experimentally verified.

To confirm that changes in the description of hadronic interactions provide a solution to the muon puzzle, additional analyses and measurements at collider experiments are necessary. This includes studies of hadronic interactions in the forward region, as well as studies of proton-oxygen collisions [78], since the extrapolation from protonproton, proton-lead or lead-lead collisions, which have already been performed at the Large Hadron Collider, to collision systems typically occurring in air showers includes considerable theoretical uncertainties [34].

Next to the description of hadronic interactions, additional uncertainties in the context of air shower simulations might contribute to the muon puzzle. Therefore, their impact is considered in the context of this work. Firstly, it is desirable to minimize uncertainties in the particle cascade simulation itself. A vast majority of analyses are based on air shower simulations performed by the program CORSIKA 7 , or earlier versions of CORSIKA [113, 114]. While the usage of a common framework ensures comparability between different analyses, intrinsic inaccuracies may lead to a bias affecting all derived results. Therefore, the implementation of CORSIKA 8 which is a complete rewrite independent of the old CORSIKA 7 code - as a modern, well-understood particle cascade code is crucial to rule out this possibility. This process is described in detail in Chapter 5. Another potential uncertainty comes from the muon propagation within air shower simulations, where inaccuracies can lead to a wrong description of both the muon number and of muon energy spectra. In order to minimize this uncertainty, the software PROPOSAL is implemented as an interaction model for CORSIKA 8. PROPOSAL, as described in detail in Chapter 4, is a well-established framework for the propagation of muons, as it is used in a wide range of applications, especially in the context of underground observatories where a precise muon propagation over large distances is crucial. The corresponding detailed treatment of muons within CORSIKA 8 represents a
significant update compared to their treatment in previous shower simulation codes. The process of including PROPOSAL inside CORSIKA 8 is a main part of this work and is described in Section 5.3. An in-depth comparison of shower simulation results between CORSIKA 8 and CORSIKA 7 is presented in Chapter 7. Note that additionally, CORSIKA 8 in combination with PROPOSAL provides unique features that allow for an in-depth investigation and modification of particle cascades beyond the boundaries of existing simulation codes. These features, which are described in Section 5.2 , are especially relevant to perform more advanced studies in the context of the muon puzzle.

## 4 The Lepton and Photon Propagator PROPOSAL

PROPOSAL (PRopagator with Optimal Precision and Optimized Speed for All Leptons) is a Monte Carlo simulation library, providing three-dimensional simulations of individual charged leptons and photons. It is an open-source software written in the programming language C++, but also accessible in Python via code bindings. ${ }^{1}$

The history of PROPOSAL started in 2004 with the development of the Java tool MMC (Muon Monte Carlo) [77], which was written to simulate muon interactions in the context of muon and neutrino underground observatories, such as AMANDA (Antarctic Muon And Neutrino Detector Array) [43] and its successor project, the IceCube Neutrino Observatory [18]. The main task was the precise propagation of muons from the Earth's surface to the detector and the description of the energy losses inside. Tau leptons and electrons could, in principle, also be propagated with MMC, although the latter was not the focus of the code. While other muon propagation tools already existed at the time (such as PROPMU [154], MUDEDX [155], or MUSIC [46]), MMC was developed to resolve discrepancies between these tools by minimizing algorithmic inaccuracies. Furthermore, MMC provided the possibility to use different parametrizations of muon energy loss cross sections, including up-to-date cross sections that were not available in other codes. This made it possible to analyze the systematic uncertainties of muon propagation due to the uncertainties of the cross sections, which exist, for example, for radiative corrections to the pair production cross section and the description of nuclear shadowing [195].

After the development of MMC was completed, the choice of Java as a programming language turned out to be a disadvantage. One issue was the version dependency of Java, which required the installation of identical Java versions on different machines to guarantee reproducible simulation results. Especially for the usage on large computer clusters, this demanded an unreasonable administrative effort. Furthermore, existing simulation chains were mostly based on C++ and Python, for example in the case of IceCube - an issue that complicated the implementation of MMC. Therefore, in 2013, MMC was rewritten in C++ and renamed to PROPOSAL

[^1][143, 144]. While the physical and algorithmic foundations remained the same, meaning that MMC and PROPOSAL produced identical results, improvements in the code structure, taking advantage of the possibilities provided by C++, were implemented. This made maintaining, extending, and testing PROPOSAL simpler, especially due to the usage of a more modular code design [144].

In the following, the code structure of PROPOSAL has been further improved by introducing a modern C++ coding style, making use of polymorphism [83, 84]. Additionally, an interface to Python, a programming language commonly used in the astroparticle physics community, was included. In terms of physics, updates to the description of decay processes and the implementation of new parametrizations for energy losses and multiple scattering were the most notable additions.

Over time, more and more users, primarily in the context of neutrino astronomy, started to use PROPOSAL, especially due to its high flexibility. One additional, new use case for PROPOSAL which emerged was its usage for the description of extensive air showers. The most common software for the simulation of extensive air showers is CORSIKA 7 [114], a monolithic Fortran code based on the first CORSIKA version released in 1989 [113]. The successor of this software, called CORSIKA 8, is currently under development. It represents a complete rewrite of CORSIKA in the programming language $\mathrm{C}++[88,183]$. In this context, the developers of CORSIKA looked for an external framework to describe the interaction of muons, as well as a framework to describe the electromagnetic shower component, which was previously done with EGS4 [171]. The necessary preparations to enable PROPOSAL to perform both these tasks triggered the most recent phase of restructuring and extensions, which is a key part of this thesis.

The following chapter is structured as follows: In the first section, the general concept of particle propagation with PROPOSAL is introduced and its functionalities are presented. Next, the most recent updates of PROPOSAL are described, with a focus on the extensions in the context of CORSIKA 8. Lastly, an overview of different applications of PROPOSAL in neutrino astronomy and particle physics is given.

### 4.1 Simulation Principles

Propagation in the context of PROPOSAL describes the development of an individual particle state, defined by its position, direction, and energy, over time. During this process, particles can undergo collisions, where an initial particle of energy $E_{\mathrm{i}}$ loses a fraction of its energy $v$, leaving it with an energy $E_{\mathrm{f}}=E_{\mathrm{i}} \cdot(1-v)$ after the interaction. In each of these interactions, the direction of the initial particle can change. Additionally, the accumulation of individual, elastic collisions with the
surrounding medium can lead to a macroscopic particle deflection, a process called multiple scattering (see Section 6.1.6). Lastly, particles with a limited lifetime, for leptons the muon ( $\tau \approx 2.197 \times 10^{-6} \mathrm{~s}$ ) and tau lepton ( $\tau \approx 290 \times 10^{-15} \mathrm{~s}$ ) [225], can decay during propagation.

Especially in the case of muons, which can travel distances of several kilometers even through dense media, hundreds, thousands, or even more interactions might occur during propagation. A precise simulation of each of these interactions is necessary, since otherwise, an accumulation of even small errors from each calculation can lead to a large uncertainty for the overall propagation. Furthermore, this aspect highlights the necessity of stochastic methods like Monte Carlo to describe particle propagation: The phase space of possible outcome particle states is very large due to the high stochasticity of the involved processes. While other approaches, such as the modeling via cascade equations (see Section 3.1), exist, and have the advantage of a much smaller computational effort, they are only capable of providing a discretized average of the particle density and cannot describe individual event signatures, which is, for example, relevant to establish event reconstruction algorithms.

The probability for the interaction of a particle with a medium via a specific process is described by a total cross section $\sigma(E)$, or a differential cross section such as $\mathrm{d} \sigma / \mathrm{d} v$, from which the total cross section can be calculated. From the total cross section, the mean free path $\lambda$, i.e., the average distance between two interactions, can be inferred via

$$
\begin{equation*}
\lambda \propto \frac{1}{n \sigma}, \tag{4.1}
\end{equation*}
$$

where $n$ describes the number density of the target medium. In principle, it would


Figure 4.1: Naive propagation algorithm by repeatedly sampling an interaction length from (4.1). The orange circles illustrate the individual interactions where energy is lost.
already be sufficient to propagate a particle by repeatedly sampling a path length $\lambda_{i}$ from (4.1), displacing the particle in each step by $\lambda_{i}$, and sampling an energy loss $v$ from the differential cross section for each interaction, as illustrated in Figure 4.1. While this naive approach can be used for particles such as photons, problems arise for the propagation of charged particles: The differential bremsstrahlung cross
section behaves as $\mathrm{d} \sigma / \mathrm{d} v \propto v^{-1}$ and therefore diverges for $v \rightarrow 0$ due to the vanishing mass of the photon, which can be seen in Figure 4.2. This would mean that the mean free path approaches zero, making the propagation impossible, or at least highly inefficient. ${ }^{2}$ Even for a non-diverging bremsstrahlung cross section, treating all interactions individually, no matter how small, would require a very large number of propagation steps, making the propagation process too runtime-expensive to be feasible.


Figure 4.2: Differential cross sections for muons in standard rock at $E=10^{4} \mathrm{MeV}$, for bremsstrahlung and pair production. While the pair production cross section has an intrinsic cut-off $v_{\text {min }}$, the bremsstrahlung cross section continues to rise and diverges for $v \rightarrow 0$. The colored areas illustrate the division of the differential cross section into a continuous and a stochastic part, according to (4.3) and (4.4).

The approach to solve this problem is to divide the energy losses into continuous and stochastic losses by the introduction of a threshold $v_{\text {cut }}$, as illustrated in Figure 4.2. In PROPOSAL, this threshold is given either by an absolute energy loss $E_{\text {cut }}$, by a relative energy loss $v_{\text {cut }}^{\prime}$, or a combination of both, defined by

$$
\begin{equation*}
v_{\mathrm{cut}}=\min \left[E_{\mathrm{cut}} / E, v_{\mathrm{cut}}^{\prime}\right] . \tag{4.2}
\end{equation*}
$$

[^2]Energy losses below this threshold are treated as an averaged, continuous energy loss per grammage, ${ }^{3}$ defined as

$$
\begin{equation*}
f(E):=-\frac{\mathrm{d} E}{\mathrm{~d} X}=E \frac{N_{\mathrm{A}}}{A} \int_{v_{\min }}^{v_{\mathrm{cut}}} v \frac{\mathrm{~d} \sigma}{\mathrm{~d} v} \mathrm{~d} v \tag{4.3}
\end{equation*}
$$

with the Avogadro constant $N_{\mathrm{A}}$, the atomic mass of the medium $A$, and the lower kinematic limit of the interaction process $v_{\text {min }}$. Energy losses above this threshold are treated individually as stochastic energy losses, with a stochastic cross section

$$
\begin{equation*}
\sigma_{\mathrm{s}}:=\int_{v_{\text {cut }}}^{v_{\max }} \frac{\mathrm{d} \sigma}{\mathrm{~d} v} \mathrm{~d} v \tag{4.4}
\end{equation*}
$$

where $v_{\text {max }}$ denotes the upper kinematic limit of the interaction process. For an individual stochastic loss, the type of interaction is sampled from the contributions of the individual processes $\sigma_{\mathrm{s}, i}$ to the total stochastic cross section. Afterward, the size $v$ of the stochastic loss is sampled from the differential cross section of the selected interaction type $i$ by solving

$$
\begin{equation*}
\frac{1}{\sigma_{\mathrm{s}, i}} \int_{v_{\mathrm{cut}}}^{v} \frac{\mathrm{~d} \sigma_{i}}{\mathrm{~d} v} \mathrm{~d} v=\xi_{\mathrm{rnd}} \tag{4.5}
\end{equation*}
$$

for $v$, where $\xi_{\text {rnd }} \in[0,1)$ is a random number.
Due to the introduction of continuous energy losses, the particle energy during a propagation step is not constant, meaning that the mean free path length and cross section, which are energy-dependent, vary. This aspect needs to be taken into account when sampling the length of a step, especially in the case of large propagation steps. One approach to achieve this is by sampling $E_{\mathrm{f}}$, the energy at which the next stochastic interaction will occur, by solving the integral equation

$$
\begin{equation*}
\int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{\sigma_{\mathrm{s}}(E)}{-f(E)} \mathrm{d} E=-\log \left(\xi_{\mathrm{rnd}}\right) \tag{4.6}
\end{equation*}
$$

for $E_{\mathrm{f}}$, where $E_{\mathrm{i}}$ is the initial particle energy and $\xi_{\text {rnd }} \in(0,1]$ a random number [77]. The derivation of (4.6) is given in Appendix A.1. An alternative approach to treat the decreasing energy when sampling a propagation step length, which is for example used in the CORSIKA framework, is described in Section 5.2.2.

The connection between the initial energy and distance of a particle, $E_{\mathrm{i}}$ and $x_{\mathrm{i}}$, with a final energy and distance, $E_{\mathrm{f}}$ and $x_{\mathrm{f}}$, is given by

$$
\begin{equation*}
X:=\int_{x_{\mathrm{i}}}^{x_{\mathrm{f}}} \rho(x) \mathrm{d} x=-\int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{\mathrm{~d} E}{f(E)}, \tag{4.7}
\end{equation*}
$$

[^3]where $\rho(x)$ describes the medium density along the trajectory of the particle. This relation is, for example, used to calculate the length of a propagation step when $E_{\mathrm{f}}$ has been sampled from (4.6). Similarly, the relation between the initial energy and time of a particle, $E_{\mathrm{i}}$ and $t_{\mathrm{i}}$, with a final energy and time, $E_{\mathrm{f}}$ and $t_{\mathrm{f}}$, is given by
\[

$$
\begin{equation*}
t_{\mathrm{f}}=t_{\mathrm{i}}+\int_{x_{\mathrm{f}}}^{x_{\mathrm{i}}} \frac{\mathrm{~d} x}{v(x)}=t_{\mathrm{i}}-\int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{\mathrm{~d} E}{f(E) v(E) \rho(x(E))} \approx t_{\mathrm{i}}-\int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{\mathrm{~d} E}{f(E) v(E) \rho\left(x_{\mathrm{i}}\right)} \tag{4.8}
\end{equation*}
$$

\]

A summary of the steps during propagation is visualized in Figure 4.3.

$$
E_{i}^{0} E_{i}^{E_{f}^{0} \rightarrow E_{f}^{0}} \frac{E_{i}^{1} \rightarrow E_{f}^{1}}{\left.E_{f}^{1}\left(1-v_{0}\right) \equiv E_{i}^{1}\right) \equiv E_{i}^{2}} \frac{E_{i}^{2} \rightarrow E_{f}^{2}}{E_{f}^{2}}
$$

Figure 4.3: Visualization of the PROPOSAL propagation algorithm, adapted from [28]. Starting with an initial energy $E_{\mathrm{i}}^{0}$, the energy $E_{\mathrm{f}}^{0}$ where the next stochastic interaction occurs is sampled according to (4.6). The continuous energy loss therefore corresponds to $E_{\mathrm{i}}^{0}-E_{\mathrm{f}}^{0}$. Afterward, the stochastic loss $v_{0}$ is sampled from (4.5), leading to a new energy $E_{\mathrm{i}}^{1}$. With this energy, the next propagation step is started.

It is important to note that the threshold $v_{\text {cut }}$, as defined in (4.2), is an artificial simulation parameter and not intrinsically given by nature. Therefore, a careful choice of $v_{\text {cut }}$ is necessary. Small values of $v_{\text {cut }}$ produce small propagation steps, leading to a very precise, but also computationally expensive simulation. On the other hand, large values of $v_{\text {cut }}$ lead to larger propagation steps, which are faster to compute, but less precise. When $v_{\text {cut }}$ is set too high, stochasticity might not be sufficiently described by the simulation, which can lead to simulation artifacts. One example can be seen in Figure 4.4, where the final energy spectrum of 1 TeV muons, propagated for a fixed distance, is shown. For an energy threshold of $v_{\text {cut }}=10^{-4}$, a continuous spectrum, as expected, is visible. However, for an energy threshold of $v_{\text {cut }}=0.05$, the energy spectrum is not continuous, and a nonphysical accumulation of muons with an identical final energy is visible. This spike corresponds to all muons where only one propagation step, i.e., only one continuous energy loss without any stochastic losses, is simulated. While the smaller energy threshold $v_{\text {cut }}=10^{-4}$ avoids this artifact, at least for the bin size chosen for the histogram in Figure 4.4, the simulation requires a much longer computation time, as is shown in Figure 4.5.


Figure 4.4: Final energy spectrum of $10^{5}$ muons with an initial energy of 1 TeV , propagated through 100 m of standard rock, using different thresholds $v_{\text {cut }}$. The green line introduces the approach of continuous randomization according to (4.9).


Figure 4.5: Computing time for simulating the energy spectra in Figure 4.4.

A different approach to avoid this problem, without the increased runtime, is to apply random fluctuations on the continuous energy losses. In PROPOSAL, this approach is called continuous randomization: The final energy after a continuous loss is sampled from a Gaussian function, where the mean of the distribution is given by the initially calculated final energy, and the variance of the distribution is calculated according to [77]

$$
\begin{equation*}
\left\langle\Delta(\Delta E)^{2}\right\rangle=\int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{E^{2}}{-f(E)}\left\langle\frac{\mathrm{d}^{2} E}{\mathrm{~d} X^{2}}\right\rangle \mathrm{d} E, \tag{4.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\langle\frac{\mathrm{d}^{2} E}{\mathrm{~d} X^{2}}\right\rangle \propto \int_{v_{\min }}^{v_{\text {cut }}} v^{2} \frac{\mathrm{~d} \sigma}{\mathrm{~d} v} \mathrm{~d} v . \tag{4.10}
\end{equation*}
$$

As shown in Figure 4.4, this approach produces a continuous energy spectrum close to the one produced with $v_{\text {cut }}=10^{-4}$ but no continuous randomization, albeit using $v_{\text {cut }}=0.05$. The additional runtime due to the calculation of continuous randomization is negligible, as shown in Figure 4.5.

Adjusting the threshold setting via $E_{\text {cut }}, v_{\text {cut }}^{\prime}$, and the option to enable continuous randomization, allows to steer the performance and precision of the propagation process. Within PROPOSAL, these settings can not only be set for an entire simulation but also individually for different geometries in the propagation environment. This allows for a detailed performance optimization of the simulation, as illustrated with an example in Figure 4.6.


Figure 4.6: Exemplary steering of the threshold settings for a simulation environment. In this example, surrounding muons are entering a detector, visualized by a cylinder. Outside of the detector, a more approximate treatment of the muon propagation, in this case with a setting of $v_{\text {cut }}^{\prime}=0.05$, is used. In the vicinity of and inside the detector, a more precise treatment is necessary. In this case, the threshold can be set to an $E_{\text {cut }}$ value corresponding to the energy above which the detector becomes sensitive to individual energy losses. Here, this is assumed to be at $E_{\text {cut }}=500 \mathrm{MeV}$.

Note that a crucial step in increasing the performance of PROPOSAL is to store the evaluations of the integrals outlined in this section in interpolation tables. The basic concepts and limitations of this approach are described in Section 6.3.1, with more details provided in [143, 29].

### 4.2 Recent Updates

In this section, two recent updates of PROPOSAL relevant for its application in the context of particle cascade simulations are presented: The modularization of the code structure of the propagation algorithm, and the functionality to sample individual secondary particles from energy losses. The implementation of physics processes of electromagnetic particles in PROPOSAL is described separately in Chapter 6.

A complete description of the most recent updates in PROPOSAL is given in [29].

### 4.2.1 Modularization of the Code Structure

In the context of software development, modularization describes the organization of a given code structure in individual modules, where each module is responsible for a clearly defined task. This also allows for the standalone usage of each module, which is the main motivation for the modularization efforts inside PROPOSAL. This has especially been necessary in the context of CORSIKA 8, see Section 5.2, but is equally useful for other use cases.

Until now, the main and most important interface provided by PROPOSAL has been the Propagator class, which is responsible for the entire propagation process. To initialize a Propagator, the propagation environment needs to be defined at first. This environment is assembled by one or more sectors, where each sector is defined by its medium, density distribution, geometry, and propagation settings. These propagation settings include, among other settings, the propagation threshold (see (4.2)) as well as the names of the parametrizations used to describe the physics, e.g., the descriptions of energy losses and multiple scattering. As an input, the Propagate method provided by the Propagator class receives the initial state of the particle to be propagated, which is defined by its particle type, position, direction, and energy. Furthermore, the user can specify termination conditions for the propagation, e.g., a minimal energy or a maximum propagation distance. With this information, calling the Propagate method executes the entire propagation process. As an output, the method returns information about the final particle state, as well as information about the intermediate energy losses of the particle. The interface to this output
has recently been improved, providing more options to easily access the available information. These improvements also include the possibility of obtaining the particle state for arbitrary positions and energies, even after the initial propagation process has been completed. The underlying approach, as well as a description of the output of the Propagator class with its recent improvements, are described in [29].

This structure, where the propagation is centralized inside a single class, is sufficient for use cases where only the output of the propagation is relevant. For example, for muon and tau lepton simulations for the IceCube Neutrino Observatory, only the information about the individual energy losses is relevant for the subsequent simulation steps, as described in detail in Section 4.3.1. However, this structure does not allow the user to access the individual calculations, listed in Section 4.1, that are performed during the propagation process.

This is changed with a modularization of the Propagator class, where the calculation tasks during propagation have been distributed over six modules: Interaction, Displacement, Decay, Time, Scattering, and ContRand. Each of these modules is now responsible for performing a limited part of the propagation process. The structure of the modules is visualized in Figure 4.7, and a description of the methods they provide is given in Table 4.1. With this new structure, the Propagator class


Figure 4.7: Modularization of the Propagator class. The boxes visualize the individual classes, together with the methods that they provide. A description of the methods is given in Table 4.1.
delegates the necessary propagation tasks to the modules. The relevant improvement for the user is that these individual modules can now be used as standalone classes. This allows PROPOSAL not only to be used as a self-contained particle propagator but also as a modular library for particle propagation tasks.

Table 4.1: Definitions of the methods provided by the modules responsible for executing the propagation tasks.

| Method | Method description |
| :---: | :---: |
| Interaction: |  |
| EnergyInteraction() | Calculate the energy where the next stochastic loss occurs by solving (4.6) for $E_{\mathrm{f}}$. |
| Rates() | Calculate stochastic cross sections $\sigma_{\mathrm{s}}$, see (4.4), for each interaction type. |
| SampleLoss() | Given the stochastic cross sections, sample the type and size $v$ of a stochastic energy loss. |
| MeanFreePath() | Calculate the mean free path length $\lambda$, i.e., the inverse of the sum of the total stochastic cross section $\sigma_{\mathrm{s}}$. |
| Displacement: |  |
| SolveTrackIntegral() | For a given initial energy $E_{\mathrm{i}}$ and a given final energy $E_{\mathrm{f}}$, calculate the covered grammage $X$ according to (4.7). |
| UpperLimitTrackIntegral () | For a given initial energy $E_{\mathrm{i}}$ and covered grammage $X$, calculate the final energy $E_{\mathrm{f}}$ after a continuous step according to (4.7). |
| Decay: |  |
| EnergyDecay () | Calculate the energy at which the particle decays, similar to the calculation of the energy of the next stochastic loss in (4.6). |
| Time: |  |
| TimeElapsed() | Given an initial energy $E_{\mathrm{i}}$, a final energy $E_{\mathrm{f}}$, and the local medium density $\rho$, calculate the time elapsed during a continuous step according to (4.8). |
| Scattering: |  |
| MultipleScattering() | Calculate displacement and directional change during a continuous step due to multiple scattering, see Section 6.1.6. |
| StochasticDeflection() | For a given stochastic interaction, sample the deflection of the particle in this interaction. |
| ContRand: |  |
| EnergyRandomize() | Calculate randomization of the final energy $E_{\mathrm{f}}$ of a continuous propagation step according to (4.9). |

This alternative, modular interface is particularly important for CORSIKA 8, where PROPOSAL serves as an interaction model for the description of the electromagnetic and muonic component of extensive air showers and other particle cascades. In this context, CORSIKA 8 manages the simulation of the particle cascade, while PROPOSAL is only used for the physics description, similar to the usage of hadronic interaction models such as Sibyll [185] or Epos [179]. For this purpose, the interface of CORSIKA 8 needs access to the individual modules. A description of the usage of PROPOSAL in CORSIKA 8 is given in Section 5.3

### 4.2.2 Calculation of Individual Secondary Particles

Initially, PROPOSAL only provided information about the energy deposition and the underlying interaction type of stochastic energy losses during propagation. This has been sufficient in many cases, for example in muon and tau lepton simulations for IceCube, see Section 4.3.1, where the observed Cherenkov light yield can be inferred solely from this information.

In the case of CORSIKA 8, however, the description of particle cascades requires information about the individual secondary particles produced in stochastic interactions. Therefore, methods to convert a stochastic energy loss into individual secondary particles are implemented in PROPOSAL. The underlying concept is illustrated in Figure 4.8. A CalculateSecondaries() method receives a StochasticLoss object,


Figure 4.8: Illustrated concept of the CalculateSecondaries() methods, which convert information about stochastic energy losses into information about individual secondary particles. The item component describes the medium or nucleus with which the initial particle has interacted. Note that the amount of created ParticleState objects can vary. In this illustration, two secondary particles are created. Figure from [29].
characterizing the energy loss, and returns a list of sampled ParticleState objects, defining the secondary particles. For each interaction type, one or more realizations of the CalculateSecondaries() method are provided. The general tasks to be performed in these methods are the calculation of the energy distribution between the secondary particles, in case two or more particles are produced, as well as calculating the directions of the outgoing particles. In many cases, these properties can be sampled from analytical descriptions of the differential cross sections. For some interaction types, approximations can be made to decrease the computational effort of the sampling process, which is especially relevant for regularly occurring interaction types, such as electron-positron pair production and bremsstrahlung in electromagnetic showers. For photonuclear interactions, however, the sampling of the secondary particles is more complex, as different hadronic processes play a role, and different output states are possible. This requires a dedicated treatment, involving the usage of external hadronic event generators. The details about the implemented secondary calculation methods for electron, positron, and high-energy photon interactions are described in Chapter 6.

Note that the calculation of secondary particles is independent of the propagation process. The individual secondary particles can be sampled optionally, which means that the performance of the initial propagation is not affected.

### 4.3 Applications in Neutrino Astronomy and Particle Physics

Due to the flexibility of its functionalities, PROPOSAL simulations are used in a lot of different experiments, especially in neutrino astronomy, but also in other areas such as particle physics. This section is not intended to give a complete overview of all applications, but rather an insight into different areas where PROPOSAL is utilized.

### 4.3.1 Very-Large Volume Neutrino Telescopes: IceCube, KM3NeT, Baikal-GVD, P-ONE, and TRIDENT

The common concept of neutrino observatories is to use a large, instrumented volume in a transparent medium to observe neutrino interactions. In the case of the IceCube Neutrino Observatory, this is done at the geographical South Pole, where 5160 Digital Optical Modules (DOMs), each containing a downward-facing photomultiplier tube, have been deployed between a depth of 1450 m and 2450 m in the ice [5]. They are evenly distributed along 86 strings, placed on a triangular grid, with a spacing of approximately 125 m between them, leading to an instrumented volume of around
$1 \mathrm{~km}^{3}$. While neutrinos themselves do not leave a detectable signature behind, they can interact, albeit rarely, with the ice inside or in front of the detector via the weak interaction. In these interactions, charged secondary particles are created, which can be detected via the Cherenkov light they produce. Depending on the flavor of the involved neutrino and whether it undergoes a charged-current interaction (i.e., under exchange of a $W^{ \pm}$boson) or a neutral-current interaction (i.e., under exchange of a $Z$ boson), signatures can be classified as track-like or cascade-like: Track-like events are produced by charged-current $\nu_{\mu}$ interactions, where an outgoing muon, which can travel several kilometers through ice, deposits energy along its track. Charged-current $\nu_{e}$ and $\nu_{\tau}$ interactions, as well as all neutral-current interactions, produce a cascade-like event, creating a hadronic cascade at the point of interaction. ${ }^{4}$ Exemplary signatures of a track-like event and a cascade-like event are shown in Figure 4.9. The main backgrounds when searching for astrophysical neutrinos are


Figure 4.9: Visualization of typical IceCube event signatures. Each sphere represents a DOM, the sizes of the spheres correspond to the amount of detected light, and the color of the spheres corresponds to the arrival time. Darker colors represent a later arrival time. Figure adapted from [7].

[^4]atmospheric muons and neutrinos created in cosmic-ray-induced air showers. While atmospheric neutrinos can reach the detector from both the Northern and the Southern hemispheres, atmospheric muons can only be seen as down-going track-like events (i.e., originating from the Southern Hemisphere) in the detector because of the shielding of the Earth [6]. Due to the rarity of neutrino interactions and the relative abundance of cosmic rays, atmospheric muons dominate the astrophysical neutrino signal by several orders of magnitude. To be able to separate different signal and background signatures and reconstruct the physical properties of events, accurate simulations are necessary to train the underlying algorithms.

The simulation chain of IceCube can generally be divided into three parts: Generation, propagation, and detector simulation. Generation describes the injection of initial particles which might produce signatures in the detector. For the generation of atmospheric muons, the air shower simulation tool CORSIKA 7 [113, 114], creating complete air shower simulations, is used. Alternatively, the code MuonGun, which is an implementation of MUPAGE [75] for IceCube and injects muons on a cylinder-shaped surface based on parametric formulas, is available. For the generation of neutrinos and their interactions, the tools LeptonInjector [10], as well as implementations of ANIS [98] and GENIE [42], are available. Afterward, the created muons and taus are propagated from their injection point toward and through the detector by PROPOSAL. Particles outside the detector are simulated with a relative energy threshold of $v_{\text {cut }}=0.05$, with continuous randomization enabled, to ensure an effective propagation until they enter the detector. Inside the detector, a more accurate simulation with an absolute energy threshold of $E_{\text {cut }}=500 \mathrm{MeV}$ is used since a precise description of the individual muon and tau energy losses inside the detector is important. For the conversion of stochastic and continuous energy losses given by PROPOSAL into Cherenkov photons, a module called Cascade Monte Carlo is used, which provides parametrizations based on GEANT4 [99] simulations. The path of Cherenkov photons toward the DOMs is simulated using clsim ${ }^{5}$, a photon-tracking algorithm based on ray-tracing techniques, relying on models which describe the properties of the Antarctic ice [221]. In the last step, the detector simulation is performed using tailored tools to describe detector noise (thermal noise or energy deposit from radioactive decay), the response from the photomultiplier tubes, DOM electronics, and triggers.

Apart from IceCube, two other large-scale neutrino telescopes, using the same detection principle, are currently under construction: KM3NeT is a neutrino observatory in the Mediterranean Sea [21], consisting of two detector sites: One in a configuration optimized for the detection of neutrinos in an energy range from 1 TeV to 100 PeV , and one optimized for neutrino detection down to energies of 100 MeV due to denser

[^5]spacing of the detector modules. Both sites are currently under construction, but first scientific results are already available [55]. For the simulations in KM3NeT, the code gSeaGen [26] has been developed, which includes its own muon propagator, called PropaMuon. As alternatives, gSeaGen also provides interfaces to MUSIC [46] and PROPOSAL. Performed comparisons between the three propagation algorithms show a good agreement [26, 203]. At Lake Baikal, another neutrino telescope, called Baikal-GVD (Baikal Gigaton Volume Detector), is currently being deployed [158]. The layout of Baikal-GVD is organized in clusters of strings, where ten clusters are currently operational. Muon simulations for Baikal-GVD are produced with the tool MUM [200], although PROPOSAL can also be used within the simulation chain [177]. Lastly, two neutrino detectors are currently in the planning phase: P-ONE (Pacific Ocean Neutrino Experiment) is planned to be located in the Pacific Ocean in the Cascade Basin region [22], and TRIDENT (The tRopIcal DEep-sea Neutrino Telescope) is planned to be located in the Northeastern region of the South China Sea [226]. First simulations for both experiments have already been produced, each using PROPOSAL for muon and tau lepton simulations [215, 226].

### 4.3.2 Alternative Approaches to Neutrino Astronomy: NuRadioMC and TAMBO

The above-mentioned existing and planned neutrino telescopes are sensitive to neutrinos of energies up to the PeV range. To efficiently observe neutrinos with even higher energies, the rarity of the events requires larger instrumented volumes, which is infeasible with the Cherenkov approach due to the high costs. As an alternative, the radio technique can be used: The idea of this approach is that particle cascades, induced by neutrino interactions, produce a radio signal with frequencies between MHz and GHz due to the Askaryan effect, as described in Section 3.3.3 and illustrated in Figure 4.10, which can be detected with radio antennas [103]. Since the attenuation length for radio emission is much higher compared to visible light, for example up to 1 km in ice [48], the distance between individual detection units can be much larger, making it possible to instrument larger volumes in a cost-effective way. This approach has been pioneered by experiments such as ARA (Askaryan Radio Array) [36] or ARIANNA (Antarctic Ross Ice-Shelf ANtenna Neutrino Array) [44], with larger projects currently planned or under deployment, such as RNO-G (Radio Neutrino Observatory Greenland), where 35 detector stations with a spacing of 1.25 km will be deployed [24, 23]. To provide simulations for neutrino observatories, including the simulation of the first neutrino and its interaction, the generation of the radio pulse and its propagation through the surrounding medium, and lastly, the simulation of the detector response, the framework NuRadioMC is available [103]. NuRadioMC has been designed as a


Figure 4.10: Illustration of the in-ice radio neutrino detection technique. The radio signal is mainly emitted on a Cherenkov angle, indicated in blue, and detected by radio antennas, indicated in black. For a varying refractive index, the radio signal can follow bent trajectories. Figure from [23].
flexible software framework, not limited to a specific experiment, so it can be used to analyze the performance of different detector designs. While the main radio signal is generated from the cascade produced in the primary neutrino interaction, additional radio signals can be produced by energy losses from muons and taus stemming from the neutrino interaction. Therefore, NuRadioMC uses PROPOSAL to propagate muons and taus from charged-current neutrino interactions, as well as muons from tau decays, and simulates the radio signal from the corresponding energy losses. This effect needs to be taken into account because it can increase the effective volume of the detector, as well as mimic the typical "double bang" signature from charged-current $\nu_{\tau}$ interactions. Furthermore, NuRadioMC with PROPOSAL has been used to investigate the radio background induced by atmospheric muons, which has been found to be non-negligible [97].

Another proposal for a next-generation neutrino observatory, designed to detect tau neutrinos, is TAMBO (Tau Air Shower Mountain-Based Observatory) [189, 213]. The concept of TAMBO, as illustrated in Figure 4.11, is to place an array of detector modules, for example, water Cherenkov detectors, on the side of a mountain in a valley of the Peruvian Andes. If a tau neutrino traverses the mountain, it can undergo a charged-current interaction, producing a tau lepton. If this tau lepton decays after leaving the mountain, it will create a particle shower in the air, which can be measured with the detector array. The proposed detector design will be


Figure 4.11: Detection concept of TAMBO. Figure adapted from [213].
sensitive in an energy range between 1 PeV and 100 PeV , i.e., between the upper energy limit of the very-large neutrino telescopes described in Section 4.3.1 and the lower energy limit of radio neutrino observatories [189]. The current simulations for TAMBO use PROPOSAL to propagate the tau leptons until they decay, and CORSIKA 8 to simulate the cascades created by the decay products [152].

### 4.3.3 Particle Physics: NO $\nu$ A

The NO $\nu$ A (NuMI Off-Axis $\nu_{e}$ Appearance) experiment is a particle physics experiment, designed to observe neutrino oscillations, especially $\nu_{\mu} \rightarrow \nu_{e}$ [16]. It consists of two detector sites: One near detector, about 1 km away from the neutrino source, which is the Fermilab NuMI neutrino beam [20], and a far detector, around 810 km away. Both detectors are identically designed scintillation detectors, with a total mass of 290 t for the near detector and 14 kt for the far detector. Details about the technical design of the $\mathrm{NO} \nu \mathrm{A}$ experiment are given in [49]. The general analysis idea is to compare the number of neutrinos observed in both detectors to infer the sensitive oscillation parameters. However, charged-current interactions of $\nu_{\mu}$ in the rock in front of the detector can create muons, which itself can produce signatures in the detector and therefore need to be taken into account. To propagate these muons, the framework GEant4 [99] is currently used. To optimize this runtime-intensive part of the simulation chain, the usage of PROPOSAL is being investigated. First results show a reasonable agreement with GEANT4 simulations for most muon energy regimes, with a significant improvement in computation time by at least two orders of magnitude [176].

## 5 The Shower Simulation Framework CORSIKA

The first ideas of simulating particle cascades with the Monte Carlo technique date back to attempts conducted as early as 1952: To simulate an electromagnetic particle cascade in lead, Robert R. Wilson used a mechanical "wheel of chance" - a cylinder, powered by a high-speed motor and stopped at random - to sample the interactions of individual particles [224]. With the increased availability of computational resources in the following decades, Monte Carlo codes have become a substantial tool to understand and interpret extensive air showers, especially for the data analysis of experiments in astroparticle physics. At first, a variety of different codes were developed, mostly specific for an individual experiment, where each code used its own algorithms, physics descriptions, and approximations. However, this meant that for disagreeing results between experiments, it was hard to determine whether the disagreement stemmed from experimental or simulational differences. Using a common framework for air shower simulations, even if it does not provide a perfect description of nature, would mitigate this problem by providing a common baseline, thus making comparisons more consistent [89].

For the KASCADE (KArlsruhe Shower Core and Array DEtector) experiment, a former air shower experiment located in Karlsruhe [45], the extensive air shower simulation program CORSIKA (COsmic Ray SImulations for KAscade) has been developed, with the first version released in 1989 [113]. By now, CORSIKA has become the standard tool used for air shower simulations, used by the majority of experiments in astroparticle physics, but also in related contexts. This is emphasized by the fact that the CORSIKA physics description [113] has been cited over 1100 times. ${ }^{1}$

This chapter starts with a description of CORSIKA 7, the most recent version of CORSIKA still based on the original code developed in 1989. After highlighting the limitations of CORSIKA 7, and outlining the requirements for a new, modern framework to simulate particle cascades, the principles of CORSIKA 8 are introduced. Afterward, the usage of PROPOSAL as an electromagnetic and muonic interaction model within the CORSIKA 8 framework is explained.

[^6]
### 5.1 Extensive Air Shower Simulations with CORSIKA 7

The first version of CORSIKA, version 1.0, was released in October 1989 [114]. Developed in Fortran, the original code base has since been continuously revised, optimized, and expanded with numerous extensions. In this work, the term CORSIKA 7 refers to the most recent release, which is currently version 7.7500. A complete description of CORSIKA 7 is given by its user guide [114] and its physics description [113]. This section gives an overview of the treatment of the three physics components of an extensive air shower in CORSIKA 7: The hadronic, the electromagnetic, and the muonic shower component.

## Treatment of Hadronic Interactions

The description of hadronic interactions is the main systematic uncertainty for the simulation of extensive air showers. The reason is that the phase space important for air showers, which includes forward-boosted interactions at high energies, is both inaccessible to current experiments and hard to describe theoretically. These problems are described in more detail in the context of the muon puzzle in Section 3.4. As a consequence, different interaction models to describe hadronic interactions exist, which all provide varying predictions. To take these systematic uncertainties into account, CORSIKA 7 provides a selection of different hadronic interaction models. A differentiation between low-energy and high-energy hadronic interaction models is made, where the transition energy (i.e., the energy deciding whether a particle is treated by the low-energy or high-energy interaction model) is by default set to 80 GeV [114]. A list of hadronic interaction models available in CORSIKA 7 is provided in Table A. 1 and Table A.2. An overview of the physics applied in these models as well as their connection to the development of extensive air showers is given in [86].

## Treatment of Electromagnetic Interactions

For the description of electrons, positrons, and photons, two different approaches are available. A full Monte Carlo description, where each electromagnetic particle is individually tracked, is provided by the code EGS4 (Electron Gamma Shower) [171]. The details of EGS4, as well as the adaptions of the code made for its usage in CORSIKA 7, are described in Section 5.1.1. Alternatively, an analytical approach can be chosen by describing the electromagnetic shower component using the analytic NKG formula [74, 150]. In this case, for each electromagnetic subshower initiated by an electron, positron, or photon, the longitudinal shower development,
as well as the lateral particle density on the observation plane, is estimated. The overall electromagnetic content of the extensive air shower is then calculated by summing up the contributions from all subshowers. While this approach has the advantage of a significantly smaller simulation time compared to the full Monte Carlo Simulation using EGS4, it provides a less accurate description of, as well as less information about, the electromagnetic shower component.

## Treatment of Muons

The propagation of muons is treated internally by CORSIKA 7. Continuous ionization losses are described by the Bethe-Bloch formula and multiple scattering is parametrized either by Molière theory or a Gaussian approximation to it (see Section 6.1.6). As inelastic muon interactions, CORSIKA 7 only considers bremsstrahlung and electron-positron pair production, neglecting hadronic interactions as well as rare interaction processes such as muon pair production [113]. The energy loss parametrizations are based on their description in the framework Geant3 [66]. From these cross sections, the step length is sampled from an exponential distribution.

### 5.1.1 Description of Electromagnetic Interactions by EGS4

EGS4 is a simulation package released in 1985, consisting of subroutines written in Mortran3, to describe the transport of electrons, positrons and photons in arbitrary geometries [171].2 Given an initial electromagnetic particle, the code provides a full Monte Carlo simulation of the initiated electromagnetic shower. For the transport of electrons and positrons, EGS4 samples discrete interactions, where the processes bremsstrahlung, annihilation, as well as Bhabha and Møller scattering, are possible [171]. For the steps between these interactions, multiple scattering according to Molière theory and continuous energy losses, consisting of ionization and soft (i.e., sub-threshold) bremsstrahlung losses, are applied. The decrease of the total cross section during a transport step, caused by the continuous energy loss, is taken into account using a rejection sampling method. This approach is also used in CORSIKA 8 and is explained in Section 5.2.2. The transport of photons is described with discrete interactions only, taking into account electron-positron pair production, Compton scattering, and the photoelectric effect. The interaction cross sections, including a comparison with the cross sections used in CORSIKA 8, are visualized in Section 7.1.

[^7]To meet additional requirements, CORSIKA 7 uses a modified version of EGS4, which is deeply integrated into the CORSIKA 7 source code. The list of modifications is given as follows: Firstly, to describe the muon content induced by electromagnetic subshowers, muon pair production [108] and photonuclear reactions [109] of photons have been added as additional processes. To correctly take into account the varying atmospheric density, the particle tracking and the density correction for ionization losses, which has previously only been calculated for a fixed density, have been adapted [113]. As the approximations made for the tracking in magnetic fields are only valid for small deflection angles, step sizes in EGS4 have been limited to restrict the deflection in a single transportation step to $11.5^{\circ}$. By default, the physics descriptions in EGS4 are valid for energies between 1 keV and several TeV [171]. To be able to describe extensive air showers of the highest energies, an approach to treat the Landau-Pomeranchuk-Migdal (LPM) effect (see Section 6.3 for a detailed description) has been implemented [112]. An additional challenge in simulating high-energy showers is the computational effort, as runtimes increase approximately linearly with the primary particle energy. Therefore, runtime-related optimizations for EGS4 have been performed: Firstly, the default limitation of the step size due to multiple scattering has been increased by a factor of ten, allowing for larger transportation steps at the expense of a less detailed description of the lateral particle distribution. Secondly, particles that are unlikely to reach a specified observation level are discarded early. This is achieved by estimating the probability of a particle reaching an observation level before each transportation step, and discarding it if specific conditions are met [113].

The development of EGS has been continued independently by the codes EGS5 [118] and EGSnrc [134].

### 5.1.2 Limitations of CORSIKA 7

The most recent version of CORSIKA 7 is still based on the original code, which was written over 30 years ago with its application in the context of the KASCADE experiment [45] in mind. Although its development continued, contributions from different developers were often uncoordinated, and code quality control was limited. It comes as no surprise that today, the resulting code base of CORSIKA 7 is highly complex and monolithic. Another important aspect is the used programming language: Fortran, especially the primarily used FORTRAN 77 standard, comes with a limited set of features, especially regarding the requirements of modern programming. Additionally, the number of scientists knowing or learning Fortran is decreasing with the presence of new and modern programming languages. These aspects make the development of new features, and even the simple maintenance of the code,
hard to accomplish, especially for a new generation of developers. In addition to these technical obstacles, several aspects concerning the physics description limit the possibilities of the code [88]: For example, only shower simulations in air are possible, with limited options to describe the atmospheric density via a 5 -layer model [114]. Simulations in other, or even across different media, are impossible. Physics modules inside CORSIKA 7, like the Cherenkov calculation module, are unable to directly impact the shower simulation. However, this can be important for specific applications, for example, to impose restrictions such as a maximum path length. Another aspect is the production history of particles reaching the observation plane, where only information about the parent and grandparent particle, but no earlier generations, can be retrieved [111].

### 5.2 CORSIKA 8: The Next Generation of Particle Cascade Simulations

As outlined in the previous section, CORSIKA 7 is not sufficient to fulfill the requirements of a modern particle shower simulation framework, both from a technical and physical point of view. Therefore, the development of CORSIKA 8 has been initiated in 2018 [88]. While the name highlights its role as a successor to CORSIKA 7, the code base of CORSIKA 8 has been rewritten from scratch and is independent of previous CORSIKA versions. While CORSIKA 7 served as a code to simulate extensive air showers in air, CORSIKA 8 is developed as a framework for the general simulation of particle cascades, extending its range of possible use cases.

Core principles for the development of CORSIKA 8 are, among other aspects, flexibility, efficiency, and reliability. To provide a suitable foundation, CORSIKA 8 is written in the programming language C++. This choice is motivated by the flexibility of $\mathrm{C}++$, its support of modern programming techniques, and its widespread usage, also outside the scientific community, which guarantees long-time support. The flexibility of CORSIKA 8 is highlighted by its modularity: Each building block of the code structure, which is explained in Section 5.2.1, is written in a modular way and can be adapted or entirely exchanged. This also prepares CORSIKA 8 for its usage in applications that are not yet foreseen, both from a physical and technical standpoint. To allow for optimized efficiency, the code is designed to intrinsically support techniques such as hardware acceleration, for example on graphics processing units, or multi-core computations. By organizing CORSIKA 8 as an open-source project, the development of the code is made transparent, encouraging improvements
and extensions by the community. ${ }^{3}$ Reliability is closely related to a high coding standard, which is guaranteed by enforcing code reviews, automatic unit testing, careful documentation, and transparent issue tracking.

More details, especially regarding the technical aspects of the code design of CORSIKA 8, are described in [88]. The most recent summary of the status of the project is given in [125].

### 5.2.1 Code Design

The main building blocks of CORSIKA 8 are the Cascade, Tracking, Environment, Process List, and Output code. Together with their relations among each other, they are illustrated in Figure 5.1.


Figure 5.1: Overview of the design of CORSIKA 8. Figure from [125].

The Cascade code is the core algorithm, responsible for managing the particle cascade simulation. Its functionality is explained in detail in Section 5.2.2. The code also includes the particle stack, which is responsible for the intermediate storage of particle information during the cascade simulation. Optionally, the stack can

[^8]store the full history of each particle, which allows for in-depth studies of particle interactions [39, 182].

The Environment code defines the properties of the medium in which the particle cascade is simulated. For this purpose, the environment is built from simple geometric objects. Currently, only cuboids and spheres are available, although new geometries are straightforward to implement. All geometries are organized in a tree-like structure, describing their relations among each other (e.g., overlapping or containing) [183]. For each geometry, media properties such as the density distribution and the elementary composition are assigned. These properties can be modularly extended by additional information such as temperature or refractive index in case they are of importance for specific physics processes. This design concept allows for the flexible construction of arbitrary environments.

The Tracking code models the transport of the particles through the environment, taking into account additional effects like magnetic field deflections. The default tracking algorithm currently used in CORSIKA 8 to describe the trajectory of charged particles in a magnetic field is based on an implementation of the leapfrog algorithm [197].

The Process List code provides a list of processes that will affect or observe the simulation. The list itself can be flexibly assembled for different use cases. Each process is a separate module, making the addition of new processes possible. Processes are divided into Discrete Processes, which are point-like interactions, and Continuous Processes, which model effects on the particle trajectory between two Discrete Processes. Moreover, Discrete Processes can be divided further into Interaction Processes, which are described by an interaction length, Decay Processes, which are described by a decay time, Boundary Crossing Processes, which are called when a particle traverses from one medium into another, and Secondary Processes, which are called on every secondary particle that has been created in an interaction or decay. For example, a list of hadronic interaction models that can serve as Interaction Processes in CORSIKA 8 is given in Table A. 1 and Table A.2.

Lastly, the Output code handles the storage of data, which are gathered by the processes, and their transfer out of CORSIKA 8, for example, by writing them to a disk or passing them to other frameworks.

### 5.2.2 Cascade Algorithm

The particle cascade simulation is realized by the Cascade code, which combines the functionalities of the previously described building blocks. The core functionality is shown in Algorithm 1.

```
Algorithm 1 Functionality of the CORSIKA 8 Cascade algorithm.
    Initialize stack
    while Stack is not empty do
        Extract particle from stack
        Execute Step function for particle
    end while
```

At the beginning of the simulation, the stack is populated, usually by adding the particle initializing the particle cascade. Afterward, a while loop is entered. Inside the loop, one particle is extracted from the stack. ${ }^{4}$ For the extracted particle, a propagation step is performed via the Step method, during which the particle can be returned to the stack, usually with changed properties, or newly created particles can be added to the stack. The loop is left if the stack is empty, after which the shower simulation is terminated.

The Step method, which is called from Algorithm 1, models a complete propagation step. At the beginning of the method, the total interaction length $\lambda_{\text {tot }}$ of the particle is calculated via

$$
\begin{equation*}
\lambda_{\mathrm{tot}}=\frac{\bar{A}}{N_{\mathrm{A}} \sigma_{\mathrm{tot}}}=\frac{\bar{A}}{N_{\mathrm{A}} \sum_{i} \sigma_{i}}, \tag{5.1}
\end{equation*}
$$

where $\sigma_{i}$ are the cross sections from the individual Interaction Processes, $\bar{A}$ the average atomic mass of the medium, and $N_{\mathrm{A}}$ the Avogadro constant. Based on $\lambda_{\text {tot }}$, a proposed interaction length $X_{\text {interact }}$ is sampled from the exponential probability distribution

$$
\begin{equation*}
p(X)=\lambda_{\text {tot }}^{-1} \exp \left(-X / \lambda_{\text {tot }}\right) . \tag{5.2}
\end{equation*}
$$

Similarly, the lifetime $\tau_{\text {tot }}$ of the particle is calculated via

$$
\begin{equation*}
\tau_{\mathrm{tot}}=\left(\sum_{i} \frac{1}{\tau_{i}}\right)^{-1} \tag{5.3}
\end{equation*}
$$

where $\tau_{i}$ are the contributions to the lifetime from the individual Decay Processes. Based on $\tau_{\text {tot }}$, a proposed decay time $t_{\text {decay }}$ is sampled from the exponential distribution

$$
\begin{equation*}
p(t)=\tau_{\text {tot }}^{-1} \exp \left(-t / \tau_{\text {tot }}\right) \tag{5.4}
\end{equation*}
$$

and the sampled decay time is converted to a distance via $x_{\text {decay }}=\beta c t_{\text {decay }}$. Next, the Tracking code is used to calculate the possible trajectory of the particle, taking into account external effects such as magnetic field deflections. This trajectory can

[^9]either be limited by a transition into a different medium or by enforcing a maximum allowed deflection in the magnetic field, yielding an upper geometric step length $x_{\text {geom }}$. Using the calculated trajectory and the density distribution provided by the Environment code, the previously sampled interaction length $X_{\text {interact }}$ is converted from grammage to a geometric distance $x_{\text {interact }}$. Furthermore, each Continuous Process can specify an upper limit for the propagation step, mainly motivated by the fact that approximations made in calculations of the processes might be invalidated for large propagation steps. Therefore, each Continuous Process is queried for its upper limit, and the minimum of all limits is determined, which provides the continuous step length limitation $x_{\text {cont }}$. Afterward, the length of the actual propagation step is calculated via
\[

$$
\begin{equation*}
x=\min \left(x_{\text {interact }}, x_{\text {decay }}, x_{\text {geom }}, x_{\text {cont }}\right), \tag{5.5}
\end{equation*}
$$

\]

and the particle is moved along its trajectory for the distance $x$. Next, all Continuous Processes, in order of their appearance in the Process List, are applied on the trajectory. Each of these processes can, but is not required to, affect the properties of the particle, for example, by decreasing its energy which corresponds to a continuous energy loss. The last action of the propagation step depends on the type of process that limits the step length. For $x=x_{\text {cont }}$, no additional processes are executed, and the propagation step is finished by returning the propagated particle to the stack. In the case of $x=x_{\text {geom }}$, an additional distinction is made: In case the propagation step ended because a medium transition has been reached, all Boundary Crossing Processes are called, which can, for example, model transition radiation. Otherwise, no processes are executed, and the propagation step is finished. For $x=x_{\text {interact }}$, an interaction from the list of Interaction Processes is performed. To decide which Interaction Process is selected, the individual process cross sections $\sigma_{i, \mathrm{f}}$ are recalculated, using the updated particle properties after the continuous step. In case the cross sections did not change, i.e., $\sigma_{i}=\sigma_{i, \mathrm{f}} \forall i$, the probability $p_{i}$ for a process $i$ to be selected is simply

$$
p_{i}=\sigma_{i, \mathrm{f}} / \sigma_{\mathrm{tot}, \mathrm{f}}, \quad \text { with } \quad \sigma_{\mathrm{tot}, \mathrm{f}}=\sum_{i} \sigma_{i, \mathrm{f}} .
$$

However, in case the total cross section has decreased during the propagation step, e.g., due to continuous energy losses, an interaction is only selected with probability $\sigma_{\text {tot }, \mathrm{f}} / \sigma_{\text {tot }}$. Otherwise, no interaction process is performed and the propagation step is terminated. This treatment is necessary because the sampling of $X_{\text {interact }}$, according to (5.2), only considers the process cross sections at the beginning of the propagation step, neglecting a possible change of the cross sections during the propagation step itself. Figure 5.2 shows a Toy Monte Carlo study that verifies this approach by comparing it to the PROPOSAL algorithm, described in Section 4.1,


Figure 5.2: Results of a Toy Monte Carlo study, comparing the propagation algorithm of PROPOSAL (see Section 4.1) with the algorithm used in CORSIKA 8. For this study, electrons with an energy of 50 MeV are propagated over a distance of 100 m through air at standard density. The plot shows the final energy spectrum. The results from the CORSIKA 8 and PROPOSAL algorithms agree. However, when the CORSIKA 8 algorithm is used without the rejection sampling, a bias toward lower energies is visible.
which intrinsically treats the decrease of the cross section correctly when sampling stochastic interactions. A mathematical description and proof of this approach is given in [205]. Lastly, for $x=x_{\text {decay }}$, a Decay process is performed, where the selection is performed analogously to the treatment of Interaction Processes. For each secondary particle that is produced within an Interaction Process or a Decay process, all Secondary Processes from the Process List are called. One notable Secondary Process that is essential for the development of the particle cascade is the ParticleCut process: It defines a variable $E_{\text {track }}$, which specifies down to which kinetic energy particles of the cascade are tracked. If the kinetic energy of a produced secondary particle is below $E_{\text {track }}$, the particle is discarded. Note that the value of $E_{\text {track }}$ can be set individually for the different particle types.
A flow chart, summarizing and visualizing the entire propagation step algorithm, is shown in Figure A.1.

### 5.3 Usage of PROPOSAL as an Interaction Model for CORSIKA 8

PROPOSAL is used to describe the propagation of electrons, positrons, photons, muons, and taus for CORSIKA 8. For this purpose, an interface between CORSIKA 8 and PROPOSAL is implemented, as described in this section. The main interface consists of three classes inside CORSIKA 8: ProposalProcessBase, which provides general functionalities for the interface; InteractionModel, serving as a module to describe discrete energy loss processes and the consequent secondary particle production; and ContinuousProcess, serving as a module to describe continuous energy losses and multiple scattering between two discrete interactions. The general structure of the interface is illustrated in Figure 5.3. At the moment, the PROPOSAL interface provides the only physics-complete description of the electromagnetic and muonic shower component available in CORSIKA 8.

This section describes the technical and algorithmic details of the interface. The physical descriptions of the implemented electromagnetic processes are described in Chapter 6.

### 5.3.1 ProposalProcessBase: General Interface Functionalities

The ProposalProcessBase class is not a standalone module but serves as a basis for the ContinuousProcess and InteractionModel classes by providing vital functionalities. Firstly, this includes the conversion of particle type and medium


Figure 5.3: General structure of the PROPOSAL interface for CORSIKA 8. The white boxes represent classes of CORSIKA 8, while the gray boxes represent modules provided by PROPOSAL (see Section 4.2.1). The solid arrows indicate inheritance, which means here that the classes ContinuousProcess and InteractionModel can access methods provided by ProposalProcessBase. The dashed lines indicate the usage of PROPOSAL modules by CORSIKA 8.
definitions between CORSIKA 8 and PROPOSAL. Secondly, the particle-dependent parametrizations of the PROPOSAL cross sections are defined and stored, where the default parametrizations used inside CORSIKA 8 are listed in Appendix A.4. However, the modular structure of both PROPOSAL and CORSIKA 8 allows for exchanging, enabling, or disabling individual parametrizations, depending on the specific use case. Lastly, the stream of random numbers as well as the interpolation table files are managed. Note that the generation of random numbers is performed by CORSIKA 8, which are passed to the corresponding PROPOSAL methods.

### 5.3.2 ContinuousProcess: Description of Continuous Processes

The ContinuousProcess class provides a Continuous Process module (as defined in Section 5.2.1), describing continuous energy losses and multiple scattering effects of a charged particle along its trajectory. For photons, this module is not used, since every interaction is individually described as a discrete process. For the underlying calculations, the ContinuousProcess class uses the PROPOSAL modules Displacement and Scattering and the methods they provide (see Table 4.1 for the definitions of all PROPOSAL modules and the corresponding methods).

Continuous energy losses describe all sub-threshold energy losses, i.e., all energy losses that are not described by discrete, stochastic interactions in the Monte Carlo simulation (see Section 4.1 for a detailed explanation of this concept). In particular, this means that continuous energy losses do not produce secondary particles. For CORSIKA 8, the absolute threshold between continuous and stochastic energy
losses, i.e., $E_{\text {cut }}$ by the definition in (4.2), is set to $E_{\text {track }}$, which is the lower kinetic energy until which particles in the cascade are tracked (see Section 5.2.2 for a description of $E_{\text {track }}$ ). This ensures that every energy loss in which a secondary particle with an energy above $E_{\text {track }}$ might be produced is treated as a stochastic interaction. In addition to the absolute energy loss threshold $E_{\text {cut }}$, a relative threshold of $v_{\text {cut }}^{\prime}=0.01$ is applied to ensure that significant energy losses are treated as stochastic interactions as well, improving the stochasticity and therefore the precision of the particle propagation.

As described in Section 5.2.2, each Continuous Process can specify an upper limit $x_{\text {cont }}$ for the possible length of a propagation step. For this module, this limit is defined by the distance after which, due to continuous energy losses, the particle has lost $10 \%$ of its initial energy or has reached the tracking threshold energy $E_{\text {track }}$. The former condition is made to avoid large changes of the particle energy during a propagation step, which is, for example, necessary for the Tracking algorithm and its current treatment of magnetic field deflections as well as a correct description of multiple scattering. The value $x_{\text {cont }}$ is calculated by solving the integral in (4.7), given the particle energy $E_{\mathrm{i}}$ at the beginning of the continuous step and $E_{\mathrm{f}}=\min \left(E_{\text {track }}+m, 0.9 E_{\mathrm{i}}\right)$ with particle mass $m$. This calculation is performed by calling the SolveTrackIntegral() method from the Displacement module. Afterward, the obtained $X_{\text {cont }}$ is converted from grammage to a geometrical distance $x_{\text {cont }}$, using the information about the trajectory given by the Tracking code as well as the density distribution defined by the Environment code.

For a given propagation step with grammage $X$, the continuous energy loss along the trajectory is calculated using the UpperLimitTrackIntegral() method from the Displacement module. Internally, this method solves the integral equation (4.7) for $E_{\mathrm{f}}$, given the traversed grammage $X$ along and the particle energy $E_{\mathrm{i}}$ at the beginning of the trajectory. This yields $E_{\mathrm{f}}$ as the particle energy at the end of the continuous process.

Multiple scattering is taken into account by updating the direction of the particle at the end of its trajectory. The change of the particle direction is described by the scattering angle

$$
\begin{equation*}
\theta=\sqrt{\theta_{x}^{2}+\theta_{y}^{2}} \tag{5.6}
\end{equation*}
$$

where $\theta_{x}$ and $\theta_{y}$ are sampled independently from one of the multiple scattering distributions described in Section 6.1.6. The underlying calculation is provided by the Scattering module. In addition to the change of the direction by the zenith angle $\theta$, the corresponding azimuthal change is sampled uniformly in $[0,2 \pi)$. Note that the lateral displacement due to multiple scattering, i.e., the change of the particle position at the end of its trajectory, is currently neglected as it severely
complicates the description of the particle trajectory by the Tracking code. A discussion of the application of multiple scattering in transport algorithms, including the associated challenges, is given in Section 6.1.6.

### 5.3.3 InteractionModel: Description of Interaction Processes

The InteractionModel class provides an Interaction Process module (as defined in Section 5.2.1), which is responsible for modeling stochastic particle interactions. For the underlying calculations, the methods provided by the PROPOSAL modules Interaction and Secondaries are used (see Table 4.1 for the definitions of all PROPOSAL modules and the corresponding methods).

At first, the Cascade algorithm requires the definition of an interaction length, which describes the probability for an Interaction Process. This information is provided by the MeanFreePath() method from the Interaction module. Given the particle energy, this method calculates the inverse of the total stochastic cross section as defined in (4.4). Note that the particle-specific, energy-dependent total interaction length is stored in a separate interpolation table, independent of the interpolation tables used for the individual interaction processes described in Section 6.3.1. As a consequence, the total interaction length can be obtained with a single interpolation table evaluation, instead of summing the cross section contributions from each interaction type and medium component, where the calculation of each contribution would require a separate interpolation table evaluation.

If the PROPOSAL module is selected by the Cascade algorithm as the Interaction Process to be performed, an interaction is sampled and the corresponding secondary particles are calculated. For this purpose, the total stochastic cross section is split into the individual cross section contributions. Each contribution corresponds to a combination of interaction type and interaction target, where interaction target refers to the specific medium component. This calculation is performed by the Rates () method. Based on the individual cross sections, one combination of interaction type and target is selected, and the relative size $v$ of the corresponding stochastic energy loss is sampled using the SampleLoss () method. The obtained information about the stochastic energy loss is passed to the Secondaries module, where the produced secondary particles are sampled by calling the CalculateSecondaries() method of the corresponding interaction type. This procedure is described in Section 4.2.2. All created secondary particles, including the updated initial particle if applicable, are returned to the stack. However, there are two notable exceptions where additional steps need to be performed:

Firstly, bremsstrahlung and electron-positron pair production interactions can be suppressed by the LPM effect, as described in Section 6.3. In case one of these interaction types is selected, a rejection sampling, as described in detail in Section 6.3.1, is performed to check whether the interaction is discarded or not. The corresponding discard probability is proportional to the LPM suppression factor c. This rejection sampling is implemented by the method CheckForLPM(), which is called for every eligible interaction type. Note that $c$ depends on the local medium density and the properties of the individual secondary particles. Therefore, this method requires that the secondary particles are sampled prior to the calculation of $c$. If the interaction is discarded, the original particle is returned to the stack without performing any stochastic interaction.

Secondly, for photonuclear interactions, PROPOSAL does not provide a method for the calculation of the secondary particles. Instead, CORSIKA 8 passes the information about the photonuclear interaction to a hadronic event generator, either SOPHIA [169] or Sibyll 2.3d [185], which performs the sampling of the secondary particles. This procedure is described in detail in Section 6.2.5.

## 6 Physics in Electromagnetic Showers

Originally, PROPOSAL was developed as a Monte Carlo software for the simulation of muon and tau lepton propagation, as described in Chapter 4. As a consequence, PROPOSAL already provides implementations of interaction processes relevant for high-energy muons and taus, with parametrizations optimized for these particles, as documented in [77, 144, 199]. To enable the description of electromagnetic particle cascades in the context of shower simulations for CORSIKA 8, parametrizations and additional interaction processes relevant for electrons, positrons and high-energy photons are added to PROPOSAL. This chapter describes the underlying physics parametrizations, the corresponding methodologies, and their implementation in PROPOSAL, where Section 6.1 deals with the processes for electrons and positrons, Section 6.2 with the processes for high-energy photons, and finally Section 6.3 with the suppression of interactions due to the Landau-Pomeranchuk-Migdal (LPM) and Ter-Mikaelian (TM) effect.

Throughout this chapter, $E$ denotes the energy of an interacting particle, $v$ the relative energy loss of the particle during the interaction, and $Z$ the charge of the nucleus the particle is interacting with.

### 6.1 Electron and Positron Interactions

In this section, the interaction processes relevant for electrons and positrons, as well as their implementation inside PROPOSAL, are described. Figure 6.1 shows the contributions of all processes to the average energy loss of positrons.

### 6.1.1 Bremsstrahlung

Bremsstrahlung describes the process where an incoming electron or positron is scattered by a virtual photon from the atomic nucleus, creating an additional free photon, resulting in

$$
e^{ \pm}+Z \rightarrow e^{ \pm}+Z+\gamma
$$



Figure 6.1: Average energy loss of positrons in air at standard density, according to the parametrizations of the interaction processes described in this section. The average energy loss of electrons differs by the absence of the annihilation process, as well as minor differences in the ionization energy loss as shown in Figure 6.3.

For high-energy electrons and positrons, bremsstrahlung is the dominant interaction type, as visible in Figure 6.1 and Figure 7.1, which means that an accurate description of its cross section is crucial. The implemented parametrization of bremsstrahlung to be used for electrons and positrons in PROPOSAL is based on the cross section given by Koch and Motz [142], which is also used by the EGS code system and described in detail in [118], where an in-depth discussion of the formulae below is given. It is divided into a low-energy and a high-energy part. The high-energy cross section, which is used for incoming electrons and positrons with an energy $E \geq 50 \mathrm{MeV}$, is given by

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} v}= & \frac{Z(Z+\xi(Z)) r_{e}^{2} \alpha}{v}\left[\left(2-2 v+v^{2}\right)\left(\Phi_{1}(x)-\frac{4}{3} \ln (Z)-4 f_{\mathrm{c}}(Z)\right)\right. \\
& \left.-\frac{2}{3}(1-v)\left(\Phi_{2}(x)-\frac{4}{3} \ln (Z)-4 f_{\mathrm{c}}(Z)\right)\right], \tag{6.1}
\end{align*}
$$

where

$$
\begin{equation*}
x=136 Z^{-1 / 3} \frac{2 \delta}{m_{e}}, \quad \delta=\frac{m_{e}^{2} v}{2 E(1-v)} \tag{6.2}
\end{equation*}
$$

This corresponds to an ultra-relativistic cross section with Coulomb corrections. The Coulomb corrections, i.e., higher-order corrections in the nuclear coupling constant $\alpha Z$, are described by the analytical expression $f_{\mathrm{c}}(Z)$, which is given by

$$
\begin{equation*}
f_{\mathrm{c}}(Z)=a^{2}\left(\frac{1}{1+a^{2}}+0.20206-0.0369 a^{2}+0.0083 a^{4}-0.002 a^{6}\right) \tag{6.3}
\end{equation*}
$$

with $a=\alpha Z$ [79]. Screening effects are described by the expressions

$$
\begin{align*}
& \Phi_{1}(x)= \begin{cases}20.867-3.242 x+0.625 x^{2} & \text { if } x \leq 1 \\
21.12-4.184 \ln (x+0.952) & \text { if } x>1\end{cases}  \tag{6.4}\\
& \Phi_{2}(x)= \begin{cases}20.029-1.930 x-0.086 x^{2} & \text { if } x \leq 1 \\
21.12-4.184 \ln (x+0.952) & \text { if } x>1\end{cases} \tag{6.5}
\end{align*}
$$

which are approximations of the Thomas-Fermi form factors [68]. The contribution from interactions of the incoming particle with atomic electrons is taken into account using the function

$$
\begin{equation*}
\xi(Z)=\frac{L_{\mathrm{rad}}^{\prime}(Z)}{L_{\mathrm{rad}}(Z)-f_{\mathrm{c}}(Z)} \tag{6.6}
\end{equation*}
$$

with the radiation logarithms [214]

$$
L_{\mathrm{rad}}^{\prime}=\left\{\begin{array}{ll}
\ln \left(1194 Z^{-2 / 3}\right) & \text { if } Z>4, \\
5.924 & \text { if } Z=4, \\
5.805 & \text { if } Z=3, \\
5.621 & \text { if } Z=2, \\
6.144 & \text { if } Z=1,
\end{array} \quad L_{\mathrm{rad}}= \begin{cases}\ln \left(184.15 Z^{-1 / 3}\right) & \text { if } Z>4, \\
4.710 & \text { if } Z=4, \\
4.740 & \text { if } Z=3, \\
4.790 & \text { if } Z=2, \\
5.310 & \text { if } Z=1 .\end{cases}\right.
$$

For very high energies, the LPM effect leads to a significant suppression of small bremsstrahlung losses. Details about the LPM effect and its influence on the bremsstrahlung cross section are given in Section 6.3.

The low-energy cross section, which is used for energies $E<50 \mathrm{MeV}$, is given by

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} v}= & \frac{A^{\prime}(E, Z) Z(Z+\xi(Z)) r_{e}^{2} \alpha}{v}\left[\left(2-2 v+v^{2}\right)\left(\Phi_{1}(x)-\frac{4}{3} \ln (Z)\right)\right. \\
& \left.-\frac{2}{3}(1-v)\left(\Phi_{2}(x)-\frac{4}{3} \ln (Z)\right)\right] \tag{6.7}
\end{align*}
$$

Note that the Coulomb correction $f_{\mathrm{c}}(Z)$ is absent, while an empirical correction factor $A^{\prime}(E, Z)$ is introduced. These corrections rescale the total cross section in such a way that the energy loss is in agreement with the calculations given in [57].

The values for $A^{\prime}$ have been generated in [82], and are given as a two-dimensional table in $E$ and $\ln (Z)$. Within PROPOSAL, an interpolation routine is used to calculate $A^{\prime}$ for arbitrary $E$ and $Z$.

The limits of the bremsstrahlung cross sections are determined by the process kinematics and are given by

$$
\begin{equation*}
v_{\min }=0, \quad v_{\max }=1-\frac{m_{e}}{E} . \tag{6.8}
\end{equation*}
$$

An energy loss $v$ from the differential cross section is sampled by numerically solving the integral equation (4.5).

To sample the angular distribution of the emitted bremsstrahlung photon, two methods are implemented. The first method is an approximation introduced in early versions of EGS [171], where the angle $\theta$ between the ingoing electron or positron and the created photon is set to

$$
\begin{equation*}
\theta=\frac{m_{e}}{E}, \tag{6.9}
\end{equation*}
$$

independent of $v$ and the underlying medium. Using such a simple approximation is motivated by the fact that for higher energies, the created photon is strongly peaked in the forward direction, while for lower energies, the lateral particle distribution is dominated by multiple scattering effects (see Section 6.1.6). In the following, this approach is called EGS4Approximation. As an alternative, a more sophisticated sampling algorithm, adapted from [82] and described in detail in [60], is implemented. This method is a rejection sampling, based on the double differential (in $v$ and $\theta$ ) bremsstrahlung cross section by Koch and Motz [142]. Firstly, a candidate scattering angle $\hat{\theta}$ is sampled via

$$
\begin{equation*}
\hat{\theta}=\frac{m_{e}}{E} \sqrt{\frac{\xi_{1}}{1-\xi_{1}+\left(\frac{m_{e}}{\pi E}\right)^{2}}}, \tag{6.10}
\end{equation*}
$$

where $\xi_{1}$ is a random number $\xi_{1} \in[0,1)$. Afterward, the normalization of the rejection function is calculated from

$$
\begin{equation*}
N_{\mathrm{r}}=1 / \max \left[g(0), g(1), g\left(\frac{\pi^{2} E^{2}}{m_{e}^{2}}\right)\right], \tag{6.11}
\end{equation*}
$$

where the function $g(x)$ is defined as

$$
\begin{equation*}
g(x)=3\left(1+r^{2}\right)-2 r-(4+\ln (m(x)))\left(\left(1+r^{2}\right)-\frac{4 x r}{(1+x)^{2}}\right), \tag{6.12}
\end{equation*}
$$

with

$$
\begin{equation*}
m(x)=\left(\frac{m_{e}(1-r)}{2 r E}\right)^{2}+\left(\frac{Z^{1 / 3}}{111(1+x)}\right)^{2}, \quad r=1-v \tag{6.13}
\end{equation*}
$$

The value for $\hat{\theta}$ is accepted as the scattering angle if

$$
\begin{equation*}
\xi_{2} \leq N_{\mathrm{r}} \cdot g\left(\frac{E^{2} \cdot \hat{\theta}^{2}}{m_{e}^{2}}\right) \tag{6.14}
\end{equation*}
$$

is satisfied, where $\xi_{2} \in[0,1)$ is another random number. Otherwise, the process is repeated from (6.10), using a new pair of random numbers ( $\xi_{1}, \xi_{2}$ ). This method, which, in comparison to the EGS4Approximation, yields an entire angular distribution at the expense of a higher computational cost, is called KochMotzSampling. A comparison of both approaches is shown in Figure 6.2. Note that for both methods,


Figure 6.2: Comparison of the two sampling methods for the scattering angle $\theta$ of bremsstrahlung photons. Firstly, energy losses $v$ according to (6.1) are sampled, given an initial electron energy of $10^{4} \mathrm{MeV}$. Afterward, the deflection angles are calculated according to the two methods. A nitrogen atom is assumed as the interaction target. The dashed lines indicate the median $\tilde{\theta}$ of the distributions. Figure adapted from [29].
the azimuth angle of the photon is sampled uniformly in $[0,2 \pi)$, while the charged particle receives the opposite azimuth. Furthermore, the angle of the outgoing lepton is calculated assuming momentum conservation, neglecting the momentum transfer to the nucleus. The comparison illustrates that both approaches show a sufficient
agreement in their description of the median scattering angle. A comparison of both methods for the direct application in air shower simulations is performed in Section 7.2.3, revealing a negligible impact on the lateral development of the particle showers.

### 6.1.2 Ionization

When propagating through media, charged particles can lose energy by collisions with atomic electrons. For sufficient energy transfers, this can cause the atomic electrons to be ejected, a process called ionization. For electrons and positrons at lower energies, these collisions are the dominating energy loss process. In air, for example, ionization losses dominate over bremsstrahlung losses for particle energies below $\approx 100 \mathrm{MeV}$, as visible in Figure 6.1. If the energy transfer of the ingoing electron or positron to the atomic electron is much higher compared to electron binding energies, the atomic electron can be considered as free. In this case, the interaction processes are known as Møller scattering ( $e^{-}+e^{-} \rightarrow e^{-}+e^{-}$) and Bhabha scattering ( $e^{+}+e^{-} \rightarrow e^{+}+e^{-}$). For electromagnetic cascades, ionization processes contribute to an excess of negative charges over positive charges. This is relevant for radio emission from electromagnetic particle cascades due to the Askaryan effect [47], as described in Section 3.3.3.

The differential cross section for Møller scattering (i.e., for electrons) is given as [118, 188]

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} v}= & \frac{2 \pi r_{e}^{2} Z \gamma}{\beta^{2}(\gamma-1)^{2}}\left[\frac{(\gamma-1)^{2}}{\gamma^{2}}+\frac{1}{\epsilon}\left(\frac{1}{\epsilon}-\frac{2 \gamma-1}{\gamma^{2}}\right)\right.  \tag{6.15}\\
& \left.+\frac{1}{1-\epsilon}\left(\frac{1}{1-\epsilon}-\frac{2 \gamma-1}{\gamma^{2}}\right)\right]
\end{align*}
$$

with

$$
\begin{equation*}
\epsilon=\frac{v E}{E-m_{e}}, \quad \gamma=\frac{E}{m_{e}}, \quad \beta=\sqrt{1-\frac{1}{\gamma^{2}}}, \quad v_{\max }=\frac{1}{2}\left(1-\frac{m_{e}}{E}\right) . \tag{6.16}
\end{equation*}
$$

For Bhabha scattering (i.e., for positrons), the differential cross section is given as [118, 188]

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} v}=\frac{2 \pi r_{e}^{2} Z \gamma}{(\gamma-1)^{2}}\left[\frac{1}{\beta^{2} \epsilon^{2}}-\frac{B_{1}}{\epsilon}+B_{2}-B_{3} \epsilon+B_{4} \epsilon^{2}\right] \tag{6.17}
\end{equation*}
$$

with

$$
\begin{array}{ll}
B_{1}=2-y^{2}, & B_{2}=(1-2 y)\left(3+y^{2}\right), \\
B_{3}=(1-2 y)^{2}+(1-2 y)^{3}, & B_{4}=(1-2 y)^{3},
\end{array}
$$

and

$$
\begin{equation*}
y=\frac{1}{\gamma+1}, \quad \quad v_{\max }=1-\frac{m_{e}}{E} \tag{6.20}
\end{equation*}
$$

If the energy cut $v_{\text {cut }}$ is chosen to be large enough so that the energy transfers of stochastic energy losses are larger than the electron binding energies, the differential cross sections in (6.15) and (6.17) can be used for the description of stochastic ionization losses, and therefore to sample individual energy losses $v$ according to (4.5). However, for the calculation of continuous energy losses, which considers all energy losses with $v<v_{\text {cut }}$, small energy transfers in the order of the electron binding energies need to be considered as well. This is done in the work by Berger and Seltzer [56], whose work is also referred to by the EGS code system [118]. The derived formula describes the continuous ionization energy loss and is given by

$$
\begin{equation*}
-\left(\frac{\mathrm{d} E}{\mathrm{~d} X}\right)=\frac{2 \pi r_{e}^{2} m_{e}}{\beta^{2}}\left[\ln \left(\frac{2 m_{e}(\tau+2)}{I}\right)+F^{ \pm}(\tau, \Delta)-\delta\right], \tag{6.21}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau=\gamma-1, \quad \Delta=\min \left(\frac{v_{\max } E}{m_{e}}, \frac{v_{\mathrm{cut}} E}{m_{e}}\right) \tag{6.22}
\end{equation*}
$$

where $I$ is the medium-dependent mean ionization energy. The density correction is described by $\delta$, where the correction by Sternheimer is used [206], defined as

$$
\delta= \begin{cases}\delta_{0} 10^{2\left(X-X_{0}\right)} & \text { if } X<X_{0}  \tag{6.23}\\ 2 \ln (10) X+c+a\left(X_{1}-X\right)^{m} & \text { if } X_{0} \leq X<X_{1} \\ 2 \ln (10) X+c & \text { if } X_{1} \leq X\end{cases}
$$

with $X=\log _{10}(\beta \gamma)$ as well as the medium-dependent constants $X_{0}, X_{1}, a, c$, and $m$ [105]. The expression $F^{ \pm}(\tau, \Delta)$ is different for electrons and positrons and is defined by

$$
\begin{align*}
F^{+}(\tau, \Delta)= & \ln (\tau \Delta)-\frac{\beta^{2}}{\tau}\left[\tau+2 \Delta-\frac{3 \Delta^{2} y}{2}\right. \\
& \left.-\left(\Delta-\frac{\Delta^{2}}{3}\right) y^{2}-\left(\frac{\Delta^{2}}{2}-\frac{\tau \Delta^{3}}{3}+\frac{\Delta^{4}}{4}\right) y^{3}\right],  \tag{6.24}\\
F^{-}(\tau, \Delta)= & -1-\beta^{2}+\ln ((\tau-\Delta) \Delta)+\frac{\tau}{\tau-\Delta} \\
& +\frac{1}{\gamma^{2}}\left[\frac{\Delta^{2}}{2}+(2 \tau+1) \ln \left(1-\frac{\Delta}{\tau}\right)\right] . \tag{6.25}
\end{align*}
$$



Figure 6.3: Continuous ionization energy losses for electrons and positrons in air according to formula (6.21). For the plot, $v=v_{\text {max }}$ is used, which means that all ionization losses are treated continuously and are included in the displayed energy loss. Figure adapted from [29].

Figure 6.3 shows the continuous ionization energy losses according to (6.21) for electrons and positrons.
Using the assumption that the atomic electron is at rest, the deflection of the ingoing electron or positron as well as the production angle of the ionized atomic electron can be calculated using the kinematics of two-body interactions. This is done by using (A.35) with

$$
\begin{array}{ll}
E_{1}=E, & E_{1}^{\prime}=(1-v) E, \\
E_{2}^{\prime}=m_{e}+v E, & m_{1}=m_{1}^{\prime}=m_{2}^{\prime}=m_{e},
\end{array}
$$

which yields

$$
\begin{align*}
& \cos \theta_{1}=\frac{\left(E+m_{e}\right)(1-v) E-E m_{e}-m_{e}^{2}}{\sqrt{E^{2}-m_{e}^{2}} \sqrt{E^{2}(1-v)^{2}-m_{e}^{2}}}  \tag{6.26}\\
& \cos \theta_{2}=\frac{\left(E+m_{e}\right)\left(m_{e}+v E\right)-E m_{e}-m_{e}^{2}}{\sqrt{E^{2}-m_{e}^{2}} \sqrt{E^{2} v^{2}+2 m_{e} E v}} \tag{6.27}
\end{align*}
$$

where $\theta_{1}$ describes the deflection of the ingoing electron or positron, and $\theta_{2}$ the angle between the ingoing electron or positron and the outgoing atomic electron. The azimuth angle for one particle is sampled uniformly, while the other particle receives the opposite azimuth.

### 6.1.3 Annihilation

When a positron propagates through a medium, it can annihilate with an atomic electron, producing two photons in the process, i.e.,

$$
e^{+}+e_{\text {atomic }}^{-} \rightarrow \gamma+\gamma
$$

Notably, annihilation processes remove positive charges out of electromagnetic cascades, contributing to an overall negative charge excess. This is relevant for the radio emission from electromagnetic particle cascades due to the Askaryan effect [47], described in Section 3.3.3. Assuming that the atomic electron is free and at rest, this process is described by the Heitler formula [115], where the notation from the Geant4 Physics Reference Manual [99] is used, given by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \epsilon}=\frac{\pi r_{e}^{2}}{\gamma-1} \frac{1}{\epsilon}\left[1+\frac{2 \gamma}{(\gamma+1)^{2}}-\epsilon-\frac{1}{(\gamma+1)^{2}} \frac{1}{\epsilon}\right] \tag{6.28}
\end{equation*}
$$

with

$$
\gamma=\frac{E}{m_{e}}, \quad \epsilon=\frac{E_{\gamma_{1}}}{E+m_{e}} \quad \quad 1-\epsilon=\frac{E_{\gamma_{2}}}{E+m_{e}},
$$

where $E_{\gamma_{1 / 2}}$ are the energies of the created photons. The annihilation process can be described as a two-body interaction with an atomic electron at rest. This means that the production angles are determined by using (A.35) with

$$
\begin{array}{lll}
E_{1}=E, & E_{1}^{\prime}=\epsilon\left(E+m_{e}\right), & E_{2}^{\prime}=(1-\epsilon)\left(E+m_{e}\right), \\
m_{1}=m_{e}, & m_{1}^{\prime}=m_{2}^{\prime}=0, &
\end{array}
$$

which yields

$$
\begin{equation*}
\cos \theta_{1}=\frac{(\gamma+1) \epsilon-1}{\epsilon \sqrt{\gamma^{2}-1}}, \quad \quad \cos \theta_{2}=\frac{(\gamma+1)(1-\epsilon)-1}{(1-\epsilon) \sqrt{\gamma^{2}-1}} \tag{6.29}
\end{equation*}
$$

Here, $\theta_{1 / 2}$ describes the angles between the ingoing positron and the outgoing leptons. From this, the kinematic limits of $\epsilon$ are obtained by setting $\cos \theta_{1}= \pm 1$ in (6.29), which leads to

$$
\begin{equation*}
\epsilon_{\min }=\frac{1}{2}\left(1-\sqrt{\frac{\gamma-1}{\gamma+1}}\right), \quad \epsilon_{\max }=\frac{1}{2}\left(1+\sqrt{\frac{\gamma-1}{\gamma+1}}\right) \tag{6.30}
\end{equation*}
$$

Integrating the differential cross section in (6.28) over the entire kinematic range of $\epsilon$ is analytically possible, and yields the total cross section

$$
\begin{equation*}
\sigma=\frac{\pi r_{e}^{2}}{\gamma+1}\left[\frac{\gamma^{2}+4 \gamma+1}{\gamma^{2}-1} \ln \left(\gamma+\sqrt{\gamma^{2}-1}\right)-\frac{\gamma+3}{\sqrt{\gamma^{2}-1}}\right] \tag{6.31}
\end{equation*}
$$

Since the average energy loss due to annihilation scales with $\ln (E)$, while the average energy loss due to bremsstrahlung scales approximately linearly with $E$, the contribution from annihilation only becomes relevant at low energies. In air, the contribution of annihilation to the average energy loss of positrons is around $5 \%$ to $10 \%$ for energies below $10^{2} \mathrm{MeV}$, as visible in Figure 6.1.

To sample $\epsilon$ for a given annihilation process, the equation

$$
\begin{equation*}
\frac{1}{\sigma} \int_{\epsilon_{\min }}^{\epsilon} \frac{\mathrm{d} \sigma}{\mathrm{~d} \epsilon^{\prime}} \mathrm{d} \epsilon^{\prime}=\xi \tag{6.32}
\end{equation*}
$$

with a random number $\xi \in[0,1)$ is solved. The integration itself can be performed analytically, so (6.32) becomes

$$
\begin{equation*}
F(\epsilon)-F\left(\epsilon_{\min }\right)-\xi\left[F\left(\epsilon_{\max }\right)-F\left(\epsilon_{\min }\right)\right]=0, \tag{6.33}
\end{equation*}
$$

with

$$
\begin{equation*}
F(\epsilon)=\ln (\xi)\left(1+\frac{2 \gamma}{(\gamma+1)^{2}}\right)+\frac{1}{\epsilon(\gamma+1)^{2}}-\epsilon, \tag{6.34}
\end{equation*}
$$

which is solved numerically using the bisection method. Figure 6.4 shows the distribution of $\epsilon$, sampled for different energies of the initial positron.


Figure 6.4: Sampling of $\epsilon$ in annihilation interactions, according to (6.33). Nitrogen is assumed as the interaction target. The distribution is shown for three different energies of the initial positron.

### 6.1.4 Electron-Positron Pair Production

Electron-positron pair production describes the formation of an electron-positron pair by an ingoing electron or positron in the field of an atomic nucleus, i.e.,

$$
e^{ \pm}+Z \rightarrow e^{ \pm}+e^{+}+e^{-}+Z .
$$

The cross section for this process is based on the parametrization of the same process for ingoing muons ( $\mu^{ \pm}+Z \rightarrow \mu^{ \pm}+\mu^{+}+\mu^{-}+Z$ ) [137], where nuclear form factor effects are removed since they are negligible for electrons and positrons as ingoing particles. With the definition

$$
\begin{equation*}
\rho=\frac{E_{+}-E_{+}}{E_{+}+E_{-}}, \tag{6.35}
\end{equation*}
$$

where $E_{-}$and $E_{+}$are the energies of the produced electron and positron, the differential cross section is given by [29]

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} v \mathrm{~d} \rho}=\frac{2}{3 \pi}\left(Z \alpha r_{e}\right)^{2} \frac{1-v}{v} \Phi \ln X, \tag{6.36}
\end{equation*}
$$

with

$$
\begin{align*}
\Phi & =\left[\left(2+\rho^{2}\right)(1+\beta)+\xi\left(3+\rho^{2}\right)\right] \ln \left(1+\frac{1}{\xi}\right) \\
& +\left[\left(1+\rho^{2}\right)\left(1+\frac{3}{2} \beta\right)-\frac{1+2 \beta}{\xi}\left(1-\rho^{2}\right)\right] \ln (1+\xi)  \tag{6.37}\\
& -1-3 \rho^{2}+\beta\left(1-2 \rho^{2}\right), \\
X & =1+U(E, v, \rho)-U\left(E, v, \rho_{\max }\right),  \tag{6.38}\\
U(E, v, \rho) & =\frac{B Z^{-1 / 3}}{1+\frac{2 \sqrt{e} m_{e} B Z^{-1 / 3}(1+\xi)(1+Y)}{E v\left(1-\rho^{2}\right)}}, \tag{6.39}
\end{align*}
$$

with the radiation logarithm constant $B$ as defined in Table A.7, and

$$
\beta=\frac{v^{2}}{2(1-v)}, \quad \xi=\frac{v^{2}\left(1-\rho^{2}\right)}{4(1-v)}, \quad \rho_{\max }=1-\frac{2 m_{e}}{E v}, \quad Y=12 \sqrt{m_{e} / E} .
$$

Compared to the dominant electron and positron processes, which are ionization and annihilation for lower energies and bremsstrahlung for higher energies, the cross section for pair production is strongly suppressed, as visible in Figure 7.1. In air, for example, the contribution to the total electron or positron energy loss is smaller than $0.5 \%$, as shown in Figure 6.1.

To sample $\rho$ for a given energy loss $v$, the integral equation

$$
\begin{equation*}
\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} v}\right)^{-1} \int_{0}^{\rho} \frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} v \mathrm{~d} \rho^{\prime}} \mathrm{d} \rho^{\prime}=\xi \tag{6.40}
\end{equation*}
$$

with a random number $\xi \in[0,1)$ is solved. Since this process is strongly peaked in the forward direction, it is assumed that both produced particles inherit the direction of the initial electron or positron.

### 6.1.5 Photonuclear Interactions

Photonuclear interactions describe the inelastic interaction of an ingoing electron or positron with an atomic nucleus. They can provide a significant contribution to the total energy loss of charged leptons with higher masses, for example, around $10 \%$ for the energy loss of muons with an even higher contribution for tau leptons [199]. However, for electrons and positrons, the contribution from photonuclear interactions is negligible, e.g., below $0.01 \%$ to the average energy loss in air, as visible in Figure 6.1. Since photonuclear interactions are the only direct source of hadrons produced by electrons and positrons, and because the cross sections for photonuclear interactions of muons and taus that are already implemented in PROPOSAL can directly be applied to electrons and positrons as well, these interactions are still taken into account.

The photonuclear process is dominated by interactions with small momentum transfers, which is a kinematic region where the theory of perturbative quantum chromodynamics is not applicable. Therefore, a phenomenological approach must be used to describe the cross section. The following parametrization is based on Regge theory. Following [50], the differential cross section is given by

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} v \mathrm{~d} Q^{2}}=\frac{4 \pi \alpha^{2}}{Q^{4}} \frac{F_{2}}{v}\left[1-v-\frac{M x v}{2 E}+\left(1-\frac{2 m_{e}^{2}}{Q^{2}}\right) \frac{v^{2}\left(1+4 M^{2} x^{2} / Q^{2}\right)}{2(1+R)}\right] \tag{6.41}
\end{equation*}
$$

where $Q^{2}$ is the negative square of the four-momentum transfer from the electron or positron to the nucleus, and $x$ the Bjorken scaling variable

$$
\begin{equation*}
x=\frac{Q^{2}}{2 M E v}, \tag{6.42}
\end{equation*}
$$

with the average nucleon weight $M$. The structure functions $F_{1}$ and $F_{2}$ describe the internal structure of the target nucleon and are expressed by $F_{2}\left(x, Q^{2}\right)$ and $R\left(x, Q^{2}\right)=F_{1} / F_{2}$, where the approximation $R\left(x, Q^{2}\right)=0$ is used [77]. The parametrization of $F_{2}\left(x, Q^{2}\right)$, which is determined based on a fit to data from
experiments at the HERA collider as well as data from fixed target experiments [14, 15], is described in Appendix A.9.

The kinematic limits of $v$ and $Q^{2}$ are given by

$$
\begin{align*}
v_{\min } & =\frac{m_{\pi}}{E}+\frac{m_{\pi}^{2}}{2 M E}, & v_{\max }=1-\frac{M}{2 E}\left(1+\frac{m_{e}^{2}}{M^{2}}\right)  \tag{6.43}\\
Q_{\min }^{2} & =\frac{m_{e}^{2} v^{2}}{1-v}-\frac{m_{e}^{4}}{2(1-v) E^{2}}, & Q_{\max }^{2}=2 M\left(v E-m_{\pi}\right)-m_{\pi}^{2} \tag{6.44}
\end{align*}
$$

where $m_{\pi}$ is the pion mass. By numerical integration of (6.41), these limits are used to obtain the differential cross section $\mathrm{d} \sigma / d v$, used to sample energy losses $v$ according to (4.5), and the total cross section $\sigma_{\text {tot }}$.

## Treatment of Photonuclear Secondaries within CORSIKA 8

The differential cross section (6.41) provides information about the frequency of photonuclear interactions, given by $\sigma_{\text {tot }}$, as well as information about the distribution of $v$ and $Q^{2}$. However, for particle cascade simulations, not only the relative energy loss of the initial particle but also the individual final particle states of the hadronic interaction are important. These final states can be simulated by an hadronic event generator, which receives information about the energy loss by PROPOSAL, and calculates a list of secondary particles that are created in the interaction. Within CORSIKA 8, this is realized with the implementation of an interface to the hadronic event generators SOPHIA [169] and SIBYLL [185]. This procedure is described in more detail in Section 6.2.5. Note that in Section 6.2.5, the method is described for the photonuclear interaction of a real photon. However, the same method can be used to describe photonuclear interactions of leptons, assuming the interaction of a virtual photon with energy $v \cdot E$.

### 6.1.6 Multiple Scattering

When charged particles traverse a medium, they perform elastic interactions with atomic nuclei, where the energy loss is negligible but the direction of the ingoing particle is changed. The accumulative sum of these scatterings during a propagation step can cause a significant deflection of the particle, an effect called multiple scattering. While deflections are taken into account explicitly in stochastic energy losses, the effect of multiple scattering in continuous energy losses needs to be taken into account as well. For extensive air showers, multiple scattering effects have the highest impact on the lateral shower development, as illustrated in the analysis in

Section 7.2.3, which is why an accurate description of multiple scattering is crucial. Within PROPOSAL, multiple scattering parametrizations by Molière [164, 165] and the Highland approximation [116] are available. They are implemented within the classes Moliere and Highland, as well as the derived classes MoliereInterpol and HighlandIntegral, as explained in the following section. Note that while these parametrizations have originally been implemented for muon scattering, their implementation can directly be applied to electrons and positrons as well.

Molière parametrization The Molière parametrization, provided by the Moliere class, is based on the mechanism and calculations described in [164, 165]. The formulae have been adapted for the usage in PROPOSAL and are described in more detail in [100]. Let $\Theta$ be the scattering angle, i.e., the angle an ingoing charged particle is deflected during a propagation step. Introducing a reduced angle

$$
\begin{equation*}
\theta=\frac{\Theta}{\chi_{\mathrm{c}} \sqrt{B}}, \tag{6.45}
\end{equation*}
$$

the distribution of $\theta$ is given by

$$
\begin{equation*}
f(\theta) \mathrm{d} \theta=\frac{\mathrm{d} \theta}{\sqrt{\pi}}\left(\exp \left(-\theta^{2}\right)+\frac{1}{B} f^{(1)}(\theta)+\frac{1}{B^{2}} f^{(2)}(\theta)\right), \tag{6.46}
\end{equation*}
$$

where higher-order terms $f^{(i)}(\theta)$ with $i>2$ are neglected. The parameter $B$ is defined via the relation

$$
\begin{equation*}
B-\ln (B)=1-2 C+\ln \left(\frac{\chi_{\mathrm{c}}^{2}}{\chi_{\mathrm{a}}^{2}}\right), \tag{6.47}
\end{equation*}
$$

with Euler's constant $C$ and the definitions

$$
\begin{align*}
& \chi_{\mathrm{a}}^{2}=\chi_{0}^{2}\left(1.13+3.76 \frac{\alpha^{2} Z^{2}}{\beta^{2}}\right)  \tag{6.48}\\
& \chi_{0}^{2}=\frac{\alpha^{2} m_{e}^{2}}{p^{2}}\left(\frac{128 Z}{9 \pi^{2}}\right)^{2 / 3}  \tag{6.49}\\
& \chi_{\mathrm{c}}^{2}=4 \pi \hbar^{2} \alpha^{2} \frac{X}{\beta^{2} p^{2}} \frac{\sum_{i}\left(w_{i} Z_{i}\left(Z_{i}+1\right)\right)}{\sum_{j}\left(w_{j} A_{j}\right)}, \tag{6.5}
\end{align*}
$$

with the traversed grammage $X$ within a continuous step, $\beta=v / c$, and the weights

$$
\begin{equation*}
w_{i}=\frac{k_{i} A_{i}}{\sum_{j} k_{j} A_{j}} . \tag{6.5}
\end{equation*}
$$

The index $i$ runs over all components included in the medium, with $k_{i}$ being the number of atoms of component $i$. With this, $B$ is determined by solving (6.47) for each component using the Newton-Raphson method. For $B<4.5$, the underlying theory is not valid, and no deflections are assumed. The functions $f^{(1)}(\theta)$ and $f^{(2)}(\theta)$ are described as series expansions

$$
\begin{equation*}
f^{(1)}(\theta)=\sum_{n=0}^{\infty} a_{n}^{(1)} \theta^{2 n}, \quad f^{(2)}(\theta)=\sum_{n=0}^{\infty} a_{n}^{(2)} \theta^{2 n} \tag{6.52}
\end{equation*}
$$

where the rules to calculate $a_{n}^{(1)}$ and $a_{n}^{(2)}$ are described in [164, 100]. The results for $a_{n}^{(1)}, a_{n}^{(2)}$ are directly stored within PROPOSAL and used to evaluate $f^{(1)}(\theta)$ and $f^{(2)}(\theta)$ with Horner's method. Note that for improved numerical stability, for larger $\theta\left(\theta^{2}>12\right.$ for $f^{(1)}(\theta)$, and $\theta>4.25$ for $\left.f^{(2)}(\theta)\right)$, a different evaluation for the functions $f^{(1)}(\theta), f^{(2)}(\theta)$ is used, which is described in [100]. The distribution $f(\theta)$ in a given medium with several components is now defined as

$$
\begin{equation*}
f_{\text {compound }}(\theta) \mathrm{d} \theta=\frac{\sum_{i}\left(w_{i} Z_{i}^{2} f\left(\theta_{i}\right) \mathrm{d} \theta_{i}\right)}{\sum_{j}\left(w_{j} Z_{j}^{2}\right)} \tag{6.53}
\end{equation*}
$$

where again, the index $i$ runs over all components of the medium, and $f\left(\theta_{i}\right)$ is evaluated for each $Z$ [69]. To sample $\theta$ from (6.53), and therefore $\Theta$, the equation

$$
\begin{equation*}
\int_{0}^{\theta} f(\theta) \mathrm{d} \theta=\xi \tag{6.54}
\end{equation*}
$$

with a random number $\xi \in[-0.5,0.5)$ is solved, again using the Newton-Raphson method.

Since the evaluation of the functions $f^{(1)}(\theta)$ and $f^{(2)}(\theta)$ using Horner's method is numerically expensive and the most time-consuming process for the scattering angle calculation, the class MoliereInterpol stores the results of the evaluations in interpolation tables for $\theta \in[0,20)$ [29]. This improves the runtime for calculating a deflection angle, compared to the standard Moliere implementation, by a factor of more than two, as shown exemplarily in Figure 6.6, while providing the same results, as illustrated in Figure 6.5.

Highland parametrization As an alternative and simplification to the parametrization by Molière, a Gaussian approximation of the angular distribution can be used. While this approximation is unable to properly take into account the tails of the angular distribution, its description can be sufficient in several use cases. The parametrization has been calculated by Highland [116], based on ideas in [191], and
has been revised in [156] where a maximum likelihood fit to a scattering distribution according to the theory of Molière has been performed. The distribution of the scattering angle $\theta$ is given by the Gaussian distribution

$$
\begin{equation*}
f(\theta) \mathrm{d} \theta=\frac{1}{\sqrt{2 \pi} \theta_{0}} \exp \left(-\frac{\theta^{2}}{2 \theta_{0}^{2}}\right) \mathrm{d} \theta \tag{6.55}
\end{equation*}
$$

with

$$
\begin{equation*}
\theta_{0}=\frac{13.6 \mathrm{MeV}}{\beta p} \sqrt{\frac{X}{X_{0}}}\left(1+0.088 \log _{10}\left(\frac{X}{X_{0}}\right)\right) \tag{6.56}
\end{equation*}
$$

with the medium-dependent radiation length $X_{0}$ and the traversed grammage $X$. To sample a scattering angle $\theta$ from (6.55), the integral equation (6.54) is solved, where the solution is known analytically by

$$
\begin{equation*}
\theta=\sqrt{2} \theta_{0} \operatorname{erf}^{-1}(2 \xi-1) \tag{6.57}
\end{equation*}
$$

with a random number $\xi \in[0,-1)$ and the inverse error function $\operatorname{erf}^{-1}(x)$.
In the parametrization in (6.56), it is assumed that $\beta$ and $p$ remain constant over the entire propagation step, and are evaluated at the beginning of the step. However, this assumption becomes invalid for large propagation steps. To take into account that $\beta$ and $p$ are, in fact, decreasing, (6.56) can be adapted as

$$
\begin{align*}
\theta_{0} & =13.6 \mathrm{MeV} \sqrt{\int_{E_{i}}^{E_{f}} \frac{\mathrm{~d} X}{\beta^{2} p^{2} X_{0}}}\left(1+0.088 \log _{10}\left(\frac{X}{X_{0}}\right)\right) \\
& =13.6 \mathrm{MeV} \sqrt{\int_{E_{i}}^{E_{f}} \mathrm{~d} E \frac{E^{2}}{f(E) p^{4} X_{0}}}\left(1+0.088 \log _{10}\left(\frac{X}{X_{0}}\right)\right), \tag{6.58}
\end{align*}
$$

where $f(E)=\mathrm{d} E / \mathrm{d} X$ describes the average energy loss per grammage as defined in (4.3). Within PROPOSAL, the sampling method according to (6.56) is implemented in the class called Highland, while the method according to (6.58) is implemented in the class called HighlandIntegral. Note that only the HighlandIntegral parametrization is capable of correctly describing multiple scattering for large propagation steps with significant energy losses, which is, for example, relevant for muon propagation [199].

Figure 6.5 shows a comparison of the different methods to sample the scattering angle $\theta$. Notably, only the theory by Moliere describes the non-Gaussian tail of the distribution which extends to large scattering angles, while Highland and HighlandIntegral provide an acceptable approximation for small scattering angles.


Figure 6.5: Scattering angles $\theta$ sampled according to Moliere (6.46), MoliereInterpol, Highland (6.56), and HighlandIntegral (6.58). The angles are sampled for electrons in air at standard density, with a fixed initial energy of $E_{\mathrm{i}}=1 \mathrm{GeV}$ and a fixed final energy of $E_{\mathrm{f}}=0.9 \mathrm{GeV}$, which corresponds to a grammage of $X \approx 3.52 \mathrm{~g} / \mathrm{cm}^{2}$, or a distance in air of $x \approx 39.22 \mathrm{~m}$. Note that the distribution for Moliere extends to even larger angles, which are truncated in the histogram for better visibility.


Figure 6.6: Comparison of the average runtime to compute the scattering angles from Figure 6.5 according to the different provided methods. The bars indicate the mean, while the lines indicate the standard deviation of the computation time per scattering angle calculation. Figure adapted from [29].

The disadvantage of the calculation according to Moliere is that the computational effort is significantly higher compared to the evaluation using Highland, as shown in Figure 6.6. Note that the implementation of MoliereInterpol improves the runtime, but is still slower by a factor of about 3 compared to Highland and HighlandIntegral. A validation of the multiple scattering algorithms implemented in PROPOSAL has been done in $[84,106]$ by comparing PROPOSAL simulations of muon scattering to data, as well as to simulations produced with other Monte Carlo frameworks. A comparison between the different multiple scattering parametrizations when applied for air shower simulations is presented in Section 7.2.3.

## Application of Multiple Scattering in Transport Algorithms

The full picture of multiple scattering within a transport algorithm is visualized in Figure 6.7. When a particle with initial direction $\vec{d}_{\mathrm{i}}$ is propagated over a distance $\Delta x$, it undergoes multiple scattering. This causes both a displacement of the particle during the propagation step, denoted by $\Delta y$, as well as a change of the initial direction to $\vec{d}_{\mathrm{f}}$, denoted by $\theta$. These quantities are correlated to each other, as described via [225]

$$
\begin{align*}
\Delta y & =\Delta x \frac{\theta_{1}}{\sqrt{12}}+\Delta x \frac{\theta_{2}}{2},  \tag{6.59}\\
\theta & =\theta_{1}, \tag{6.60}
\end{align*}
$$

where $\theta_{1}$ and $\theta_{2}$ are scattering angles, sampled independently according to one of the distributions presented in the previous chapter. For the application of multiple


Figure 6.7: Application of multiple scattering in a transportation step, illustrated as a projection to a plane. A particle with initial direction $\vec{d}_{\mathrm{i}}$ is transported a distance of $\Delta x$. Due to multiple scattering, the particle is displaced during the transportation step by $\Delta y$. The initial direction is changed to $\vec{d}_{\mathrm{f}}$, caused by a change of $\vec{d}_{\mathrm{i}}$ by the angle $\theta$.
scattering in three dimensions $\Delta y$ and $\theta$ are sampled independently for the two directions perpendicular to the initial direction.

In practice, the application of multiple scattering for a transport algorithm poses additional challenges. Firstly, applying lateral displacements during a transportation step can lead to unintentional transitions between volumes with different media, as illustrated in Figure 6.8. If the properties of the medium significantly change during the transition, this introduces a bias. Especially for large transportation steps, or for transportation in parallel to a border, these effects need to be taken into account. Secondly, the combination of multiple scattering with magnetic deflections is highly non-trivial, since both processes are correlated as they both introduce position-dependent deflections of the transported particle.


Figure 6.8: Illustration of the border transition problem. A particle at position $\vec{x}_{\mathrm{i}}$ within medium A is transferred along an initial direction $\vec{d}_{\mathrm{i}}$. Due to multiple scattering, the initial direction is changed by an angle $\theta$, which can cause the particle to enter a medium B. If this is not correctly taken into account, the particle will traverse a distance through medium B, indicated in red, while the algorithm assumes that the particle is still in medium A. Figure and caption from [29].

A recent update for the propagation algorithm in PROPOSAL improves the treatment of multiple scattering at border transitions. In this approach, if a particle crosses a medium transition during a propagation step, an iterative approach is used to find a valid combination of the propagation length and the scattering angle. The implementation of this approach is described in detail in [29].

Within EGS4, and therefore within CORSIKA 7, the lateral displacement $\Delta y$ is entirely ignored, which avoids the necessity for a dedicated treatment at border transitions [171]. However, this limits the possible size of transportation steps, since for larger steps, ignoring the lateral displacement introduces a significant bias [118]. Since the step size is the driving factor for the performance of a transportation algorithm, this causes a performance bottleneck.

The PRESTA algorithm [61] provides an extension of the multiple scattering treatment within EGS4 where lateral displacements are taken into account. While this generally improves the performance by allowing for larger transportation steps, in
the vicinity of border transitions, the PRESTA algorithm still requires very small step lengths to deal with the problem of unintentional transitions [118].

Within the EGS5 code system, the random hinge transport mechanism is used, which is an approach ensuring both the correct treatment of lateral displacements as well as maintaining the possibility to perform large transportation steps $[118$, 52]. The general idea of the model is to divide a transportation step into two parts, where the point splitting both parts, called the hinge point, is chosen at random. During the transportation step, the particle is transported along its initial direction toward the hinge point, where its direction is updated. Afterward, the particle is transported toward the end of the transportation step. In [118], the method is described in detail, including additional modifications to correctly take continuous energy losses during a large propagation step into account by adding energy loss hinge points. The advantage of this algorithm, next to its intrinsic treatment of lateral displacements, is that boundary crossings do not need to be treated explicitly [118].

For CORSIKA 8, the effect of lateral displacements $\Delta y$ is currently not taken into account, which corresponds to the treatment also used in CORSIKA 7. This means that the sizes of transportation steps need to be limited to ensure the validity of lateral particle distributions. When improving the transport mechanism within CORSIKA 8, the problems of border transitions, magnetic fields, and inhomogeneous media distributions need to be considered. The random hinge model might provide a basis for an improved mechanism. Further novel ideas for a transport mechanism based on numerically solving ordinary differential equations are described in [182], although their feasibility for full air shower simulations remains to be shown.

### 6.2 Photon Interactions

In this section, the interaction processes relevant for photons, as well as their implementation inside PROPOSAL, are described. Figure 7.2 and Figure 6.13 show their contributions to the total photon cross section.

### 6.2.1 Electron-Positron Pair Production

Electron-positron pair production describes the conversion of an ingoing photon into an electron-positron pair near an atomic nucleus, i.e., the process

$$
\gamma+Z \rightarrow e^{-}+e^{+}+Z
$$

By comparing this process equation with the bremsstrahlung interaction, as described in Section 6.1.1, it becomes clear that both processes are closely related. In terms of Feynman diagrams, they are directly connected by the substitution rule. Pair production is the dominant process for photons above the MeV energy range, as visible in Figure 7.2, making its description essential for the modeling of electromagnetic particle cascades.

Similar to the parametrization of the bremsstrahlung cross section, the description of pair production is based on the cross section used in the EGS code system, described in detail in [118]. It is divided into a low-energy and a high-energy part, where the high-energy part is used for photon energies $E \geq 50 \mathrm{MeV}$ and is given by

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} x}= & Z(Z+\xi(Z)) r_{e}^{2} \alpha\left[\left(2 x^{2}-2 x+1\right)\left(\Phi_{1}(\delta)-\frac{4}{3} \ln (Z)-4 f_{\mathrm{c}}(Z)\right)\right.  \tag{6.61}\\
& \left.+\frac{2}{3}(1-x)\left(\Phi_{2}(\delta)-\frac{4}{3} \ln (Z)-4 f_{\mathrm{c}}(Z)\right)\right],
\end{align*}
$$

with

$$
\begin{equation*}
\delta=\frac{136 m_{e} Z^{-1 / 3}}{E x(1-x)}, \quad x=\frac{E_{e^{-}}}{E}, \tag{6.62}
\end{equation*}
$$

where $E_{e^{-}}$is the energy of the created electron. The terms $f_{\mathrm{c}}(Z)$, describing the Coulomb correction, $\Phi_{1 / 2}(x)$, describing screening effects, and $\xi(Z)$, describing the contribution of interactions with atomic electrons, are identical to the definitions used for bremsstrahlung interactions as given in (6.3), (6.4), (6.5), and (6.6), respectively. For photon energies $E<50 \mathrm{MeV}$, the bremsstrahlung cross section becomes

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} x}= & A_{\mathrm{p}}^{\prime}(E, Z) Z(Z+\xi(Z)) r_{e}^{2} \alpha\left[\left(2 x^{2}-2 x+1\right)\left(\Phi_{1}(\delta)-\frac{4}{3} \ln (Z)\right)\right.  \tag{6.63}\\
& \left.+\frac{2}{3} x(1-x)\left(\Phi_{2}(\delta)-\frac{4}{3} \ln (Z)\right)\right]
\end{align*}
$$

where a correction factor $A_{\mathrm{p}}^{\prime}(E, Z)$, accounting for low-energy effects, is introduced. The factor $A_{\mathrm{p}}^{\prime}(E, Z)$ ensures that the total cross section agrees with the calculations from [207], where a table for the total pair production cross section for elements between $Z=1$ and $Z=100$, and for energies between 1 keV and 1 MeV , is provided. PROPOSAL interpolates this two-dimensional table to obtain $A_{\mathrm{p}}^{\prime}$ for arbitrary $E$ and $Z$.

In the work by Tsai [214], an alternative parametrization of the pair production cross section is described, which mainly differs in its description of the form factors and its treatment of atomic electron effects. This cross section is given by

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} x}= & \frac{\alpha r_{e}^{2} x E}{p}\left\{\left(\frac{4}{3} x^{2}-\frac{4}{3} x+1\right)\right. \\
& \times\left[Z^{2}\left(\varphi_{1}-\frac{4}{3} \ln (Z)-4 f_{\mathrm{c}, \text { Tsai }}(z)\right)+Z\left(\psi_{1}-\frac{8}{3} \ln (Z)\right)\right]  \tag{6.64}\\
& \left.-\frac{2}{3} x(1-x)\left[Z^{2}\left(\varphi_{1}-\varphi_{2}\right)+Z\left(\psi_{1}-\psi_{2}\right)\right]\right\},
\end{align*}
$$

with the absolute electron momentum $p$ and the Coulomb correction

$$
\begin{equation*}
f_{\mathrm{c}, \text { Tsai }}=1.202 z-1.0369 z^{2}+1.008 \frac{z^{3}}{1+z}, \quad z=\left(\frac{Z}{137}\right)^{2} . \tag{6.65}
\end{equation*}
$$

The analytic expressions for the atomic form factors $\varphi_{1}, \varphi_{2}, \psi_{1}$, and $\psi_{2}$ are listed in Appendix A.5.

A comparison of the two parametrizations of the pair production cross section is presented in Figure 6.9. For energies above 50 MeV , the parametrizations show a good agreement, both reaching the expected high-energy limit of $\sigma \approx \frac{7}{9} X_{0}^{-1}$ with the radiation length $X_{0}$ [225]. At 50 MeV , a discontinuity, caused by the introduction


Figure 6.9: Comparison of the electron-positron pair production cross section in air. The parametrization given by (6.61) and (6.63) is called KochMotz, the parametrization given by (6.64) is called Tsai. Figure adapted from [29].
of the correction factor $A_{\mathrm{p}}^{\prime}$ in (6.63), emerges. For lower energies, differences in the cross sections become visible. This is expected, since approximations made by Tsai are only valid for extremely relativistic particles [214], while in (6.63), low-energy effects are explicitly accounted for by the correction factor. Per default, PROPOSAL uses the parametrizations given in (6.61) and (6.63).

For very high energies, the pair production cross section is affected by the LPM effect, leading to a significant suppression of symmetric pair production events, and correspondingly of the total cross section. A detailed discussion of the LPM effect, including its treatment and effects, is given in Section 6.3.

The limits of the pair production cross section are determined by kinematics and are given by

$$
\begin{equation*}
x_{\min }=\frac{m_{e}}{E}, \quad x_{\max }=1-\frac{m_{e}}{E} . \tag{6.66}
\end{equation*}
$$

To sample the energy distribution between the electron and the positron, the variable $x$ is sampled from the differential cross section by solving

$$
\begin{equation*}
\frac{1}{\sigma} \int_{x_{\min }}^{x} \frac{\mathrm{~d} \sigma}{\mathrm{~d} x^{\prime}} \mathrm{d} x^{\prime}=\xi \tag{6.67}
\end{equation*}
$$

for $x$, where $\xi$ is a random number $\xi \in[0,1)$. Figure 6.10 shows the result of this method, comparing the usage of the two differential cross sections. Both parametrizations produce similar distributions for $x$, which vary in their shape depending on $E$.

To sample the angular distribution of the produced electron-positron pair, an expression for the double differential cross section from [214] is used, given by

$$
\begin{align*}
\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} \theta \mathrm{~d} p} \propto & \sin (\theta)\left[\left(\frac{2 x(1-x)}{(1+l)^{2}}-\frac{12 l x(1-x)}{(1+l)^{4}}\right)\left(Z^{2}+Z\right)\right. \\
& \left.+\left(\frac{2 x^{2}-2 x+1}{(1+l)^{2}}+\frac{4 l x(1-x)}{(1+l)^{4}}\right)\left(X-2 Z^{2} f_{\mathrm{c}, \text { Tsai }}(z)\right)\right] \tag{6.68}
\end{align*}
$$

with

$$
l=\frac{E_{-}^{2} \theta^{2}}{m_{e}^{2}}
$$

where $\theta$ describes the angle between the ingoing photon and the outgoing electron or positron, and $X$ is a description of the atomic form factors, defined in Appendix A.5. For given $E$ and $x$, the integral equation

$$
\begin{equation*}
\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} p}\right)^{-1} \int_{0}^{\theta} \frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} \theta \mathrm{~d} p} \mathrm{~d} \theta=\xi \tag{6.69}
\end{equation*}
$$



Figure 6.10: Sampling of the energy distribution $x$ between the electron and the positron, for two different photon energies $E$ in air. A nitrogen atom is assumed as the interaction target. The differential cross section given by (6.61) and (6.63) is called KochMotz, the differential cross section given by (6.64) is called Tsai.
is solved for $\theta$, where $\xi \in[0,1)$ is a random number. Note that the overall normalization of (6.68) is irrelevant, as long as it is independent of $\theta$. As an alternative, [118] proposes a simplified method that has been used in early versions of EGS, where the production angle $\theta$ is set to

$$
\begin{equation*}
\theta=\frac{m_{e}}{E} . \tag{6.70}
\end{equation*}
$$

Similar to the motivation of the sampling method in (6.9) for the scattering angle of bremsstrahlung photons, using such a simple approximation is justified by the fact that for high energies, the production is strongly peaked in the forward direction while for low energies, multiple scattering effects of the produced leptons dominate the lateral spread of the particles. As a second alternative, a simple angular distribution based on the leading order term of the Sauter-Gluckstern-Hull differential cross section [168] is used, which is given by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \theta_{ \pm}} \propto \frac{\sin \left(\theta_{ \pm}\right)}{2 p_{ \pm}\left(E_{ \pm}-p_{ \pm} \cos \left(\theta_{ \pm}\right)\right)^{2}} \tag{6.71}
\end{equation*}
$$

The deflection angle is sampled from this distribution using [118]

$$
\begin{equation*}
\cos \left(\theta_{ \pm}\right)=\frac{E_{ \pm}(2 \xi-1)+p_{ \pm}}{p_{ \pm}(2 \xi-1)+E_{ \pm}}, \tag{6.72}
\end{equation*}
$$

with a random number $\xi \in[0,1)$. Figure 6.11 shows a comparison of the three sampling methods for $\theta$. Notably, the median of $\theta$ according to the approximation in (6.70) is a factor of two smaller compared to the distributions from (6.69) and (6.72). Since the method in (6.69) is slower by almost two orders of magnitude compared to the other approaches, but its results are reproduced in good approximation by (6.72), the latter is used as a default parametrization inside PROPOSAL.


Figure 6.11: Comparison of the sampling methods for the pair production angle $\theta$, given an initial photon energy of $10^{4} \mathrm{MeV}$. A nitrogen atom is assumed as the interaction target. EGS4Approximation shows the approximation of (6.70), Tsai the calculation according to (6.69), and Sauter the sampling method using (6.72). For Tsai and Sauter, $x$ is sampled according to (6.64). From this $x$, the production angle $\theta$ is sampled using the respective methods. The dashed lines indicate the median $\tilde{\theta}$ of the distributions. Figure adapted from [29].

### 6.2.2 Compton Scattering

When a photon propagates through a medium, it can scatter with an atomic electron, thus transferring part of its energy. This process is called Compton scattering. For photons in air, Compton scattering is the dominant interaction process between energies of $E \approx 30 \mathrm{keV}$ and $E \approx 20 \mathrm{MeV}$, as visible in Figure 6.13. In comparison to Compton scattering, Rayleigh scattering describes the elastic scattering of photons with particles small compared to the wavelength of the photon. While Compton scattering is taken into account in PROPOSAL, as described in this section, the process of Rayleigh scattering is currently not implemented.

Under the assumption that the atomic electrons are free and at rest, which is satisfied in good approximation for photons at high energies, the differential cross section is given by the Klein-Nishina formula $[118,139]$

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} v}=\frac{Z \pi r_{e}^{2} m_{e}}{E}\left(\frac{C_{1}}{(1-v)^{2}}+\frac{C_{2}}{(1-v)}+C_{3}+1-v\right), \tag{6.73}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{1}=\frac{m_{e}^{2}}{E^{2}}, \quad C_{2}=1-2 C_{1}\left(1+\frac{E}{m_{e}}\right), \quad C_{3}=C_{1}\left(1+2 \frac{E}{m_{e}}\right) . \tag{6.74}
\end{equation*}
$$

For lower photon energies, the influence of the atomic binding energy decreases the cross section in the forward direction, especially for media with high $Z$ [118]. Furthermore, the non-zero motion of the atomic electrons influences the final energy spectrum, an effect called Doppler broadening. However, both effects become relevant for photon energies close to electron binding energies or smaller, which are at most in the order of keV . At these energies, photoelectric absorption, see Section 6.2.3, becomes the dominant interaction type. Therefore, both effects are currently neglected by PROPOSAL, as is also the case in EGS4 [171].
Since Compton scattering can be described as a two-body interaction with an atomic electron at rest, (A.35) is used to determine the involved deflection angles. With

$$
\begin{array}{lll}
E_{1}=E, & E_{1}^{\prime}=E(1-v), & E_{2}^{\prime}=m_{e}+v E, \\
m_{1}=m_{1}^{\prime}=0, & m_{2}^{\prime}=m_{e}, &
\end{array}
$$

this results in

$$
\cos \theta_{1}=1-\frac{v m_{e}}{E(1-v)}, \quad \quad \cos \theta_{2}=\frac{v\left(E+m_{e}\right)}{\sqrt{2 v E m+E^{2} v^{2}}},
$$

where $\theta_{1}$ describes the deflection angle of the photon and $\theta_{2}$ the angle between the ingoing photon and the recoiled atomic electron. The azimuth angle is sampled
uniformly for the photon, with the electron receiving the opposite azimuth. The kinematic limits in $v$ are obtained by setting $\cos \theta_{1}= \pm 1$, resulting in

$$
\begin{equation*}
v_{\min }=0, \quad v_{\max }=\frac{1}{1+0.5 m_{e} / E} \tag{6.75}
\end{equation*}
$$

Figure 6.12 shows the differential cross section (6.73) in dependence of $\theta_{1}$. It is clearly visible that for higher photon energies $E \gg m_{e}$, the differential cross sections peaks in the forward direction.


Figure 6.12: Compton cross section according to the Klein-Nishina formula for different photon energies, expressed as a differential cross section $\frac{\mathrm{d} \sigma}{\mathrm{d} \Omega}=\frac{\mathrm{d} \sigma}{\mathrm{d} \cos \left(\theta_{1}\right) \mathrm{d} \phi}$ with azimuth $\phi$. The polar axis indicates $\theta_{1}$, the radial axis the differential cross section in $\mathrm{b} / \mathrm{sr}$.

### 6.2.3 Photoelectric Absorption

The photoeffect is the absorption of a photon by an atom, where the photon energy is transferred to a bound electron, which is thereby ejected. This interaction becomes the dominant absorption process of photons at low energies, e.g., in air for photon energies below $\approx 30 \mathrm{keV}$, as visible in Figure 6.13.

While the exact description of the photoeffect depends on the atomic structure of the target medium, the implementation in PROPOSAL simply intends to give
an approximative description in the energy regime where the photoeffect becomes a significant correction to the Compton cross section. Parametrizations of the photoeffect cross section for the absorption by the K-shell electron, which provides the largest contribution to the photoeffect, are given in $[115,196]$. In the relativistic case, i.e., for photons with energies large compared to the electron mass, and also large compared to the ionization energy $I$ of the K-shell electron, the Born approximation can be applied, and the total cross section of the absorption by a K -shell electron is given by

$$
\begin{align*}
\sigma_{\mathrm{K}} & =4 \pi r_{e}^{2} Z^{5} \alpha^{4}\left(\frac{m_{e}}{E}\right)^{5}\left(\gamma^{2}-1\right)^{3 / 2} F_{\text {nonrel }} \\
& \times\left[\frac{4}{3}+\frac{\gamma(\gamma-2)}{\gamma+1}\left(1-\frac{\ln \left(\gamma+\sqrt{\gamma^{2}-1}\right)}{\gamma \sqrt{\gamma^{2}-1}}\right)\right], \tag{6.76}
\end{align*}
$$

with

$$
\begin{equation*}
\gamma=1+\frac{E-I}{m_{e}}, \quad I=\frac{Z^{2} \alpha^{2} m_{e}}{2} \tag{6.77}
\end{equation*}
$$

The factor $F_{\text {nonrel }}$ describes a correction term which improves the accuracy of the cross section in the non-relativistic energy regime. It is defined in [196], and given by

$$
\begin{equation*}
F_{\text {nonrel }}=\left[1+\left(\frac{\alpha Z}{\beta}\right)^{2}\right] \frac{\pi \alpha Z / \beta}{\sinh (\pi \alpha Z / \beta)} \exp \left[\frac{\alpha Z}{\beta}\left(\pi-4 \arctan \left(\frac{\beta}{\alpha Z}\right)\right)\right] \tag{6.78}
\end{equation*}
$$

To obtain the total photoeffect cross section $\sigma_{\text {tot }}$, taking into account outer shell electrons as well, the empirical formula from [121] is used, which is given by

$$
\begin{equation*}
\frac{\sigma_{\text {total }}}{\sigma_{\mathrm{K}}}=1+0.01481 \ln ^{2} Z-0.000788 \ln ^{3} Z \tag{6.79}
\end{equation*}
$$

If a photon is absorbed due to the photoeffect, the ejected electron receives the energy $E-I$, and it is assumed to inherit the direction of the initial photon.

Note that the given parametrizations are not accurate for low photon energies, especially in the vicinity of the absorption edges. Furthermore, the underlying Born approximation can not be applied for heavier elements. A more detailed treatment would be required to take these effects into account. However, to describe the development of an extensive air shower, energies $E \ll 2 m_{e}$ and nuclei with $Z>8$ are irrelevant. Figure 6.13 shows the photoeffect, Compton, and pair production cross sections of photons in air compared to the tabulated values from the NIST Standard Reference Database [122]. An agreement with the NIST data within 10 \% is visible, with a much better agreement at photon energies above 100 keV .


Figure 6.13: Cross sections of photons in air according to the default parametrizations used in PROPOSAL, as listed in Table A.3, compared to the tables from the NIST Standard Reference Database [122]. The K absorption line of argon is at $E \approx 3.2 \times 10^{-3} \mathrm{MeV}$, which leads to a discontinuity in the NIST data which is not well described by the photoeffect cross section in (6.76). Figure adapted from [30].

### 6.2.4 Muon Pair Production

In Section 6.2.1, the conversion of a photon into an electron-positron pair in the field of an atomic nucleus has been discussed. However, in pair production processes, the creation of a muon pair is also possible, i.e.,

$$
\gamma+Z \rightarrow \mu^{-}+\mu^{+}+Z .
$$

This process is called muon pair production. Compared to electron-positron pair production, the muon pair production cross section is suppressed by a factor of $\approx\left(m_{e} / m_{\mu}\right)^{2}$, and is therefore negligible for the total photon cross section, as visible in Figure 7.2. However, muon pair production is, together with the decay of secondary particles from photohadronic interactions, see Section 6.1.5 and Section 6.2.5, the only source of muons in electromagnetic showers and therefore a process with a unique signature. Due to their ability to travel large distances, these muons can extract energy out of the core of an electromagnetic particle cascade.

The differential cross section is derived from the bremsstrahlung cross section of muons, given in [135], using crossing symmetry, which yields [29, 30]

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} x}=4 Z^{2} \alpha\left(r_{e} \frac{m_{e}}{m_{\mu}}\right)^{2} \Phi(\delta)\left[1-\frac{4}{3}\left(x-x^{2}\right)\right], \tag{6.80}
\end{equation*}
$$

with

$$
\begin{equation*}
\Phi(\delta)=\underbrace{\ln \left(\frac{B Z^{-1 / 3} m_{\mu} / m_{e}}{1+B Z^{-1 / 3} \sqrt{e} \delta / m_{e}}\right)}_{\Phi_{0}}-\underbrace{\ln \left(\frac{D_{n}}{1+\delta\left(D_{n} \sqrt{e}-2\right) / m_{\mu}}\right)}_{\Delta_{\mathrm{n}}}, \tag{6.81}
\end{equation*}
$$

where

$$
\begin{equation*}
x=\frac{E_{\mu^{-}}}{E}, \quad \delta=\frac{m_{\mu}^{2}}{2 E x(1-x)}, \quad \quad D_{n}=1.54 A^{0.27} \tag{6.82}
\end{equation*}
$$

This result is identical to the differential cross section presented in [67]. For the radiation logarithm constant $B$, which depends on the value of $Z$, the values from [138] are used, which are listed in Table A.7. For the inelastic radiation logarithm $B^{\prime}$, the definition

$$
B^{\prime}= \begin{cases}446 & \text { for } Z=1,  \tag{6.83}\\ 1429 & \text { for } Z \neq 1,\end{cases}
$$

is used. To take the contribution of pair production on atomic electrons into account, the substitution

$$
\begin{equation*}
\Phi(\delta) \rightarrow \Phi(\delta)+\frac{1}{Z}\left[\ln \left(\frac{m_{\mu} / \delta}{\delta m_{\mu} / m_{e}^{2}+\sqrt{e}}\right)-\ln \left(1+\frac{1}{\delta \sqrt{e} B^{\prime} Z^{-2 / 3} / m_{e}}\right)\right] \tag{6.84}
\end{equation*}
$$

is applied. For $Z>1$, the effect of nucleus excitation is taken into account by substituting

$$
\begin{equation*}
\Delta_{\mathrm{n}} \rightarrow\left(1-\frac{1}{Z}\right) \Delta_{\mathrm{n}} \tag{6.85}
\end{equation*}
$$

The kinematic limits of the cross section are given by [29]

$$
\begin{equation*}
\frac{1}{2}\left(1-\sqrt{1-2 \sqrt{e} m_{\mu} / E}\right) \leq x \leq \frac{1}{2}\left(1+\sqrt{1-2 \sqrt{e} m_{\mu} / E}\right) \tag{6.86}
\end{equation*}
$$

For the produced muon pair, the approximation

$$
\begin{equation*}
\theta=\frac{m_{\mu}}{E} \tag{6.87}
\end{equation*}
$$

in analogy to (6.70) for electron-positron pair production, is used to describe the production angle $\theta$. The azimuth angle is sampled uniformly for one muon, with the other muon receiving the opposite azimuth. A more accurate treatment to sample the polar and azimuth angles of the produced muon pairs is used in CORSIKA 7, as described in [108].

### 6.2.5 Photohadronic Interactions

For sufficiently high energies, photons perform photohadronic interactions in which they are absorbed by a nucleus, producing secondary particles in the process. The contribution of the photohadronic cross section to the total photon cross section is negligible, with a share of less than $1 \%$, as visible in Figure 7.2. However, for energies where the LPM suppression of the pair production cross section becomes efficient, see Section 6.3, photohadronic interactions, which are not affected by the LPM effect, yield a significant contribution. Since photohadronic interactions are the only process where hadrons are produced within an electromagnetic shower, they are the only way to transfer energy back to the hadronic shower component. Furthermore, through the subsequent hadronic decays, for example of pions and kaons, photohadronic interactions are a significant source of muons in electromagnetic showers, as investigated in Section 7.2.4.

The total cross section for the absorption of a photon by a single nucleon $\sigma_{\gamma, N}$ can be described by different parametrizations, with several options available in PROPOSAL. The large amount of parametrizations, and the different predictions they provide, is mainly caused by the limited coverage of experimental measurements in the relevant phase space, especially for high energies and in the forward direction, resulting in significant uncertainties. The parametrization by Bezrukov and Bugaev is given by [59]

$$
\begin{equation*}
\sigma_{\gamma, N}=\left(114.3+1.647 \ln ^{2}\left(0.0213 \frac{\nu}{\mathrm{GeV}}\right)\right) \mu \mathrm{b} \tag{6.88}
\end{equation*}
$$

where $\nu$ is the photon energy in units of GeV . The parametrization by Caldwell is given by [71]

$$
\begin{equation*}
\sigma_{\gamma, N}=\left(49.2+11.1 \ln \left(\frac{\nu}{\mathrm{GeV}}\right)+151.8 / \sqrt{\frac{\nu}{\mathrm{GeV}}}\right) \mu \mathrm{pb} \tag{6.89}
\end{equation*}
$$

The parametrization by Kokoulin uses different functions depending on the energy regime and is given by [145]

$$
\sigma_{\gamma, N}= \begin{cases}(96.1+82 / \sqrt{\nu / \mathrm{GeV}}) \mu \mathrm{b}, & \text { for } \nu \leq 17 \mathrm{GeV}  \tag{6.90}\\ \left(114.3+1.647 \ln ^{2}(0.0213 \nu / \mathrm{GeV})\right) \mu \mathrm{b}, & \text { for } 17 \mathrm{GeV}<\nu \leq 200 \mathrm{GeV} \\ (49.2+11.1 \ln (\nu / \mathrm{GeV})+151.8 / \sqrt{\nu / \mathrm{GeV}}) \mu \mathrm{b}, & \text { for } \nu>200 \mathrm{GeV}\end{cases}
$$

where for energies $\nu>200 \mathrm{GeV}$, the cross section coincides with (6.89). A parametrization using a fit to data taken by the $Z E U S$ experiment at the HERA detector [65] is given by

$$
\begin{equation*}
\sigma_{\gamma, N}=\left(63.5 s^{0.097}+145 s^{-0.5}\right) \mu \mathrm{b} \tag{6.91}
\end{equation*}
$$

with $s=2 m_{N} \nu / \mathrm{GeV}$, where $m_{N}$ describes the average nucleon mass in units of GeV . In the parametrization by Rhode [184], for $E \leq 200 \mathrm{GeV}$, the data given by [65] is directly used by interpolating the measurements, which means that the parametrization explicitly considers resonances in the lower energy range. For energies $E>200 \mathrm{GeV}$, the parametrization in (6.89) is used. Lastly, the photohadronic cross section based on the parametrization used in CORSIKA 7 is implemented, given by [109]

$$
\sigma_{\gamma, N}= \begin{cases}\left(73.3 s^{0.073}+191.7 s^{-0.602}\right) \sqrt{1-s_{0} / s} \mu \mathrm{~b}, & \text { for } \sqrt{s} \leq 19.39 \mathrm{GeV}  \tag{6.92}\\ \left(59.3 s^{0.093}+120.2 s^{-0.358}\right) \mu \mathrm{b}, & \text { for } \sqrt{s}>19.39 \mathrm{GeV}\end{cases}
$$

with the squared center of mass energy $s=m_{n}^{2}+2 m_{n} \nu$ and the pion production threshold $\sqrt{s_{0}}=1.0761 \mathrm{GeV}$. On top of this continuous cross section, the contributions from the $\Delta(1232), N(1520)$, and $N(1680)$ resonances are added analytically. This method is described in Appendix A.8.

To infer the cross section for the absorption of a photon by an atomic nucleus $\sigma_{\gamma, A}$ from the cross section for an individual nucleon $\sigma_{\gamma, N}$, the effect of nucleon shadowing needs to be taken into account. Shadowing causes the sum of the cross sections of the individual nucleons to be smaller than the cross section of the entire nucleus, i.e., $\sigma_{\gamma, A} \leq A \cdot \sigma_{\gamma, N}$. One explanation for this effect comes with the vector meson dominance model, proposed by [192], which assumes that the photon can fluctuate into vector mesons and their excited states, such as $\rho, \omega$, which then interact with the nucleus. Since the mean free path of these vector mesons can be smaller than the radius of the nucleus, they primarily interact with nucleons facing toward the incoming photon, since the nucleons at the back are shielded. Based on the vector meson dominance model, the parametrization by [59] describes the shadowing effect using the screening function $G(x)$, which yields

$$
\begin{equation*}
\sigma_{\gamma, A}=A \sigma_{\gamma, N}(0.75 G(x)+0.25), \tag{6.93}
\end{equation*}
$$

with

$$
G(x)= \begin{cases}\frac{3}{x^{2}}\left(\frac{x^{2}}{2}-1+e^{-x}(1+x)\right) & \text { for } Z \neq 1,  \tag{6.94}\\ 1, & \text { for } Z=1\end{cases}
$$

where $x=0.00282 A^{1 / 3} \sigma_{\gamma, N}(E)$.
Figure 6.14 shows a comparison of the different parametrizations for the photohadronic cross section. Toward the highest energies, the extrapolation shows a different behavior for almost all parametrizations. Only the parametrizations Rhode and CORSIKA 7 take resonances into account. If the identical shadowing parametrization according to (6.94) is used, their description of the resonances is in good agreement. Within CORSIKA 7, however, the simplified shadowing parametrization $\sigma_{\gamma, A}=A^{0.91} \sigma_{\gamma, N}$ is used. This leads to a significant difference in the parametrization, both around the resonances and for the high-energy extrapolation.

Per default, PROPOSAL uses the Rhode parametrization. For the usage of PROPOSAL in CORSIKA 8, instead, the CORSIKA 7 parametrization in combination with the shadowing parametrization according to (6.94) is used.


Figure 6.14: Comparison of the different parametrization of the photohadronic cross section for photons in air. For the CORSIKA 7 parametrization, the solid line indicates the cross section using the shadowing parametrization according to (6.94), while the dashed line shows the cross section with the shadowing parametrization internally used within CORSIKA 7 according to [109]. Figure adapted from [30].

## Treatment of Photohadronic Secondaries within CORSIKA 8

The total cross section $\sigma_{\gamma, A}$ defines the mean interaction length for a photohadronic interaction. However, in the context of air shower simulations, information about the individual secondary particles produced within the photohadronic interaction is needed. To perform this task, dedicated tools called hadronic event generators are available. Therefore, an interface between PROPOSAL, providing the total photohadronic cross section and sampling the occurrence of a photohadronic interaction, and the hadronic event generators, sampling the secondary particles, is implemented. The general concept of this interface is based on the approach that PROPOSAL produces a pseudo-particle with the interaction type ParticleType::Hadron, including information about the interacting photon and its interaction target, which is used by the hadronic event generator as the basis for the secondary particle calculation.

For photon energies $E<E_{\text {thres }}$, where $E_{\text {thres }}=10^{1.9} \mathrm{GeV} \approx 79.4 \mathrm{GeV}$ is set as a default, the hadronic event generator SOPHIA [169] is used. SOPHIA is designed to describe relativistic photon-nucleon interactions, applicable in astrophysical environments, collider experiments, as well as for air shower simulations. If CORSIKA 8 samples, based on the photohadronic cross section provided by PROPOSAL, that a photohadronic interaction occurs for a photon with energy $E$, CORSIKA 8 calls the EVENTGEN routine from SOPHIA. The target nucleon is assumed to be at rest, while its type, either proton or neutron, is sampled according to the $A / Z$ ratio of the target component. SOPHIA distinguishes between four different processes: Resonance excitation, direct meson production, diffractive interactions, and nondiffractive multiparticle production. Based on the information about $E$ and the target nucleus, one of these processes is selected, and the corresponding secondary particles are calculated. Finally, these particle states are put back on the particle stack of CORSIKA 8. In [169], a detailed description of the processes considered by SOPHIA as well as comparisons to accelerator data are provided.

For photohadronic interactions with $E \geq E_{\text {thres }}$, the hadronic interaction event generator Sibyll 2.3D is used [185]. Sibyll is an event generator explicitly designed to model hadronic interactions in air shower simulations up to the highest particle energies. A general overview of the concepts used in Sibyll is given in [87]. Its usage for photohadronic interactions within CORSIKA 8 is similar to the methodology in the low-energy regime. However, while SOPHIA calculates the final particle states based on an interaction between the photon and a nucleon, Sibyll bases its calculation on the interaction between a $\rho_{0}$ and an entire nucleus. This approximation is based on a real photon fluctuating into a virtual vector meson, here a $\rho_{0}$ as the lightest vector meson, which then interacts with the nucleus.

Note that the current implementation of the interface is connected to SOPHIA and Sibyll 2.3D. However, the underlying code struct ure allows for the connection to any other hadronic interaction model implemented in CORSIKA 8.

## Treatment of Photohadronic Secondaries within CORSIKA 7

The treatment of secondary particle production from photohadronic interactions in CORSIKA 7 depends on the energy $E$ of the interacting photon: For $E<0.4 \mathrm{GeV}$, one pion is produced, for $0.4 \mathrm{GeV} \leq E<1.4 \mathrm{GeV}$, either one or two pions are produced, and for $1.4 \mathrm{GeV} \leq E<2 \mathrm{GeV}$, two pions are produced [113]. At energies above 2 GeV , either one of the vector mesons $\rho^{0}$ or $\omega$ is produced (with a ratio of 9 to 1) [109], or the secondary particles are generated via the hadronic event generator HDPM [73, 113]. At energies above 80 GeV , the selected high-energy hadronic event generator is called, where the interacting photon is replaced either by a pion or an $\eta$ meson, depending on the hadronic interaction model.

## Additional Photohadronic Effects

Currently not taken into account by the parametrizations provided by PROPOSAL is the photodisintegration regime at energies below the pion production threshold, which includes the giant dipole resonance of the nuclei [166]. One code taking these effects into account is the multi-particle transport code FLUKA [64, 94], and a comparison of the implementation in FLUKA with the implementation in PROPOSAL is shown in Figure 6.15.


Figure 6.15: Comparison of the photohadronic cross section of photons in air, implemented in PROPOSAL according to the parametrization (6.92), with the implementation of the particle transport code FLUKA [64, 94].

### 6.3 The Landau-Pomeranchuk-Migdal Effect

For the previously presented cross sections, the approximation of an interaction with a single, isolated atom has been made. In realistic environments, interactions occur in media where many atoms are present. Their involvement can lead to suppression effects, which will be discussed in this chapter.

When conventionally describing a bremsstrahlung loss of an ingoing lepton, the assumption is made that the interaction happens at a single point. However, this assumption can not be valid when considering the uncertainty principle $\hbar \propto l \delta$, where $\delta$ describes the momentum transfer and $l$ the formation length, which can be interpreted as the spread of the electromagnetic interaction. In bremsstrahlung interactions, the momentum transfer in the longitudinal direction is given by [140]

$$
\begin{equation*}
\delta_{\|}=\frac{m^{2} v}{2 E(1-v)} \tag{6.95}
\end{equation*}
$$

This means that the formation length becomes large for high lepton energies $E$, small lepton masses $m$, and small bremsstrahlung losses $v$. For sufficiently small $\delta_{\|}$, the formation length can reach interatomic distances. In this case, the influence of other atoms affects the coherence of the wavefunctions of the ingoing lepton and the photon, which leads to a suppression of the interaction. When the radiating lepton undergoes multiple scattering, where the scattering angle is larger than the average emission angle of the bremsstrahlung photon, coherence is reduced and the cross section is suppressed. This effect is known as the Landau-PomeranchukMigdal (LPM) effect [151, 163]. When the photon is affected by Compton scattering on surrounding electrons, the phase of the involved photon is shifted, leading to destructive interference and therefore suppression of the interaction. This effect is known as dielectric suppression, or as the Ter-Mikaelian (TM) effect [210]. Both effects are taken into account by PROPOSAL. Further suppression effects, which are currently not considered by PROPOSAL, are due to pair creation, which becomes relevant when the mean free path for pair production of the involved photon is in the same order of magnitude as the formation length, as well as due to magnetic deflection, when the radiating lepton is significantly influenced by external magnetic fields during the bremsstrahlung interaction [140].

Following [140], the parametrization of the LPM effect for the bremsstrahlung cross section of leptons is described in PROPOSAL using a correction factor, given by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\mathrm{LPM}}}{\mathrm{~d} v}=\frac{\mathrm{d} \sigma}{\mathrm{~d} v} \cdot \frac{\xi(s) / 3\left(v^{2} G(s)+2\left(1+(1-v)^{2}\right) \phi(s)\right)}{4 / 3(1-v)+v^{2}} \tag{6.96}
\end{equation*}
$$

where $\frac{\mathrm{d} \sigma}{\mathrm{d} v}$ is the bremsstrahlung cross section without LPM correction. The functions $\phi(s), G(s)$, and $\psi(s)$ are described in [163, 204], and are defined as

$$
\phi(s)= \begin{cases}1-\exp \left\{-6 s(1+(3-\pi) s)+\frac{s^{3}}{0.623+0.796 s+0.658 s^{2}}\right\} & \text { if } s<1.54954  \tag{6.97}\\ 1-0.012 s^{-4} & \text { if } s \geq 1.54954\end{cases}
$$

$$
\begin{gather*}
G(s)= \begin{cases}3 \psi(s)-2 \phi(s) & \text { if } s<0.710390, \\
36 s^{2} /\left(36 s^{2}+1\right) & \text { if } 0.710390 \leq s<0.904912, \\
1-0.022 s^{-4} & \text { if } s \geq 0.904912,\end{cases}  \tag{6.98}\\
\psi(s)=1-\exp \left\{-4 s-\frac{8 s^{2}}{1+3.936 s+4.97 s^{2}-0.05 s^{3}+7.5 s^{4}}\right\},  \tag{6.99}\\
\xi(s) \approx \xi\left(s^{\prime}\right)= \begin{cases}2 & \text { if } s^{\prime}<s_{1}, \\
1+h-\frac{0.08(1-h)\left(1-(1-h)^{2}\right)}{\ln \left(s_{1}\right)} & \text { if } s_{1} \leq s^{\prime}<1, \\
1 & \text { if } s^{\prime} \geq 1,\end{cases} \tag{6.100}
\end{gather*}
$$

with the definitions

$$
\begin{array}{ll}
s=\frac{s^{\prime}}{\sqrt{\xi\left(s^{\prime}\right)}}, \quad s^{\prime}=\frac{1}{8} \sqrt{\frac{v E_{\mathrm{LPM}}}{E(1-v)}}, \quad s_{1}=\frac{\sqrt{2} Z^{2 / 3} m_{e}^{2}\left(1+m^{2} / m_{\mu}^{2} D_{n}^{2}\right)}{m^{2} B^{2}}, \\
h=\frac{\ln \left(s^{\prime}\right)}{\ln \left(s_{1}\right)}, \quad E_{\mathrm{LPM}}=\frac{2 \alpha^{2} m^{2} X_{0}}{\pi m_{e} r_{e}}, \quad & D_{n}=1.54 A^{0.27}, \tag{6.102}
\end{array}
$$

where $X_{0}$ is the radiation length of the medium and $B$ the radiation logarithm constant, given for different $Z$ in Table A.7. To account for the TM effect, the parametrization from [180] is used, which introduces the replacements

$$
\begin{equation*}
\xi(s) \rightarrow \xi(\Gamma s), \quad \phi(s) \rightarrow \frac{\phi(\Gamma s)}{\Gamma}, \quad G(s) \rightarrow \frac{\psi(\Gamma s)}{\Gamma^{2}}, \tag{6.103}
\end{equation*}
$$

with

$$
\begin{equation*}
\Gamma=1+4 \pi \frac{r_{e}^{3} m_{e}^{2}}{v^{2} m^{2} \alpha^{2}} \rho N_{\mathrm{A}} \frac{\sum_{i} k_{i} Z_{i}}{\sum_{i} k_{i} A_{i}}, \tag{6.104}
\end{equation*}
$$

where the index $i$ runs over all components included in the medium, with $k_{i}$ being the number of atoms of component $i$. Figure 6.16 shows the differential
bremsstrahlung cross section of electrons according to (6.1), including the LPM and TM suppression. Firstly, it becomes clear that the suppression is most relevant for small $v$. Furthermore, the differential cross section without suppression follows $v^{-1}$, while in the regime where the LPM suppression is effective, the behavior of the function changes to $1 / \sqrt{v}$. For even smaller $v$, the TM effect becomes relevant in the range where the LPM effect is already active, and causes the differential cross section to follow a $v$ dependence.


Figure 6.16: Differential bremsstrahlung cross section for electrons with $E=1 \mathrm{PeV}$ in air at standard density. Nitrogen is assumed as the interaction target. The effect of the LPM and TM suppression on the differential cross section is shown.

Due to the close connection of the bremsstrahlung and pair production process $\left(\gamma+Z \rightarrow e^{-}+e^{+}+Z\right)$, it comes as no surprise that there is also an environmental suppression for electron-positron pair production. The motivation for this effect also relies on the uncertainty principle $\hbar \propto l \delta$, similar to the bremsstrahlung suppression. For an electron-positron pair production interaction, the longitudinal momentum transfer $\delta_{\|}$is given by [140]

$$
\begin{equation*}
\delta_{\|}=\frac{m_{e}^{2}}{2 x E(1-x)}, \tag{6.105}
\end{equation*}
$$

with $x=E_{e^{-}} / E$, where $E_{e^{-}}$denotes the energy of the produced electron. Therefore, the formation length $l$ is maximal for symmetric pair production events with $x=0.5$, while it is minimal for $x \rightarrow 0$ or $x \rightarrow 1$. When the produced electron and positron undergo significant multiple scattering during the formation length, the coherence of the wavefunction is reduced, leading to a suppression of the cross section. Again, this
effect is called the LPM effect, although the suppression becomes relevant at larger energies compared to the LPM effect in bremsstrahlung. Since the involved photon always has a high energy compared to the energy of the photon in bremsstrahlung interactions, there is no suppression due to the TM effect for pair production [140].

Based on [140], the parametrization of the LPM effect for electron-positron pair production within PROPOSAL is given by the correction factor

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\mathrm{LPM}}}{\mathrm{~d} x}=\frac{\mathrm{d} \sigma}{\mathrm{~d} x} \cdot \frac{\xi(s) / 3\left(G(s)+2\left(x^{2}+(1-x)^{2}\right) \phi(s)\right)}{1-4 / 3 x(1-x)}, \tag{6.106}
\end{equation*}
$$

where the functions and variables are identical to the definitions in the parametrization of the LPM effect for bremsstrahlung, apart from the replacements

$$
\begin{equation*}
s^{\prime}=\frac{1}{8} \sqrt{\frac{E_{\mathrm{LPM}}}{E x(1-x)}}, \quad s_{1}=\frac{\sqrt{2} Z^{2 / 3}}{B^{2}} \tag{6.107}
\end{equation*}
$$

Figure 6.17 shows the differential cross section for electron-positron pair production including the LPM suppression. While the LPM effect in air is still negligible for photon energies up to $E=10^{2} \mathrm{PeV}$, a significant suppression of symmetric pair production events is visible as the photon energy becomes higher.


Figure 6.17: Differential electron-positron pair production cross section with LPM suppression for electrons in air at standard density. Nitrogen is assumed as the interaction target. Note that without LPM suppression, the differential cross section is identical for all energies shown in this plot. Figure adapted from [30].

Figure 6.18 shows the total energy loss for bremsstrahlung and electron-positron pair production under the influence of the LPM and TM effect. Note that the intermolecular distance depends on the medium density, which is reflected in the parametrizations via $X_{0}$ in the definitions of $E_{\mathrm{LPM}}$. As a result, the LPM suppression becomes more effective for larger medium densities. For the Earth's atmosphere, this means that the LPM suppression becomes less effective as the atmospheric height $h$ increases, as visible in Figure 6.18.


Figure 6.18: Average energy loss of electrons in air due to bremsstrahlung and photons in air due to electron-positron pair production, taking into account the LPM and TM suppression. The energy loss is shown for densities according to different atmospheric heights $h$. Values for the density of air are taken from [216].

### 6.3.1 Treatment of the LPM and TM Effect within CORSIKA 8

In principle, the physics parametrizations given in Section 6.1.1 and Section 6.2.1, together with the parametrizations of the LPM effect given in (6.96) and (6.106), allow for a complete description of bremsstrahlung and electron-positron pair production processes in media. ${ }^{1}$ However, the simulation of these processes in inhomogeneous media poses a methodical challenge related to the usage of interpolation tables, as described in the following.

[^10]The evaluation of interaction processes by PROPOSAL, for example, the calculation of the total cross section according to (4.4) or the sampling of an energy loss according to (4.5), involves the calculation of integral equations. As the underlying differential cross sections are often highly complex, the only possible approach is to solve these equations numerically. Since this process is runtime-intensive, the performance of PROPOSAL is greatly improved by performing these numerical calculations only once and storing the results for selected parameters in interpolation tables. ${ }^{2}$ For a given interaction process, PROPOSAL stores the information about the integral equation (4.5) inside a two-dimensional interpolation table T, defined as

$$
\begin{equation*}
T(E, v)=\int_{v_{\text {cut }}}^{v} \frac{\mathrm{~d} \sigma(E)}{\mathrm{d} v^{\prime}} \mathrm{d} v^{\prime}, \tag{6.108}
\end{equation*}
$$

where the results for different combinations of $E$ and $v$ are saved. This interpolation table is used to calculate the total cross section, as $\sigma_{\mathrm{s}}=T\left(E, v=v_{\max }\right)$, and for the sampling of energy losses $v$, without having to recalculate integrals and integral equations for every evaluation. However, these interpolation tables only store the results of calculations for a given medium with density $\rho$. For air shower simulations such as CORSIKA 8, but also for other applications, the considered media are often inhomogeneous. In general, differential cross sections include a linear dependency on $\rho$,

$$
\begin{equation*}
\frac{\mathrm{d} \sigma(E, \rho)}{\mathrm{d} v}=\rho \frac{\mathrm{d} \sigma(E)}{\mathrm{d} v} . \tag{6.109}
\end{equation*}
$$

This case is unproblematic since $\rho$ can be factored out as a linear term, making $T$ independent of the medium density:

$$
\begin{equation*}
\int_{v_{\text {cut }}}^{v} \frac{\mathrm{~d} \sigma(E, \rho)}{\mathrm{d} v^{\prime}} \mathrm{d} v^{\prime}=\rho \int_{v_{\text {cut }}}^{v} \frac{\mathrm{~d} \sigma(E)}{\mathrm{d} v^{\prime}} \mathrm{d} v^{\prime}=\rho \cdot T(E, v) . \tag{6.110}
\end{equation*}
$$

However, in the case of the LPM effect, the dependency on $\rho$ is non-linear, which means that this approach can not be applied.

To consider the LPM effect for stochastic interactions in inhomogeneous media, the technique of rejection sampling is used. Firstly, the interactions and secondary particles, i.e., the interaction energy $E$ and the variables $v$ or $x$, are sampled according to the differential and total cross sections without taking the LPM effect into account. If a bremsstrahlung or pair production interaction is sampled, the LPM correction factor $c(E, v, \rho)$, according to (6.96), or $c(E, x, \rho)$, according to

[^11](6.106), is calculated, where $\rho$ is evaluated at the point of interaction. Note that the evaluation of $c$ does not involve the runtime-intensive calculation of integrals. Using a uniformly sampled random number $\xi \in[0,1)$, the instruction
\[

$$
\begin{aligned}
& \text { accept interaction, if } \xi \leq c(E, x / v, \rho), \\
& \text { discard interaction, if } \xi>c(E, x / v, \rho),
\end{aligned}
$$
\]

is used, where discarding the interaction means that the initial particle is put back on the particle stack without performing the interaction [112]. This way, the correct suppression due to the LPM effect for stochastic interactions is taken into account. The main disadvantage of this method is its inefficiency for small correction factors $c$, since in this case, many interactions according to the uncorrected cross sections are sampled and discarded. However, most of the computational effort in calculating the electromagnetic shower component is spent on the energy regime where the LPM effect is ineffective ( $c \approx 1$ ), which means that the additional effort due to the rejection sampling is negligible.

For the calculation of continuous energy losses, a dedicated methodical treatment for the LPM suppression is necessary as well. Recalling the definitions given in Section 4.1, and their application in the context of CORSIKA 8 described in Section 5.3 , the continuous energy loss per grammage $f(E)=-\frac{\mathrm{d} E}{\mathrm{~d} X}$ is calculated according to (4.3). To obtain the continuous energy loss of a particle with energy $E_{\mathrm{i}}$, traversing a propagation step defined by its grammage $X$, the integral equation (4.7) is solved for $E_{\mathrm{f}}$. However, when taking the LPM effect into account, a linear factorization of $\rho$ in the differential cross section is not possible, and the continuous energy loss per grammage becomes

$$
\begin{equation*}
f(E, \rho) \propto E \int_{v_{\min }}^{v_{\mathrm{cut}}} v \frac{\mathrm{~d} \sigma(E, \rho)}{\mathrm{d} v} \mathrm{~d} v \tag{6.111}
\end{equation*}
$$

where $f(E, \rho)$ is density dependent. For the calculation of $E_{\mathrm{f}}$, this means that (4.7) becomes

$$
\begin{equation*}
X=-\int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{\mathrm{~d} E}{f(E, \rho(\vec{x}))} \tag{6.112}
\end{equation*}
$$

Note that $\rho(\vec{x})$ depends on the particle position, which changes during a propagation step in inhomogeneous media, making this integral non-trivial to evaluate. By applying approximations, however, different methods to solve (6.112) are possible. Firstly, the fact that $\rho(\vec{x})$ changes over a propagation step can be simplified by evaluating $\rho$ at a single point of the step, for example, at the beginning, i.e., $\rho\left(\vec{x}_{\mathrm{i}}\right)$. This approximation is justified for sufficiently small propagation steps over which the fluctuations of $\rho$ are small. Based on this simplification, the following approaches, based on different additional approximations, are possible.

Two-dimensional interpolation of the continuous energy loss In this case, the results of the integral equation (6.112) are stored in a two-dimensional interpolation table $f(E, \rho)=T_{\text {cont }}(E, \rho)$. While this is feasible, it is necessary to find appropriate limits $\rho_{\min }$ and $\rho_{\max }$ for the interpolation table. However, these limits depend on the specific simulation environment, making the creation of different interpolation tables for different applications necessary.

Approximative correction factor for the continuous energy loss Alternatively, (6.112) can be formulated as

$$
\begin{equation*}
X=-\int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{\mathrm{~d} E}{c(E, v, \rho) f^{\prime}(E)} \approx-\frac{1}{c} \int_{E_{\mathrm{i}}}^{E_{\mathrm{f}}} \frac{\mathrm{~d} E}{f^{\prime}(E)} \tag{6.113}
\end{equation*}
$$

where $f^{\prime}(E)$ describes the continuous energy losses without the LPM effect, while the correction factor $c(E, v, \rho)$ describes the LPM suppression according to (6.96). A reasonable approximation for $c$ is to evaluate it at the beginning of the propagation step, and at the chosen relative energy cut $v_{\text {cut }}$, i.e., $c=c\left(E_{\mathrm{i}}, v_{\text {cut }}, \rho\left(\vec{x}_{\mathrm{i}}\right)\right)$. Note that a single evaluation of $c$ does not require the runtime-intensive calculation of integrals. Since the LPM suppression always becomes more extreme for smaller $v$, but is in this case only evaluated at $v=v_{\text {cut }}$, this effective approach has the disadvantage of underestimating the suppression.

Neglect LPM effect for continuous losses The simplest approximation is to neglect the effect of the LPM suppression on continuous losses altogether. While the LPM effect is most important for small $v$, and therefore especially relevant for continuous losses, the influence of continuous losses on the shower development is negligible for energies where the LPM effect is active, compared to the influence of stochastic energy losses.

Figure 6.19 compares the average energy loss per grammage due to stochastic interactions, i.e.,

$$
-\left(\frac{\mathrm{d} E}{\mathrm{~d} X}\right)_{\text {stochastic }} \propto E \int_{v_{\text {cut }}}^{v_{\max }} v \frac{\mathrm{~d} \sigma(E)}{\mathrm{d} v} \mathrm{~d} v
$$

with the continuous energy loss being evaluated using the presented approximations for the LPM effect. With the energy cut chosen in this example, $E_{\text {cut }}=10 \mathrm{MeV}$, continuous losses are negligible compared to the energy loss due to stochastic interactions at energies where the LPM effect is relevant. The usage of the correction factor provides a much better approximation of the suppression behavior for continuous losses, although the suppression is, as expected, slightly underestimated.


Figure 6.19: Bremsstrahlung energy losses per grammage for electrons in air at standard density. An energy cut of $E_{\text {cut }}=10 \mathrm{MeV}$ is used. The line "stochastic losses" describes the energy loss per grammage due to stochastic losses. For the "correction factor" calculation, the LPM suppression factor has been evaluated at $v=v_{\text {cut }}=E_{\text {cut }} / E$, and multiplied to the continuous loss without LPM correction.

At the moment, CORSIKA 8 neglects the LPM suppression on continuous energy losses, making it crucial to ensure that this approximation is valid for the intended application. For analyses where continuous energy losses are explicitly important, simulations in dense media, or when using high energy cut settings, this might not be the case. A validation of the current implementation of the LPM effect in CORSIKA 8 is presented in Section 7.2.2. The ideas outlined in this section can be used as a basis to improve this implementation in the future.

### 6.3.2 The Influence of the LPM and TM Effect on Extensive Air Showers

Since air is a thin medium, the LPM effect only has a significant influence on extensive air showers of the highest energies. Furthermore, the energy of particles in air showers is maximal at highest altitudes, where the density is even smaller, as shown in Figure 6.18. As a result, the LPM effect only has a significant impact on the development of extensive air showers above energies of $10^{18} \mathrm{eV}$ for electromagnetic showers, and for energies around $10^{20} \mathrm{eV}$ for hadronic showers [141]. Note that the effect on hadronic showers induced by heavier nuclei is smaller compared to proton-induced showers due to the smaller energy per nucleon.

For a detailed, quantitative description regarding the influence of the LPM effect on air showers, full Monte Carlo simulations are necessary due to the complex dependencies. Qualitatively, showers where the LPM effect is significant develop slower, due to the suppressed interactions, and with increased fluctuations [140]. This effect is visible in the shower simulations presented in Figure 7.10. Furthermore, the production of symmetric electron-positron pairs is suppressed, as visible in Figure 6.17. This can lead to the creation of a low-energetic subshower at high altitudes, produced by the lepton receiving the smaller fraction of the energy, as well as the production of a lepton receiving a significant fraction of the photon energy. This lepton can, due to the LPM suppression of bremsstrahlung, travel a larger distance through the atmosphere, depositing its energy in a subshower relatively far down the atmosphere. [112, 147].

## 7 Air Shower Simulations with CORSIKA 8

In this chapter, simulations of particle cascades using the current status of CORSIKA 8 are presented, with a focus on the electromagnetic and muonic shower component. ${ }^{1}$ As a validation, the results are, whenever possible, compared to simulations performed with CORSIKA 7, which is the standard for the simulation of extensive air showers used by the vast majority of the scientific community (see Section 5.1). ${ }^{2}$ Note that simulations produced with CORSIKA 7 and its predecessors have been, and still are, used in the data analysis of countless experiments, and in this context, comparisons with experimental data have been conducted. Still, CORSIKA 7 does not provide a perfect description of reality, but should rather be seen as a baseline for the sake of comparison. Differences between CORSIKA 7 and CORSIKA 8 are expected, either due to different physics descriptions, algorithms, or made approximations. Comparisons of CORSIKA 7 with other shower simulation frameworks have been conducted, for example, in [141, 187], while a comparison of CORSIKA 8 with the tools AIRES and ZHS has been presented in [27].

This chapter is structured as follows: Firstly, the cross sections of electromagnetic processes used in CORSIKA 7 and CORSIKA 8, which provide the basis for the simulation of the electromagnetic shower component, are compared. Afterward, features of photon-induced air showers are analyzed, including the longitudinal and lateral shower development, the influence of the Landau-Pomeranchuk-Migdal (LPM) effect, and the formation of a hadronic and muonic sub-component. After analyzing key features of proton-induced air showers, the radio emission of highenergy electromagnetic showers is examined. This radio emission is highly sensitive to the development of the electromagnetic shower component, making its analysis suitable to test the correct simulation of the complex cascade dynamics. Lastly, the simulation of cross-media showers is presented, highlighting a feature that is exclusive to CORSIKA 8.

The first three sections of this chapter update and expand the results of the analyses presented by the author of this work in [27] and [194].

[^12]
### 7.1 Comparison of the Utilized Cross Sections

Before a reasonable comparison of air shower simulations between CORSIKA 7 and CORSIKA 8 is possible, a comparison of the underlying electromagnetic cross sections is necessary. The implementation of electromagnetic processes in PROPOSAL is described in Chapter 6, while the processes in EGS4 and the corresponding adaptions for CORSIKA 7 are described in Section 5.1.1. Note that the cross sections presented in this section exclude the LPM effect.


Figure 7.1: Comparison of the utilized positron cross sections from PROPOSAL, which are used in CORSIKA 8, with the adapted cross sections from EGS4, which are used in CORSIKA 7 [178]. The cross sections are presented for air at standard density. The photonuclear cross section from EGS4 is corrected according to [178].

Figure 7.1 shows the cross sections of positron interactions, where the energy cut is set to $E_{\text {cut }}=250 \mathrm{keV}$. Notably, the agreement of the total cross section is better than $3 \%$, although a better agreement is reached for most energies. The largest deviation at low energies stems from the bremsstrahlung cross section below 50 MeV , possibly caused by undocumented differences in the CORSIKA 7 implementation for the low-energy regime. For high energies, the total cross section for PROPOSAL is higher due to the additional contribution from electron-positron pair production, a process not implemented in EGS4. The comparison of the electron cross sections is presented in Figure A.3, and shows, as expected, similar results.

In Figure 7.2, the cross sections of photon interactions are shown. Note that the total photon cross section agrees on a sub-percent for all energies. At low energies, deviations are visible in the cross section of the photoeffect, which is expected since the implementation in PROPOSAL only provides an approximate treatment compared to the description in EGS4, as described in Section 6.2.3. Still, at energies where the photoeffect provides a significant contribution, the agreement is better than $\approx 8 \%$. For the cross section of photohadronic interactions, differences in the implementation of the resonances, see Section 6.2.5, cause deviations of up to $\approx 15 \%$ at energies around 1 GeV . Lastly, the muon pair production cross section of PROPOSAL is increased by $\approx 20 \%$ compared to the implementation in CORSIKA 7. This difference can be attributed to the contribution from atomic electrons, taken into account by the substitution in (6.84), but not considered by CORSIKA 7. However, since muon pair production is subdominant, also compared to photoproduction as the second process that can indirectly induce muons from photon interactions, this difference can be neglected for the shower development.


Figure 7.2: Comparison of the utilized photon cross sections from PROPOSAL, which are used in CORSIKA 8, with the adapted cross sections from EGS4, which are used in CORSIKA 7 [178]. The cross sections are presented for air at standard density.

### 7.2 Comparison of Electromagnetic Showers

To allow for a meaningful comparison between CORSIKA 7 and CORSIKA 8, an identical setup of the simulation environment is used, whenever possible. For all shower simulations, if not stated otherwise, this setup is defined as follows: The density of the atmosphere is described in both CORSIKA 7 and CORSIKA 8 by a five-layer parametrization of the U.S. Standard Atmosphere [216], as described in detail in Appendix A.11. It consists of nitrogen, oxygen, and argon, with fractions of $78.084 \%, 20.946 \%$, and $0.934 \%$, as defined by the number of molecules. In CORSIKA 8, the Earth is described as a sphere with radius $r=6371 \mathrm{~km}$, while in CORSIKA 7, the Earth's curvature is taken into account by using the compiler option CURVED [110], albeit a significant difference to approximating the Earth's surface and its atmosphere as flat is only expected for non-vertical showers with a zenith angle above $\approx 70^{\circ}$ [114]. The Earth's magnetic field is assumed to be constant, with a horizontal component of $50 \mu \mathrm{~T}$ and no vertical component.
As hadronic interaction models, both CORSIKA 7 and CORSIKA 8 use Sibyll 2.3d [185] as the high-energy interaction model, and FLUKA 2023.3 .0 [64, 94] as the lowenergy interaction model, with the energy threshold between the models set to 80 GeV for CORSIKA 7 and $10^{1.9} \mathrm{GeV} \approx 79.4 \mathrm{GeV}$ for CORSIKA 8. As an electromagnetic interaction model, CORSIKA 7 uses EGS4, as described in Section 5.1.1, using the default settings. In CORSIKA 8, particle decays are described with PYTHIA 8.310 [62], while CORSIKA 7 uses an internal decay routine, taking into account all decay modes with a branching ratio above $1 \%$ [113].

All simulated showers are vertical, i.e., the primary particles are injected on top of the atmosphere with a zenith angle of $0^{\circ}$. Furthermore, no thinning techniques are applied. ${ }^{3}$

### 7.2.1 Simulation of 100 TeV Photon-Induced Showers

In this section, electromagnetic showers induced by photons with an initial energy of 100 TeV are simulated. The ParticleCut is set to $E_{\text {track }}^{\mathrm{EM}}=20 \mathrm{MeV}$ for electromagnetic particles, and $E_{\text {track }}^{\text {had }}=E_{\text {track }}^{\mu}=500 \mathrm{MeV}$ for hadrons and muons, i.e., particles with kinetic energies smaller than the corresponding ParticleCut are no longer tracked. This choice of $E_{\text {track }}^{\mathrm{EM}}$ is motivated by the application in Imaging Air Cherenkov

[^13]Telescopes (IACTs), as electrons and positrons require energies of $E_{\text {tot }} \gtrsim 20 \mathrm{MeV}$ to produce Cherenkov light in air, see Section 3.3.1, meaning that particles with smaller energies are irrelevant for the experimental setup. To obtain sufficient statistical significance, a set of 10000 showers is simulated for both CORSIKA 7 and CORSIKA 8.

A key feature to describe the longitudinal shower development is the shower profile. Along the shower axis ${ }^{4}$, the atmosphere is divided into layers including an equal, fixed amount of grammage $X$ (here: $10 \mathrm{~g} / \mathrm{cm}^{2}$ ). For each layer, the number of crossing particles is counted, yielding a longitudinal shower profile. With this definition, $X=0 \mathrm{~g} / \mathrm{cm}^{2}$ corresponds to the top of the atmosphere, whereas $X \approx 1030 \mathrm{~g} / \mathrm{cm}^{2}$ corresponds to the Earth's surface. The relation between grammage $X$ and height $h$ for the U.S. standard atmosphere is visualized in Figure A.4.

Figure 7.3 shows the longitudinal profile of electromagnetic particles for the simulated showers. Both the profiles of charged particles and photons show a good agreement of better than $5 \%$. A small shift of the longitudinal profile of CORSIKA 7 toward larger $X$ indicates a slightly delayed shower development compared to CORSIKA 8.


Figure 7.3: Longitudinal profile of electromagnetic particles for showers initiated by 100 TeV photons. In the upper part of the Figure, the lines indicate the median number of particles, while the shaded areas indicate the interquartile range. The lower part of the Figure shows the ratio between the median number of particles.

[^14]Figure 7.4 shows the distribution of the shower maximum $X_{\max }$, where $X_{\max }$ is defined here as the location of the bin in the longitudinal profile with the highest number of particles of the corresponding particle type. The distributions show a good agreement, with both CORSIKA 7 and CORSIKA 8 simulations including a similar number of showers developing at a different speed, and therefore yielding a significantly lower or higher value of $X_{\max }$. The slightly slower shower development of CORSIKA 7, already identified by eye in Figure 7.3, can be quantified to a difference of $\Delta X_{\text {max }} \approx 2 \mathrm{~g} / \mathrm{cm}^{2}$, smaller than the $X_{\max }$ sensitivity achieved in experimental observations $[13,101]$.


Figure 7.4: Distribution and mean of $X_{\max }$ for electromagnetic showers initiated by 100 TeV photons.

Another measure to validate the variance of the shower development is the analysis of individual bin contents of the longitudinal profile, i.e., the distribution of the number of particles observed for a fixed height. The result of this analysis for the charged electromagnetic component is shown in Figure 7.5, indicating a good agreement regarding the variances of the simulations.

While the most significant development of the shower occurs in the longitudinal direction, multiple scattering, production angles, and magnetic fields also induce a lateral shower development. As a validation of these processes, particle positions on a fictional observation plane at $h=5800 \mathrm{~m}$, corresponding to the approximate height of the average shower maximum, are depicted as a lateral profile according


Figure 7.5: Distribution of the number of electrons and positrons for a given longitudinal bin, i.e., at a fixed height, for a statistic of 10000 showers initiated by 100 TeV photons. The distribution is shown for two exemplary bins at $X=$ $470 \mathrm{~g} / \mathrm{cm}^{2}$ (around $X_{\max }$, corresponding to $h \approx 6.2 \mathrm{~km}$ ) and $X=800 \mathrm{~g} / \mathrm{cm}^{2}$ (later in the shower development, corresponding to $h \approx 2.1 \mathrm{~km}$ ).
to their distance $r$ from the shower axis in Figure 7.6. This comparison indicates a good agreement between CORSIKA 7 and CORSIKA 8 within $3 \%$ for photons with $r \lesssim 500 \mathrm{~m}$, while CORSIKA 7 produces more photons with larger distances from the shower axis. For electrons and positrons, particles in CORSIKA 8 are systematically located closer to the shower axis, albeit the lateral distribution still follows a similar behavior compared to CORSIKA 7, with an agreement better than $15 \%$ for $1 \mathrm{~m} \lesssim r \lesssim 700 \mathrm{~m}$. Additionally, the energy distribution of particles located on the observation plane at $h=5800 \mathrm{~m}$ is evaluated in Figure 7.7. An agreement better than $3 \%$ is visible for all electromagnetic particles, up to energies of 1 GeV , above which statistics start to become limited. The correlation between the lateral and energy distribution is visualized in Figure 7.8 with a two-dimensional histogram showing the energy of all charged electromagnetic particles and their distance to the shower axis. Qualitatively, the two-dimensional distributions of CORSIKA 7 and CORSIKA 8 show a similar behavior. A quantitative comparison is possible by analyzing the ratio of the bin contents, which is shown in Figure 7.9. It can be concluded that the shift of electrons and positrons in CORSIKA 8 toward the shower axis, as already shown in Figure 7.6, is visible for all particles with an energy $E<1 \mathrm{GeV}$.


Figure 7.6: Lateral profile of electromagnetic particles for showers initiated by 100 TeV photons. The lines indicate the median number of particles, the shaded regions the interquartile range. The lateral profile is evaluated for an observation height of $h=5800 \mathrm{~m}$, corresponding to $X \approx 497 \mathrm{~g} / \mathrm{cm}^{2}$, i.e., approximately $X_{\max }$ for the charged electromagnetic component of the given photon-induced showers.


Figure 7.7: Kinetic energy distribution for electromagnetic particles on an observation level at $h=5800 \mathrm{~m}$, for showers initiated by 100 TeV photons. The lines indicate the median number of particles, the shaded regions the interquartile range.


Figure 7.8: Two-dimensional histogram, showing the distance $r$ of electrons and positrons from the shower axis, and their kinetic energy $E$. The distribution shows particles on an observation level at $h=5800 \mathrm{~m}$ from showers initiated by 100 TeV photons. The colorbar indicates the number of particles in the bin, the black lines illustrate the contour of the distribution.


Figure 7.9: Ratio of the bin contents from the two-dimensional histogram in Figure 7.8, illustrating the correlation between the lateral spread $r$ and kinetic particle energy $E$.

Differences in the algorithmic description of multiple scattering, which itself is a complex task as described in Section 6.1.6, may be responsible for the deviation in the lateral profiles between CORSIKA 7 and CORSIKA 8. In this context, further investigations are necessary to pin down the reasons for the observed differences.

### 7.2.2 Validating the Implementation of the LPM Effect

The LPM effect, as described in detail in Section 6.3, causes a suppression of bremsstrahlung losses with a small energy transfer, as well as a suppression of symmetric pair production interactions, i.e, events with an equal energy distribution between the produced electron-positron pair. The LPM effect is both densitydependent, being more effective for dense media, and energy-dependent, being more effective for higher particle energies. To validate the implementation of the LPM effect in CORSIKA 8, two sets of shower simulations are created: Once with the LPM suppression enabled, and once with the LPM suppression disabled, while all other simulation parameters stay identical. For CORSIKA 7, the LPM effect is disabled by deselecting the compiler option $L P M$, while for CORSIKA 8, the method CheckForLPM(), as described in Section 5.3.3, is enforced to always return

False, which deactivates the LPM effect. Since the Earth's atmosphere has a low density, especially for high altitudes, very high particle energies are required for the LPM effect to be effective. Therefore, to produce a simulation set that allows for a clear comparison of the LPM effect, 5000 showers induced by photons with an initial energy of 100 EeV are simulated. To limit the runtime required to perform the simulations, the ParticleCut is set to $E_{\text {track }}^{\mathrm{EM}}=E_{\text {track }}^{\mathrm{had}}=E_{\text {track }}^{\mu}=100 \mathrm{TeV}$. These settings are sufficient for validation purposes since the LPM effect is not relevant for shower particles of lower energies. Figure 7.10 shows the resulting longitudinal profiles. The expected effects of the LPM suppression are clearly visible, causing a delayed longitudinal shower development with increased fluctuations. Both observations are consistent with the expectations outlined in Section 6.3.2. The quantitative comparison between CORSIKA 7 and CORSIKA 8 shows an agreement better than $5 \%$ for the showers without the LPM effect, and an agreement within $10 \%$ for showers with the LPM effect. In Appendix A. 12 , the analysis is repeated for simulations of proton-induced showers, yielding a similar level of agreement.


Figure 7.10: Longitudinal profiles of electrons and positrons for showers initiated by 100 EeV photons, for both simulations with and without considering the LPM effect. The lines indicate the median number of particles, the shaded regions the interquartile range.

### 7.2.3 Influence of Physics Descriptions on the Lateral Particle Distribution

To investigate the influence of different physics descriptions on the lateral shower development, the simulation of 100 TeV photon-induced showers is repeated multiple times, where one relevant setting is adapted for each simulation set. The results, showing the lateral profile of charged electromagnetic particles for an observation height of $h=5800 \mathrm{~m}$, are given in Figure 7.11. The simulations with


Figure 7.11: Lateral profile of charged electromagnetic particles for different physics descriptions relevant for the lateral shower development, as explained in the text. Simulated are 100 TeV photon-induced showers, the observation plane is set to 5800 m .
the labels "CORSIKA 7" and "CORSIKA 8" represent the baseline simulations using the same settings as the results in Figure 7.6, meaning for "CORSIKA 8" that MoliereInterpol is used as a parametrization of multiple scattering (see Section 6.1.6), and EGS4Approximation to parametrize the angular distribution of bremsstrahlung photons (see Section 6.1.1). For the simulation labeled "C8 (Highland)", the multiple scattering model is replaced by the HighlandIntegral parametrization, while all other settings remain identical. This causes a small lateral shift of particles toward the shower axis, compared to the baseline "CORSIKA 8 " simulation, which is expected as the underlying distribution of the HighlandIntegral parametrization does not extend to large scattering angles, as shown in Figure 6.5.

For the simulation labeled "C8 (KochMotzSampling)", the EGS4Approximation parametrization is replaced by KochMotzSampling, which provides a more sophisticated description of the bremsstrahlung photon distribution, as shown in Figure 6.2. In this case, no significant effect on the lateral particle profile is visible, confirming that the simple EGS4Approximation model provides a sufficient description, at least for the investigated simulation settings. Next, for the simulation labeled "C8 (NoDeflection)", all secondary particles produced in electromagnetic interactions inherit the direction of the initial particle, which itself also remains undeflected. For particles with $r \lesssim 10 \mathrm{~m}$, a shift toward the shower axis is visible, similar to the results of "C8 (Highland)", while for $r \gtrsim 10 \mathrm{~m}$, the influence on the lateral profile is smaller. Lastly, for the simulation labeled "C8 (NoMultScat)", multiple scattering effects are entirely disabled, leading to the most significant deviation from the baseline simulation.

This analysis confirms that both the description of deflection angles in particle interactions, as well as the description of multiple scattering, influence the lateral shower development, where the latter has the most significant impact.

### 7.2.4 Muonic and Hadronic Component in Electromagnetic Showers

Particles from the muonic and hadronic component in a particle cascade feed the electromagnetic component via particle decays and energy losses, as explained in Chapter 3. However, processes within the electromagnetic component are also able to transfer energy back to the hadronic and muonic component: Photonuclear interactions of electrons, positrons, and photons can produce hadrons (see Section 6.1.5 and Section 6.2.5), which in turn can decay into muons, while muon pair production directly produces muons (see Section 6.2.4). Albeit this contribution to the muon and hadron number in hadron-induced showers is subdominant, it can be significant, as will be demonstrated in Section 7.3. Therefore, a correct modeling of these processes is important.

As a validation of muon and hadron inducing processes in electromagnetic showers within CORSIKA 8, photon-induced showers with a primary energy of 10 PeV are simulated, using a statistic of 1000 showers and a ParticleCut of $E_{\text {track }}^{\mathrm{EM}}=$ $E_{\text {track }}^{\text {had }}=E_{\text {track }}^{\mu}=0.5 \mathrm{GeV}$. The primary energy and ParticleCut are set to relatively high energies for this validation as the relevant interactions only have a non-zero cross section for energies above the GeV energy regime, as shown in Section 7.1. Figure 7.12 shows the resulting longitudinal profiles for the muonic and hadronic component. Compared to other longitudinal profiles, the profile of muons behaves differently: Muons cover larger distances because they have a small energy loss, e.g., compared to electromagnetic particles, and a relatively high lifetime, e.g., compared


Figure 7.12: Longitudinal profiles of muons and hadrons for showers initiated by 10 PeV photons. The lines indicate the median number of particles, the shaded regions the interquartile range.
to most hadronic particles. Therefore, the right tail of the longitudinal profile decreases slower in comparison to other particle types, as, for example, visible in Figure 7.3. The comparison shows that for CORSIKA 8 simulations, both the number of muons and hadrons is increased by up to $10 \%$ for the entire shower development.

From Figure 7.13, which shows the corresponding energy distribution of muons on the Earth's surface, it is visible that the produced muons in CORSIKA 8 are on average less energetic compared to CORSIKA 7 , while the total energy $\Sigma E$ of all muons on the surface is comparable. This explains that the deficit of the muon number in the longitudinal profile in Figure 7.12 is caused by a different distribution of the available energy among all muons. These deviations can be attributed to the different treatments of the production of hadronic secondaries from electromagnetic particles used in CORSIKA 7 and CORSIKA 8, as described in Section 6.2.5.


Figure 7.13: Energy distribution of muons on the Earth's surface, for showers initiated by 10 PeV photons. The lines indicate the median number of particles, the shaded regions the interquartile range. $\bar{E}$ indicates the mean muon energy, $\Sigma E$ the sum of the energy distribution.

Figure 7.14 shows the distribution of the shower maximum $X_{\max }$ for muons and hadrons, revealing an overall good agreement. The average value of $X_{\max }$ is slightly lower in CORSIKA 8 compared to CORSIKA 7, showing that the shower development of CORSIKA 7 is slower, a behavior which is consistent with the observation for the electromagnetic component in Figure 7.4.


Figure 7.14: Distribution and mean of $X_{\max }$ of the hadronic and muonic component, for showers initiated by 10 PeV photons.

The occurrences of the different particle types on the ground are illustrated in Figure 7.15, revealing more information about the hadron content. The largest deviation is visible for the number of neutrons, where approximately $25 \%$ more neutrons are produced in CORSIKA 8, with a better agreement for all other particle types. To understand the origin of the induced muon content in CORSIKA 8, Figure 7.16 shows the distribution of the particle types that have produced the muons observed on ground, where the producing particle is defined as the "parent particle". This information is extracted by following the cascade history of a given muon, and identifying the particle type of the first particle in the history that is not a muon. Note that this direct access to the entire particle cascade history is a dedicated feature of CORSIKA 8. While an analysis of the cascade history with CORSIKA 7 is possible via the EHISTORY option, this approach poses several technical restrictions, for example, the limitation that only two parent generations are stored [111]. Furthermore, in several cases, CORSIKA 7 does not store the immediate parent particle, making a comparison with the CORSIKA 8 results in Figure 7.16 infeasible [172]. As expected, most muons are produced by pions ( $\approx 94 \%$ ) and kaons ( $\approx 4.7 \%$ ), while only $\approx 0.2 \%$ of the muons directly originate from photons, and therefore muon pair production. This highlights that for electromagnetic showers with the given properties, hadronic interactions are the dominant source of muons, with a subdominant contribution from muon pair production.


Figure 7.15: Distribution of particle types observed on the Earth's surface for showers initiated by 10 PeV photons. The bars indicate the median number of particles observed per shower, while the corresponding error bars indicate the interquartile range, representing the variation of the particle number.


Figure 7.16: Distribution of particle types that have produced the muons observed on ground, for showers initiated by 10 PeV photons.

### 7.3 Comparison of Hadronic Showers

As the focus of this work is the description of the electromagnetic and muonic shower component in CORSIKA 8, a detailed analysis of the hadronic shower component is omitted. Instead, this section focuses on muons and electromagnetic particles within hadron-induced showers, as well as the feedback from the electromagnetic component back to the hadronic component. Furthermore, in the context of the muon puzzle, see Section 3.4, a significant deficit of muons in hadronic air shower simulations compared to experimental measurements is observed. As most of the underlying simulations have been created with CORSIKA 7, validating the muon number in hadronic showers indicates whether the improvements coming with CORSIKA 8, especially the improved description of muon interactions implemented with this work, have an impact on the muon deficit.

Therefore, this section shows the simulation of air showers induced by protons with a primary energy of 500 PeV . The ParticleCut is set to $E_{\text {track }}^{\mathrm{EM}}=E_{\text {track }}^{\mathrm{had}}=E_{\text {track }}^{\mu}=$ 1 GeV , and a statistic of 2000 showers is simulated. The corresponding longitudinal profiles for muons and hadrons are shown in Figure 7.17, and for electromagnetic particles in Figure 7.18. For the electromagnetic shower component, the agreement


Figure 7.17: Longitudinal profiles of muons and hadrons for showers initiated by 500 PeV protons. The lines indicate the median number of particles, the shaded regions the interquartile range.


Figure 7.18: Longitudinal profiles of electromagnetic particles for showers initiated by 500 PeV protons. The lines indicate the median number of particles, the shaded regions the interquartile range.
between CORSIKA 7 and CORSIKA 8 is better than $2 \%$ for large parts of the shower development, and the agreement in muons and hadrons is better than $5 \%$. Notably, the number of muons and hadrons develops a slight excess as the shower comes closer to Earth.

The energy distribution of the muons observed on the Earth's surface is illustrated in Figure 7.19, revealing that the excess of muons is caused by particles with energies smaller than $\approx 50 \mathrm{GeV}$. While this causes the average muon energy $\bar{E}$ to be smaller compared to CORSIKA 7, the total muon energy $\Sigma E$ is still increased for CORSIKA 8 simulations. The corresponding lateral distribution of muons is visualized in Figure 7.20, where an agreement within $5 \%$ is visible. The distribution of $X_{\max }$ for the muonic and hadronic component, which is visualized in Figure 7.21, agrees well, with a difference in $\overline{X_{\max }}$ of $\approx 5 \mathrm{~g} / \mathrm{cm}^{2}$.

Overall, the simulation of the muonic component in hadronic showers shows a good agreement between CORSIKA 7 and CORSIKA 8 . Albeit a $\approx 5 \%$ increase of muons on the Earth's surface compared to CORSIKA 7 simulations is visible, this increase is not sufficient to explain the muon puzzle, where an excess in the muon number of $\approx 25 \%$ for the given particle energy is observed [34]. Furthermore, the difference between CORSIKA 7 and CORSIKA 8 is smaller than the experimental uncertainty


Figure 7.19: Energy distribution of muons on the Earth's surface, for showers initiated by 500 PeV protons. The lines indicate the median number of particles, the shaded regions the interquartile range. $\bar{E}$ indicates the mean muon energy, $\Sigma E$ the sum of the energy distribution.


Figure 7.20: Lateral profile of muons on the Earth's surface, for showers initiated by 500 PeV protons. The lines indicate the median number of particles, the shaded regions the interquartile range.


Figure 7.21: Distribution and mean of $X_{\max }$ of the hadronic and muonic component, for showers initiated by 500 PeV protons.
for the determination of the muon number, which is on the level of $\approx 10 \%$ [34]. Note that the percentage increase of simulated muons in CORSIKA 8 will vary depending on the given conditions. Therefore, it needs to be determined explicitly for each experiment by taking into account the experimental setup, energy thresholds, and a realistic cosmic ray spectrum.

For hadron-induced showers, a differentiation between particles originating from the electromagnetic component, or originating exclusively from the hadronic component, can be made. For muons and hadrons, the first case means that the particle history includes a first transition from the hadronic component, induced by the primary hadron, to the electromagnetic shower component, followed by a second transition from the electromagnetic component back to the hadronic or muonic shower component. In this context, these muons and hadrons are defined to be of electromagnetic origin. With the possibility to access the entire cascade history in CORSIKA 8, a given particle is attributed an electromagnetic origin when its cascade history includes any electromagnetic particle, as visualized in Figure 7.22. By determining this property for all particles observed on the ground, the total ratio of muons and hadrons with an electromagnetic origin is determined for each particle shower. For the given proton-induced 500 PeV showers, the distribution of this ratio is visualized in Figure 7.23. On average, $\approx 7 \%$ of the muons and $\approx 6 \%$ of the hadrons originate from the electromagnetic component. Notably, in a small


Figure 7.22: Visualization of the differentiation between electromagnetic origin and hadronic origin for a cascade particle. The label "em" or "had" stands for an arbitrary electromagnetic, respectively hadronic particle.


Figure 7.23: Ratio of muons and hadrons originating from the electromagnetic component, for all particles reaching the Earth's surface in showers induced by 500 PeV protons. The left plot shows the ratio in relation to the particle number, and the right plot in relation to the particle energy. The variables $\overline{p_{\mu}}$ and $\overline{p_{\text {had }}}$ indicate the mean ratios.
but significant number of cases, this ratio is higher and can reach a fraction of up to $40 \%$. The energy distribution of muons and hadrons, split into particles with an electromagnetic or a hadronic origin, is visualized in Figure 7.24. This analysis reveals that in hadron-induced showers, for muons and hadrons of all energies, a contribution from the electromagnetic component due to photonuclear interactions and muon pair production can be expected. One consequence is that simulations of hadronic showers where the electromagnetic component is entirely cut, e.g., for performance reasons, individual showers can suffer from an underestimation of the hadron or muon number.


Figure 7.24: Energy distribution of muons and hadrons originating from the electromagnetic or hadronic component. The distribution includes the sum of all particles reaching the Earth's surface, in all showers induced by 500 PeV protons.

Additional analyses of hadronic showers simulated with CORSIKA 8, including the influence of different hadronic interaction models, are presented in [125, 182].

### 7.4 Radio Emission of Electromagnetic Showers

Extensive air showers produce radio emission, according to mechanisms explained in Section 3.3.3. Due to their large charge-to-mass ratio, this radio signal is almost exclusively produced by electrons and positrons. Accordingly, it is directly linked to the electromagnetic component of a particle cascade, and highly sensitive to the positions and energies of the individual particles [125]. Therefore, the simulated radio emission from air showers in CORSIKA 8 is investigated in this section as it is ideal for validating the correct description of the electromagnetic shower component.

In the context of radio emission due to the Askaryan effect, the excess of negative charges over positive charges in the electromagnetic shower component is a relevant property. It is commonly called the charge excess and defined as $\left(n_{e^{-}}-n_{e^{+}}\right) /\left(n_{e^{-}}+n_{e^{+}}\right)$. Figure 7.25 shows the longitudinal development of the charge excess, compared between CORSIKA 7 and CORSIKA 8, for simulations of 1000 photon-induced air showers with a primary energy of 1 PeV . The ParticleCut is set to $E_{\text {track }}^{\mathrm{EM}}=0.5 \mathrm{MeV}$ and $E_{\text {track }}^{\text {had }}=E_{\text {track }}^{\mu}=500 \mathrm{MeV}$. Note that a relatively low value for $E_{\text {track }}^{\mathrm{EM}}$ is necessary since even low-energetic particles contribute to the radio emission. The observed development is similar between CORSIKA 7 and CORSIKA 8, showing an almost linear rise of the charge excess with increasing grammage. Notably, the charge excess in CORSIKA 8 is consistently higher by $\approx 2 \%$.


Figure 7.25: Longitudinal development of the charge excess, for showers induced by 1 PeV photons. The lines indicate the median charge excess, the shaded regions the interquartile range.

The radio signal produced in an air shower is obtained by microscopically tracking the emission from each particle trajectory, and propagating the signal to a given list of antenna positions. For CORSIKA 7, these calculations are performed by the CoREAS code [123], which is enabled with the compiler option COREAS. For CORSIKA 8, the radio emission for a given particle trajectory is either calculated using the CoREAS formalism or the ZHS formalism [37]. The two formalisms differ in their underlying approaches to solving Maxwell's equations to obtain the emission for a given particle trajectory [38, 104, 193]. Details about the radio simulation
process in CORSIKA 8 are given in [132], whereas the remainder of this section will focus on the simulation results.

For both CORSIKA 7 and CORSIKA 8, full radio simulations are performed for 13 different 1 PeV photon showers. Note that radio simulations are highly runtimeintensive, where the simulation of a single shower can take up to a day for the settings used in this section. For the simulations, antennas are positioned on the Earth's surface on rings with radii $r=25 \mathrm{~m}, r=50 \mathrm{~m}, r=75 \mathrm{~m}, \ldots, r=500 \mathrm{~m}$ around the shower axis. For each ring, eight antennas are placed in a symmetrical pattern, as visualized in Figure 7.28. The sampling resolution for the simulations is set to 0.1 ns , and the refractive index $n$ develops according to the Gladstone-Dale-Law [102] with a baseline value of $n=1.000327$ at the surface. The magnetic field is homogeneous and oriented in $x$-direction with $B_{x}=50 \mu \mathrm{~T}$, as illustrated in Figure 3.5.

Figure A. 6 shows the longitudinal electromagnetic profiles of the individual showers for which full radio simulations are performed. For the remainder of this section, one shower from CORSIKA 7 and one shower from CORSIKA 8 are selected for an analysis of their radio emission, while the analysis of the remaining showers is presented in Appendix A.13. To allow for a meaningful comparison of the radio emission, a pair of showers with similar electromagnetic longitudinal profiles is used. ${ }^{5}$

Firstly, the time pulses for an antenna at $x=50 \mathrm{~m}, y=0 \mathrm{~m}$ are shown for the selected showers in Figure 7.26, where the pulses are filtered to the frequency band between 0 MHz and 1000 MHz . Observing an antenna located on the $y$-axis allows for a decoupled investigation of the contribution from the charge excess emission, which at this position only produces a signal polarized in $x$-direction, and the geomagnetic emission, which only produces a signal polarized in $y$-direction, as visualized in Figure 3.5. For all three simulations, the pulses show a good agreement in shape, although the pulses in $y$-polarization are slightly stronger in CORSIKA 8 compared to CORSIKA 7. As expected, the signal strength in $x$-polarization is weaker than the signal in $y$-polarization since the charge excess contribution is smaller compared to the geomagnetic contribution. Figure 7.27 shows the corresponding frequency spectra, which are obtained through a Fourier transform. Here, a good agreement is visible as well. Additionally, the pulses and frequency spectra for an antenna at $x=200 \mathrm{~m}, y=0 \mathrm{~m}$ are shown in Figure A. 9 and Figure A.10. In Figure 7.28, the resulting energy fluence is visualized, which describes the energy per unit area observed on the ground, and is defined as $f \propto \int|\vec{E}(t)|^{2} \mathrm{~d} t$, with the electric field $\vec{E}(t)$. It is obtained by interpolating the signal observed by the antennas, where only
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Figure 7.26: Radio pulses for an antenna at ( $x=50 \mathrm{~m}, y=0 \mathrm{~m}$ ), divided into the $x$ - and $y$-polarization, for the radio emission from a 1 PeV , photon-induced shower.


Figure 7.27: Frequency spectra for an antenna at ( $x=50 \mathrm{~m}, y=0 \mathrm{~m}$ ), divided into the $x$ - and $y$-polarization, for the radio emission from a 1 PeV , photon-induced shower.


Figure 7.28: Energy fluence maps for the radio emission from a 1 PeV , photoninduced shower. The color bar indicates the energy fluence in $\mathrm{eV} / \mathrm{m}^{2}$, where the normalization of the color bar is only identical for each row. The gray crosses indicate the antenna positions.
the frequency band between 50 MHz and 350 MHz is considered. Furthermore, the fluences are divided into the contribution from the $x$-, $y$-, and $z$-polarization. For all fluence maps, a signal enhancement along the so-called Cherenkov ring is visible, which is an expected coherence mechanism as described in Section 3.3.3. The first row shows the $x$-polarization, which only contains a charge excess contribution since the geomagnetic emission only produces a signal with $y$-polarization (see Figure 3.5). Due to the radial polarization structure of the charge excess contribution, the energy fluence vanishes close to the $y$-axis. The second row shows the energy fluence in $y$-polarization, which is dominated by the geomagnetic contribution. In negative $y$-direction, the fluence becomes stronger due to constructive interference with the charge excess contribution, while it gets weaker in positive $y$-direction due to destructive interference. The comparison of all three simulations shows a good agreement for the shapes and symmetries of all fluence maps, whereas the signal strength of both CORSIKA 8 simulations is stronger compared to the CORSIKA 7 simulation. Furthermore, the CORSIKA 8 simulation using the ZHS formalism reveals an additional signal contribution in $z$-polarization close to the shower axis. Both observations are consistent with results from [125, 132], and require further investigation. However, a perfect agreement, especially between CORSIKA 7 and CORSIKA 8, can not be expected here since only individual showers are compared. Still, it can be concluded that the simulation of the electromagnetic cascade in CORSIKA 8 is capable of producing reasonable radio emission results. More detailed analyses of radio emission from air showers simulated with CORSIKA 8 are presented in $[125,131,132]$.

### 7.5 Simulation of Cross-Media Showers

All showers presented so far in this work have been simulated in the Earth's atmosphere. However, one key feature of CORSIKA 8 is the possibility to simulate particle cascades in arbitrary media and density distributions, and combinations thereof, which was not possible with CORSIKA 7 (see Section 5.1.2). This allows for the simulation of cross-media showers, for example, transitioning from the Earth's atmosphere into ice, which is presented in this section.

The Earth's atmosphere is parametrized as in the previous sections, however, between a height of $h=0 \mathrm{~m}$ and $h=2835 \mathrm{~m}$, an ice layer with a homogeneous density of $\rho=0.918 \mathrm{~g} / \mathrm{cm}^{2}$ is inserted, modeling the setting of the IceCube Neutrino Observatory. For this environment, a statistic of 5000 proton-induced showers with a primary energy of 10 PeV is simulated, using a ParticleCut of $E_{\text {track }}^{\mathrm{EM}}=E_{\text {track }}^{\mathrm{had}}=$ $E_{\text {track }}^{\mu}=500 \mathrm{MeV}$. As a comparison, 5000 showers with identical settings, but without the ice layer, are simulated as well.

The resulting longitudinal profiles for both simulations are shown in Figure 7.29. Note that in this visualization of the longitudinal profiles, the grammage between $\approx 730 \mathrm{~g} / \mathrm{cm}^{2}$ and $\approx 1030 \mathrm{~g} / \mathrm{cm}^{2}$ for the purely atmospheric shower corresponds to a distance of 2835 m , i.e., the full remaining distance to the Earth's surface, while the grammage between $\approx 730 \mathrm{~g} / \mathrm{cm}^{3}$ and $2000 \mathrm{~g} / \mathrm{cm}^{2}$ for the cross-media shower only corresponds to a distance of $\approx 14 \mathrm{~m}$ due to the large difference of the mass densities. While the development of the particle number with increasing grammage is almost identical for the electromagnetic particles, the cross-media shower shows a sudden increase of the hadronic particle number after the medium transition. This effect is caused by the significant decrease of the hadronic interaction length due to the increase of the mass density, while the decay length stays identical. This leads to an accelerated development of the hadronic shower component. At the same time, the number of muons is slightly smaller compared to the muon number in the purely atmospheric showers, since fewer muons are produced from hadronic decays.


Figure 7.29: Longitudinal profiles for showers induced by 10 PeV protons. The solid lines show the profile of showers transitioning from air to ice at a height of 2835 km , where the ice layer is indicated with the blue-shaded area. As a comparison, the dashed lines show the profiles of purely atmospheric showers. The lines each indicate the median number of particles.

In Figure 7.30, the particle tracks from an exemplary cross-media shower are visualized. Within the atmosphere, the electromagnetic shower component is centered around the shower axis, while the hadronic and muonic shower component contain a larger lateral spread due to the involvement of larger transversal momenta in


Figure 7.30: Track visualization for a particle shower, induced by a 10 PeV proton, transitioning from air to ice. Only tracks with an initial energy of 500 GeV are shown. The blue-shaded area indicates the ice layer.
hadronic particle interactions and decays. After the transition from air to ice, both the electromagnetic and hadronic shower component are quickly stopped, while high-energy muons are able to propagate long distances in the ice sheet.

In the context of underground experiments such as IceCube, this example highlights the possibility of CORSIKA 8 to simulate a particle cascade entirely from its injection into the Earth's atmosphere until reaching, for example, an underground detector. Until now, this could only be achieved with individual simulation steps: In the IceCube simulation chain, for example, CORSIKA 7 is used to simulate the atmospheric air shower, after which particles reaching the ground are passed to PROPOSAL for the in-ice propagation, as explained in more detail in Section 4.3.1. Combining these individual simulation steps into one software provides the advantage of a consistent physics description and avoids error-prone transitions between different frameworks.

Additional analyses of cross-media showers simulated with CORSIKA 8 are presented in [40, 218].

## 8 Discussion and Outlook

The potential of discoveries in astroparticle physics relies heavily on the availability of accurate simulations of extensive air showers. In this work, the Monte Carlo simulation software PROPOSAL has been implemented as an electromagnetic and muonic interaction model for the next-generation particle cascade framework CORSIKA 8. As a preparation, the feature set of PROPOSAL has been expanded in terms of physics and methods: The sampling of individual secondary particles from energy losses has been implemented; parametrizations and processes for electrons, positrons, and high-energy photons have been included; and the underlying code structure has been modularized, allowing for the usage of PROPOSAL as a propagation library. Based on these improvements, an interface between PROPOSAL and CORSIKA 8, with the inclusion of external event generators for the sampling of photonuclear secondary particles, has been implemented. With PROPOSAL as a well-established framework in the context of muon propagation, CORSIKA 8 is now capable of providing air shower simulations with minimal systematic uncertainties regarding its description of muon interactions. Furthermore, the description of the electromagnetic shower component with PROPOSAL has been extensively validated by comparisons with CORSIKA 7 simulations. The agreement of relevant shower characteristics has been determined to be within $10 \%$ or better, as shown in Chapter 7 . Notably, the simulated number of muons shows an increase of $\approx 10 \%$ within electromagnetic showers, see Figure 7.12 , and an increase of $\approx 5 \%$ within hadronic showers, see Figure 7.17. In the context of the muon puzzle, however, these numbers are not sufficient to explain the experimentally observed excess, where a discrepancy of $\approx 25 \%$ in hadronic showers is visible. As a consequence, it can be ruled out that systematic uncertainties in muon propagation are responsible for the muon puzzle. Furthermore, with the availability of CORSIKA 8 as a well-understood framework for particle cascade simulations, it is unlikely that the muon puzzle can be explained by uncertainties in the cascade simulation code itself. In terms of reproducibility, this work can be seen as a comprehensive documentation of the modeling of electromagnetic and muonic interactions in CORSIKA 8, clearly describing both its capabilities and restrictions.

The implemented interface to PROPOSAL provides the first interaction model within CORSIKA 8 capable of providing a complete description of the electromagnetic and muonic shower component. Therefore, the results of this work are crucial on
the path toward the release of CORSIKA 8. The developed framework provides a variety of improvements and possibilities now available to the scientific community: As presented in Section 7.5, CORSIKA 8 allows for the simulation of showers in arbitrary environments, including cross-media showers. Since CORSIKA 7 is only capable of providing air shower simulations, previous cross-media simulations relied on the combined usage of multiple codes, as exemplarily described in Section 4.3.1 for the IceCube Neutrino Observatory. This approach is error-prone and often hard to reproduce, as it involves the manual transition of information between frameworks. With CORSIKA 8, these individual steps are combined into one software, with the advantage of a consistent physics description. Furthermore, CORSIKA 8 allows for an in-depth systematic analysis of particle cascades, for example, via access to the entire particle history. In addition, due to the modular structure of both CORSIKA 8 and PROPOSAL, parts of the cascade simulation can be adapted, and the impact of these changes on the simulation results can be evaluated. Likewise, the implementation of additional or adapted interaction processes, e.g., for hadronic interactions or physics processes beyond the standard model, is now greatly simplified. First collaborations already started using CORSIKA 8 for their analyses, including TAMBO [213] and TRIDENT [226]. With the upcoming first release, more collaborations are going to profit from the created possibilities.

With the exclusion of uncertainties in muon propagation or cascade simulations as a cause for the muon puzzle, modifications in hadronic interaction models remain as the most likely solution. Additional experimental measurements and analyses from collider experiments will be necessary as a confirmation, as described in Section 3.4. In this context, CORSIKA 8 is going to be a powerful tool to estimate the impact of changes in hadronic interaction on the shower development. Although the provided implementation of PROPOSAL as an interaction model is physics-complete, several improvements are possible. The description of very-high-energy simulations can be improved by implementing a description of the LPM effect for continuous losses in inhomogeneous media. Furthermore, while the current description of multiple scattering provides a reasonable agreement of lateral profiles in comparison with CORSIKA 7 simulations, a more sophisticated method, considering lateral particle displacements, will provide more accurate simulation results. For both aspects, several approaches to improve the current situation have been proposed in this work. Lastly, performance optimizations will be a key challenge for the further development of CORSIKA 8. This includes detailed profiling of the current code to uncover possible performance bottlenecks, and utilizing optimization methods such as multi-core processing or approaches to avoid the simulation of irrelevant particles.

## A Supplementary Material

## A. 1 Derivation of the Energy Integral

The energy integral (4.6), originally derived in [77], defines a method to sample the energy $E_{f}$ at the next stochastic loss, taking into account the variation of the cross section with energy due to continuous losses (see Section 4.1 for an introduction into the simulation principles of PROPOSAL).

For a discretized path with steps of $\Delta x$ between an initial position $x_{i}$ and a final position $x_{f}$, the probability for no stochastic losses between $x_{i}$ and $x_{f}$ except for the last step is given by

$$
\begin{align*}
\Delta P\left(x_{f}\right) & =\prod_{j=i}^{f-1}\left(1-\sigma_{\mathrm{s}}\left(x_{j}\right) \Delta x_{j}\right) \sigma_{\mathrm{s}}\left(x_{f}\right) \Delta x_{f}  \tag{A.1}\\
& \approx \exp \left(\sum_{j=i}^{f-1} \sigma_{\mathrm{s}}\left(x_{j}\right) \Delta x_{j}\right) \sigma_{\mathrm{s}}\left(x_{f}\right) \Delta x_{f} \tag{A.2}
\end{align*}
$$

where $\sigma_{\mathrm{s}}$ is the stochastic cross section as defined in (4.4). In a differential form, this becomes

$$
\begin{equation*}
\mathrm{d} P\left(x_{f}\right)=\exp \left(-\int_{x_{i}}^{x_{f}} \sigma_{\mathrm{s}}(x) \mathrm{d} x\right) \sigma_{\mathrm{s}}\left(x_{f}\right) \mathrm{d} x_{f} . \tag{A.3}
\end{equation*}
$$

With the definition $f(E)=-\frac{\mathrm{d} E}{\mathrm{~d} X}$ of the continuous losses, see (4.3), this can be written as

$$
\begin{equation*}
\mathrm{d} P\left(x_{f}\right)=\exp \left(\int_{E_{i}}^{E_{f}} \frac{\sigma_{\mathrm{s}}(E)}{f(E)} \mathrm{d} E\right) \frac{\sigma_{\mathrm{s}}\left(E_{f}\right)}{-f\left(E_{f}\right)} \mathrm{d} E_{f .} . \tag{A.4}
\end{equation*}
$$

To obtain a cumulative distribution function, $\mathrm{d} P\left(x_{f}\right)$ is integrated:

$$
\begin{equation*}
P\left(E_{f} \leq E \leq E_{i}\right)=\int_{E_{i}}^{E_{f}} \exp \left(\int_{E_{i}}^{E_{f}^{\prime}} \frac{\sigma_{\mathrm{s}}(E)}{f(E)} \mathrm{d} E\right) \frac{\sigma_{\mathbf{s}}\left(E_{f}^{\prime}\right)}{-f\left(E_{f}^{\prime}\right)} \mathrm{d} E_{f}^{\prime} . \tag{A.5}
\end{equation*}
$$

Using the substitution

$$
\begin{equation*}
u(E)=\int_{E_{i}}^{E} \frac{\sigma_{\mathrm{s}}\left(E^{\prime}\right)}{f\left(E^{\prime}\right)} \mathrm{d} E^{\prime}, \quad \mathrm{d} u=\frac{\sigma_{\mathrm{s}}(E)}{f(E)} \mathrm{d} E \tag{A.6}
\end{equation*}
$$

this expression can be simplified to

$$
\begin{align*}
P\left(E_{f} \leq E \leq E_{i}\right) & =-\int_{E_{i}}^{E_{f}} \exp \left(u\left(E_{f}^{\prime}\right)\right) \mathrm{d} u  \tag{A.7}\\
& =-\left[\exp \left(u\left(E_{f}^{\prime}\right)\right)\right]_{E_{i}}^{E_{f}}  \tag{A.8}\\
& =-\exp \left(\int_{E_{i}}^{E_{f}} \frac{\sigma_{\mathrm{s}}(E)}{f(E)} \mathrm{d} E\right)+1 \tag{A.9}
\end{align*}
$$

Since the cumulative distribution function can take values $\xi^{\prime} \in[0,1)$, this can be written as

$$
\begin{equation*}
\xi^{\prime}=-\exp \left(\int_{E_{i}}^{E_{f}} \frac{\sigma_{\mathrm{s}}(E)}{f(E)} \mathrm{d} E\right)+1 \tag{A.10}
\end{equation*}
$$

which can be transformed to

$$
\begin{equation*}
\int_{E_{i}}^{E_{f}} \frac{\sigma_{\mathrm{s}}(E)}{-f(E)} \mathrm{d} E=-\log (\underbrace{1-\xi^{\prime}}_{:=\xi}) \tag{A.11}
\end{equation*}
$$

with $\xi \in(0,1]$. The energy of a stochastic loss can now be obtained by sampling a random number $\xi$, and solving (A.11) for $E_{f}$. Note that when a lower energy cutoff $E_{\text {low }}$, for example $E_{\text {low }}=m$, is introduced, (A.11) only has a solution for

$$
\begin{equation*}
\xi \geq \xi_{0}:=\exp \left(\int_{E_{i}}^{E_{\text {low }}} \frac{\sigma_{\mathrm{s}}(E)}{f(E)} \mathrm{d} E\right) \tag{A.12}
\end{equation*}
$$

For $\xi<\xi_{0}$, the propagation step ends at $E=E_{\text {low }}$, and no stochastic loss is performed.

## A. 2 Hadronic Interaction Models in CORSIKA 7 and CORSIKA 8

The availability of hadronic interaction models within CORSIKA 7 and CORSIKA 8 is summarized in Table A. 1 for high-energy interaction models, and Table A. 2 for low-energy interaction models. These lists refer to version 7.7500 of CORSIKA 7, and the development version of CORSIKA 8 as described in Appendix B. Details about the hadronic interaction models are found in $[34,86]$, as well as in the references corresponding to the individual interaction models.

Table A.1: Availability of high-energy hadronic interaction models in CORSIKA 7 and CORSIKA 8.

| Model name | Ref. | Avail. in C7 | Avail. in C8 |
| :---: | :---: | :---: | :---: |
| DpmJET-III | $[90,186]$ | Yes | No |
| Epos LHC | $[179]$ | Yes | Yes |
| NEXUS 3.97 | $[81]$ | Yes | No |
| QGSJET01 | $[129]$ | Yes | No |
| QGSJETII-04 | $[175,174]$ | Yes | Yes |
| SibYLL 2.3d | $[185]$ | Yes | Yes |
| VENUS | $[222]$ | Yes | No |
| PYTHIA 8.310 | $[62]$ | No | Yes $^{1}$ |

Table A.2: Availability of low-energy hadronic interaction models in CORSIKA 7 and CORSIKA 8.

| Model name | Ref. | Avail. in C7 | Avail. in C8 |
| :---: | :---: | :---: | :---: |
| GHEISHA | $[95]$ | Yes | No |
| FLUKA | $[64,94]$ | Yes | Yes |
| UrQMD | $[53,63]$ | Yes | Yes |

## A. 3 Visualization of the Step Function of CORSIKA 8

Figure A. 1 shows a visualization of the Step method, which performs a particle propagation step in the context of the Cascade algorithm of CORSIKA 8, as described in Section 5.2.2.
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Figure A.1: Flow chart explaining the Step function of CORSIKA 8. See Section 5.2.2 for a detailed explanation. The blue boxes indicate relations to the main code building blocks described in Section 5.2.1.

## A. 4 Default Interaction Parametrizations in CORSIKA 8

This section summarizes the particle interaction parametrizations, provided by PROPOSAL and used by default in CORSIKA 8, as described in Section 5.3. They are listed, divided into the different particle types, in Table A.3, Table A.4, Table A.5, and Table A.6. The parametrizations for electrons, positrons, and photons are described in Chapter 6, while the parametrizations for muons and taus have been described in detail, for example, in [143]. Note that due to the modular structures of CORSIKA 8 and PROPOSAL, it is straightforward to disable individual interaction types, replace individual parametrizations, or add new interaction types as required by the user.

Table A.3: Default photon interaction parametrizations, as provided by PROPOSAL and used within the CORSIKA 8 interface.

| Interaction type | Parametrization name | Reference |
| :--- | :--- | :--- |
| $e^{+} e^{-}$pair production | PhotoPairKochMotz | $(6.61) \&(6.63)$ |
| Compton scattering | ComptonKleinNishina | $(6.73)$ |
| Photohadronic interaction | PhotoproductionHeckC7Shadowing | $(6.92)$ |
| Photoelectric absorption | PhotoeffectSauter | $(6.76)$ |
| $\mu^{+} \mu^{-}$pair production | PhotoMuPairBurkhardtKelnerKokoulin | $(6.80)$ |

Table A.4: Default electron interaction parametrizations, as provided by PROPOSAL and used within the CORSIKA 8 interface.

| Interaction type | Parametrization name | Reference |
| :--- | :--- | :--- |
| Bremsstrahlung | BremsElectronScreening | $(6.1) \&(6.7)$ |
| $e^{+} e^{-}$pair production | EpairForElectronPositron | $(6.36)$ |
| Ionization | IonizBergerSeltzerMoller | $(6.15)$ |
| Photonuclear interaction | PhotoAbramowiczLevinLevyMaor97 | $(6.41)$ |

Table A.5: Default positron interaction parametrizations, as provided by PROPOSAL and used within the CORSIKA 8 interface.

| Interaction type | Parametrization name | Reference |
| :--- | :--- | :--- |
| Bremsstrahlung | BremsElectronScreening | $(6.1) \&(6.7)$ |
| $e^{+} e^{-}$pair production | EpairForElectronPositron | $(6.36)$ |
| Ionization | IonizBergerSeltzerBhabha | $(6.17)$ |
| Photonuclear interaction | PhotoAbramowiczLevinLevyMaor97 | $(6.41)$ |
| Annihilation | AnnihilationHeitler | $(6.28)$ |

Table A.6: Default muon and tau lepton interaction parametrizations, as provided by PROPOSAL and used within the CORSIKA 8 interface.

| Interaction type | Parametrization name | Reference |
| :--- | :--- | :--- |
| Bremsstrahlung | BremsKelnerKokoulinPetrukhin | $[135,138]$ |
| $e^{+} e^{-}$pair production | EpairKelnerKokoulinPetrukhin | $[146,136]$ |
| Ionization | IonizBetheBlochRossi | $[58,190]$ |
| Photonuclear interaction | PhotoAbramowiczLevinLevyMaor97 | $[14,15,50]$ |

## A. 5 Atomic Form Factors

The parametrization of electron-positron pair production given in (6.64) includes $Z$-dependent descriptions of the atomic form factors, which are taken from [214] and listed here.

For $Z=1$ and $Z=2$, the atomic form factors are given by

$$
\begin{align*}
\varphi_{1}= & \frac{4}{3} \ln (Z)+4 \ln \left(\frac{1}{2 \eta \alpha}\right)+\frac{13}{3}-2 \ln \left(1+C^{2}\right)  \tag{A.13}\\
& -\frac{13}{2} C \arctan \left(C^{-1}\right)+\frac{1}{6} \frac{1}{1+C^{-2}}, \\
\varphi_{2}= & \frac{4}{3} \ln (Z)+4 \ln \left(\frac{1}{2 \eta \alpha}\right)+\frac{11}{3}-2 \ln \left(1+C^{2}\right)  \tag{A.14}\\
& +25 C^{2}\left(1-C \arctan \left(C^{-1}\right)\right)-14 C^{2} \ln \left(1+C^{-2}\right), \\
\psi_{1}= & \frac{8}{3} \ln (Z)+4 \ln \left(\frac{1}{2 \eta \alpha}\right)+\frac{23}{3}-2 \ln \left(1+C^{2}\right) \\
& -17.5 C \arctan \left(C^{-1}\right)+8 C^{2} \ln \left(1+C^{-2}\right)-\frac{1}{6} \frac{1}{1+C^{-2}},  \tag{A.15}\\
\psi_{2}= & \frac{8}{3} \ln (Z)+4 \ln \left(\frac{1}{2 \eta \alpha}\right)+\frac{21}{3}-2 \ln \left(1+C^{2}\right) \\
& -105 C^{2}\left(1-C \arctan \left(C^{-1}\right)\right)+50 C^{2} \ln \left(1+C^{-2}\right)  \tag{A.16}\\
& -24 C^{2}\left[-\ln \left(C^{2}\right) \ln \left(1+C^{-2}\right)+\Phi\left(1+C^{-2}\right)-\Phi(1)\right] \\
X= & X_{\mathrm{el}}+X_{\mathrm{inel}}, \tag{A.17}
\end{align*}
$$

$$
\begin{align*}
X_{\mathrm{el}}= & Z^{2}\left[2 \ln \left(\frac{m_{e}}{\delta}\right)-\ln \left(1+B^{2}\right)+\frac{1}{6}-\frac{4}{3} \frac{1}{1+B^{2}}\right. \\
& \left.+\frac{1}{6} \frac{1}{\left(1+B^{2}\right)^{2}}\right]  \tag{A.18}\\
X_{\mathrm{inel}}= & Z\left[2 \ln \left(\frac{m_{e}}{\delta}\right)-\ln \left(1+B^{2}\right)+\frac{11}{6}-4 B^{-2} \ln \left(1+B^{2}\right)\right.  \tag{A.19}\\
& \left.+\frac{4}{3} \frac{1}{1+B^{2}}-\frac{1}{6} \frac{1}{\left(1+B^{2}\right)^{2}}\right]
\end{align*}
$$

with

$$
\left.\begin{array}{rlrl}
\delta & =\frac{m_{e}^{2}}{2 E x(1-x)}, & C & =\frac{\delta}{2 \alpha m_{e} \eta},
\end{array} x=\frac{E_{e^{-}}}{E}, ~ \begin{array}{lrl}
t_{\min }^{\prime} & =\left(\frac{m_{e}^{2}(1+l)}{2 E x(1-x)}\right)^{2}, & B
\end{array}\right)=\frac{2 \alpha m_{e} \eta}{\sqrt{t_{\min }^{\prime}}}, \quad l=\frac{E_{e^{-}}^{2} \theta^{2}}{m_{e}^{2}},
$$

where $E$ is the energy of the ingoing photon, $E_{e^{-}}$the energy of the produced electron, $\theta$ the production angle of the produced electron or positron, and $\eta$ is given by

$$
\eta= \begin{cases}1 & \text { if } Z=1 \\ 1.6875 & \text { if } Z=2\end{cases}
$$

with the dilogarithm $\Phi(x)$.
For $Z=3$ and $Z=4$, the atomic form factors are given by

$$
\begin{align*}
\varphi_{1}= & 2\left(1+\ln \left(a^{2} Z^{2 / 3} m_{e}^{2}\right)\right)-2 \ln \left(1+b^{2}\right)-4 b \arctan \left(b^{-1}\right)  \tag{A.20}\\
\varphi_{2}= & 2\left(\frac{2}{3}+\ln \left(a^{2} Z^{2 / 3} m_{e}^{2}\right)\right)-2 \ln \left(1+b^{2}\right) \\
& +8 b^{2}\left[1-b \arctan \left(b^{-1}\right)-0.75 \ln \left(1+b^{-2}\right)\right]  \tag{A.21}\\
\psi_{1}= & 2\left(1+\ln \left(a^{\prime 2} Z^{4 / 3} m_{e}^{2}\right)\right)-2 \ln \left(1+b^{\prime 2}\right)-4 b^{\prime} \arctan \left(b^{-1}\right)  \tag{A.22}\\
\psi_{2}= & 2\left(\frac{2}{3}+\ln \left(a^{\prime 2} Z^{4 / 3} m_{e}^{2}\right)\right)-2 \ln \left(1+b^{\prime 2}\right) \\
& +8 b^{\prime 2}\left[1-b \arctan \left(b^{\prime-1}\right)-0.75 \ln \left(1+b^{\prime-2}\right)\right]  \tag{A.23}\\
X= & X_{\mathrm{el}}+X_{\mathrm{inel}}, \tag{A.24}
\end{align*}
$$

$$
\begin{align*}
X_{\mathrm{el}} & =Z^{2}\left[\ln \left(\frac{a^{2} m_{e}^{2}(1+l)^{2}}{a^{2} t_{\min }^{\prime}+1}\right)-1\right]  \tag{A.25}\\
X_{\mathrm{inel}} & =Z\left[\ln \left(\frac{a^{\prime 2} m_{e}^{2}(1+l)^{2}}{a^{\prime 2} t_{\mathrm{min}}^{\prime}+1}\right)-1\right] \tag{A.26}
\end{align*}
$$

with

$$
\begin{aligned}
a & = \begin{cases}\frac{100}{m_{e}} Z^{-1 / 3} & \text { if } Z=3 \\
\frac{106}{m_{e}} Z^{-1 / 3} & \text { if } Z=4,\end{cases} \\
a^{\prime} & = \begin{cases}\frac{418.6}{m_{e}} Z^{-2 / 3} & \text { if } Z=3 \\
\frac{571.4}{m_{e}} Z^{-2 / 3} & \text { if } Z=4,\end{cases}
\end{aligned}
$$

and $b=a \delta, b^{\prime}=a^{\prime} \delta$.
For heavier elements, the Thomas-Fermi model is used, and the atomic form factors are given by

$$
\begin{align*}
\varphi_{1}(\gamma)= & 20.863-2 \ln \left(1+(0.55846 \gamma)^{2}\right) \\
& -4[1-0.6 \exp (-0.9 \gamma)-0.4 \exp (-1.5 \gamma)]  \tag{A.27}\\
\varphi_{2}(\gamma)= & \varphi_{1}(\gamma)-\frac{2}{3} \frac{1}{1+6.5 \gamma+6 \gamma^{2}}  \tag{A.28}\\
\psi_{1}(\epsilon)= & 28.34-2 \ln \left(1+(3.621 \epsilon)^{2}\right) \\
& -4[1-0.7 \exp (-8 \epsilon)-0.3 \exp (-29.2 \epsilon)]  \tag{A.29}\\
\psi_{2}(\epsilon)= & \psi_{1}(\epsilon)-\frac{2}{3} \frac{1}{1+40 \epsilon+400 \epsilon^{2}}  \tag{A.30}\\
X= & X_{\mathrm{el}}+X_{\mathrm{inel}}  \tag{A.31}\\
X_{\mathrm{el}}= & Z^{2}\left[\ln \left(\frac{a^{2} m_{e}^{2}(1+l)^{2}}{a^{2} t_{\min }^{\prime}+1}\right)-1\right]  \tag{A.32}\\
X_{\mathrm{inel}}= & Z\left[\ln \left(\frac{a^{\prime 2} m_{e}^{2}(1+l)^{2}}{a^{\prime 2} t_{\min }^{\prime}+1}\right)-1\right] \tag{A.33}
\end{align*}
$$

with

$$
\gamma=\frac{200 \delta}{m_{e} Z^{1 / 3}}, \quad \epsilon=\frac{200 \delta}{m_{e} Z^{2 / 3}}, \quad a=111.7 \frac{Z^{-1 / 3}}{m_{e}}, \quad a^{\prime}=724.2 \frac{Z^{-2 / 3}}{m_{e}}
$$

## A. 6 Radiation Logarithm Constants

Table A. 7 lists the radiation logarithm $B$, used in the description of electronpositron pair production in Section 6.1.4, muon pair production in Section 6.2.4, and the Landau-Pomeranchuk-Migdal (LPM) suppression in Section 6.3, as defined in [138].

Table A.7: Radiation logarithm constant, taken from [138].

| $Z$ | $B$ | $Z$ | $B$ | $Z$ | $B$ | $Z$ | $B$ | $Z$ | $B$ |
| :---: | :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 202.4 | 8 | 173.4 | 15 | 172.2 | 22 | 176.8 | 53 | 178.6 |
| 2 | 151.9 | 9 | 170.0 | 16 | 173.4 | 26 | 175.8 | 74 | 177.6 |
| 3 | 159.9 | 10 | 165.8 | 17 | 174.3 | 29 | 173.1 | 82 | 178.0 |
| 4 | 172.3 | 11 | 165.8 | 18 | 174.8 | 32 | 173.0 | 92 | 179.8 |
| 5 | 177.9 | 12 | 167.1 | 19 | 175.1 | 35 | 173.5 |  |  |
| 6 | 178.3 | 13 | 169.1 | 20 | 175.6 | 42 | 175.9 | other | 182.7 |
| 7 | 176.6 | 14 | 170.8 | 21 | 176.2 | 50 | 177.4 |  |  |

## A. 7 Kinematics of Two-body Interactions with Atomic Electrons

The kinematics of a two-body interaction are described by energy and momentum conservation, expressed by the equation

$$
\begin{equation*}
P_{1}+P_{2}=P_{1}^{\prime}+P_{2}^{\prime} \tag{A.34}
\end{equation*}
$$

where $P_{1}, P_{2}$ are the four-momenta of the ingoing particles, and $P_{1}^{\prime}, P_{2}^{\prime}$ the fourmomenta of the outgoing particles. Figure A. 2 shows the process where an ingoing


Figure A.2: Kinematics of a two-body interaction of an ingoing particle with an atomic electron at rest.
particle interacts with an atomic electron, which is assumed to be at rest. In this case, the four-momenta are given by

$$
P_{1}=\left(\begin{array}{c}
E_{1} \\
0 \\
0 \\
p_{1}
\end{array}\right), \quad P_{2}=\left(\begin{array}{c}
m_{e} \\
0 \\
0 \\
0
\end{array}\right), \quad P_{1}^{\prime}=\left(\begin{array}{c}
E_{1}^{\prime} \\
p_{1}^{\prime} \sin \theta_{1} \\
0 \\
p_{1}^{\prime} \cos \theta_{1}
\end{array}\right), \quad P_{2}^{\prime}=\left(\begin{array}{c}
E_{2}^{\prime} \\
-p_{2}^{\prime} \sin \theta_{2} \\
0 \\
p_{2}^{\prime} \cos \theta_{2}
\end{array}\right) .
$$

Inserting these four-momenta into (A.34), the expressions

$$
\begin{align*}
\cos \theta_{1} & =\frac{m_{2}^{\prime 2}-m_{1}^{2}-m_{e}^{2}-m_{1}^{\prime 2}+2\left(E_{1}+m_{e}\right) E_{1}^{\prime}-2 E_{1} m_{e}}{2 p_{1} p_{1}^{\prime}} \\
\cos \theta_{2} & =\frac{m_{1}^{\prime 2}-m_{1}^{2}-m_{e}^{2}-m_{2}^{\prime 2}+2\left(E_{1}+m_{e}\right) E_{2}^{\prime}-2 E_{1} m_{e}}{2 p_{1} p_{2}^{\prime}} \tag{A.35}
\end{align*}
$$

are obtained.

## A. 8 Description of Resonances for the Photohadronic Cross Section

The parametrization in (6.92) describes the continuous contribution to the photohadronic cross section. Additionally, the contribution from the three resonances $\Delta(1232), N(1520)$, and $N(1680)$ is considered. For these resonances, the parametrization from the SOPHIA code [169] is used, where their contribution to the cross section is given by

$$
\begin{equation*}
\sigma_{\mathrm{res}}(\nu, s)=\sum_{i} \frac{s}{\nu^{2}} \frac{\sigma_{0, i} \Gamma_{i}^{2} s}{\left(s-M_{i}^{2}\right)^{2}+\Gamma_{i}^{2} s} Q\left(\nu, \nu_{\mathrm{th}, i}, w_{i}\right) \tag{A.36}
\end{equation*}
$$

with the quenching function

$$
Q\left(\nu, \nu_{\mathrm{th}, i} w_{i}\right)= \begin{cases}0 & \text { for } \nu<\nu_{\mathrm{th}, i}  \tag{А.37}\\ \frac{\nu-\nu_{\mathrm{th}, i}}{w_{i}} & \text { for } \nu_{\mathrm{th}, i} \leq \nu<\nu_{\mathrm{th}, i}+w_{i} \\ 1 & \text { for } \nu_{\mathrm{th}, i}+w_{i} \leq \nu\end{cases}
$$

with the photon energy $\nu$ and the squared center of mass energy $s=m_{n}^{2}+2 m_{n} \nu$, where $m_{n}$ denotes the average nucleon mass. The parameters $\sigma_{0}, \Gamma, M, \nu_{\text {th }}$, and $w$, describing the individual resonances, are listed in Table A.8. Note that this description of the resonances is not identical to the parametrization used in CORSIKA 7 [109]. However, a direct comparison of the results shows a good agreement, which is why the approach here is used within PROPOSAL.

Table A.8: Parameters describing the resonances for the photonuclear cross section [169].

| Resonance | $\sigma_{0} / \mu \mathrm{b}$ | $\Gamma / \mathrm{GeV}$ | $M / \mathrm{GeV}$ | $\nu_{\text {th }} / \mathrm{GeV}$ | $w / \mathrm{GeV}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta(1232)$ | 31.125 | 0.11 | 1.231 | 0.152 | 0.17 |
| $N(1520)$ | 25.567 | 0.11 | 1.515 | 0.152 | 0.38 |
| $N(1680)$ | 17.508 | 0.125 | 1.680 | 0.152 | 0.38 |

## A. 9 Parametrization of the Structure Function $F_{2}$

In $[14,15]$, the proton structure function $F_{2}\left(x, Q^{2}\right)$ is parametrized based on Regge theory. For that, a fit to data from the HERA collider as well as fixed target experiments is performed [14]. This section summarizes the results of this fit.
The function $F_{2}\left(x, Q^{2}\right)$ is parametrized by the expression

$$
\begin{equation*}
F_{2}\left(x, Q^{2}\right)=a(A, x)(Z+(A-Z) P(x)) \frac{Q^{2}}{Q^{2}+m_{0}^{2}}\left(F_{2}^{\mathrm{P}}+F_{2}^{\mathrm{R}}\right) \tag{A.38}
\end{equation*}
$$

with the effective photon mass $m_{0}$, and the contributions $F_{2}^{\mathrm{P}}$ and $F_{2}^{\mathrm{R}}$ from Pomeron and Reggeon exchanges. To describe their behavior, the parametrization

$$
\begin{equation*}
F_{2}^{i}=c_{i}(t) x_{i}^{a_{i}(t)}(1-x)^{b_{i}(t)} \tag{A.39}
\end{equation*}
$$

is used, with the definitions

$$
\begin{equation*}
t=\ln \left[\frac{\ln \left(\frac{Q^{2}+Q_{0}^{2}}{\Lambda^{2}}\right)}{\ln \left(Q_{0}^{2} / \Lambda^{2}\right)}\right], \quad x_{i}=\frac{Q^{2}+m_{i}^{2}}{Q^{2}+m_{i}^{2}+W^{2}-M^{2}} \tag{A.40}
\end{equation*}
$$

and

$$
\begin{equation*}
W^{2}=M^{2}+2 M E v-Q^{2} \tag{A.41}
\end{equation*}
$$

Note that $i$ is either P or R , and that $m_{i}, m_{0}, \Lambda^{2}$, and $Q_{0}^{2}$ are fit parameters, while $a_{i}(t), b_{i}(t)$, and $c_{i}(t)$ are model functions which depend on additional fit parameters. For $a_{\mathrm{R}}(t), b_{\mathrm{R}}(t), b_{\mathrm{P}}(t)$, and $c_{\mathrm{R}}(t)$, the function

$$
\begin{equation*}
f(t)=f_{1}+f_{2} \cdot t^{f_{3}} \tag{A.42}
\end{equation*}
$$

is used. The fit results for these parameters are given in Table A.9. For $a_{\mathrm{P}}(t)$ and $c_{\mathrm{P}}(t)$, the function

$$
\begin{equation*}
g(t)=g_{1}+\left(g_{1}-g_{2}\right)\left(\frac{1}{1+t^{g_{3}}}-1\right) \tag{A.43}
\end{equation*}
$$

is used, and the fit results are given in Table A.10. The fit results of the remaining parameters are given by

$$
\begin{aligned}
m_{\mathrm{P}}^{2} & =49.457 \times 10^{6} \mathrm{MeV}^{2}, \\
m_{\mathrm{R}}^{2} & =0.15052 \times 10^{6} \mathrm{MeV}^{2}, \\
m_{0}^{2} & =0.31985 \times 10^{6} \mathrm{MeV}^{2}, \\
\Lambda^{2} & =0.06527 \times 10^{6} \mathrm{MeV}^{2}, \\
Q_{0}^{2} & =0.52544 \times 10^{6} \mathrm{MeV}^{2} .
\end{aligned}
$$

Table A.9: Resulting fit parameters for the proton structure function $F_{2}$, for all parameters used in the model function (A.42) [14].

| Parameter | $f_{1}$ | $f_{2}$ | $f_{3}$ |
| :--- | :---: | :--- | :--- |
| $a_{\mathrm{R}}$ | 0.58400 | 0.37888 | 2.6063 |
| $b_{\mathrm{P}}$ | 0.36292 | 1.8917 | 1.8439 |
| $b_{\mathrm{R}}$ | 0.01147 | 3.7582 | 0.49338 |
| $c_{\mathrm{R}}$ | 0.80107 | 0.97307 | 3.4942 |

Table A.10: Resulting fit parameters for the proton structure function $F_{2}$, for all parameters used in the model function (A.43) [14].

| Parameter | $g_{1}$ | $g_{2}$ | $g_{3}$ |
| :--- | ---: | ---: | :---: |
| $a_{\mathrm{P}}$ | -0.08080 | -0.44812 | 1.1709 |
| $c_{\mathrm{P}}$ | 0.28067 | 0.22291 | 2.1979 |

The parameter $a(A, x)$ in (A.38) describes the shadowing effect, which determines the ratio between the structure function of a single nucleon $F_{2}^{\mathrm{N}}$ and the structure function of the entire nucleus $F_{2}^{\mathrm{A}}$, i.e.,

$$
\begin{equation*}
a\left(A, x, Q^{2}\right)=\frac{F_{2}^{\mathrm{A}}\left(x, Q^{2}\right)}{A F_{2}^{\mathrm{N}}\left(x, Q^{2}\right)} \tag{A.44}
\end{equation*}
$$

similar to the description of the shadowing effect in Section 6.2.5. Here, the shadowing ratio is parametrized by [85]

$$
a(A, x)= \begin{cases}A^{-0.1} & \text { for } x<0.0014  \tag{A.45}\\ A^{0.069 \log _{10}(x)+0.097} & \text { for } 0.0014 \leq x<0.04 \\ 1 & \text { for } 0.04 \leq x\end{cases}
$$

Furthermore, the function $P(x)$ describes the ratio of the contribution from the proton and neutron structure function, and is given by [85]

$$
\begin{equation*}
P(x)=F_{2}^{\mathrm{n}} / F_{2}^{\mathrm{p}}=1-1.85 x+2.45 x^{2}-2.35 x^{3}+x^{4} \tag{A.46}
\end{equation*}
$$

## A. 10 Comparison of the Utilized Electron Cross Section

Figure A. 3 shows a comparison of the electron cross sections used in CORSIKA 7 and CORSIKA 8.


Figure A.3: Comparison of the utilized electron cross sections from PROPOSAL, which are used in CORSIKA 8, with the adapted cross sections from EGS4, which are used in CORSIKA 7 [178]. The cross sections are presented for air at standard density. The energy cut is set to 250 keV . The photonuclear cross section from EGS4 is corrected according to [178].

## A. 11 Parametrization of the U.S. Standard Atmosphere

The atmospheric density is modeled based on a parametrization of the U.S. Standard Atmosphere [216] given in [114], dividing the atmosphere into four exponential and
a linear layer. According to this parametrization, the grammage $X$ above a height $h$ in the atmosphere is given by

$$
\begin{equation*}
X(h)=a_{i}+b_{i} \exp \left(-h / c_{i}\right) \tag{A.47}
\end{equation*}
$$

for the first four layers with $h \leq 100 \mathrm{~km}$, while the fifth layer describes the atmosphere for $100 \mathrm{~km} \leq h<112.8 \mathrm{~km}$ with

$$
\begin{equation*}
X(h)=a_{i}-b_{i} h / c_{i}, \tag{A.48}
\end{equation*}
$$

where the parameters $a_{i}, b_{i}$, and $c_{i}$ are given in Table A.11. Figure A. 4 visualizes the relation between $h$ and $X$ according to this parametrization.

Table A.11: Constants used in the parametrization of the U.S. Standard Atmosphere in five layers according to [114].

| Altitude | $a_{i} /\left(\mathrm{g} / \mathrm{cm}^{2}\right)$ | $b_{i} /\left(\mathrm{g} / \mathrm{cm}^{2}\right)$ | $c_{i} / \mathrm{cm}$ |
| :---: | :---: | :---: | :---: |
| $0 \mathrm{~km} \leq h<4 \mathrm{~km}$ | -186.555305 | 1222.6562 | 994186.38 |
| $4 \mathrm{~km} \leq h<10 \mathrm{~km}$ | -94.919 | 1144.9069 | 878153.55 |
| $10 \mathrm{~km} \leq h<40 \mathrm{~km}$ | 0.61289 | 1305.5948 | 636143.04 |
| $40 \mathrm{~km} \leq h<100 \mathrm{~km}$ | 0 | 540.1778 | 772170.16 |
| $100 \mathrm{~km} \leq h<112.8 \mathrm{~km}$ | 0.01128292 | 1 | $10^{9}$ |



Figure A.4: Visualization of the relation between height $h$ and the grammage $X$ above this height, according to the parametrization of the U.S. Atmosphere given in [114]. The shaded areas indicate the five layers of the atmosphere. Note the change between a linear and logarithmic axis at $X(h=100 \mathrm{~km}) \approx 0.0013 \mathrm{~g} / \mathrm{cm}^{2}$.

## A. 12 Simulation of the LPM Effect for Proton Showers

Figure A. 5 shows the longitudinal electromagnetic profiles of 5000 proton-induced showers, with a primary energy of 100 EeV and a ParticleCut of $E_{\mathrm{track}}^{\mathrm{EM}}=E_{\text {track }}^{\mathrm{had}}=$ $E_{\text {track }}^{\mu}=100 \mathrm{TeV}$. For the first set of simulations, the LPM effect has been enabled, while for the second set of simulations, the LPM effect has been disabled, as described in Section 7.2.2. Note that the impact of the LPM effect on the development of proton-induced showers is much smaller compared to the impact for photon-induced showers with the same energy, which is shown in Figure 7.10. This effect is expected, as described in Section 6.3.2.


Figure A.5: Longitudinal profiles of electrons and positrons for showers initiated by 100 EeV protons, for both simulations with and without considering the LPM effect. The lines indicate the median number of particles, the shaded regions the interquartile range.

## A. 13 Full Radio Simulations of Electromagnetic Showers

In this section, more detailed results from the radio simulations described in Section 7.4 are presented. This includes the longitudinal profiles of the individual showers, shown in Figure A.6, the individual pulses and spectra 50 m from the shower core, presented in Figure A. 7 and Figure A.8, and the individual pulses and spectra 200 m from the shower core, presented in Figure A. 9 and Figure A.10.


Figure A.6: Longitudinal profiles of charged electromagnetic particles, i.e., electrons and positrons, for the 1 PeV photon-induced showers presented in Section 7.4. The dashed lines indicate the longitudinal profiles of the showers that have been selected for the analysis in Section 7.4.


Figure A.7: Radio pulses for an antenna at ( $x=50 \mathrm{~m}, y=0 \mathrm{~m}$ ), divided into the $x$ - and $y$-polarization, for the radio emilsion from the individual 1 PeV , photoninduced showers described in Section 7.4. The dashed lines indicate the pulses of the showers that have been selected for the analysis in Section 7.4.


Figure A.8: Frequency spectra for an antenna at ( $x=50 \mathrm{~m}, y=0 \mathrm{~m}$ ) , divided into the $x$ - and $y$-polarization, for the radio emission from the individual 1 PeV , photon-induced showers described in Section 7.4. The dashed lines indicate the spectra of the showers that have been selected for the analysis in Section 7.4.


Figure A.9: Radio pulses for an antenna at ( $x=200 \mathrm{~m}, y=0 \mathrm{~m}$ ) , divided into the $x$ - and $y$-polarization, for the radio enhission from the individual 1 PeV , photoninduced showers described in Section 7.4. The dashed lines indicate the pulses of the showers that have been selected for the analysis in Section 7.4.


Figure A.10: Frequency spectra for an antenna at ( $x=200 \mathrm{~m}, y=0 \mathrm{~m}$ ) , divided into the $x$ - and $y$-polarization, for the radio emission from the individual 1 PeV , photon-induced showers described in Section 7.4. The dashed lines indicate the spectra of the showers that have been selected for the analysis in Section 7.4.

## B Reproducibility Information

The project CORSIKA 8 is continuously developed as an open-source project. By the time the simulations for this work have been performed, a release of CORSIKA 8 with a defined version number has not been published yet. Instead, all results of this work are, if not stated otherwise, based on the status of the master branch of the CORSIKA 8 GitLab repository from October 12, 2023. ${ }^{1}$ As additional changes deviating from the status of this branch, muon pair production, as described in Section 6.2.4, has been enabled as a process for photons. Furthermore, the photon cross section contribution for photonuclear interactions by the hadronic interaction model FLUKA has been disabled, since this process is already treated by PROPOSAL as described in Section 6.2.5.

All shown results created with the software PROPOSAL have been produced with version v7.6.2 [32], which is also the version of PROPOSAL currently used by CORSIKA 8. ${ }^{2}$

Instructions for the installation of PROPOSAL and CORSIKA 8 are given within the corresponding repositories.

[^17]
## C Additional Software Used for this Work

To create the results of this thesis, the usage of the following software is acknowledged:

- The Python package matplotlib [126] for data visualization.
- The Python package numpy [107] for data analysis using multi-dimensional arrays.
- The Python package pandas $[211,160]$ for data analysis of shower data.
- The command-line utility $G N U$ parallel [209] for the parallel simulation of CORSIKA 8 showers on multiple cores.
- The Python package PANAMA [173] for the parallel simulation of CORSIKA 7 showers on multiple cores.
- The Python package pycorsikaio [153] for data extraction from CORSIKA 7 output.


## Glossary

DOM Digital Optical Module. 36-38

IACT Imaging Air Cherenkov Telescope. 15-17, 106
Interquartile Range Region between the 25th and 75th percentile of the data. 107, 110, 111, 114, 117, 118, 120-123, 127, 150

LPM The Landau-Pomeranchuk-Migdal effect is a suppression of high-energy electromagnetic interactions, as described in Section 6.3. 2, 45, 56, 57, 59, 79, 87, 93-104, 113, 114, 135, 144, 150

Standard Density Air at standard density in the context of this work refers to a density of $1.205 \mathrm{~g} / \mathrm{cm}^{3}$, corresponding to dry air at a temperature of $20^{\circ} \mathrm{C}$ and a pressure of $1 \mathrm{~atm} .51,58,73,95,96,101,104,105,148$

Standard Rock A medium defined as $Z=11, A=22$. 27, 30
TM The Ter-Mikaelian effect is a suppression of high-energy electromagnetic interactions, as described in Section 6.3. 27, 57, 93-97
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[^0]:    ${ }^{1}$ Inverse Compton Scattering is identical to Compton Scattering, as described in Section 6.2.2, but the involved photon gains energy during the interaction process.

[^1]:    ${ }^{1}$ The source code and development of PROPOSAL is publicly visible on GitHub: https://github. com/tudo-astroparticlephysics/PROPOSAL.

[^2]:    ${ }^{2}$ For propagation in dense media, the Ter-Mikaelian (TM) effect changes the behavior of the differential bremsstrahlung cross section to $\mathrm{d} \sigma / \mathrm{d} v \propto v$ for small $v$, resolving the divergence. However, the total cross section still approaches very large values, and a numerical calculation would be unstable. Details about the TM effect are given in Section 6.3.

[^3]:    ${ }^{3}$ Grammage is defined as the density integrated over a distance $x$, i.e., $X=\int \rho(x) \mathrm{d} x$, where $\rho(x)$ describes the density distribution along the trajectory of the particle.

[^4]:    ${ }^{4}$ Note that due to the average tau decay length of $l_{\tau} \approx E_{\tau} \cdot 50 \mathrm{~m} / \mathrm{PeV}$, charged-current $\nu_{\tau}$ interactions will also be seen as a track-like event for sufficiently high energies [161].

[^5]:    ${ }^{5}$ Code documented in https://github.com/claudiok/clsim.

[^6]:    ${ }^{1}$ According to the library INSPIRE-HEP, as of January 15, 2024 (https://inspirehep.net/ literature/469835).

[^7]:    ${ }^{2}$ Mortran (More Fortran) is an extension of the programming language Fortran.

[^8]:    ${ }^{3}$ The code is available on GitLab, hosted by the Institute for Astroparticle Physics at the Karlsruhe Institute of Technology: https://gitlab.iap.kit.edu/AirShowerPhysics/corsika.

[^9]:    ${ }^{4}$ Per default, the stack in CORSIKA 8 processes particles via the "Last In, First Out" principle.

[^10]:    ${ }^{1}$ For the remainder of this section, the term "LPM effect" also includes the TM effect.

[^11]:    ${ }^{2}$ Most numerical methods used in PROPOSAL regarding integration rely on algorithms described in [181]. Recent improvements of the interpolation routine in PROPOSAL are described in [29].

[^12]:    ${ }^{1}$ Details about the version of CORSIKA 8 used to create the results of this work are given in Appendix B.
    ${ }^{2}$ For the results presented in this work, version 7.7500 is used.

[^13]:    ${ }^{3}$ Thinning describes a runtime-reducing technique where, below a given relative energy threshold, only a random subset of produced shower particles is simulated, while the rest is discarded. The discarded particles are taken into account by assigning a higher weight to the particles that are simulated. The idea of thinning has been proposed in [117], where the details of the concept are explained as well.

[^14]:    ${ }^{4}$ The shower axis describes the imaginary line defined by the direction of the initial shower particle.

[^15]:    ${ }^{5}$ The selection was made by minimizing the pair-wise first Wasserstein distance between the sum of the longitudinal electron and positron profiles, with the Wasserstein distance defined by the wasserstein_distance method in the Python package SciPy [219].

[^16]:    ${ }^{1}$ Implemention ongoing.

[^17]:    ${ }^{1}$ The repository can be found under https://gitlab.iap.kit.edu/AirShowerPhysics/corsika.
    ${ }^{2}$ The repository can be found under https://github.com/tudo-astroparticlephysics/ PROPOSAL.

