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Abstract

In this study, C60 molecules and Bi clusters are investigated on the surfaces of two noble metals (Au(111)
and Ag(111)) and on the surface of Al2O3 | |Ni3Al, characterized by very low conductivity. For the
investigation, ultraviolet photoelectron spectroscopy (UPS) and scanning tunneling microscope (STM)
are used in ultra-high vacuum (UHV). On the Al2O3 | |Ni3Al surface, both C60 and Bi clusters exhibit
a noticeable shift of the photoemission signal due to the influence of the charging energy: in the case
of C60, this shift is attributed to the energy shift of the HOMO, while for Bi clusters, it is visible for
the shift of the core level. Conversely, minimal shifts is observed on metal surfaces. For C60, the shift
originates from the reduction in charging energy induced by next-neighbor screening, whereas for Bi
clusters, it is attributed to the increase in cluster size, with the influence of the Ni3Al(111) surface playing
a significant role in the change of core level shift. Both effects are explained within the electrostatic
approximation, which overlooks quantum mechanical effects like local electron density distribution or
electron spill-out, yet still yields excellent agreement with experimental results. Furthermore, STM
investigations reveal evidence of Bi cluster adsorption on the periodic superstructure of the Al2O3 | |Ni3Al
surface, and potentially even adsorption of C60 molecules on the periodic structure of the Al2O3 | |Ni3Al
network.

Kurzfassung

In der vorliegenden Arbeit werden C60-Moleküle und Bi-Cluster auf den Oberflächen von zwei Edel-
metallen (Au(111) and Ag(111)) sowie auf der Oberfläche von Al2O3 | |Ni3Al, das durch sehr niedrige
Leitfähigkeit gekennzeichnet ist, untersucht. Zur Untersuchung werden Ultraviolettphotoelektronen-
spektroskop (UPS) und Rastertunnelmikroskop (RTM) in Ultrahochvakuum (UHV) eingesetzt. Auf der
Al2O3 | |Ni3Al-Oberfläche zeigen sowohl C60-Moleküle als auch Bi-Cluster eine deutliche Verschiebung
des Photoemissionssignals aufgrund des Einflusses der Ladungsenergie: Im Fall von C60 werden
dieser Effekt der Verschiebung des Energieniveaus des highest occupied molecular orbital (HOMO)
zugeschrieben, während bei Bi-Clustern die Verschiebung des Kernniveaus beobachtet wird. Im Gegen-
satz dazu werden auf Metalloberflächen nur minimale Verschiebungen festgestellt. Für C60 resultiert
die Verschiebung aus der Reduktion der Ladungsenergie, die durch die Abschirmung durch Nachbarn
hervorgerufen wird, während sie bei Bi-Clustern auf die Zunahme der Clustergröße zurückzuführen ist,
wobei der Einfluss der Ni3Al(111)-Oberfläche eine bedeutende Rolle bei der Veränderung des Photoe-
missionssignals des Kernniveaus spielt. Beide Effekte können innerhalb der elektrostatischen Näherung
erklärt werden. Dabei werden die quantenmechanische Effekte wie lokale Elektronendichteverteilung
oder der Elektron spill-out außer Achtgelassen. Dennoch zeigt diese Näherung eine ausgezeichnete
Übereinstimmung mit den experimentellenErgebnissen. Darüber hinaus zeigen STM-Untersuchungen
Hinweise auf die Adsorption von Bi-Clustern auf der periodischen Superstruktur der Al2O3 | |Ni3Al-
Oberfläche und möglicherweise sogar die Adsorption von C60-Molekülen auf der periodischen Struktur
des Al2O3 | |Ni3Al-Netzwerks.
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1. Introduction

In recent years, there has been a significant trend towards miniaturization across both science and
technology. In electronics, chip manufacturing is on the cusp of transitioning from the nanometer (nm)
to the ångström (Å) scale [1, 2]. Another example is a C60 molecule, which, with the size of approximately
1 nm, holds potential as a quantum computing unit [3, 4]. Moreover, in medicine C60 molecules are being
investigated as contrast enhancers in nuclear magnetic resonance (NMR) imaging [5] and as potential
drug delivery systems in the fight against cancer [6, 7].
Meanwhile, nano-quantum dots (QDs) offer promising prospects for establishing highly secure quantum
communication channels [8, 9].
While some of these concepts have already permeated everyday life, for example QDs in the display
industry [10], the underlying physics remain incompletely understood. In such small-scale structures, the
addition or removal of even a single atom can lead to drastic changes in macroscopic properties [11]. As
a result, this area of research holds immense potential for new discoveries.

The best way to study small, well-defined nano-objects is to isolate and measure these structures in
an environment with minimal interaction. One approach to achieve this are free beam experiments,
where clusters are produced in vacuum, e.g. by gas phase aggregation [12], and either fly in a beam
through an experimental setup [13] or are confined in an ion trap [14] for study. However, for practical
applications, the clusters need to be supported, i.e. deposited and stabilized on a surface. While this adds
complexity due to the interaction between the clusters and the surface, it can also reveal new effects.

In the scope of this thesis the combination of a nanostructured surface of an oxide film (grown on
Ni3Al(111) crystal) 1 and two different adsorbed materials: Fullerene (C60) and bismuth were investi-
gated. The choice of Bi as cluster material is motivated by studies of Pb clusters in the free beam [15],
which indicated a metal-to-nonmetal transition similar to that observed for Hg clusters (see section 2.1).
This transition was studied by the size-dependent shift of the Pb 5d5/2 core level in x-ray photoelectron
spectroscopy (XPS). For Bi, a similar effect could occur for the 5d5/2 level using an oxide film to decouple
the clusters from the substrate, thereby avoiding strong cluster-substrate interaction. In the present work
these studies began by comparing the results for Bi clusters with C60 as a well-known model system.
Several effects which have to be included in the analysis of the photoemission data in order to describe
such cluster-surface system were investigated.
In the case of C60, the cluster structure is fixed, while bismuth forms clusters during the deposition pro-
cess, likely due to the nanostructure of the substrate. The pre-synthesized C60 molecules initially follow
the nanostructure of the surface and then form larger islands. The increase in size of the Bi clusters was

1Also the surface of Au(111) and Ag(111) was used, mainly as a metallic reference to the non-conducting Al2O3 | |Ni3Al layer.
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Chapter 1. Introduction

achieved by depositing Bi atoms on the surface at low temperatures, primarily at liquid nitrogen (LN2)
temperature, followed by gradual annealing at higher temperatures. For C60, commercially available
pre-synthesized molecules were deposited at low temperature, and their aggregation into larger islands
was observed during annealing.
The investigations were carried out in UHV using three methods: STM, UPS, and low-energy electron
diffraction (LEED). The latter method was used only to verify the quality of the substrate and to determine
more precisely the amount of bismuth deposited.

The content of the current thesis is structured as follows:

Chapter 2 provides a concise overview of the cluster concept and the topic of cluster-surface inter-
action, detailing the experimental techniques employed and describing the experimental setup utilized.

Chapter 3 offers an overview of the primary substrate utilized (Al2O3 | |Ni3Al) and describes the ad-
sorbate materials: Bi and C60.

In the first part of Chapter 4, the calibration of the C60 evaporator is detailed alongside the results
of experiments conducted with C60 on the surfaces of Au(111), Ag(111), and Al2O3 | |Ni3Al. Addition-
ally, this chapter presents the electrostatic model, which describes the influence of the nearest neighbors
of C60 on the charging energy, resulting in the shift of the HOMO level in UPS spectra.
The second part of Chapter 4 presents the results of experiments conducted with Bi both on the surface
of Au(111) and on the surface of Al2O3 | |Ni3Al. In this case, the core level shift could also be explained
by the electrostatic model. However, due to the different incorporation of Bi clusters compared to pre-
synthesized C60 molecules, the primary factor influencing the change in the charging energy, as measured
by the shift of the core level in UPS spectra, is the proximity of the metal surface of the Ni3Al(111)
beneath the Al2O3 layer.

Chapter 5 concludes with a brief summary of the results and provides additional suggestions for further
possible investigations on the current systems.

2



2. Essential concepts

In this chapter, a brief overview of the concept of metallic clusters, as well as their growth on surfaces,
will be provided. Following this, a short description of the techniques used is presented, with minimal
theoretical background.

2.1. Clusters

For many centuries people have philosophized about the construction of the matter from the single
atoms [18]. However, only in 19th and 20th century the existence of the atom, even if not directly, was
proved1. The discovery of the STM [21] allowed the observation of surfaces on the atomic scale. Since
then, many other techniques have been developed to the point where they also allow atomic resolution,
extending and intensifying the study of clusters and their properties (e.g. scanning transmission electron
microscopy (STEM))[22, 23].
In general, a cluster is a collection of objects that either have the same properties or are bound together
under certain conditions or can be classified into a certain class. There are e.g. clusters in astrophysics
(galaxy cluster: collection of galaxies bound by gravity, asteroid cluster: asteroid families such as Karin
cluster [24]) or in computer science (computer cluster: network of several computers, data cluster: group-
ing of data into clusters with the same properties [25]). Furthermore, this term appears in engineering,
biology, chemistry, environmental science, neuroscience, plant science, telecommunication and so on.
Therefore, when researching and revising the literature, the emphasis must be placed on the field of
interest. For instance, when searching for the term “cluster” in the titles and topics of publications using
the online database “Web of Science” [26], over 200 000 papers from the last 40 years are retrieved. By
filtering the search to include only physics, chemistry, material science, and similar fields, the results are
narrowed down to “only” over 90 000 papers. Nonetheless, it still shows that there have been enormous
efforts and many investigations in the last half century in the field of cluster physics and cluster chemistry.
In the latter, the clusters are often synthesized from pre-agents by chemical reaction and usually stored
in a kind of liquid stabilizer to avoid coagulation. In the present work we deal with the clusters produced
and studied by physical processes in vacuum. So when clusters are mentioned in this work, it refers to
the accumulation of atoms.
If one examines the physical or chemical properties of small particles, in some cases enormous deviations
from the properties of the underlying atoms and/or from the properties of the solids, which are “built up”
from these atoms, can appear. This emerges because of electron confinement and high surface to volume
ratio. The general property change with cluster size can be roughly represented in an empirical graph

1The main contribution to the consolidation of the general opinion in the scientific community about the real existence of
atoms was made in Albert Einstein’s paper of 1905. [19]. Which was later confirmed by experiments [20].
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Figure 2.1.: (a) The cluster size dependence of a cluster property 𝜒(𝑛) on the number, 𝑛, of the cluster constituents. The
data is plotted vs 𝑛−𝛽 where 0 ≤ 𝛽 ≤ 1. “Small” clusters reveal specific size effects, while “large” clusters are expected to
exhibit for many properties a “smooth” size dependence of 𝜒(𝑛) which converges for 𝑛 → ∞ to the bulk value 𝜒(∞) [16]. (b)
Comparison of the experimentally determined ionization potential data with the predictions of the classical spherical-droplet
model (solid black line)[17]. Ionization potential data are plotted vs 1/𝑅, where R is the radius of the clusters calculated from
the number of atoms per cluster using the equation 2.2 and 2.1

as shown in Figure 2.1(a). The cluster properties 𝜒(𝑛) can be structural, energetic, electromagnetic and
so on, with 𝑛 as the number of clusters or atoms per clusters, depending on the representation. The size
dependence can be divided into two regimes: smooth cluster size effects, which occur in “large” clusters
and converge towards the properties of the bulk material, and the specific cluster size effects, which can
be found in “small” clusters and show dramatic deviations from the properties of the corresponding bulk
material[16, p.2]. An example of such behavior of clusters with size change is shown in Figure 2.1(b),
where the ionization potential 𝐼𝑝 of mercury clusters is plotted against their size. Here, the straight
line represents a classical electrostatic approximation where the clusters are assumed to be uniformly
conducting spheres of radius R. The radius R corresponds to the size of the clusters with the assumption
of the density of the bulk material and can be calculated according to the Wigner-Seitz radius 𝑟

𝑠
equation:

𝑟
𝑠
=

(︃
3𝑀

4𝜋𝑍𝜌𝑁𝐴

)︃ 1
3

(2.1)

Where 𝑀 corresponds to the molar mass, 𝜌 to the density of the bulk material, 𝑍 is the amount of free
electrons per atom and 𝑁𝐴 stands for the Avogadro constant. One can approximate the radius of the
clusters 𝑅 according to the equation (2.2) as the Wigner-Seitz radius times the number of atoms per
cluster 𝑛.

𝑅 = 𝑟
𝑠
𝑛

1
3 (2.2)

Now with this radius we can calculate the energy 𝐸 needed to remove one electron from the cluster. For
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2.1. Clusters Chapter 2. Essential concepts
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Figure 2.2.: (a) Top: Experimental data of a sodium cluster mass spectrum from [28]. Bottom: Second derivative of the
Energy, dashed line using Wooden-Saxon potential (Jellium Model) and solid line using the ellipsoidal shell (Clemenger-
Nilsson model) [29]. (b) Schematic diagram of an atom with localized positive charge at the nucleus and the corresponding
atomic orbitals (left side), and jellium model of a cluster where the positive charge is distributed in a sphere of finite radius
with corresponding electronic orbitals (right side). Based on [30].

a metallic sphere this energy is given by:

𝐸 =
1

2
𝐶𝑈2 =

1
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With 𝐶 = 4𝜋𝜀0𝑅 as the capacitance of a sphere, 𝜀0 the electric field constant, 𝑈 the electric voltage, 𝑄
the charge and 𝑒

_ the elementary charge. Now we can calculate the ionization potential 𝐼𝑝 as shown in
equation (2.4).

𝐼𝑝 = 𝑤 + 1

2

𝑒

4𝜋𝜀0𝑅
(2.4)

where 𝑤 represents the work function [17]. The value for the work function of Hg bulk material
𝑤 = 4.49𝑒𝑉 is taken from [27]. In figure 2.1(b) the values of the ionization potential are plotted against
the inverse radius of the clusters. As you can see with the increase of the cluster size the value of the
ionization potential converges against the value of the bulk material. However, for small clusters this value
differs enormously from the expected value (about 2 eV for 𝑛 ≤ 20). Rademann et al. [17] explain this
phenomenon by the metal-to-nonmetal transition (MTNT), where the fully occupied s-derived valence
band of small Hg clusters is energetically separated from the empty p-derived conduction band and with
increasing cluster size both bands overlap, which causes the non-metallic small clusters to become large
clusters with electronic properties of the bulk material. This is an example of the unusual behavior of
small clusters. Specific size effects were also obtained by mass spectroscopy of sodium clusters. It was
found that clusters with the number of atoms of 8, 20, 40, 58 are particularly abundant and probably more
stable. These abundant clusters were called “magic numbers” in pendant to Nuclear physics. The idea
was that the closed electron shells explain the stability of the clusters. To verify this, a model was set
up where the positive charge of the individual atoms of the clusters was not considered as localized but
as a sphere for the whole cluster with radius R where the positive charge is homogeneously distributed

5
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(a)
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Figure 2.3.: (a) Mass spectrum of Xe clusters in the gas phase. Geometric magic numbers witch can be explained by Mackay
Icosahedra geometry are denoted by the violet stripes [32]. (b) First six Mackay Icosahedra. 𝑘 and 𝑛 represent closed shells
number and number of atoms in cluster respectively.

(Figure 2.2(b)). However, as you can see in Figure 2.2(a) (top), the clusters with even number of atoms
are more abundant than those with odd number of atoms. This cannot be explained by the Jellium model
because sodium clusters with an odd number of atoms undergo distortion to an elliptical geometry. This
phenomenon can be explained by applying the Nilsson model [31], as shown in Figure 2.2(a) (bottom).
Another very prominent example of cluster stability can be found in noble gas clusters. Here the stability
is explained by the atomic shell closure rather than by electronic shell closure. The magic numbers can
be explained by Mackay Icosahedra geometry and denoted in the equation (2.5) based on the atoms per
cluster 𝑛 needed for closing one particular shell 𝑘 .

𝑛 =
1

3

(︂
10𝑘3 − 15𝑘2 + 11𝑘 − 3

)︂
(2.5)

So for shell numbers 𝑘 = 2, 3, 4, 5, 6, ... you will need 𝑛 = 13, 55, 147, 309, 561, ... atoms respectively.
This is often referred to as geometric magic numbers in comparison to electronic magic numbers. These
geometric magic numbers were first theoretically predicted, but the first experimental evidence was found
later in Xe clusters (see Figure 2.3(a)). The high ratio of atoms on the surface to atoms inside the cluster
can be illustrated by the example of the Mackay Icosaedral clusters (see table 2.1). For the first five
shells the ratio of surface to volume is higher than 50%. One can wonder why in the mass spectrum (see
Figure 2.3(a)) one dose not only see the magic numbers of the icosahedral structure (13, 55, 147) but
also the n = 19, 25, 71, ... .

According to [32], this could be due to the growth process of the clusters, where the cluster cools down
by evaporating an atom and transitions from a liquid state to a solid state. This solid state is more
stable because further transformation requires a certain amount of energy to overcome the energy barrier.
Consequently, additional preferable cluster sizes are found in the spectra, which could represent the
metastable state of clusters. Nevertheless, the stability of the icosahedral shells is clearly evident.

So we can assume that the stability of the Xe clusters largely arises from the closure of geometric
shells. This is an extreme example where two effects can be considered separately because the closed
atomic shells in the Xe (noble gas) clusters are chemically inert, therefore the atoms in those clusters are

6



2.2. Clusters on surfaces Chapter 2. Essential concepts

connected by the van der Waal’s interaction. Usually the stability of clusters based on atomic packing
and electron shell closure are intertwined. The jellium model, which was briefly touched upon above,
has been successfully applied in the study of clusters consisting of simple metals (alkali metals, alkaline
earth metals and noble metals). However, this model fails in the description of clusters composed of
transition metals, rare earth metal atoms, semiconductors or insulators. So one has to resort to the more
complex and costly methods of first-principle calculations [30].

2.2. Clusters on surfaces

How strong the interaction between clusters (or in general adsorbates, which could be atoms as well) and
surfaces is, can be described in terms of the energy required to release the bond. Weak bonding can be
released with small energy transfers (e.g. small temperature increases). This type of bonding is most
often referred to as physisorption. On the other hand, bond that requiring several hundreds of Kelvin to
break are called chemisorption. The latter can be described by the charge transfer. Depending on the
localization of the electron orbitals in k-space, a distinction can be made between ionic, covalent and
metallic bonds [34].
In order to discuss or study the interaction between clusters and surfaces, the clusters must first be brought
onto a surface. In UHV this can be done in different ways. For example by preforming clusters in the
gas phase (mass selected or with broad mass distribution). In this case, first the atoms are extracted from
the base material by e.g. magnetron sputtering, laser ablation or thermal heating, then the clusters are
nucleated either in a Penning trap or in a gas-filled chamber. After that, the clusters are usually passed
through electronic lenses and deposited on the surface. There are several ways to select the clusters by
mass before deposition. This method is excellent for the precise investigation of certain cluster sizes, but
it has a disadvantage: the amount of produced clusters is usually so small that the interesting properties
are only detectable with very sensitive methods and therefore play a minor role in the industry anyway.
Another approach is to omit the step of cluster nucleation and proceed directly to the deposition of the
atoms on the surface where the clusters are formed by diffusion. This technique is called physical vapor
deposition (PVD) and is widely used in industrial applications along with chemical vapor deposition
(CVD). PVD can be further subdivided into: (1) thermal evaporation (molecular beam epitaxy , electron
Table 2.1.: Surface ratios for Mackay Icosahedral clusters. 𝑘 stands for the closed shell number, 𝑛 is the number of atoms in
a cluster and 𝑛𝑠 represents the number of surface atoms in a cluster [33]

𝑘 𝑛 𝑛𝑠 𝑛𝑠/𝑛
1 1
2 13 12 0.92
3 55 42 0.76
4 147 92 0.63
5 309 162 0.52
6 561 252 0.45
7 923 362 0.39
8 1415 492 0.35
9 2057 642 0.31
10 2869 812 0.28
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deposition 𝐹 diffusion 𝐷 nucliation aggregationdissociation

edge descent cluster coalescenceedge diffusion

Figure 2.4.: Schematic process of PVD. From left to right: Deposition: atoms impact on to surface. Diffusion: atom
propagates on the surface when the energy is sufficient for a jump. Nucleation: two atoms form a dimer. Dissociation: dimer
or cluster loses one atom. Aggregation: cluster gets an additional atom. Edge diffusion: Atom migrates along either the step
edge of the substrate (denoted by black and white spheres) or the edge of a cluster (purple spheres). Edge descent: Atom
from the top of the step edge or from the top of the cluster drops onto the terrace below. Cluster coalescence: two clusters are
binding. Inspired by [34]

beam physical vapor deposition (EB-PVD), pulsed laser deposition), (2) ion sputtering (DC-, AC-,
RF-sputtering, magnetron sputtering, ion beam sputtering, reactive sputtering), and (3) arc discharge
(cathodic-, anodic- arc deposition, reactive arc vapor deposition) [35]. In this work, the clusters were
fabricated using the EB-PVD method and therefore this method and the corresponding growth process
will be explained in more detail.

2.2.1. Simple picture of PVD growth

In the process of the deposition of atoms on the surface by PVD, the thermal energy of the atoms plays an
important role. If an atom with high energy impacts the surface, it will not be completely adsorbed on the
crystal lattice and the atoms will diffuse on the surface, find other atoms and aggregate. This is not always
desirable because, otherwise, the growth is determined not only by the statistical impact of the clusters
but also by diffusion, nucleation, and dissociation. On the other hand, when the thermal energy is low,
the atoms remain directly at the impact sites of the lattice, where they are in thermal equilibrium with
the surface, thus at low temperature inhibiting diffusion and consequently nucleation or/and aggregation.
To achieve this, the surface is cooled to low temperatures so that all the thermal energy of the atoms is
dissipated. Control over cluster growth can then be achieved by sequentially adding energy to the system,
e.g. by heating [34]. Figure 2.4 illustrates the processes involved in the growth of the clusters during
PVD. Using mean-field nucleation theory with the assumption that the atoms wet the surface forming
2D clusters and that the energy needed to make a jump from one lattice site to another is 𝐸 ≪ 𝑘B𝑇 , the
diffusion process of atoms on a surface can be described by Boltzmann statistics:

𝜈 = 𝜈0𝑒
− 𝐸

𝑘B𝑇 (2.6)
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With 𝜈 as the jump rate and 𝜈0 being the attempt frequency, which is typical in the range of 1012 − 1013

Hz. The saturation cluster density of stable islands 𝑛𝑥 per unit cell can be described as follows [36]:

𝑛𝑥 ≈ 𝜂(𝜃)
(︃
𝐷

𝐹

)︃−𝜒
exp

(︃
𝐸𝑖

(𝑖 + 2)𝑘B𝑇

)︃
, with 𝜒 =

𝑖

𝑖 + 2
(2.7)

Thereby 𝜂(𝜃, 𝑖) is the complete saturation2 density at coverage 𝜃, 𝑖 the critical cluster size3, 𝐷 the diffusion
rate, 𝐹 the flux or the deposition rate: atoms per square meter and second and 𝐸𝑖 the cluster binding
energy (𝐸1 = 0). At low temperatures, the critical size remains constant, resulting in a small value for
𝑖. Additionally, the value of 𝑖 is dependent on surface symmetry. For hexagonal surfaces, 𝑖 is expected
to be 1 or 2, while for surfaces with square symmetry, 𝑖 can take on values of 1, 3, or 8 [36]. If dimers
remain stable, 𝑖 becomes 1 and Equation 2.7 simplifies to:

𝑛𝑥 = 𝜂(𝜃, 1)
(︃
𝐷

𝐹

)︃− 1
3

(2.8)

The diffusion rate 𝐷 is given by:

𝐷 = 𝐷0 exp

(︃
− 𝐸𝑚

𝑘B𝑇

)︃
, with 𝐷0 =

1

4
𝜈0 (2.9)

𝐸𝑚 describes the diffusion energy (also called terrace mobility energy). This rather simple relationship
can be then fitted to the experimental data in order to get the cluster density at the certain temperature and
specific deposition rat, or to study the surface diffusion energy and attempt frequency. One of examples
for latter can be found in [36], were a system of Ag clusters on a Pt(111) surface was investigated, yielding
𝐸𝑚 = (168±5)meV and 𝜈0 = 7 · 1013±0.3Hz. A similar approach was made by Bott and co-workers [37],
who gain comparable results for the surface diffusion energy of 𝐸m = (260 ± 10)meV and the diffusion
frequency of 𝜈0 = 5 · 1012±0.5Hz.
Considering the growth of 2D clusters at low temperatures and with the assumption of mobile single
atoms and stationary stable clusters with more than two atoms per cluster, equation (2.8) describes the
process of growth during deposition quite precisely. Thus, during deposition the number of dimers
increases linearly until their density is of the order of the density of single atoms on the surface. Then
the probability that a diffusing atom will find another atom or a stable cluster is the same, so that the
increase of the stable clusters is not linear, it flattens out until 𝑛𝑥 is saturated. After saturation, each
further arriving atom only encounters already formed clusters and only contributes to the growth of the
clusters and not to the nucleation of new clusters. Further deposition eventually causes the clusters to
coalesce and then a monolayer (ML) is formed.
An example of typical coverage during metal-on-metal growth can be found in the work of Brune et al.,
where saturation occurs at 𝜃 = 0.15ML, coalescence begins at 𝜃 = 0.2ML and film formation begins at
𝜃 = 0.5ML [34, p.72].
This model has been validated by several experimental measurements and theoretical calculations and has

2Saturation density is defined so that the mean free path of the diffusing adatoms is equal to the mean cluster separation. Then
in average every new deposited atom will be directly attached to an existing cluster [34, p.72].

3The critical cluster size is reached when the gathering of one additional atom causes the cluster to become stable.
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(a) (b)

Figure 2.5.: Schematic representation of (a) coalescence: two clusters (colored differently in the image for clarity) merge
together due to thermal motion or intergrowth by aggregation of individual atoms and (b) Ostwald ripening: growth of larger
clusters due to faster dissociation of atoms from smaller clusters.

significantly contributed to the understanding of cluster and layer formation on surfaces during deposition.
However, it is important to remember that this simple image does not take into account surface defects,
step edges, or anisotropic surfaces, so in some cases large deviations may occur, for example in the case
of a high density of surface defects. In addition, the processes become much more complex when moving
from 2D to 3D clusters.
However, if we stay in the above mentioned range, i.e. at low temperatures, well prepared smooth surfaces
with few step edges and at moderate deposition rates, this image gives quite a good approximation for
the cluster density, which then provides a basis for well defined post deposition growth manipulation.

2.2.2. Post deposition growth

Two mechanisms are mainly responsible for the growth of clusters on a surface in the post deposition
process [39]. Coalescence: two clusters come together either by mobility on the surface or by growing
together by aggregation to form a new larger cluster, mostly occurring at higher cluster densities. For
small cluster densities, where the clusters are well separated from each other, Ostwald ripening [40] is
responsible for their growth. As long as the clusters on the surface are not at very low temperatures
where all the dynamical processes are frozen, the clusters constantly lose single atoms by dissociation
and get new atoms by aggregation. Because dissociation happens faster in small clusters than in large
ones, large clusters grow at the expense of small ones. Thus, in order to obtain clusters with relatively
narrow size distribution by PVD, the deposition of clusters can be started by very moderate parameters
(low flux, short deposition times, low temperatures and small coverage). As described above (see section
2.2.1), the cluster density can then be estimated quite well. However, the size distribution of these clusters
is relatively wide. This can be improved to a certain degree in post deposition by subsequently gentle
annealing of the sample at higher temperatures. This is exactly where the Ostwald ripening process
occurs. ‘The size distribution can be verified between the steps e.g. with STM.
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2.3. Experimental techniques

The current chapter encompasses the conceptual principles of experimental techniques such as LEED,
STM and UPS, which were utilized within the scope of the present thesis.

2.3.1. Low Energy Electron Diffraction
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Figure 2.6.: a) Schematic construction of LEED. b) Ewald sphere construction of LEED measurements for two different
electron energies 𝑘 𝑖,1, 𝑘 𝑖,2 in reciprocal space.Top panel: cross-sectional view of the surface. Red crosses indicate diffracted
spots on the screen. Bottom panel: top view of the surface, the reciprocal lattice rods point in the direction of the view and
therefore appear as dots. All rods enclosed by the equator of the Ewald sphere result in diffracted spots on the fluorescent
screen.

LEED is a surface sensitive method which is widely used in surface research. The typical setup consists
of an electron gun, a grid system and a luminescent screen. Electrons are emitted from a cathode and
accelerated through the anode, passing through an electrical lens system and being focused on the surface
of the sample. The diffracted electron beam passes through the grid system and hits the spherical fluo-
rescent screen, which is then recorded by a camera (figure 2.6(a)). The operator usually has an influence
on the energy of the electrons (voltage between the cathode (Wehnelt) and anode) and the voltage on
the lenses, which set the focus of the electron beam and depend on the energy of the electrons and must
be adjusted individually for each device. In addition, the suppression voltage can be applied to the grid
system which suppresses the non-elastically scattered electrons.

To understand and visualize the diffracted spots in the reciprocal space of the crystal (which is mapped on
the fluorescent screen of the LEED apparatus), the Ewald sphere construction is used, as is common in
X-ray diffraction. However, a small modification is necessary because the energy of the electrons is low
(about 30 to 300 eV), limiting their penetration depth to a few Å (1 × 10−10m). As a result, the discrete
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Figure 2.7.: a) Influence of the texture of the surface on the reciprocal space of LEED [41]. b) Top panel: Five examples of
the total of 17 two-dimensional lattices with the associated unit cell in blue. The small dots represent the corners or centers of
the unit cell. The larger dots can be reconstructed by the respective symmetry operation. Space group designations are also
given. E.g. pmg stands for perpendicular lattices with mirror and glide planes. Based on [42]. b) Bottom panel: Unit cells
of the respective symmetry group with corresponding symmetry axis and planes (indicated at the very bottom of the image).
Thereby n-fold axes stands for n-times rotation around the corresponding axis. c) Leed pattern for a hexagonal structure.
Large dots represent substrate spots. The Right side of the image represents the same pattern as on the left side with the unit
cells of different domains denoted in blue [42].

spots in 3D reciprocal space, typical in X-ray diffraction, are represented in LEED as rods perpendicular
to the surface of the crystal. As a consequence much more reflexes are allowed.
Figure 2.6(b) shows an example of two different energies of incoming electrons 𝑘 𝑖,1, 𝑘 𝑖,2 where 𝑘 𝑖⃗ and 𝑘 𝑑⃗

denote the incoming and diffracted wave vectors of electrons respectively (see upper side of figure 2.6(b)).
The reciprocal lattice rods represent the ordered structure of the crystal surface in the reciprocal space.
Since we consider here only the elastic diffraction (the inelastically diffracted electrons are suppressed
by the suppressor grid), the energy conservation is valid, which means within the diffraction process the
energy of the incident electrons is equal to that of the diffracted ones |𝑘 𝑖 | = |𝑘𝑑 |. Thus a sphere around
the incident electron beam can be constructed, the Ewald sphere. When the Laue condition is satisfied:

𝑘𝑑 − 𝑘 𝑖 = 𝑔⃗ℎ𝑘 (2.10)

constructive interference occurs and a diffracted spot appears on the LEED screen. Here 𝑔⃗ denotes the
reciprocal lattice vector:

𝑔⃗ℎ𝑘 = ℎ𝑎∗⃗ + 𝑘𝑏∗⃗ (2.11)

Where 𝑎∗⃗ and 𝑏∗⃗ are the primitive reciprocal translation vectors. The spots visible on the fluorescence
screen of the LEED setup correspond to the projection onto the equator plane of the spots originating
from the intersection of the Ewald sphere with the reciprocal lattice rods, as shown in figure 2.6(b). When
the energy of the electrons is increased, the size of the Ewald sphere also increases and its origin shifts.
Hence more reflections are visible on the screen and it appears, that the spots on the screen converge
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towards the center [42]. All the above applies to an ideal surface. In reality, the surfaces are often not
perfectly smooth, which also has an effect on the LEED image.
Figure 2.7(a) shows some examples of different surface textures and their representation in reciprocal
space. This is only the basic idea of the origin of LEED spots. For the interpretation of diffraction
patterns, it is important to mention that the symmetry of the surface (be it reconstruction of the top
atomic layer of the crystal or the symmetry of the adsorbates/layers) under normal incidence of the
electron beam corresponds to the symmetries of the spots on the luminescent screen of the LEED. Due
to the low penetration depth of the electrons in the LEED (about 5 to 10 Å), one of the dimensions can
be neglected and the 17 space groups in 2D have to be considered [42]. Those 17 space groups can be
divided into 5 groups of the basic shapes of the unit cell: Parallelogram lattice (p1, p2), Rectangular
lattice (pm, pg, pmm, pmg, pgg), Rhombic (Centered) lattice (cm, cmm), Square lattice (P4, P4g, P4m,
P3, P3m1, P31m)4 and Hexagonal lattice (P6, P6m). Figure 2.7(b) shows five symmetries, each of which
belongs to one of the 5 groups. In addition, if the surface contains different domains, the patterns can be
more complex. Figure 2.7(c) shows an example of such a complex LEED pattern.

4Sometimes the last three symmetries (P3, P31m, P3m1) are called trigonal lattices.
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Figure 2.8.: (a) Schematic representation of STM. (b) One-dimensional tunneling effect, with the cathode and anode made of
the same material and a non-conducting barrier in between. With a sufficiently thin barrier, the wave function of the electrons
can penetrate the barrier and still be found on the other side, , without any voltage applied.

2.3.2. Scanning tunneling microscope

STM is a technique which has been developed in the 1980s by Gerd Binnig and Heinrich Rohrer. The
discovery and development have been so significant for physics that they were both awarded a Nobel
Prize in 1986 which they shared equally with Ernst Ruska for the discovery and development of electron
microscopy (1/2 for Ernst Ruska and 1/4 each for Binning and Rohrer) [43]. In STM measurement,
a very sharp tip (also called a probe) is brought very close to a conductive surface (≈1 nm) see figure
2.8(a). When a voltage is applied between the tip and the sample, a current flows despite a gap. This
quantum mechanical effect is referred to as the tunneling effect. In classical physics, electrons from the
tip cannot overcome the non-conducting barrier between the tip and the sample. However, in the quantum
mechanical view, where electrons are considered as particles and waves at the same time, electrons in
the barrier have non-vanishing probability that decays exponentially. In the very simple picture of a
one-dimensional barrier between a tip and the sample of same metal as shown in Figure 2.8(b). To
describe the system in quantum mechanics the Schrödinger equation can be used:

𝑖ℏ
𝜕

𝜕𝑡
Ψ(𝑟, 𝑡) =

(︃
− ℏ2

2𝑚
Δ +𝑉 (𝑟, 𝑡)

)︃
Ψ(𝑟, 𝑡) (2.12)

If we consider the one-dimensional problem with time independent potential, the time dependence in
the wave function can be considered as a separate factor Ψ(𝑟, 𝑡) = exp (−𝑖𝐸𝑡/ℏ)Ψ(𝑟). Accordingly, the
Schrödinger equation can be written as:

ℏ2

2𝑚

𝜕2

𝜕𝑧2
Ψ(𝑧) = [𝑉 (𝑧) − 𝐸] Ψ(𝑧) (2.13)

By inserting the wave functions for each of the three regions shown in Figure 2.8(b) into the Schrödinger
equation, we obtain:

Ψ(𝑧) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝐴𝑒𝑖𝑘𝑧 + 𝐵𝑒−𝑖𝑘𝑧 𝑧 < 0 (region I)

𝐶𝑒𝑖𝑘𝑧 + 𝐷𝑒−𝑖𝑘𝑧 0 ≤ 𝑧 ≤ 𝑑 (region II)

𝐹𝑒−𝑖𝑘𝑧 𝑧 > 𝑑 (region III)

(2.14)
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Figure 2.9.: (a) Schematic representation of the tunneling effect with probe and sample made of different materials. A positive
voltage is applied to the sample, which lowers the Fermi energy of the sample. The colored areas represent filled electronic
states. 𝜌 stands for the density function of electronic states and Φ represents the work function, the energy needed to remove
an electron from the material into the vacuum. 𝐸F is the Fermi energy. (b) Effect of finite temperature on the tunneling effect.
𝐼+ and 𝐼− represent the electrons tunneling from the tip into the sample and from the sample into the tip, respectively. 𝑓 (𝐸)
is the Fermi function and 𝜀 represents the energy of a particular electron. Both figures are based on [44].

𝐴, 𝐵, 𝐶, 𝐷, 𝐹 represent the amplitudes of the wave function of an electron in the respective region
(𝐼, 𝐼𝐼, 𝐼𝐼𝐼) and are complex numbers. Considering the continuity condition of the wave function at the
transition of regions 𝐼 → 𝐼𝐼 and 𝐼𝐼 → 𝐼𝐼𝐼 we can solve all these equations and find the solutions for this
particular system. Since this exercise is to be found in almost every textbook of quantum mechanics, we
will directly write down the important result without proof:

𝑇 = |𝐹 |2 ∝ exp
(︂
−const. 𝑑

√︁
𝑉0 − 𝐸

)︂
(2.15)

This equation is only valid for the case, where the particle energy is much smaller than the potential
barrier. Thereby 𝑇 is the probability of finding the electron after passing the barrier. We call this the
tunneling probability. Thus the tunneling probability decreases exponentially with the thickness of the
barrier (distance tip to sample) and the square root of the barrier height. This one dimensional example al-
lows to follow the principle of the quantum mechanical tunneling effect, but it neglects that usually the tip
and the sample are not made of the same metal and not only have one electron state with the energy 𝐸 but
rather an electron band structure. Also, no applied voltage between the tip and the sample was considered.

In general, the tip and the sample are made of different materials whose composition consists of the
same or different atoms. The electron structure of the tip/sample can be described by the density of states
(DOS) 𝜌(𝐸) and the Fermi energy 𝐸F . The DOS describes how many states are available in a certain
energy interval in a physical system (here tip or sample). 𝐸F describes the energy of the highest occupied
state in the system Thus, our system of tip, sample and potential barrier at an applied positive voltage
to the sample can be considered as represented in figure 2.9(a). Such a representation and quantum
mechanical description of a system of two different metals and an insulating material in between was
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made by John Bardeen5 in 1960 [45]. As his description happened 20 years before the invention of
STM, Bardeen in his paper speaks of two metals and a thin insulating oxide layer. Later many other
theoretical physicists, including Tersoff and Hamann, adopted his work for the description of processes
in STM. However Bardeen considered the tunnel effect as a many particle system of electrons. Since
the description of a real many particle system is quite challenging as they are usually dynamic and also
coupled, his theory is based on several assumptions[46]:

1) tunneling is weak so that a first-order approximation is valid

2) probe and sample states are nearly orthogonal

3) electron-electron interactions are ignored

4) tunneling has no effect on the occupation probability of probe and sample states

5) the probe and sample are in electrochemical equilibrium

With these assumptions and with the help of time-dependent perturbation theory and Fermi’s Golden
Rule[47], the tunneling current in the low-temperature limit can be represented as follows:

𝐼 =
4𝜋e

ℏ

∑︁
𝑖, 𝑓

|︁|︁𝑀𝑖, 𝑓

|︁|︁2 𝛿(𝐸𝑆, 𝑓 − 𝐸𝑃,𝑖) =
4𝜋e

ℏ

𝐸
𝑓 ,probe∫

𝐸
𝑓 ,sample

𝜌
𝑃
(𝜀)𝜌

𝑆
(𝜀) |𝑀 (𝜀) |2 𝑑𝜀 (2.16)

Here, 𝛿 represents the Dirac delta function and ensures that the energy conservation is valid, since only
the transitions where the initial energy 𝐸𝑖 is equal to the final energy 𝐸 𝑓 are allowed. 6 𝑀𝑖, 𝑓 is a so-called
tunneling matrix element7.

𝑀𝑖, 𝑓 =
ℏ2

2𝑚

∫
𝑆
𝑃,𝑆

(︂
Ψ𝑃,𝑖∇Ψ∗

𝑆, 𝑓 − Ψ∗
𝑆, 𝑓∇Ψ𝑃,𝑖

)︂
· 𝑑𝑆⃗ (2.17)

The integration is performed over the separation surface 𝑆
𝑃,𝑆

within the barrier. 𝑃, 𝑆, 𝑖, 𝑓 stand for Probe,
Sample, initial state and final state respectively. The equation (2.16) applies to systems at very low
temperatures. The Fermi energy, as shown in Figure 2.9(a), has a sharp edge. In reality, the Fermi edge
is softened and can be represented by the Fermi function as follows:

𝑓 (𝐸 − 𝐸F) =
1

1 + exp
(︂
𝐸−𝐸F
𝑘B𝑇

)︂ (2.18)

This means that in our example of a tip, sample and gap in between, with a positive voltage on the sample,
there is not only a transfer from the tip into the sample, but also a transfer from the sample into the tip
5John Bardeen is famous for his work in the field of semiconductors and was the first to be awarded two Nobel Prizes in
Physics. One of his most famous works is the BCS theory (Bardeen, Cooper, and Schrieffer theory) where he and colleagues
theoretically described superconductivity.

6The transition from discrete energy levels to the continuous density of states is given here without going into details, the
interested reader should be referred to the book of Voigtländer [44], where he describes this problem on several pages.

7For simplicity the Ψ𝑃,𝑖 (𝑟) is represented as Ψ𝑃,𝑖 . Also the matrix element 𝑀 (𝜀) is the same as 𝑀𝑖, 𝑓 but with Ψ𝑃,𝑖 (𝑟) →
Ψ𝑃,𝑖 (𝑟, 𝜀)
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Figure 2.10.: Schematic representation of the Tersoff-Hamann theory.

(see figure 2.9(b)). This leads to a net current:

𝐼 =
4𝜋e

ℏ

∞∫
−∞

{ 𝑓 (𝜀 − 𝑒𝑉) − 𝑓 (𝜀)} 𝜌
𝑃
(𝜀 − 𝑒𝑉)𝜌

𝑆
(𝜀) |𝑀 (𝜀) |2 𝑑𝜀 (2.19)

To calculate the current with Bardeen’s equation, the wave function of the tip (i.e. its structure) is needed,
which however is not known in general. Therefore, Tersoff and Hamann showed in 1983 [48] that under
the assumption of very small tunneling voltages, the wave function of the tip can be approximated by a
spherical wave function.

This allows the tunneling current to be approximated by the local density of states of the sample at 𝐸F

and at the position of the center of the tip 𝑟
𝑃

[44] :

𝐼 ∝
∑︁
𝑛

|︁|︁Ψ
𝑛
(𝑟

𝑃
)
|︁|︁2 𝛿(𝐸F − 𝐸

𝑛
) ≡ 𝜌

𝑆
(𝐸F , 𝑟𝑃 ) (2.20)

Figure 2.10 shows the schematic representation of the Tersoff and Hamann approximation of the tip. The
Tersoff-Hamann approximation connects STM images in a comprehensible way to the mapping of the
local density of states of the sample only for very small bias voltages. For the description of semiconduc-
tors, for example, the Tersoff-Hamann approximation is not suitable because in this case bias voltages of
more than 2V are needed [49].
For a more realistic description, a better approximation of the real tip is needed. This can be done by
different models, such as modeling the tip as a single atom adsorbed on the metal surface and simulating
the metal surface by applying the jellium model [50]. Or by simulation of the tip as a tungsten cluster
with 10 atoms [51]. Moreover, it is worthwhile to mention that there are several other approaches to
approximate the tunneling effect, such as Chen’s approximation, Green’s function formalism, Scattering
theory and Hückel approximation [52].

STM has a limitation when it comes to measuring particles on the surface with sizes in the range
of about 0.5 nm. As illustrated in Figure 2.11, when the height does not vary significantly in the lateral
direction (as observed in the left part of the resulting height profile in Figure 2.11), tracking the surface
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substrate
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STM scanning direction

hcl

Figure 2.11.: Lateral broadening caused by the STM probe. Top: Schematic representation of the STM data acquisition of a
surface with a large cluster. Bottom: Resulting height profile.

is reliable. However, when the height of the particle or cluster becomes sufficiently large that the shape
of the probe tip starts to influence the measurement, the lateral shape of the cluster may become distorted
(see right part of the Figure 2.11). Nonetheless, the height of the cluster (hcl) remains preserved.

2.3.3. Photoemission Spectroscopy

In 1887 Heinrich Hertz [53] and Wilhelm Hallwachs [54] conducted the first experiments on the photoe-
mission effect. They observed that when shining ultra violet light on a negatively charged insulated metal
plate, the plate can be discharged. In contrast to a positively charged metal plate, where the discharge
does not take place. However, this effect was not understood at that time. It was not until 1905 that
Albert Einstein succeeded in proposing the revolutionary photoelectric equation:

𝐸max
kin = ℎ𝜈 −Φ0 (2.21)

where the photon energy ℎ𝜈 is directly related to the maximum kinetic energy of the emitted electrons
𝐸𝑚𝑎𝑥
𝑘𝑖𝑛

and the characteristic material constant Φ0, also known as the work function. It took several years
to obtain a clear experimental proof of the photoelectric effect and Einstein was awarded the Nobel Prize
for his theoretical achievement in 1921 [55]. Basically, the photoelectric effect describes the emission of
electrons from a solid induced by light (photons). The decisive factor is the energy of the photons and
not their intensity. If at a fixed energy of the photons no electrons are emitted from a solid, the increase
of the intensity of the light does not lead to a photoelectric effect, however the change of the energy does.

Photoemission spectroscopy (PES) is based on the photoelectric effect and gives insight into the electronic
structure of solids and molecules. Figure 2.12(a) shows a typical setup of a photoemission spectrometer.
The light source is either a discharge lamp, an x-ray tube or a synchrotron radiation source [56]. Typically,
the light is monochromatized before it is exposed to the sample, causing electrons to be released from the
sample. The electrons are then usually collected in a specific spatial direction. They are guided through
electrostatic lenses and pass through the hemisphere energy analyzer, where they can be dispersed by
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Figure 2.12.: (a) Typical setup for PES. (b) Schematic view of the photoemission process. Electrons with kinetic energy 𝐸kin
can escape into the vacuum by absorbing photons with energy ℎ𝜈, as long as they can overcome the work function Φ0, see
equation (2.22). The intensity of the spectrum 𝐼 (𝐸) corresponds, in the first approximation, to the density of electron states
𝑁 (𝐸) in the sample. The Fermi level 𝐸F lies between the valence band and the conduction band. Secondary electron cascades
contribution in the spectrum results from the electron-electron scattering in the sample.

energy or momentum. Next the electrons hit multichannel plates (MCP) 8, then the luminous screen and
are finally recorded by a camera. The resulting spectrum is then processed in the computer. Thereby, the
kinetic energy of the electrons is measured. Figure 2.12(b) shows the schematic structure of a spectrum
obtained during the photoemission spectroscopy experiment. The electron received its energy, shown in
the spectrum, from the photon, then overcame the work function and was detected. So by subtracting the
work function9 and the kinetic energy of the electron from the known photon energy, a residual energy
remains which is called binding energy 10 𝐸B .

𝐸B = ℎ𝜈 − 𝐸kin −Φ0 (2.22)

In the spectrum shown in Figure 2.12(b) is one more feature visible, the contribution of so called sec-
ondary electrons. The secondary electrons are the photoelectrons that scatter inelastically before leaving
the solids into the vacuum.

In reality, the process of photoelectron emission is much more complex than described above. However,
this rather simple single-particle picture helps to understand the main processes in PES. The details of
a spectrum such as the shape of the core level peaks or the details in the band structure on the meV

scale cannot be explained by the single-particle picture. Therefore, the sample must be considered as
a many-body system. In the literature often a quantum mechanical approach is used, where Fermi’s

8Device for multiplying the signal of electrons by emitting secondary electrons in cascades
9The work function can be determined experimentally by measuring the whole energy range emitted from the solid (𝐸max

kin )
and applying equation (2.21)

10In the literature, the spectra are usually presented as a function of the binding energy. Thereby the reference energy in solids
is taken as 𝐸F and in molecules as 𝐸vac.
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Golden Rule and the perturbation theory are applied. Thereby it is assumed, that an electron is removed
from the N-particle system, but the relaxation of the (N-1) system of particles has no influence on the
photoelectron (sudden approximation11).
This yields a current of photoelectrons 𝐽

𝑘⃗
(ℎ𝜈), which is composed of the individual contributions from

each photoelectron with the wave vector 𝑘:

𝐽
𝑘⃗
(ℎ𝜈) = 2𝜋

ℎ

∑︁
𝑓

| ⟨Ψ
𝑘⃗,𝑠
| 𝐻

𝑃𝐸
|Ψ

𝑖
⟩⏞ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏟⏟ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ̄ ˉ⏞

:=Δ
𝑖 𝑓
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𝑠

| ⟨Ψ
𝑠
(𝑁 − 1) | 𝑐
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|Ψ

𝑖
(𝑁)⟩ |2𝛿(ℎ𝜈 − 𝜀

𝑠
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:=𝐴<

𝑘⃗
(ℎ𝜈)

(2.23)

With the photoelectron matrix elementΔ
𝑖 𝑓

, where𝐻
𝑃𝐸

represents the so called photoemission perturbation
operator:

𝐻
𝑃𝐸

=
𝑒

2𝑚𝑒𝑐

(︂
𝐴⃗ · 𝑝̂ + 𝑝̂ · 𝐴⃗

)︂
+ 𝑒2

2𝑚𝑒𝑐
2
𝐴2 (2.24)

With the electromagnetic field 𝐴⃗ and momentum operator 𝑝̂ = 𝑖ℏ∇. 𝐴<

𝑘⃗
(ℎ𝜈) represents the one-electron

spectral function. 𝑐
𝑘⃗

is so called creation operator and is responsible for the creation of a photoelectron:

|Ψ
𝑘⃗,𝑠
(𝑁)⟩ = 𝑐†

𝑘⃗
|Ψ

𝑠
(𝑁 − 1)⟩ (2.25)

The index 𝑖 stands for the initial state and Ψ
𝑘⃗,𝑠

describes the final state of the photoelectron. The Index 𝑠

denotes a complete set of quantum numbers and describes all possible excitations in the final state (photon,
plasmon, electron-hole pairs and multiple excitations). Basically 𝐴<

𝑘⃗
(ℎ𝜈) describes the probability to

remove one electron from the system with the wave vector 𝑘 and energy 𝜀 [58, 59]. The equation (2.23)
describes a general case. To calculate 𝐽, however, all excited states of the (N-1) system must be known.
This is impractical and computationally expensive. Besides, the evaluation of equation (2.23) is mostly
done with bulk Bloch states, the surface is not considered. This can be compensated if this approach is
considered as the first step in the so-called three-step model. Although this leads to the need for further
theoretical treatment [59].
Fortunately, 𝐴<

𝑘⃗
(ℎ𝜈) can be put in relation with a one-particle Green’s function, which allows the

calculation without the knowledge of the whole system. With this approach, for example, the explanation
of the asymmetric spectral lines of the core level of metals is possible (the Mahan–Doniach–S̆unjić line
shape)[60–62].

11Which is justified for the energy of photons above a few tens of eV [57].
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Figure 2.13.: Photo of the UHV surface-science facility. The equipment in the background has been removed for clarity.
The vertical dashed line illustrates the separation by means of a gate valve of the two UHV chambers. An ion getter pump is
flanged to the bottom of the bench for each chamber. In total, the facility has 4 turbo molecular pumps. One is flanged to the
right chamber on the back side under the bench, the second is flanged to the monochromator of the UV source and the other
two provide differential pumping of the discharge chamber of the UV source and are also placed on the back side.

2.4. Experimental setup

The experimental setup consists of two main chambers in UHV. In the first chamber the samples are
prepared and measured with LEED and UPS. In the second chamber STM measurements are performed
and there is a carousel-like sample storage system that can hold up to 6 samples at a time. In order to
keep the sample environment as free of contamination as possible, because during sample preparation or
UPS measurement the base pressure can deteriorate for a short period of time by one to two orders of
magnitude, the second chamber is separated from the first chamber with a gate valve and only STM is
performed on samples in the second chamber.
The base pressure is kept below 1 × 10−10mbar. This is achieved by pumping the entire facility down
by turbo molecular pumps to a pressure of about 5 × 10−8mbar and then baking the entire apparatus
at temperatures between 100 and 120 ◦C for several days. After the base pressure is reached, the
maintenance of UHV is ensured by the titanium sublimation pumps and ion getter pumps. Especially
during the STM measurement the turbo molecular pumps must be shut down, otherwise the vibration
will disturb the measurement.
The cryogenic manipulator with 4 axes (x,y,z and rotation axis 𝜃 ) allows the transfer between the
chambers and the handling during the preparation or measurements (see figure 2.13). The preparation of
the samples is performed in the manipulator. There the samples can be heated in a “high temperature”
holder up to 600 ◦C by resistance heating, but the “low temperature” holder must be kept below 150 ◦C,
otherwise there is a high risk that the temperature sensor on the “low temperature” holder is damaged 12.
For preparation at even higher temperatures, the samples must be placed in a separate holder, where they
can be heated with the help of electron impact heating to over 1000 ◦C. A more detailed description of

12The cooling is achieved by the flow of nitrogen gas through the cryogenic pipes inside the manipulator. Between the “low
temperature” holder and the cryostat a monocrystalline sapphire plate is inserted. This insulates the “low temperature”
holder electrically from the manipulator while maintaining high heat conductance.
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exactly this heating station is presented in the PhD thesis of Wolter [63].
For the cleaning of crystals (samples) an argon ion sputter gun is used. Argon 6.0 is injected into the
sputter gun, which leads to the pressure in the chamber raising to about 1× 10−6mbar to 1× 10−7mbar.
By applying a high voltage, the argon ions within the sputter gun are accelerated and then directed towards
the surface of the sample. The ions collide with the surface and disintegrate (sputter) the upper layers of
the crystal, effectively cleaning it in the process.
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3. Samples

The following three subchapters detail the primary substrate used (Al2O3 | |Ni3Al) and two adsorbate
materials (C60 and Bi).

3.1. Oxide Layer on Ni3Al(111) crystal
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Figure 3.1.: (a) Top: STM images of network and dot structure of Al2O3 | |Ni3Al, reprinted with minor changes from [64]. (a)
Bottom: LEED images of Al2O3 | |Ni3Al surface @93 eV. The unit cell of Al2O3 | |Ni3Al is marked with green lines, the unit
cell of the network structure with blue lines and the unit cell of the dot structure with white lines. Since the LEED pattern
is a reciprocal representation of the real space, the unit cell in STM measurement is reciprocal to the unit cell in the LEED
image. (b) Top left: Model of the surface of Ni3Al(111) based on [65]. (b) Top right: Model of Al2O3 | |Ni3Al based on [66].
White hexagons represent the dot structure, black triangles the network structure. (b) Bottom: Vertical slice of the model of
Al2O3 | |Ni3Al proposed by [67]. Vertical layer spacing are taken from [66].

For the support of C60 molecules and Bi metal clusters, an ultra thin aluminum oxide (Al2O3) layer on the
surface of Ni3Al(111) was chosen. Long range superstructure is formed only after a special preparation
recipe which was developed in the group of Conrad Becker1. The formation and quality of the oxides
layer superstructure can be verified, up to a certain degree, by LEED (see Figure 3.1).

1ORCID: 0000-0002-7035-6083
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The unit cell of the Ni3Al(111) surface is 0.51 nm in length, as stated in the work of Degen [64]. Addi-
tionally, Degen’s STM measurements reveal two distinct structures on the Al2O3 surface: by adjusting
the STM to a gap voltage of 3.2V, the so-called network structure with a lattice constant of 2.35 nm
becomes visible. By reducing the gap voltage to 2V, the dot structure emerges, characterized by a
lattice constant of 4.16 nm. This latter structure is likely the true superstructure of Al2O3, exhibiting a√
67 ×

√
67R47.784◦ relationship to the Ni3Al(111) substrate lattice, as proposed by Degen [64].

In the LEED image, two rings consisting of 12 spots each are visible around the Ni3Al(111) diffraction
spot. The larger outer ring corresponds to the network structure, while the inner ring represents the dot
structure. These 12 spots originate from two hexagonal rotation domains within the Al2O3 film, with an
angle of 24◦ between them (refer to the enlarged section of the LEED image in Figure 3.1(a)). The 18◦

angle shown in the same figure, represents the angle between the substrate and the network structure [64].

Schmidt et al. [66] proposed a plausible explanation for the appearance of the dot and network structures
by combining STM observations with density functional theory (DFT) calculations. They suggested that
holes form (dot structure) on the surface of the oxide layer, extending down to the underlying metal sur-
face (upper right corner of Figure 3.1(b)), serving as templates for nucleation. However, this mechanism
occurs only for metals that weakly react with oxygen, such as Pb. For other metals like Fe, the absorption
energy in the hole is higher, creating a barrier that impedes nucleation in an ordered manner.
For completeness, Figure 3.1(b) also includes the structure of the Ni3Al(111) surface (based on Rosen-
hahn et al. [65]) and a vertical cross-section of the Ni3Al(111) and Al2O3 layer system (based on Schmid
et al. [66]).
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Figure 3.2.: (a) Representation of the cage of the C60 molecule with carbon atoms located at the vertices of pentagons and
hexagons and the region of 𝜋 electrons. Based on the work of Mineyuki Arikawa [68].(b) Geometric structure of the C60

molecule with 20 hexagons (white) and 12 pentagons (red). For better visibility, the tree-dimensional truncated icosahedron
is cut along a random path so that two groups form two halves of the structure (separated by the dashed line). Two hexagons
marked with an asterisk represent two parallel faces on an imaginary axis in tree-dimensional space. (c) Energy levels of the
free C60 molecule, calculated with the Hubbard model [69].

3.2. Fullerene C60

The discovery of C60 took place in 1985 in the Chemistry Department of Rice University in Houston,
Texas in the USA in a collaboration group of U.S. and U.K. researchers. The discovery was so impor-
tant for the world of chemistry and physics that its discoverers Curl, Kroto and Smalley were awarded
the Nobel Prize in Chemistry in 1996. The name Buckminsterfullerene (often abbreviated to fullerene
or buckyballs) was chosen in reference to American architect Richard Buckminster Fuller’s Biosphere
building in Canada, Montreal, which provided the first clue to the molecule’s structure [70].
The Fullerene molecule is composed of 60 carbon atoms in a very stable spherical configuration and
has no dangling bonds like any other complex carbon molecule (refer to Figure 3.2(a)). The valence
electrons of each carbon atom are in a 𝑠𝑝2 hybridized state and three of them form stable 𝜎 bonds between
neighboring atoms. The fourth valence electron is called the 𝜋 electron and it is located in the 𝑝 orbital,
which is much more spread out around the C60 molecule than the 𝜎 electrons [69].
The geometric structure of C60 has been described by Kroto, Smalley and their colleagues as "a trun-
cated icosahedron, a polygon with 60 vertices and 32 faces, of which 12 are pentagonal and 20 are
hexagonal" [71]. There are two different lengths of bonds between carbon atoms: the bond between two
hexagons is about 1.4Å and between a hexagon and a pentagon about 1.46Å, therefore the shape of
icosahedron of C60 molecule is irregular [72] (see Figure 3.2(b)).
The energy levels of C60 calculated using the Hubbard model in the mean-field approximation [69] are
shown in Figure 3.2(c).
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Figure 3.3.: (a) Crystal lattice structure of the bulk of Bi. The rhombohedral structure is indicated by primitive vectors as
solid green lines. Hexagonal lattice vectors are indicated by solid black lines. Based on the work of Hofmann [73] (b) Top:
Surface of Bi(111). (b) Bottom: Side view of the surface of Bi(111) - virtual slice through one of the mirror planes. Based
on the work of Mönig et. al. [74] (c) Top: Surface of Bi(110). (c) Bottom: Side views of the slice perpendicular to the mirror
plane (left) and parallel to the mirror plane (right). Based on the work of Sun and coworkers [75].

3.3. Bismuth

Bismuth (Bi) is a heavy metal with atomic number 83. Unlike its Periodic Table neighbors such as
Thallium, Led and Polonium, it is not toxic and almost not radioactive, the half life time of 209Bi is
(1.9 ± 0.2) × 1019 yr [76] 2.
Bismuth’s non-toxicity has a huge potential in medicine, for example, its compounds are already used as
gastroprotective agents and in the treatment of a Helicobacter pylori infection [78]. Bi also has potential
to be an excellent antimicrobial [79, 80], anti-leishmanial [81] and anticancer agent [82]. Besides its
medical use, Bi could be a good substitute for the very toxic Pb in the perovskite photovoltaic cells [83]
or in chalcohalides-based solar cells [84]. Also from a chemical point of view, Bi is a very promising
candidate for new discoveries. Since it has a wide range of oxidation states in compounds from -3 to
+5 and the ability to form compounds with a wide range of elements and complexes [85], allowing new
discoveries for example in catalysis [86].

The crystal structure of Bi is rhombohedral with equal lattice vectors 𝑎rh , denoted by solid green lines in
Figure 3.3(a). The angle between the primitive vectors is denoted by 𝛼. An example of lattice parameter
values at 4.2K [73] is given in Figure 3.3(a). In the same figure the hexagonal vectors 𝑎 and 𝑐 are shown.
The reason for this notation and the relation to the rhombohedral primitive lattice vectors can be found
in the work of Hofmann [73].

2Just for comparison: the age of the universe is approximated to (13.801 ± 0.024) × 1012 yr [77]
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(a) Bi (b) Au (c) Si

Figure 3.4.: (a) Electronic band structure of Bi theoretical calculations with 3 different approximations of DFT: local density
approximation (LDA), generalized gradient approximation (GGA) and quasi-single particle self-consistent GW (QSGW)
approximation, where GW stands for the single-particle Green’s function (G) and the screened Coulomb interaction (W) [88].
The enlarged portion of the figure shows direct (𝐸𝑔) and indirect (𝐸0) band gaps. (b) Electronic band structure of Au and (c)
of Si calculated with the tight-binding approximation [89].

In Figures 3.3(b) and 3.3(c) the schematics of the surface of Bi(111) and Bi(110) are given.

Because of its very low free electron density of about 3×1017 cm−3 [73], Bi is classified as a semimetal 3.
This can also be seen in the band structure of Bi, where so-called direct (𝐸𝑔) and indirect (𝐸0) band gaps
are formed (see Figure 3.4(a)) in comparison to classical metals such as Au (Figure 3.4(b)) where no gap
is formed or a typical semiconductor as silicon (Figure 3.4(c)) were a gap is clearly seen.

3In comparison, the free electron density of Au is about 5.9 × 1022 cm−3 [87]
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4. Results

In this chapter the results of the UPS and STM measurements are presented and discussed.
In the first part, we discuss the binding of C60 molecules to different surfaces (gold, silver, aluminum
oxide layer) and the effect of the surface on the HOMO level of C60. Additionally the change of the
binding energy of the C60 molecules on the surface of Al2O3 | |Ni3Al in dependence of the annealing
temperature is presented.
In the second part of the chapter, the studies of the self-organized bismuth clusters on the surface of
Al2O3 | |Ni3Al as a function of the annealing temperature are discussed. Furthermore, an electrostatic
model is provided for describing the observed effects.
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Figure 4.1.: (a) Schematic view of the C60 evaporator unit. Photograph of the vacuum feedthrough was taken from [90]. (b)
Calibration curves of the C60 evaporator, see text for explanation. The data for the plot were taken from Richter’s work [90].

4.1. Fullerene C60

In the subsequent sections, the deposition of C60 using a custom-built evaporator is outlined and the
results of STM and UPS measurements following C60 deposition at low temperatures and subsequent
tempering steps at higher temperatures are presented.
In the discussion section, the electrostatic model illustrating the influence of nearest neighbors on the
charge energy is introduced and compared with the shift observed in the UPS spectra of the HOMO level
of C60.

4.1.1. Deposition

Commercially available C60 molecules with a manufacturer-specified1 purity of 99.9% were utilized for
the experiments. A specially designed evaporator, developed in the work of Richter [90], was employed
for the high-vacuum deposition of the C60 molecules. The evaporator consists of a fused silica (SiO2)
crucible that measures 2.5 cm in height and 1.2 cm in width, with a thin glass tube incorporated for
a thermocouple (see figure 4.1(a)). The use of fused silica prevents catalysis, thereby preventing the
conversion of C60 to carbon nanotubes, as would occur in a metallic crucible [92]. The tungsten wire
that surrounds the crucible is threaded through aluminum oxide beads, providing insulation and ensuring
even heating of the crucible [90].
Calibration of the C60 evaporator was done by Richter [90] using a quartz crystal microbalance (QCM)
in a separate UHV chamber. Figure 4.1(b) shows a typical calibration curve with a heating current of
8.25A, resulting in a temperature of (450 ± 3) ◦C in the crucible2. The data was taken from the work of
Richter [90].

1The C60 used in this study was originally purchased in the late 1990s from Materials and Electrochemical Research (MER)
Corporation (1985) (MER is also mentioned in [91]). It has been utilized in several previous works within Heinz Hövel’s
group. Since C60 was stored in a sealed container and in a controlled environment, its quality and purity remain unquestionable
due to its inherent inertness.

2The error for the measured temperature was estimated based on the error margin for a K-type thermocouple, which is ±0.75%
of the measured temperature value [93].
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Figure 4.2.: STM measurements for the determination of the evaporation rate of the C60 evaporator. The inset pictures on
the left side represent the counted areas of the first (top) and second (bottom) ML. STM parameters: U = 7.5V, I = 120 pA.
Image resolution of (a) is 500x500 nm2 and (b) is 371.5x371.5 nm2.

A linear fit to the QCM data (see figure 4.1(b)) gives, according to Richter, an optimal C60 evaporation
rate of about 2.0Å/min, resulting in a total time of about 5min for the evaporation of 1ML [90]. Here
Richter assumes that 1 ML is about 10Å high.

Due to technical difficulties, we have not been able to reproduce the QCM experiment. For this reason
the experimental results of Richter [90] were used as a starting point, in particular the temperature inside
the crucible, which is more reliable than the current and voltage values of the heating filament. The latter
can vary over time due to degradation or simply because the filament has been replaced and the length is
not exactly the same, leading to a change in resistance.

Two experiments were carried out to verify the calibration of the C60 evaporator. The first experi-
ment was done directly in the main UHV chamber (see Chapter 2.4). We used HOPG as a substrate
and deposited C60 at room temperature (RT) aiming for a low coverage of about 1ML in total. After
deposition, STM measurements at LN2 temperature were performed in order to estimate the coverage.
In the course of the current work, the filament of the C60 evaporator broke due to degradation. In order
to verify that the evaporation rate did not change when the filament was replaced, the second experiment
was carried out in a separate UHV chamber.
A glass slide with a thin strip of stainless steel sheet of 1mm width was placed in front of the C60

evaporator. A long evaporation time was chosen to achieve a larger film thickness. After deposition, the
glass slide was removed from the UHV chamber and, after removing the stainless steel strip, an atomic
force microscope (AFM) measurement was made in ambient conditions for the estimation of the coverage
of C60 at the step profile created by the stainless steel strip (see Figure 4.3(c)).

In the following, the results of the different calibrations are presented and discussed.

4.1.1.1. Calibration with STM

A HOPG substrate was cleaned by heating it to 600 ◦C for 1 h. After cooling to RT, C60 was evaporated
in three steps with a filament voltage Uevap = 4.4V, a filament current of Ievap = 8.25A and an evaporation
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Figure 4.3.: (a) Photographs of large amounts of vapor deposited C60 molecules on a microscope slide. (a) Left: with
the stainless steel strip. (a) Right: the area of AFM measurement is marked. The Vertical stripes result from copper wire
attachments. (b) The temperature curve of the temperature inside the C60 evaporator crucible. (c) AFM measurement of the
C60 step, formed after 60 minutes of evaporation. The red marked area was averaged for the fit of the Boltzmann bent steps
profile shown in (d).

temperature of Tevap= (451 ± 3) ◦C. The evaporation times tevapwere 1.4min, 1.4min and 2.8min (see
table 4.1). Between each evaporation step, UPS measurements3 were taken at RT and, after the last
step, STM images were taken at LN2 temperature. Figure 4.2 shows two of these STM measurements
of C60 on the HOPG surface. The first and second ML of C60 have been masked using the Gwyddion
software [94] with different height thresholds. The average of the projected area of the first and second
ML of C60 in both images is (62 ± 2)%. So we can say that in about 5.6min about 62% of a ML is
deposited on the surface using the evaporation parameters mentioned above. A more practical value is
the time it takes to deposit 1ML of C60 on to a surface tML . For the evaporator parameters presented here,
the deposition time is tML= 7.7min/ML.

4.1.1.2. Calibration with AFM

The C60 evaporator was first operated for about 20 minutes with the shutter closed to allow the evaporator
to reach a stable temperature. A heating current of 9.123A and a heating voltage of 4.56V were used to
keep the temperature at a constant level of (451 ± 3) ◦C. The shutter was then opened for 230min± 1 s

and C60 was evaporated on to a microscope glass slide with a stainless steel strip (see Figure 4.3(a)).
The temperature was also recorded (see Figure 4.3(b)). After removing the stainless steel strip, the
resulting edge was measured with an ambient AFM. We chose the point on the surface of the microscope
glass slide, that is likely to correspond to the center of the deposited spot. The layer thickness can be
determined by fitting a Boltzmann bent step profile (equation 4.1) to the data (see figure 4.3(d)). This
was done using built-in functionality of the Gwyddion software [94].

𝑓 (𝑥) = 𝑦0 + ℎ/2 tanh 𝜉 + 𝑎𝜉 + 𝛽𝜉2, with 𝜉 = 𝑥 − 𝑥0 (4.1)

3To compare the evaporation rate and intensity of UPS scans
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The height of the step is (21.4 ± 0.4) nm. We can assume that with such a large amount of material
deposited at RT, C60 crystallizes in an fcc lattice with a lattice constant of 𝑎0 = (1.4052 ± 0.0005) nm
[95]. The plane distance in (111) direction is given by 𝑎0/

√︁
(ℎ2 + 𝑘2 + 𝑙2) = 𝑎0/

√
3 = 0.81 nm, so that

1ML in a C60 bulk has a height of 0.81 nm[96]. Hence the deposition time for 1ML of C60 is about
8.71min or 8min and 42 s.

In conclusion, the C60 evaporator is quite stable even after changing the filament. The main param-
eter is the temperature, which then determines the rate of the evaporator. Between the two calibrations
discussed above, we have a discrepancy of about one minute in the time taken to evaporate 1ML. This is
probably due to the method of measurement, since the AFM measurement was made in ambient condi-
tions. Adsorption of water and other molecules could have increased the height of the step. Furthermore,
the choice of the area to be measured is important. The aim was to capture what was probably the most
intense or central part of the evaporation spot.
If we additionally compare the initial calibration of Richter, which is about 5 min per ML (see table 4.1),
by analyzing an STM image of C60 on the Au(111) surface (see figure 4-1 in [90]), we can conclude
that Richter achieved a coverage of about 56.5%, which leads to an increase of tML from 5min to about
7.2min.
The STM calibration (see figure 4.2) is therefore the better method, and hence the evaporation time of
tML= 7.7min was used for all further experiments presented in the current work.
It should be noted that the definition of a ML is not a simple one. Especially when it comes to sub-
monolayer evaporation rates. Here the adsorption effects, which depend on the local surface structure,
substrate temperature and quality of the vacuum, become particularly important. In addition, different
materials can generally adsorb differently on various surfaces, leading to variations in the spacing of
individual particles and thereby affecting the definition of a ML.
The definition of a ML of C60 in this work can be represented as the complete coverage of a unit area
with C60 molecules in a hexagonal close packed (HCP) lattice with a lattice constant of 1 nm.

Table 4.1.: C60 evaporator parameters for different calibrations. Uevap is the voltage of the filament, Ievap represents the current
of the filament, Tevap is the temperature inside of the C60 crucible measured with a k-type thermocouple. tevap is the total time
used for the particular calibration of the evaporator. For STM three times are given, because the evaporation was done in three
steps (see text for explanation). tML is the time it takes to deposit one ML.

Methods Uevap[V] Ievap[A] Tevap[◦C] tevap[min] tML[min/ML] source
STM 4.40 8.25 451 1.4; 1.4; 2.8 7.7 this work
AFM 4.56 9.11 451 230 8.7 this work
QCM – 8.25 450 50 5.0 [90]
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Figure 4.4.: (a) UPS spectrum of the surface of clean Ag(111). The data in the range between −2.5 eV and 0 eV has been
scaled up by a factor of 200. Ag(111) is known to have a surface state just below the Fermi level [97]. The absence of the
surface state in the spectrum is probably due to its extreme sensitivity to sample orientation with respect to the analyzer. (b)
UPS spectra of 0.07ML of C60 on the surface of Ag(111). 80K denotes the data taken immediately after deposition at low
temperature. 300K indicates the data taken after annealing at RT for about 60min. The blue line marked with Ag(111)
denotes the spectrum of clean surface of Ag(111). The vertical colored stripes denote the peak onset position (PoP) (see
appendix A.1.2) of HOMO of C60. The gray stripe indicates the PoP direct after deposition and red stripe marks the PoP
after annealing at RT (see text). The width of the stripes represents the errors of PoP. All spectra were measured in normal
emission with an excitation energy Eexc of 21.22 eV (HeI𝛼 line).

4.1.2. C60 on Ag(111)

Ag(111) is known to have a very low signal in UPS spectra [98] in the vicinity of the HOMO of the C60

molecule[99]. It is therefore suitable for the study of UPS spectra of C60 especially in the sub-monolayer
regime. In addition, the preparation of Ag(111) is relatively simple, making it ideal for rapid adjustment
of, for example, the amount of evaporated material.

First, the surface of the Ag(111) was cleaned by sputtering (ion bombardment) it for 60min with
argon ions (Ag+) at an energy of 1 keV and an Ag+ current on the surface Isput of the Ag(111) of 3 µA.
In the second step the annealing process was achieved by resistance heating4 of the Ag(111) surface to
about 430 ◦C for 60min.
In the next step the substrate was cooled down to the LN2 temperature which, due to some losses at
the joints connecting the cryostat to the sample holder, resulted in a temperature on the surface of the
Ag(111) of about 80K.
After these preparation steps, a UPS spectrum of the clean substrate was recorded (see Figure 4.4(a)
denoted with Ag(111)). Then, about 0.07ML of C60 was evaporated5 onto the surface of Ag(111),
followed by a UPS measurement (Figure 4.4(b) denoted with 80K).
In the next step the sample was heated to room temperature (about 293K) for about 60min in the sample
holder with the LN2 cooling still on. Finally, the heating was switched off and, after the sample had been
thermalized at 80K, another UPS spectrum was recorded (see Figure 4.4(b) with label 300K).

4The heating of the surface results in the segregation of impurities from the bulk of the material closer to the surface and the
simultaneous desorpion of contaminations on the surface, such as residual gases e.g. H2, H2O, CO, CO2. The subsequent
sputtering process leads to erosion of the top layer of the surface, which contains most of the impurities. Therefore, the
interplay of heating and sputtering improves the quality of the surface [100].

5Using the C60 evaporator parameters given in Table 4.1 for STM calibration with tevap= 0.56min
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Figure 4.5.: (a) UPS spectrum of the surface of clean Au(111). The data in the range between −2.5 eV and 0 eV has been
scaled up by a factor of 7. (b) UPS spectra of 0.02ML of C60 on the surface of Au(111). 10K denotes the data taken
immediately after deposition at low temperature. 100K and 250K indicates the data taken at low temperature but after
annealing at the corresponding temperature. The vertical colored stripes denote the peak onset position of the HOMO of C60.
The width of the stripes represents the errors. All spectra were measured in normal emission with an excitation energy Eexc
of 21.22 eV (HeI𝛼 line).

The HOMO peak of C60 on the surface of Ag(111) appears in the range of −2.5 eV to −1 eV. To
determine the HOMO, the so-called peak onset position (PoP) was chosen (the discussion and the
method of determination can be found in Appendix A.1 and A.1.2). The peak onset positions of C60 after
deposition and after annealing are almost identical. For the HOMO measured directly after deposition
the energy of the PoP is Eonset = −1.41+0.02

−0.03 eV and the energy of the inflection point is Einfl = −1.59+0.01
−0.02 eV.

Annealing of the sample leads to a minimal shift: Eonset = −1.39+0.01
−0.02 eV and Einfl = −1.55+0.01

−0.02 eV.

Unfortunately, no STM images could be recorded for this measurement.

4.1.3. C60 on Au(111)

In order to broaden the study of the HOMO shift or its absence on the surface of metals, Au(111) was
used in addition to Ag(111), which was described above.
First the Au(111) was cleaned by heating it to 600 ◦C for 60min with subsequent sputtering with 𝐴𝑟+

with an energy of 1 keV and Isput = 2.5 µA for another 60min. The second and final heating cycle was
Table 4.2.: Peak onset position of C60 on Au(111) after deposition and after annealing at higher temperatures (Tanl [K]), see
Figure 4.5. Einfl describes position of the inflection point and Eonset the position of peak onset (see Appendix A.1.2). ΔEinfl and
ΔEonset describe the corresponding difference between inflection points and between peak onset positions after deposition and
after annealing.

ML Tanl[K] Einfl [eV] Eonset [eV] ΔEinfl [eV] ΔEonset [eV]
0.02 10 −1.54+0.02

−0.01 −1.39+0.0
−0.01

100 −1.45+0.03
−0.01 −1.265+0.003

−0.0

250 −1.42+0.04
−0.01 −1.27+0.02

−0.0 0.12+0.05
−0.02 0.11+0.02

−0.01

0.4 10 −1.57+0.01
−0.03 −1.40+0.0

−0.01

300 −1.48+0.02
−0.01 −1.31+0.0

−0.01 0.09+0.02
−0.03 0.09+0.0

−0.01
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Figure 4.6.: STM image of clean Au(111). Left side: 100x100 nm2 image with several terraces. For presentation purposes,
the image is flattened so that the superstructure is visible on each terrace. The blue line represents the height profile shown
on the right side (bottom). Middle: 31x31 nm2 image, zoom on one of the terraces. The black line with end caps indicates
the distance between two neighboring soliton walls enclosing the HCP of the Au(111) atoms. The orange line with end caps
denotes the periodicity of herringbone structure of the surface of Au(111). Both images were recorded with U = 2.0V, I =
90 pA. The red profile in the right upper corner represents binned data from the image on the left side. The bin width is 3 pm.

carried out at 475 ◦C for a further 60min.
In the next step, the surface of the Au(111) was cooled to liquid helium temperature, which, due to
losses at the joints of the manipulator and sample holder, corresponds to about 10K on the surface of the
Au(111) substrate. Immediately afterwards 0.02ML of C60 was deposited on to the surface of Au(111)
by opening the evaporator shutter for about 10 seconds with the evaporator parameters given in chapter
4.1.1.1. The UPS and STM measurements were then carried out, followed by tempering at about 100K
inside the STM cryostat for about two days, followed again by UPS and STM measurements at liquid
helium (LHe) temperature. The final tempering cycle was carried out at 250K in the sample holder of
the manipulator for about 60min with subsequent STM and UPS measurements at LHe temperature.
Additionally, a second experiment was conducted for the sake of reproduction, proceeding as described
above, but with a higher coverage of C60 of about 0.4ML and only one tempering step at 300K. The
following describes the obtained results.

Figure 4.5(a) shows the UPS spectrum of the clean surface of Au(111), where the region between
−2.5 eV and the Fermi level has been multiplied by a factor of 7. It can be seen that the d-band of
gold is at a lower binding energy than that of silver, so the spectrum of C60 is strongly altered by the
d-band of gold in this region. The HOMO peak of C60 on Au(111) is in almost the same range as on
Ag(111) :−2.5 eV to 1 eV. The peaks onset and inflection point positions are also similar (see table 4.2)
Figure 4.6 shows STM measurements on a clean surface of an Au(111) crystal. To characterize the clean
surface an average atomic step height was estimated by binning the height data in the Figure 4.6 (left
side) with a bin size of 3 pm. By plotting the frequency of height against height, as depicted in the upper
right corner of Figure 4.6 (red curve), a Gaussian profile can be fitted to each peak (which represent
atomic steps) to estimate an average atomic step height of (0.25 ± 0.02) nm. The fit parameters can
be found in Appendix B.1.1 and in Table B.1. The blue curve in the lower right corner of Figure 4.6
represents the profile of the superstructure of the Au(111) surface. The distance between the herringbone
structures, as indicated in Figure 4.6 (center) with an orange line with end caps, was also estimated by
fitting a Gaussian to each peak to give an average distance of (6.1 ± 0.3) nm. The average distance
between neighboring soliton walls (see Figure 4.6 black line with end caps) enclosing the HCP atomic
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arrangement is determined to be (2.5 ± 0.2) nm.
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Figure 4.7.: STM of 0.02ML C60 on Au(111), measured at 10K. (a) Measured immediately after deposition. Top:
40x40 nm2. U = 2.0V, I = 250 pA. Bottom: Height profile of the red path shown in the top image. (b) Measured after
annealing at 250K. Top left: 374x374 nm2. Top right: 64x64 nm2 zoom of the black square in the top left image, both
recorded with U = 2.0V, I = 90 pA. The 6x6 nm2 slice of the top right image (small black square) represents HCP structure
of the C60 island. Bottom: Height profiles of the red and blue paths in the center of the top right image. (c) Top: 27x30 nm2

slice of (b) (big black square in the top right image). Bottom: Binned height data of the top image with a bin width of 0.8 pm.
Parameters for the Gaussian fits can be found in Table B.5 in Appendix B.1.2. (d) Illustration of different orientations of C60

on the surface of Au(111) [101].

Fitting curves and parameters are given in Figure B.2 and Table B.2. Figure 4.7(a) shows an STM
measurement of 0.2ML C60 on Au(111) directly after deposition at 10K. The red line in the lower figure
shows the height profile along the red line in the upper figure. This signifies one of the few stable images
that were successfully obtained. It underscores the challenging nature of STM measurements without
annealing, as the adsorbed material is often characterized by loose binding and high disorder.
After annealing, C60 is found to be in an ordered state and mostly adsorbed at the atomic step edges
as shown in the left side of Figure 4.7(b). By zooming in on one of the islands (see Figure 4.7(b) on
the right), C60 can be observed in a HCP structure (see the inset image of the enlarged section of the
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Figure 4.8.: STM on 0.4ML C60 (a) 50x50 nm2 immediately after deposition U = 2.0V, I = 250 pA (b) 60x60 nm2 and (c)
90x90 nm2 after annealing at 300K U = 2.0V, I = 90 pA

right image in the Figure 4.7(b)) with an average distance between the molecules of 1 nm. The average
distance was estimated by fitting Gaussian functions to the red and blue profiles shown in Figure 4.7(b).
Thereby the mean distance in the blue profile is (1.02 ± 0.09) nm and in the red profile (1.1 ± 0.3) nm.
Fit parameters and fitting curves can be found in the Appendix (Figure B.3, Figure B.4, Table B.3 and
Table B.4 ). The discrepancy in distance between these two estimates is probably due to the drift effect
of the STM measurements, which is more pronounced in the slow scan direction, in this case the slow
scan direction corresponds to the direction from the top to the bottom of the image.
Within an island, C60 molecules have a different contrast/height in the image. Some of them appear
brighter (higher) than others. This is due to the different orientations of the molecules on the surface,
so that the brighter molecules are on average (0.0431 ± 0.0004) nm higher. To estimate the mean height
difference between two orientations of C60 molecules, height data from a slice of Figure 4.7(b) (marked
with a big black square) was binned with a bin width of 0.8 pm and the resulting peaks fitted with
Gaussian profiles (see Table B.5 in the Appendix B.1.2). This result correlates with the value of 0.04 nm
given in [102], where the authors investigate the orientation of C60 molecules with STM and verify
the results with LEED measurements and DFT calculations. According to [101] the brighter (higher)
molecules face the surface with a carbon-carbon bond down and bind directly to a gold atom (top side),
as depicted in Figure 4.7(d). The darker (lower) appearing C60 molecules face the surface with one of
the hexagons and are located above a surface vacancy that allows them to sink deeper (see Figures 4.7(d)).

Figure 4.8 shows the results of measurements of 0.4ML of C60 on Au(111). As in the previous
measurement (see Figure 4.7(a)), the STM results measured immediately after the deposition of C60 are
not very reliable and represent a disordered state (see Figure 4.8(a)). Figures 4.8(b) and 4.8(c) show
measurements of the sample after annealing at 300K.
Figure 4.8(b) contains an artifact described in Figure 2.11, which is sometimes referred to as the double-
tip artifact. Islands in the image “cast shadows” that appear to be lower than the islands themselves.
However the imaging of the top of the island’s surface is not affected because the height difference is
lower than the height difference of the double tip.
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Figure 4.9.: (a) UPS spectrum of the bare surface of Al2O3 | |Ni3Al(111). The data in the range between −3.5 eV and 0 eV
have been scaled up by a factor of 10 (b) UPS spectrum of 0.15ML of C60 on the surface of Al2O3 | |Ni3Al(111) deposited at
RT. The green curve represents the UPS spectrum of the clean Al2O3 | |Ni3Al surface. (c)UPS spectrum of 0.07ML of C60 on
the surface of Al2O3 | |Ni3Al(111) deposited at LN2 temperature and annealed at RT. (d) Similar experiment as in (c) but with
two additional annealing steps. Vertical line represents the position of EHOMO . The width of the stripes represent the errors.
All spectra were measured under the angel of 30◦ to normal emission with an excitation energy Eexc of 21.22 eV (HeI𝛼 line).

The resolution of the STM measurements6 after annealing at 300K is low and it is not feasible to fit
Gaussian profiles to the peaks shown in the Figures 4.8(b) and 4.8(c) (at the bottom). However, it is
possible to estimate the distance roughly by counting the number of C60 molecules imaged within the
profiles7 and dividing the result by the distance between the first and the last molecule. For all four profiles
shown in Figure 4.8(b) and Figure 4.8(c), the average distance between the molecules is (0.9 ± 0.2) nm.

4.1.4. C60 on Al2O3 | |Ni3Al(111)

Before depositing C60 on the surface of Al2O3 | |Ni3Al, the oxide layer must be built up on the clean
surface of Ni3Al(111).
Six cycles were used for the cleaning process of Ni3Al(111). Each cycle consists of one sputtering
sub-cycle and two heating sub-cycles of the Ni3Al(111) surface. The sputtering time is 60min for the
first cycle and is decreased for each subsequent cycle. The sputtering parameters remain constant: Isput =
5 µA and 𝐸Ar+ =1.5 keV. The two heating sub-cycles are at 1150K and 1000K for a duration of 7min

each. The heating time remains constant for every subsequent cycle.
Two oxidation cycles are then carried out, consisting of a heating sub-cycle at 1000K in a thin oxygen
atmosphere for 40 Langmuir, which corresponds to 3.0 × 10−8mbar of oxygen pressure for 30min ex-
posure, and a flashing sub-cycle of heating the sample at 1050K for 5min in UHV.
The final cycle is the cooling of the sample for 30min in UHV followed by 10min of flashing at 1050K.
This recipe was developed in the group of Conrad Becker8 and was kindly provided to us along with
the Ni3Al(111) crystal. A tabular description of the cleaning and oxidation procedure is given in the
Appendix (see Table B.6).

6300X300 points for Figure 4.8(b) and 600X600 points for Figure 4.8(c).
7Basically by counting all maxima in the profile.
8https://orcid.org/0000-0002-7035-6083
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Three separate experiments were carried out to investigate the behavior of C60 on Al2O3 | |Ni3Al.
In the first experiment 0.15ML of C60 was evaporated on the surface of freshly prepared Al2O3 | |Ni3Al at
RT. The evaporation time tevapwas 67 swith the same evaporator parameters as given in the chapter 4.1.1.1.
A UPS measurement at RT and an STM measurement at LN2 temperature were then carried out.
In the second experiment, deposition of C60 was performed at LN2 temperature and the amount of
material was reduced to 0.07ML by reducing the tevap to 33 s. UPS spectra and STM images were both
recorded at LN2 temperature. Then an annealing step at RT with a duration of 60min with subsequent
additional UPS and STM measurements at LN2 temperature were carried out.
The third experiment reproduced the second experiment with two additional annealing steps at 130K
and 250K before annealing at RT temperature.

All UPS spectra in the experiments with Al2O3 | |Ni3Al were taken at an emission angle of 30◦ with
respect to normal emission. This reduces the signal from the substrate and allows better evaluation of the
HOMO peak of C60 (see Appendix B.2, Figure B.5). Figure 4.9(a) shows the UPS spectrum of a clean
Al2O3 | |Ni3Al surface. The relatively featureless region between −3.5 eV and 0 eV is up-scaled by the
factor of 10.
Figure 4.9(b) shows UPS data from the first experiment with 0.15ML, where deposition was carried out
at RT without tempering. The peak onset is at Eonset = −2.28+0.00

−0.03 eV and the corresponding inflection
point at Einfl = −2.47+0.01

−0.01 eV.
Figures 4.9(c) and 4.9(d) show UPS spectra from the second and third experiments where the deposition
was carried out at low temperature followed by annealing at higher temperature. The peak onset positions
for the deposition of both experiments are Eonset = −2.39+0.07

−0.0 eV and Eonset = −2.25+0.13
−0.00 eV respectively.

After annealing up to RT, both curves show an onset shift of about 0.35 eV. The summarized results of
the evaluation of the peak onset positions as well as the positions of the inflection points can be found
in Table 4.3. For the reasons given in Appendix A.1.2, only the peak onset shift will be discussed. The
inflection point shift is given for comparison and is consistent with the peak onset shift.

The results of the STM measurement for the first experiment are presented in Figure 4.10. Figure 4.10(a)
shows a large scan with a few relatively large islands of C60 molecules. Additionally, there are many
small islands, as well as separated C60 molecules.
Table 4.3.: Peak onset position of C60 on Al2O3 | |Ni3Al after deposition at low temperature and after annealing at higher
temperature (Tanl [K]). Except for the first line denoted with # I, where 0.15ML C60 was deposited and measured at RT. The
corresponding plots are shown in Figure 4.9. # denotes the number of the experiment. Einfl describes the position of the
inflection point and Eonset the position of the peak onset (see Appendix A.1.2). ΔEinfl and ΔEonset describe the corresponding
difference between inflection points and between peak onset positions after deposition and after annealing.

# ML Tanl[K] Einfl [eV] Eonset [eV] ΔEinfl [eV] ΔEonset [eV]
I 0.15 300 −2.28+0.0

−0.03 −2.47+0.01
−0.01

II 0.07 80 −2.39+0.07
−0.0 −2.72+0.04

−0.02

300 −2.07+0.04
−0.01 −2.32+0.04

−0.02 0.40+0.06
−0.03 0.32+0.08

−0.01

III 0.07 80 −2.25+0.13
−0.00 −2.60+0.07

−0.02

130 −2.22+0.13
−0.00 −2.54+0.11

−0.02

215 −2.00+0.03
−0.00 −2.20+0.02

−0.04

300 −1.89+0.04
−0.00 −2.14+0.02

−0.04 0.46+0.08
−0.05 0.36+0.13

−0.00
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Figure 4.10.: STM measurement at LN2 temperature of 0.15ML C60 after deposition at 300K on Al2O3 | |Ni3Al. Corre-
sponding UPS data are shown in Figure 4.9(b). (a) A large scan with several C60 island 500x474 nm2. (b) 55x55 nm2 zoom
in on an arbitrary island. (c) 12.5x10.6 nm2 slice of the data in (b) denoted by the red square. The blue and red lines in the
upper section represent height profiles, each averaged over 16 pixels, with their thickness denoting the averaging, and they
are plotted at the bottom. All STM measurements were carried out at liquid nitrogen temperature with STM parameters: U =
3.2V, I = 90 pA.

Separated C60 molecules, dimers, trimers or small islands consisting of only a few molecules are
almost indistinguishable due to the STM tip broadening, caused by the relative high structures (C60

molecules/islands) on surfaces as described in Section 2.3.2, Figure 2.11.
By using the same method as in chapter 4.1.1 (see Figure 4.2) it is possible to estimate the area occupied
by C60 molecules on the surface. To accomplish this, all large islands were isolated using Gwyddion [94].
By applying a height threshold to each isolated image (see Appendix B.2, Figure B.6 right side), the
total area of large islands in Figure 4.10(a) was estimated to be 21 800 nm2. Subsequently, background
subtraction was performed on the entire image shown in Figure 4.10(a) by fitting a suitable polynomial 9.
This allowed for the estimation of the area occupied by large islands, small islands, and separated C60

molecules, totaling 47 477 nm2 through the same threshold marking 10. The total area of the STM image
can be extracted from the metadata and is 237 000 nm2.
Given this information of surface coverage in nm2 and assuming that C60 forms only two-dimensional
islands, as supported by all STM measurements on the 0.15ML C60 sample, by additionally assuming
that one ML of C60 corresponds to complete coverage of the substrate surface in the HCP structure, all
large islands occupy about 0.092ML, while the small islands and separated C60 molecules occupy about
0.11ML of the total surface area.
No error was estimated for these values. The main error originates from the structure broadening caused
by the STM tip. This broadening occurs mostly on the edges of islands. For small islands or separated
C60 molecules, this effect is even more pronounced, leading to an overestimation of the total coverage of
small islands.
Also thermal drift as well as piezoelectric actuator nonlinearities (creep and hysteresis)11 are effects
which could effect the measurements. If we assume that these effects influence the measurements in
the same way within an image, then the ratios between the coverage of the large islands and separated

9Considering only the area of the islands and not the height, background subtraction does not affect the result.
10These steps are vital because using only threshold masking can’t accurately estimate the areas of islands and smaller particles

separately due to intervening atomic steps.
11For detailed explanation and possible correction methods see for example the work of M. P. Yothers et al. [103]
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Figure 4.11.: 100x100 nm2 STM images of 0.07ML of C60 deposited at 80K on Al2O3 | |Ni3Al with one annealing step
at 300K. The corresponding UPS data is shown in Figure 4.9(c). (a) STM measurement taken directly after deposition at
LN2 temperature. The red curve at the bottom represents the height profile of the red path shown in the upper part of the
figure. (b) STM measurement taken after annealing at 300K for 60min. The red curve at the bottom represents the height
profile of the red path shown in the upper right part of the figure. Top left side: 15.5x15.5 nm2 zoom in on the stripe phase.
Bottom left side: 15.5x15.5 nm2 zoom in on the network structure. All STM measurements were carried out at liquid nitrogen
temperature with STM parameters: U = 3.2V, I = 90 pA.

C60 molecules remain the same, except for the already mentioned overestimation by the broadening of
the small aggregates. So it is feasible to say that by vapor deposition of 0.15ML of C60 at RT onto
the surface of Al2O3 | |Ni3Al(111), about 0.1ML of C60 forms large islands while the remaining C60

molecules adsorb separately or in significantly smaller islands.
Figure 4.10(b) shows an STM image of a large island. The edge of the island appears double in the
image. This effect originates from the STM tip, which probably accumulated an adsorbate on the side.
However, this only affects high structures, so the surface of the C60 island, where height differences are
on the order of a few tens of picometres, remains unaffected, as shown in Figure 4.10(c). The figure
provides a zoomed-in view of the region marked by the red square in Figure 4.10(b). Thereby the red an
the blue lines represent height profiles and are shown in the bottom part of Figure 4.10(c). By fitting each
peaks of C60 molecules with Gaussian profile it is possible to calculate the average distance between the
molecules (see Figure B.7 and Tables B.7 and B.8 in the appendix). The average distance between C60

molecules in the red profile is (0.898± 0.007) nm and in blue profile (1.06± 0.02) nm. This discrepancy
originates from the thermal drift, which is still present at this low temperature (about 80K), especially
because this image was recorded at a relatively low speed12 of 20 nm/s. STM measurements are known
to sometimes be sensitive if an image is taken at a different scanning speed or with a different frame size
compared to the calibration settings. It is possible to correct this drift by calculating the drift vector (e.g.
Gwyddion [94] has several tools for such operations) and subtract it from every pixel in the image. Such
corrections can sometimes distort the image and produce incorrect results. Therefore in the course of the

12The operation at higher speed showed instabilities in this particular measurement.
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present work as few corrections as possible have been applied to the STM data 13.
There is also a lot of research on adsorbed C60 layers on the surface of densely packed metals such as
Au, Ag, Pt, Al or even graphite, where the C60-C60 distance is almost always found to be around 1 nm or
slightly higher (an overview can be found in Table 1 in the work of J. A. Smerdon et al. [104]). Therefore,
the distance between C60 molecules represented in Figure 4.10(c) is likely around 1 nm, rather than the
measured value of (0.898 ± 0.007) nm extracted from the line parallel to the fast scanning direction14

of the STM (refer to Figure 4.10(c)). The angle between the red and blue profiles is about 63.5◦, which
deviates from the ideal HCP structure with an angle of 60◦ and is also caused by thermal drift and/or
possible sub-optimal calibration.
In conclusion, it can be claimed that the C60 rearranges itself in the HCP structure on the surface
of the Al2O3 | |Ni3Al after deposition at RT. The thermal energy of the system is sufficient to form
large islands. Therefore, each C60 molecule has 6 neighbors, except for the molecules at the edges of the
islands and those that are bound to the surface individually or in dimers, trimers and other smaller islands.

Figure 4.11 shows the results of the second experiment with the deposition of C60 at LN2 tempera-
ture with an additional annealing step at 300K. The corresponding UPS measurement can be found in
Figure 4.9(c). The quality of the STM data is not good enough to analyze it quantitatively. The STM
image taken immediately after deposition is quite unstable, probably due to the loose material on the sur-
face which disturbs the measurement and has a tendency to bind to the tip, causing additional broadening
or double structures in the image, especially for such high structures as C60. The post-annealing images
are also very unstable, probably because the annealing temperature was not high enough to bind all the
material to the surface.
However, comparing the profiles in Figures 4.11(a) and 4.11(b) and the corresponding images, one can
say that the C60 molecules form larger islands after annealing. In consequence, the surface of the sub-
strate can be imaged better to reveal the network structure and the so called stripe phase with the zigzag
structure [105] of the Al2O3 | |Ni3Al surface (see enlarged parts of Figure 4.11).
Before annealing, the C60 molecules are likely to be mostly single molecules or very small aggregates
such as dimers or trimers, since each peak width in the profile in Figure 4.11(a) is less than 2 nm and all
other structures in the image appear to be very similar in shape.

Figure 4.12 shows the STM results of the third experiment with the deposition of 0.07ML C60 at low
temperature (80K) and after the last annealing step at 300K. A total of three annealing steps were
applied at 130K, 215K and 300K each for 60min. However, only STM data for the deposition and after
the final annealing step is reliable enough for analysis. The corresponding UPS measurement is shown
in Figure 4.9(d).
As in the second experiment, the data for the STM measurement after the last annealing step at 300K
(see Figure 4.12(b)) cannot be quantitatively evaluated due to the image quality, but it can be stated that
C60 is mostly aggregated into large islands, which are probably rearranged in the HCP structure.

13Mostly plane correction was applied because the surface plane is often tilted relative to the STM tip, causing the surface
slope to overshadow the surface structure. Subtracting a simple plane fit from the data greatly aids interpretation.

14The fast scanning direction is typically more reliable for distance measurements in STM images.
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Figure 4.12.: STM measurements of 0.07ML of C60 on Al2O3 | |Ni3Al. The corresponding UPS data is shown in Figure 4.9(d).
(a) 60x60 nm2 after deposition at 80K. The numbers 1,2 and 3,4 denote two adjacent pairs. The enlarged sections of the image
represent 10.6x10.6 nm2 zooms marked by the black squares. The red lines represent average distance between molecules.
The green lines in the upper enlarged image represent the lattice vectors of the network structure. The green line in the lower
enlarged image denotes the distance between adjacent pairs. (b) 60x60 nm2 after the third annealing step at 300K.

Figure 4.12(a), taken immediately after deposition at 80K, shows the network structure of the Al2O3 | |Ni3Al,
which is shown in the enlarged section of the image. By measuring the distance between several dark
appearing spots of the network structure15 and averaging them, the network structure lattice factor is
found to be (2.5 ± 0.2) nm. The average angle between the lattice vectors is determined to (56 ± 4)◦.
Compared to the literature values of 2.4 nm and 60◦ [64], these results are within an acceptable range of
error.
In Figure 4.12(a) one can also find a pattern of C60 molecule pairs, indicated by red dots. One of the
pairs is marked by the red connecting line in the upper enlarged part of Figure 4.12(a) and another pair
is visible in the lower enlarged part. The average distance between two C60 molecules within a pair is 16

(1.7 ± 0.1) nm.
Another prominent structure in the image is two adjacent pairs, shown in one of the black rectangles in
Figure 4.12(a) with the respective C60 molecules labeled 1 - 4. The average distance between adjacent
pairs (distance between molecules 2 and 3 or 1 and 4 in Figure 4.12(a)) is (2.4± 0.1) nm (there are three
adjacent pairs in total visible in Figure 4.12(a)).
Figure 4.13(a) shows a schematic representation of the network structure, with the six high points marked
with blue circles. For better visibility, the high points are replaced by red hexagons, with each corner
representing a high point (see Figure 4.13(b)). The distance between the adjacent pairs in Figure 4.12(a)
corresponds to the lattice constant of the network structure anet . However, the distance apair between two
C60 molecules within a pair (1.7 nm, red line in Figure 4.12(a)) is much smaller than the lattice constant
anet = 2.4 nm. So apair is probably the distance between every second high point of the red hexagons
along the direction denoted with the blue arrow in Figure 4.13(b). This could also explain the slight
angle between the lattice vector (green line) and the vector along the distance between two C60 molecules
within a pair (red line) in the enlarged part of Figure 4.12(a) in the upper left corner.
Another noticeable feature of Figure 4.12(a) is the orientation of all the pairs in one direction. This could
be an indicator of a different underlying structure. One potential candidate could be the stripe phase with
15Black dots connected with green lines in the upper enlarged section of Figure 4.12(a).
16The distance of the C60 molecules was determined using an algorithm described in Appendix A.4.
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Figure 4.13.: Network structure model. (a) The blue circles represent the high points of the network structure in the STM
image, see the enlarged section of Figure 4.12(a) in the upper left corner. The green lines denote the lattice constants of the
network structure anet= 2.4 nm [64]. (b) Possible adsorption of C60 on the network structure. The intersections of the red lines
represent the high points of the network structure as indicated with a red hexagon in (a). apair and anet represent the distance
between two C60 molecules within a pair and between adjacent pairs, respectively, as described in the text.

its zigzag shape, which aligns in a specific direction on the surface (see Figure 4.11(b) left upper corner).
It is either that C60 adsorbs on the surface of Al2O3 | |Ni3Al only in areas where the zigzag structure
appears, or the presence of C60 induces local rearrangement on the surface of Al2O3 | |Ni3Al, making the
zigzag structure more favorable but existing only locally beneath C60.

The adsorption scheme, as shown in Figure 4.13(b), is based solely on the STM data. Therefore,
another verification method, such as LEED or AFM, is still necessary. It is known that the dot and
network structure of the Al2O3 | |Ni3Al act as nucleation points, at least for the metal clusters, such as Cu,
Ag, Au, and V [106].
However, there is currently no literature on the nucleation of clusters or molecules at shorter distances, as
the lattice constant of both superstructures of Al2O3 | |Ni3Al. Therefore, it is possible that the electronic
structure properties of C60 molecules, combined with low-temperature and low-coverage deposition,
cause the molecules adhere to the grid of the network structure visible in STM (see Figure 4.12(a) and
Figure 4.13(b)).

4.1.5. Discussion

Figure 4.14a shows the UPS spectra of the clean surfaces of Au(111), Ag(111) and Al2O3 | |Ni3Al. The
spectra in the region of the first 5 eV below the Fermi level are very different. For gold the d-band
starts at about −2 eV in contrast to silver and the oxide layer where the spectrum is quite flat up to about
−4 eV. As a result the signal from adsorbed C60 molecules is affected in different ways. On the surface
of Au(111) the d-band structure has a greater effect on the HOMO peak of C60 than on the surface of
Ag(111) and Al2O3 | |Ni3Al. Fortunately, by considering the peak onset position of C60, the influence of
the substrate features can be neglected, especially for Ag(111) and Al2O3 | |Ni3Al.
The position of the HOMO peak of C60 is also quite different on the considered surfaces. Whereas
on the surface of metals such as Ag(111) and Au(111) the HOMO peak appears at almost the same
position, on the surface of Al2O3 | |Ni3Al this position is strongly shifted to a higher binding energy (see
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Figure 4.14.: UPS of different substrates. (a) Top panel: Au(111) at 10K, Ag(111) at 80K, and Al2O3 | |Ni3Al(111) at 80K.
The spectra were normalized to minimize differences in the featureless region below the Fermi edge. (a) Bottom panel: The
same spectra as shown in the top panel, normalized to their respective maximum value. (b) Locations of HOMO peaks of C60

on different surfaces. Data for Ag(111) was taken from Figure 4.4, for Au(111) was taken from Figure 4.5(b) and the data for
Al2O3 | |Ni3Al was taken from Figure 4.9(c).

Figure 4.14(b)). One might think that C60 binds differently to Al2O3 | |Ni3Al than to the two noble metals.
However, we suggest that this effect is due to the charging of the C60 molecules rather than the chemical
binding to the substrate. During the photoelectric effect, C60 molecules are positively charged by the
emission of an electron. Here we define the energy of the positively charged C60 as 𝑈0. This energy
leads to a change in the kinetic energy of the electron flying towards the detector, often referred to as the
binding energy in UPS. On the surface of the two noble metals𝑈0 is probably minimal, hence we observe
very small to no shift in the HOMO peaks of C60 on the surface of Au(111) and Ag(111). Al2O3 | |Ni3Al
however is a poor electrical conductor (the band gap is about 7 eV [107]) so it cannot balance the positive
charge of C60 fast enough. This results in a much larger shift of the HOMO level of C60.
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Figure 4.15.: (a) Influence of C60 on the surface state of Au(111) as described in text. (b) Shift of the HOMO peak of C60

observed on different surfaces. The data was taken from the same UPS measurement as shown in Figure 4.14(b).

Evidence for a weak interaction of C60 with Au(111) can be seen in Figure 4.15(a), which shows one of
the experiments with C60 on Au(111) (see also Figure 4.5(b)). The upper part of the figure shows angle
resolved photoelectron spectroscopy (ARPES) data of the region of the surface state of Au(111) before
deposition of C60, after deposition and after annealing at 250K. The lower part of the figure shows the
same data but integrated along the emission angles.
As can be seen, the intensity of the surface state of Au(111) is strongly reduced after deposition of C60,
but heals almost completely after annealing. Energetically it remains at the same position. The surface
state is known to be sensitive to the adsorbates. Sometimes the interaction between the adsorbate and
the substrate leads to an energetic shift [108] or even to the complete extinction of the surface state by
the chemisorption [109]. This behavior indicates that C60 molecules have little to no chemical bonding
to the substrate and are probably physisorbed.

Additional information can be obtained from UPS data of annealing experiments. Figure 4.15(b) shows
a comparison of the HOMO peak shift of C60 after deposition on different substrates and additional
Table 4.4.: Overview of experimental results of HOMO shifts in UPS measurements of C60 on different substrates. Data
taken from section 4.1.2 and tables 4.2 and 4.3

Substrate ML Exp. # ΔEinfl [eV] ΔEonset [eV]
Ag(111) 0.07 I 0.04+0.01

−0.02 0.02+0.02
−0.03

Au(111) 0.02 I 0.12+0.05
−0.02 0.11+0.02

−0.01

0.4 II 0.09+0.02
−0.03 0.09+0.0

−0.01

Al2O3 | |Ni3Al 0.07 I 0.40+0.06
−0.03 0.32+0.08

−0.01

0.07 II 0.46+0.08
−0.05 0.36+0.13

−0.00
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Figure 4.16.: Simple picture of the charge screening caused by next neighbors in the UPS process.

annealing at RT. The data is taken from sections 4.1.2, 4.1.3 and 4.1.4. Thereby C60 on Ag(111) shows
almost no shift of the peak onset position of HOMO, on Au(111) the shift is around 0.1 eV, where the
shift on the surface of Al2O3 | |Ni3Al is greater than 0.3 eV (see table 4.4). In the case of Au(111) the
shift could be affected by the vicinity of the d-band structure of gold as mentioned above. This result
therefore requires further investigation, preferably with an additional method that is not influenced by the
d-band structure of Au(111).
Considering all the STM results, it can be said that directly after deposition at LN2 temperature on
the surface of Au(111) or Al2O3 | |Ni3Al, the C60 molecules are distributed amorphously and no long
range ordered structure could be found. In the case of Al2O3 | |Ni3Al, STM results taken directly after
deposition lead to the conclusion that the minimum distance of C60 molecules is about 1.7 nm and the
network structure of Al2O3 | |Ni3Al could serve as a template for nucleation (see section 4.1.4). After
annealing up to 300K, C60 rearranges to a HCP structure on both substrates. The majority of the C60

molecules are contained in large islands where except for the edges each molecule almost always has six
nearest neighbors and the distance between the molecules is about 1 nm.
In conclusion, according to the experimental data with UPS and STM on C60 molecules deposited on
different surfaces at low temperature, the molecules start as separate entities and aggregate into larger
HCP islands after tempering. The HOMO peak shift after tempering on the surface of Al2O3 | |Ni3Al is
much larger than on the surface of Au(111) and almost disappears on the surface of Ag(111).

The HOMO shift observed can be explained by considering the difference in screening between the
free C60 molecule and the C60 on the substrate surface surrounded by other C60 molecules in electrostatic
approximation. For solid C60, screening is mostly due to its large polarizability [110], while the inter-
action between the molecules are non-covalent and weak and can be neglected [111]. So as discussed
above, we can define 𝑈0 as the charging energy of a free C60 ion. Neighboring molecules reduce the
charging energy due to dipole induction by a factor of17:

𝑓 (𝑁, 𝛼) = 1

2
𝑁𝑝𝐸 =

1

4𝜋𝜀0

𝑁𝑒2𝛼′

2𝑅4
(4.2)

where𝑁 is the coordination number, 𝑝 = 𝛼𝐸 the electric dipole moment,𝛼′ = 𝛼(4𝜋𝜀0)−1 the polarizability

17This energy originates from the consideration of the charge transfer in the molecule against the repulsive force 𝐹 = −𝑘𝑥 =

𝑄𝐸[112, p29]
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volume and 𝛼 the polarizability, 𝑒 the elementary charge and 𝐸 = 𝑒(4𝜋𝜀0𝑅
2)−1 the electric field of a

point charge.
Proximity to the surface reduces the charging energy further by a factor defined here as 𝑠̂. In the case of
the metallic surface such as Au(111), this could be approximated by the mirror image model (see Chapter
2 in [113]), where the ionization potential increases and the electron affinity decreases by the same factor
𝑒2(16𝜋𝜀0𝐷)−1 [110]. Thereby 𝐷 is the distance from the C60 molecule to the surface, so the surface
factor becomes:

𝑠̂ =
𝑒2

8𝜋𝜀0𝐷
(4.3)

This contribution originates from the consideration of the reduction of the HOMO-LUMO18 gap. Be-
cause in the present work no experimental data is available for LUMO peaks 19 and because we focus on
the difference between the arrangement of C60 on surface as denoted in Figure 4.16(c) and Figure 4.16(d),
𝑠̂ eliminates and will not be discussed.

Using Expression 4.2 , the total shift of the HOMO peak can be calculated. With a coordination
number of 6 (which probably describes the most common arrangement of C60 on the surface after anneal-
ing), the experimentally obtained polarizability volume of free C60 of (76.56 ± 8.00) Å3 [114] and with
the intermolecular distance of 𝑅 = 1 nm for the case of the C60 in the large HCP islands, Expression 4.2
yields a total shift of the HOMO peak of (0.33 ± 0.03) eV.
For C60 distances of 1.7 nm or greater as observed in the case before aggregation (see Figure 4.12(a)),
the shift is smaller by at least a factor of (1.7)4 ≈ 8.35.
Taking into account the HOMO shift of C60 on the surface of Al2O3 | |Ni3Al, which was experimentally
determined in this work (see table 4.4 ΔEonset), this model describes well the experimental results within
the scope of error. The UPS results of the experiments on the surface of Au(111) and on the surface of
Ag(111) show almost no shift after annealing up to RT
A possible explanation could be the different nature of the substrate: Ag(111) and Au(111) are metals,
while Al2O3 | |Ni3Al is a poor conductor. The reason for this may be that the charging energy 𝑈0 disap-
pears on metallic surfaces, as discussed for metallic clusters on HOPG in the work of Hövel et al. [115].
There is also evidence for a shift of the LUMO peak of C60 on the surface of Au(111) [111], which was
determined by STS measurements and is in good agreement with the model at around 0.4 eV20.

18Lowest unoccupied molecular orbital (LUMO)
19Experimental data of the LUMO can be collected by methods like inverse PES or scanning tunneling spectroscopy (STS).
20Authors of [111] could not observe the shift in HOMO with STS. They also did not specify at which specific position within

C60 molecule the measurements were made. However, there is evidence that the HOMO peak of the C60 disappears on
specific parts of the molecule in STS measurements [116].
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Figure 4.17.: UHV evaporator EFM 3. Left side: Photo of the evaporator from the side. Dashed box indicates the vacuum
side. Right side: Photo of the evaporator from behind, along the evaporation axis. Only the non-vacuum side is visible.

4.2. Bismuth

In this section, the calibration of commercially available evaporators with flux control and an automatic
shutter actuator for Bi is described. Additionally, a special high-precision calibration technique is de-
tailed, based on LEED measurements of Bi on the surface of Au(111). These measurements are compared
to STM measurements taken from the literature in order to obtain precise Bi coverage.

UPS and STM experiments with Bi on the surface of Au(111) and Al2O3 | |Ni3Al from deposition at
low temperature to annealing at high temperature are then presented and discussed in the context of
electrostatic approximation.

4.2.1. Deposition

For the Bi experiments, commercially available material was used in the form of beads with a size
between 1 and 4mm. The purity specified by the manufacturer [117] is 99.999%.
According to the data sheet, inductively coupled plasma optical emission spectroscopy (ICP-OES) and
inductively coupled plasma mass spectrometry (ICP-MS) were used by the manufacturer to identify the
purity. The major impurity originates from Fe with 0.3 ppm, Ni, Cu, Zn, As, Ag, Cd, Sn, Sb, Hg, Pb
only contribute to the impurity with <0.1 ppm.

As already mentioned in Chapter 2.2, to bring the material in UHV on the surface of the crystal,
PVD was used.
Within the scope of this work, an EFM 3 from the company Focus was used which has two additional
features worth mentioning: First, a flux monitor, which measures the ion flux of the material and if
a certain set point is defined, adjusts the high voltage of the e-beam heater to keep the flux constant.
Second, a stepper motor control unit can open and close the shutter actuator very precisely. These two
features are crucial to increase the precision of the material deposition, especially in the sub-monolayer
regime.
The basic principle of EFM 3 operation is as follows. A current is applied to the filament, electrons
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Figure 4.18.: Deposition of bismuth. (a) Deposition amount versus deposition time. Error bars are not shown for clarity (see
text). Straight lines are fitted to the data and are only indicative. (b) Photograph of the QCM head.

are emitted and accelerated by the high voltage towards the material (bismuth in this case) which is in a
crucible. The material is heated and the atoms are emitted. Then the atoms fly through the flux monitor,
the shutter opening, the nozzle and finally onto the surface of the sample. Figure 4.17 shows a photo with
the designation of the important components of the EFM 3 evaporator that was used in the present work.
At a certain electron emission current, the ion flux measured at the flux monitor is proportional to the
flux of evaporated atoms. However, to determine the absolute amount of evaporated atoms, the EFM
3 must be calibrated. This can be done with the help of a QCM, which is often used to determine the
thickness of evaporated layers.

4.2.1.1. Calibration with QCM

The QCM method is based on the measurement of the resonance frequency change of a quartz crystal by
the change of the deposited layer thickness on the crystal. Since the frequency change can be measured
very accurately, the weighing of the deposited material is thus possible in the range of ng/cm2 and even
below. However, the measurement with QCM is sensitive to the temperature variations on the surface of
the crystal and, among other things, to the illumination area of the evaporation beam [118, 119]. This
is getting worse when the evaporation rate is in the range below one ML/min. However, QCM is still
a fast and relatively simple experimental method, which in combination with e.g. STM measurements
provides an accurate calibration of an evaporator.

In order to determine the exact amount of bismuth to be deposited, the evaporation rate was first
roughly determined with QCM in a separate UHV facility 21. Figure 4.18(b) shows a photograph of the
QCM head. The film thickness was defined with 𝜌 = 9.78 g/cm3 for bismuth.
To calibrate the EFM 3 loaded with Bi, a QCM and an XTC control unit 751-001-G1 from INFICON [120]
was used.
Figure 4.18(a) shows several calibration runs. Thereby the emission current Iemisof the EFM 3 was kept
at a constant value of 3mA. The high voltage was set to 800V in the heating phase and then left to
regulation by the feedback loop of the proportional-integral-differential controller (PID), which then tries
to keep the flux at a constant value by adjusting the high voltage (the PID parameters for this calibration

21Using the separate small volume UHV facility offers the advantage of more frequent vacuum breaks without requiring
extensive baking of the large volume of the surface-science UHV facility.
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(a) Au(111) clean (b) 0.95ML (c) 1ML (d) 1.05ML

Figure 4.19.: LEED pattern for calibration of the evaporator. (a) Bare Au(111) surface. (b) Au(111) surface with 0.95ML of
Bi deposited. (c) Au(111) surface with 1ML of Bi deposited. (d) Au(111) surface with 1.05ML of Bi deposited. All images
were taken at 50 eV.

are given in Table 4.6). The fluctuations of the high voltage are usually small (about 5V to 10V). The
base pressure in the calibration UHV chamber has not exceeded 2.3 × 10−8mbar in any run.
In all runs the layer growth has a linear characteristic. To determine the rate Rcalib , the last value of each
run is taken and divided by the total time. To estimate the accuracy, 3 s was assumed as an error for the
time and the error for the layer thickness is ±0.1Å (results can be found in Table 4.5).

The distance from the QCM to the evaporator in the calibration UHV chamber is different from the
distance between the sample and the EFM 3 evaporator in the main UHV chamber, which can be com-
pensated by the inverse square law. This can be used to approximate the amount of deposit in the main
UHV chamber as shown in Equation 4.4.

Rmain ≈ Rcalib

(︃
Dcalib

Dmain

)︃2
= Rcalib

(︃
84mm

46.37mm

)︃2
≈ 3.3 · Rcalib (4.4)

The aim is to keep the deposition rate as low as possible in order to minimize the aggregation of Bi atoms
into larger islands during the deposition process, but not so low that the long duration of deposition would
increase the contamination risk. Hence an evaporation rate with a flux current of I

flux
= 70 nA was chosen

(see Table 4.5). The deposition rate in the main UHV chamber therefore is Rmain= (58.7±0.5) ×10−4 Å/s.

Table 4.5.: Results of the eight calibration runs (see Figure 4.18) for the estimation of the deposition rates Rcaliband Rmainof the
EFM 3 evaporator using QCM.

I
flux

total time [s] Rcalib[1 × 10−4 Å/s] Rmain[1 × 10−4 Å/s]
15 1830 3.91 ± 0.55 12.8 ± 0.5
35 1876 9.81 ± 0.53 32.2 ± 0.5
70 2058 17.89 ± 0.49 58.7 ± 0.5
140 737 41.62 ± 1.37 136.6 ± 1.4
200 603 45.78 ± 1.67 150.2 ± 1.7
300 694 72.19 ± 1.47 236.9 ± 1.5
450 702 109.24 ± 1.5 358.5 ± 1.5
550 667 137.97 ± 1.62 452.8 ± 1.6
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4.2.1.2. Precision calibration with LEED

In the case of a specific combination of evaporating material and substrate, where the evaporated material
wets the surface of the substrate (without additional tempering), the following procedure can be used to
refine the calibration:
As a first step, the evaporator is pre-calibrated using QCM to approximate the required amount of the
desired material. In the second step, the desired amount of material is deposited using the EFM 3
parameters from the first step. In the final step, a STM measurement is performed and by counting the
islands on the surface visible in the STM image, the exact amount evaporated can be determined. Finally,
the evaporator parameters can be adjusted, if necessary, and the procedure described above is repeated
until the desired amount of material is adsorbed on the surface of the substrate.
However, if the material does not wet the surface, but rather forms three-dimensional islands (as it is the
case with Al2O3 | |Ni3Al and Bi), then this approach is not very reliable, because the exact distinction
between the layers can not be made accurately. In this case, one of the ways to keep these inaccuracies
within acceptable limits would be to find a substrate where the evaporating material wets the surface
and then perform the deposition and as described above measure/calibrate with STM. However, the STM
measurements are time consuming so we used a different approach in the deposition of bismuth, which
allows sequential evaporation and fast LEED measurements for the deposited amount of material on the
surface. Another reason for using this method is that it is more compatible with UPS. Because STM is
a more local method, a large number of STM measurements are required for reliable compatibility with
methods that average over microscopic areas.

In the surface-science UHV facility (see Section 2.4), an Au(111) crystal was prepared to have a clean
surface. Then Bi was evaporated onto Au(111) in small steps of 0.05 ML using the calibration described
in chapter 4.2.1.1. Between the evaporation steps, LEED images were recorded.
At certain points, the LEED image changes drastically (see Figure 4.19). This transition implies a cer-
tain coverage of the surface with a pronounced periodicity. After considering the results from several
publications [121–123] where bismuth on Au(111) was studied using STM and LEED, this transition
can be classified as a coverage of the surface of Au(111) with one ML of bismuth with a periodicity of
(
√
37 ×

√
37)R25.3◦ in respect to the Au(111) surface. The atomic radius of Au is about 1.44Å[124], so

the interatomic distance is 2.88Å. The unit vector of the Bi (
√
37 ×

√
37)R25.3◦ structure is therefore√

37 · 2.88Å. The unit cell contains 18 atoms and the angle between the lattice vectors is 60◦ [121],
which is used in the current work to determine a ML as 6.77 × 1014 atoms/cm2. Thus the evaporation
rate in the main UHV chamber for the deposition of (1 ± 0.05) ML of Bi is Rmain = 12.166min/ML. All
important parameters of the EFM 3 calibration are summarized in Table 4.6.
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Figure 4.20.: (a) UPS data of the experiments with 0.2ML Bi||Au(111). Black lines represent Doniach-Sunjic (DS) fits. The
corresponding residuals can be found in Appendix B.6, Figure B.9. The fit parameters are shown in the table 4.7. (b), (c)
and (d) show STM measurements of 0.2ML: (b) immediately after deposition, 50x50 nm2, U = 2.0V, I = 90 pA, (c) after
tempering at 300K, 35.5x35.5 nm2, U = 1.65V, I = 90 pA and (d) after last tempering step of 650K, 52.3x52.3 nm2, U =
1.65V, I = 90 pA. (e) Height profiles along colored lines shown in (b), (c) and (d).

4.2.2. Bi on Au(111)

With the energy of the HeII𝛼 line of 40.81 eV, both outer energy levels of Bi 5d3/2 at 26.9 eV and 5d5/2

at 23.8 eV[125] can be excited. In the submonolayer regime the 5d3/2 level is much weaker in intensity
than the 5d5/2 . Therefore, the main focus of the current chapter is on the evolution of the 5d5/2 core level
during the annealing, after deposition of Bi at low temperature on the surface of Au(111).

In order to prepare for the experiments on Al2O3 | |Ni3Al, several experiments were first carried out
for Bi on the Au(111) substrate. Freshly prepared Au(111) was exposed to 0.01ML of Bi in UHV at
Table 4.6.: Parameter list of the EFM 3 calibration for bismuth. The upper two rows describe the parameters for the EFM 3
evaporator, where I

emis
is emission current of the filament, I

flux
is the flux current and t

shutter
is the opening time of the shutter.

The lower two rows show the parameters for the PID controller.

EFM 3 Iemis [mA] I
flux

[nA] t
shutter

[min]
3 70 12.166

PID Gain Delay Limit up Limit down

25 300 75 25
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LN2 temperature. Immediately afterwards, a UPS measurement was carried out. Thereby the HeII𝛼
transition line of helium was used for the incident light in UPS measurements. The aim is to study the
core level shift of the 5d5/2 energy level of Bi, which occurs in bulk Bi at the binding energy of around
(23.8 ± 0.2) eV[125] with respect to 𝐸F .
As depicted in Figure 4.20(a), the intensity of the signal from the 5d5/2 level in the spectrum of 0.01ML Bi
coverage is notably weak, necessitating extended integration times for obtaining a reliable measurement.
This will increase the experimental time and the risk of contamination, so we decided to increase the
coverage to 0.2ML instead.
Deposition and measurements were made at LN2 temperature. The duration of tempering steps were
about 30min at 300K, 375K, 425K, 550K and 650K. After each tempering step a LEED measurement
was taken, no changes in the pattern were observed, so these data are not presented here. No UPS data
were recorded after tempering at 550K. Additional STM measurements were taken immediately after
deposition and after 300K and 650K tempering steps.

Figure 4.20(a) shows the results of UPS measurements in the region of 5d5/2 of 0.2ML of Bi||Au(111).
The corresponding fit parameters are given in Table 4.7.
The 5d5/2 core level was fitted with the DS line shape convoluted with the Gaussian function22 to com-
pensate for the instrumental broadening, so the width of the Gaussian function was set to a fixed value
of the Fermi edge broadening at corresponding temperature of the sample (see Table A.1 in Appendix).
Additionally, the 𝛼 parameter 23 was constrained to the value obtained from the deposition fit (see Ta-
ble 4.7).
For the background a second order polynomial was used.
The fitting is done simultaneously, so no background presubtraction was performed. This approach is
common for analysis of the core levels in XPS [128].

The STM results of the annealing series of 0.2ML of Bi||Au(111) are depicted in Figures 4.20(b), (c) and (d).
For each image, a line profile was extracted along the protrusion structure. The poorly ordered protrusion
structure of Bi on the surface of Au(111) is well described in the work of Bingchen He et al.[123]. The
author proposed a model of the protrusion structure as (3 × 3)Bi on (5 × 5)Au. The line path in each
Figure (see Figure 4.20(b), (c) and (d)) was chosen to minimize the distance between the protrusion
peaks. These paths describe the areas on the surface where the protrusion structure is more pronounced
Table 4.7.: Fit parameters of 5d5/2 of 0.2ML Bi after deposition at LN2 temperature on the surface of Au(111) and several
annealing steps. Corresponding spectra are shown in Figure 4.20(a).

𝐸
𝐵
[eV] 𝛼[eV] 2𝜎[eV] FWHM [eV]

0.2ML −23.884±0.008 0.13 ± 0.04 0.38 ± 0.02 0.45 ± 0.03
300K −23.815±0.004 0.35 ± 0.04 0.41 ± 0.05
375K −23.825±0.003 0.28 ± 0.02 0.34 ± 0.02
425K −23.821±0.004 0.27 ± 0.02 0.32 ± 0.02
650K −23.828±0.003 0.29 ± 0.02 0.35 ± 0.02

22The implementation of the convolution of the DS profile with the Gaussian profile was taken from the “lmfitxps” pack-
age [126], which extends the “lmfit” package [127].

23The 𝛼 parameter is a component of the convolution of the DS profile with the Gaussian profile, detailed in Appendix A.3

55



Chapter 4. Results 4.2. Bismuth

(colored lines in Figures 4.20(b), (c) and (d), corresponding height profiles are shown in Figure 4.20(e)).
Although the core level shift of 5d5/2 level is rather small of about 70meV, the STM measurements show
a drastic change in the form of the protrusion structure of Bi on the surface of Au(111). Immediately
after the first annealing step this change is at most noticeable, after the last annealing step the protrusion
structure becomes more distinct in the image. Additionally, the distance between the protrusions became
shorter, as shown in Figure 4.20(e). For the STM data after the last annealing step (see Figure 4.20(d)),
the average peak distance and the average corrected peak height of protrusion structures were calculated24

to (0.8± 0.2) nm and (35± 11) pm, the results can be found in the Appendix, Figure B.1025. This result,
particularly regarding the distance between the protrusions, differs from the findings of Bingchen He and
his colleagues, who reported a distance of (1.40 ± 0.05) nm and a height of 40 pm for the protrusions.

To investigate the electronic properties of the outer core level of Bi bulk in more detail, freshly pre-
pared Au(111) was used. Subsequently, 0.5ML, 1ML and 11MLs of Bi were deposited on the substrate
at RT.
Figure 4.21(a) shows the results of UPS measurements. The fitting parameters are listed in the Table 4.8.
The fitting was performed in the same way as above, but with an additional Voigt line shape component,
which is necessary to obtain a good fit and can be related to so-called shake-up satellite. In Figure 4.21(a),
the possible shake-up peak is located between 5d3/2 and 5d5/2 and is more prominent in the spectrum of
1ML of Bi.
The shake-up peak may originate from interatomic electron excitation[129, p50] or from charge transfer
between ligand and metal orbitals [129, p71]. The latter can be caused by interaction of Au surface
atoms with Bi atoms, so the effect becomes weaker with increasing amount of Bi deposited, because the
electrons originating from the Bi-Au ligand do not reach the detector.

24With the help of algorithm describe in Appendix A.4
25In fact, the distance distribution shows two peaks at 0.8 nm and 1.1 nm, although the first value is more pronounced.
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Figure 4.21.: (a) UPS data of the experiment with 1ML and 11ML Bi||Au(111). Black lines represent DS fits. The
corresponding residuals of the fits are plotted at the bottom. The fit parameters are shown in the table 4.8. (b) 0.5ML,
50x50 nm2, U = 1.65V, I = 90 pA, Color maps of the image were manipulated so that the structure on both steps is visible.
Average step height is (0.280 ± 0.001) nm (estimated as in Figure 4.5(a)). (c) 1ML 40x40 nm2, U = 1.65V, I = 90 pA. (d)
11ML 100x100 nm2, U = 3.2V, I = 90 pA. Inset images are bot 2x2 nm2 with U = 0.08V, I = 140 pA. (e) Collection of
profiles shown in (b), (c), (d).

Figures 4.21(b) to 4.21(d) show STM measurements of the subsequent deposition of 0.5ML, 1ML and
11ML of Bi on Au(111) (deposited at RT, measured at LN2 temperature). Figure 4.21(e) shows a
collection of profiles taken from the corresponding STM measurements.
The stripe structure is already evident in the data of 0.5ML (Figure 4.21(b)). The distance between
the peaks along the stripes is about (1.7 ± 0.3) nm for 0.5ML (indicated by the red dashed line in
Figure 4.21(b)), while the spacing between the stripes is about (2.1 ± 0.3) nm (shown by the blue line in
Figure 4.21(b)). This is further supported by corresponding line profiles in Figure 4.21(e).
Table 4.8.: Fit parameters of 5d5/2 of 1ML and 11ML of Bi on Au(111). Corresponding spectra are shown in Figure 4.21(a).

1ML 𝐸
𝐵
[eV] 𝛼[eV] 2𝜎[eV] FWHM [eV]

5d5/2 −23.893±0.002 0.12 ± 0.01 0.36 ± 0.01 0.42 ± 0.01
5d3/2 −26.936±0.008 0.15 ± 0.03 0.50 ± 0.02 0.62 ± 0.02

11ML 𝐸
𝐵
[eV] 𝛼[eV] 2𝜎[eV] FWHM [eV]

5d5/2 −23.814±0.002 0.04 ± 0.01 0.42 ± 0.01 0.44 ± 0.01
5d3/2 −26.908±0.004 0.01 ± 0.01 0.52 ± 0.01 0.52 ± 0.01
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With additional deposition of 0.5ML, leading to a total amount of 1MLBi||Au(111), the stripes become
more distinct, and the distance between the stripes decreases to (1.6±0.3) nm (see inset in Figure 4.21(c)).
The distances between stripes were determined by measuring the distance between several peaks in the
line profile (see Figure 4.21(e)) and dividing by the number of peaks in between, with a peak position
estimation error of approximately 0.2 nm.
The stripe structure corresponds very well to the (

√
37×

√
37)R25.3◦ structure described in the works of

Naoya Kawakami et al. [122] and Bingchen He et al.[123]. The latter reported a distance between the
stripes of about (1.42 ± 0.01) nm.
Figure 4.21(d) shows a STM image of the 11ML of Bi. The red line profile is plotted at the bottom
of Figure 4.21(e). The average step height is (0.33 ± 0.04) nm, which is in good agreement with the
interlayer spacing of Bi(110) (0.328 nm) [73]. After scanning several terraces across the sample, we
were able to find Bi(111) and Bi(110) surfaces, as can be seen from the inset images in Figure 4.21(d),
which shows the atomically resolved surface of Bi. In the case of Bi(111), the surface lattice vectors are
measured to be 4.604 and 4.589Å, which are in good agreement with the values of Mönig et al. (4.538
and 4.538Å) [74].
Unfortunately, the STM data for Bi(110) were strongly drifted, so that a reliable measurement of the
lattice vectors is not possible. However, by close analysis of the inset image in Figure 4.21(d), the
faint (lower) structures between the brighter (higher) spots can be classified as the second layer of the
Bi(110) surface. For this purpose, the data were corrected so that the length of the vectors is equal to
4.731 and 4.538Å[75]. Raw data, before drift correction, can be found in the Figure B.11 in the Appendix.

In conclusion, after the deposition of Bi on the surface of Au(111), only a minimal shift of the 5d5/2

core level in the UPS spectra was observed. The center position of 5d5/2 remains nearly unchanged
immediately after deposition, aligning closely with its position in bulk. Here, we assume that the UPS
measurement of 11ML Bi presented in Figure 4.21(a) corresponds to the signal of 5d5/2 in bulk.

The STM measurements of submonolayer coverage of Au(111) with Bi reveal its unusual electronic
configuration on the surface, where we were not able to resolve any separate entities directly after de-
position. The surface appears without long-range order. This may be due to the formation of an alloy
between Bi and Au atoms.
The STM measurements with 1ML Bi deposited at RT correspond quite well to the literature and give
us confidence that the evaporator calibration (described in Section 4.2.1.2) produces reliable vapor de-
position amounts of 1ML.
While the multilayer data (see Figure 4.21(d)) reveal a mixed state of the Bi atomic arrangement on the
surface, predominantly represented by Bi(110) layers. The identification of Bi(110) was achieved through
the measured step edges. The clear identification of Bi(111) surfaces is challenging. This difficulty arises
due to strong drift in the atomically resolved images, making them potentially unreliable.
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Figure 4.22.: Experimental results of 0.38ML of Bi deposited on the surface of Al2O3 | |Ni3Al. Both UPS and STM
measurements were conducted at low temperature (LN2). (a) UPS data show the clean surface of Al2O3 | |Ni3Al (bottom green
curve), followed by measurements after Bi deposition (labeled as 0.38ML) and subsequent annealing steps (each denoted with
corresponding annealing temperature). The vertical black dashed line indicates the position of the 5d5/2 peak immediately
after deposition at LN2. Solid black lines represent the best fit of the DS profile convoluted with Gaussian functions (see
Appendix A.3). Fit parameters are detailed in Table 4.9, while residuals of the fits are shown in the Appendix B.7, Figure B.12.
(b) Examples for the STM data, with a resolution of 300x300 points and an image size of 50x50 nm2, depict surfaces after
0.38ML deposition, as well as after annealing at 300K and 475K. All data were recorded with U = 3.2V, I = 90 pA. (c)
Height distribution of clusters in the STM data. Heights were determined and corrected to the local environment as described
in Appendix A.4. The vertical black dashed line represents the mean of the height distribution, also shown inside the image
along with the standard deviation after ±. The bin width of the histograms is half the standard deviation of each plot. (d)
Distance distribution of nearest neighbors. Vertical blue line denotes 𝜎

90
. 90% of all distances are greater than the 𝜎

90
value.

4.2.3. Bi on Al2O3 | |Ni3Al

For the investigation of the aggregation processes of Bi on the surface of Al2O3 | |Ni3Al the following
two separate experiments were carried out. In both cases the surface of Ni3Al(111) crystal was freshly
prepared and Al2O3 was built up as described in Chapter 4.1.4.

In the first experiment, 0.38ML were deposited at LN2 temperature and gradually annealed at tem-
peratures of 300K, 375K and 475K with the duration of 60min each. Between the tempering steps UPS
and STM measurements were made.
To test whether the core level position of the 5d5/2 behavior depends on the aggregation process during
annealing or on the amount of material deposited, a second experiment was performed. The amount of Bi
deposited on the surface of the Al2O3 | |Ni3Al at LN2 temperature was gradually increased from 0.06ML
to 0.1ML, 0.2ML, 0.3ML and 0.5ML. After the last deposition step, two additional tempering steps
were performed at 300K and 475K with a duration of about 60min each. Between the deposition and
tempering steps UPS and STM measurements were made26.
26No STM images were acquired after annealing at 375K.
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Figure 4.23.: Results of gradual deposition experiments from 0.06ML to 0.5ML. The legend is identical to that of Figure 4.22.
Except for the resolution and parameters of the STM images in (b). All STM data was recorded with a resolution of 300x300
points and an image size of 100x100 nm2. Before 0.3ML the STM parameters were as in Figure 4.22 U = 3.2V, I = 90 pA,
after 0.3ML the parameters have to be increased to get stable images up to U = 6.0V, I = 90 pA (including data for 0.3ML).

Figure 4.22 shows the results of the experiment with the 0.38ML of Bi on the surface of Al2O3 | |Ni3Al.
The 5d5/2 core level shifts from the initial position of about −24.21 eV to about −23.92 eV during an-
nealing to a higher temperature (Figure 4.22(a) and Table 4.9). The clusters also become larger during
annealing, as shown by their height distribution (see Figures 4.22(b) and 4.22(c)). The average height
after deposition is (1.4 ± 0.3) nm and after the last annealing step (3.6 ± 0.9) nm. Which means a total
energy shift of about (0.294 ± 0.009) eV, while the height of the clusters increases by about 2.4 nm on
average. The average distance between the clusters also increases from about (5 ± 3) nm to (23 ± 8) nm
on average (see Figure 4.22(d)).
Figure 4.23 shows the results of the experiment with gradually increasing amount of Bi on the surface
of Al2O3 | |Ni3Al from 0.06ML to 0.5ML and two additional tempering steps of 300K and 475K for
0.5ML of Bi.
The energy shift of the 5d5/2 level during the increase of the deposition amount is about (0.20 ± 0.02) eV
Table 4.9.: Fit parameters of 5d5/2 core level peaks of 0.38ML Bi||Al2O3 | |Ni3Al after deposition at LN2 temperature and
several annealing steps. Corresponding spectra are shown in Figure 4.22(a).

𝐸
𝐵
[eV] 𝛼[eV] 2𝜎[eV] FWHM [eV]

0.38ML −24.209±0.008 0.14 ± 0.02 0.71 ± 0.02 0.85 ± 0.02
300K −24.082±0.003 0.60 ± 0.02 0.72 ± 0.02
375K −23.967±0.003 0.46 ± 0.01 0.55 ± 0.02
475K −23.915±0.005 0.51 ± 0.02 0.61 ± 0.03
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(from −24.45 eV to −24.25 eV), while between the last deposition step of 0.5ML and the last annealing
step the energy shift increases by (0.313 ± 0.006) eV (from −24.25 eV to −23.94 eV).
According to the STM data (Figure 4.23(b) and (c)), there is almost no increase in height between the
deposition amounts of 0.06ML and 0.5ML. After annealing, the height increases from (1.1 ± 0.3) nm
to (3.1 ± 0.6) nm. So the total height shift is about 2 nm on average.
Analysis of the distance between clusters (see Figure 4.23(d)) shows that as the amount of Bi deposited
increases, the average distance between clusters decreases, indicating the formation of new clusters.
As there is no significant increase in cluster heights, this could mean that Bi clusters on the surface
of Al2O3 | |Ni3Al deposited at LN2 temperature have a preferred stable height of about 1 nm to 1.2 nm

during deposition, which then increases to about 3 nm, while the distance between clusters increases
during annealing27.

Another notable feature of the cluster distribution (see Figure 4.23(d)) is the absence of "short" dis-
tances between clusters. For each sample in Figure 4.23, the shortest distance between neighboring
clusters is almost always greater than 2.6 nm. Except for the sample of 0.5ML in Figure 4.23(d), where
the shortest distance is about 0.3 nm and is very likely caused by the STM image artifacts that were
misdetected by the algorithm. The distance distribution plot for the deposition of 0.38ML at the bottom
of the Figure 4.22(d) also shows no "gap" at short distances, which is almost certainly due to the quality
of the STM measurement.
However, the “absence” of short distances in almost all STM measurements could indicate a preference
for network structure sites, as described in the work of Becker et al. [130] where they examined the
growth of Ag and Mn clusters on Al2O3 | |Ni3Al and were able to show the pinning of cluster growth to
the network and dot structure.
Also in the work of Dominik Wolter [63] the mass selected Cu clusters show a tendency to organize
along the ordered structure rather than distribute randomly on the surface of the Al2O3 | |Ni3Al.

In conclusion, after the deposition of Bi on the surface of Al2O3 | |Ni3Al at LN2 temperature and
subsequent annealing at higher temperatures, the 5d5/2 level shifts by about 300meV towards the 𝐸F .
Additionally, the clusters become larger, and the distance between clusters increases, indicating cluster
growth caused by Ostwald ripening (see Section 2.2.2).
Table 4.10.: Fit parameters of 5d5/2 of 0.06ML - 11ML Bi after deposition at LN2 temperature on the surface of Al2O3 | |Ni3Al
and several annealing steps. Corresponding spectra are shown in Figure.

𝐸
𝐵
[eV] 𝛼[eV] 2𝜎[eV] FWHM [eV]

0.06ML −24.45 ± 0.02 0.17 ± 0.04 1.06 ± 0.04 1.37 ± 0.09
0.1ML −24.444 ± 0.003 0.15 ± 0.01 1.01 ± 0.01 1.25 ± 0.01
0.2ML −24.393 ± 0.006 0.18 ± 0.01 0.97 ± 0.02 1.28 ± 0.04
0.3ML −24.342 ± 0.005 0.17 ± 0.01 0.87 ± 0.01 1.12 ± 0.02
0.5ML −24.251 ± 0.004 0.20 ± 0.01 0.78 ± 0.01 1.09 ± 0.03
0.5ML 300K −24.127 ± 0.003 0.05 ± 0.01 0.68 ± 0.01 0.72 ± 0.01
0.5ML 475K −23.938 ± 0.004 0.11 ± 0.01 0.54 ± 0.01 0.62 ± 0.01

27The difference in heights for 0.38ML in the first experiment and 0.3/0.5ML in the second experiment could be caused by
the different tunneling parameters (𝑈 = 3.2V vs. 𝑈 = 6.0V).
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During the increase of the deposited amount, the energy position of 5d5/2 is shifted by almost the same
amount as after annealing, but the height of the clusters does not change on average, at least not to the
same extent as during annealing. This effect is likely caused by the STM probe’s inability to resolve the
lateral extent of the high clusters, as mentioned in Figure 2.11.
The energy shift of 5d5/2 could be explained (as we propose in Section 4.2.4) by a model describing an
decrease in charging energy (as defined in Section 4.1.5 and in Figure 4.16) due to an increase in cluster
size. This model will be presented and discussed in the following section.
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4.2.4. Discussion

In section 4.1.5, when defining the charging energy of C60, we utilized the fact that individual C60

molecules and C60s within a monolayer share the same shape. Consequently, there is no energy shift of
the HOMO originating directly from the C60 molecule or from the substrate, allowing us to study the
energy shift based solely on the contribution from neighboring molecules.
Bi clusters undergo changes in size as they grow, necessitating an approximation of the energy shift
originating directly from the clusters, where the volume of the clusters plays a crucial role. In addition,
the varying sizes of the Bi clusters at different annealing stages make the surface contribution significant,
in contrast to the case of C60 molecules.

As mentioned above, the STM probe usually provides false lateral resolution of high clusters on the
surface in contrast to the flat surface (see Figure 2.11). Therefore, when discussing the size of clusters in
the context of STM measurements, an appropriate lateral size correction should always be made.
In a first approximation, clusters can be considered as microscopic metallic droplets [131]. So in this
scenario, classical electrostatics can be applied. The representation of clusters can be simplified by
approximating them as perfect spheres with a radius Rc𝑙 equal to half their height h. Assuming that the
density of these spherical clusters mirrors that of the bulk material (𝜌Bi), we can employ equation (4.5) to
determine the number of atoms per spherical cluster28

(︂
N

sph

cl

)︂
.
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sph

cl
= 𝑉sph

𝜌Bi

MBi

=
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(4.5)

Where MBi is the atomic mass of bismuth. By iterating over all cluster heights in a sample, and subse-
quently dividing by the total area

(︁
Atot

)︁
measured across all STM images for that sample , we can derive

an estimate for the average number of atoms per area unit
(︂
N

sph

cl
/Atot

)︂
.

As described in section 4.2.1.2, the estimation of the deposited amount of Bi is relatively precise due
to the used method of determination of 1ML (the error is 5%). Therefore, by comparing this number
with the average number of atoms per area

(︂
N

exp

cl
/Atot

)︂
estimated from the deposition time, it can be

seen that the assumption of the clusters as spheres underestimates the number of deposited atoms (see
Table 4.11). Note that the N

sph

cl
number shows a "jump": the value of N

sph

cl
/N

exp

cl
for 0.3ML is equal to

that for 0.06ML coverage. This is due to STM measurements made at higher gap voltages, as indicated
by the gray-marked rows in the table. The height value of the sample with 0.3ML coverage is probably
higher due to the underestimation of the cluster size by scanning with a higher gap voltage, as described
in the work of Ingo Barke [132, p.7, fig. 4].
The value of N

sph

cl
at 0.3ML is more likely to be in the range of the value of the 0.38ML sample, since

the coverage is in a similar range.

In Section 4.2.2, where Bi has been deposited onto the surface of metal (Au(111)), it exhibits wet-
ting behavior and forms a distinct structure. However, in the case of Al2O3 | |Ni3Al, no evidence suggests

28Since the ML definition was made by defining the atoms per area quantity, calculating the cluster volume in terms of atoms
is more convenient.
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Figure 4.24.: Representation of the cluster as a sphere (left), as an oblate ellipsoid with 𝜏 < 1 (middle), and as a prolate
ellipsoid with 𝜏 > 1 (right).

that Bi wets the surface. Consequently, it is reasonable to assume that Bi atoms aggregate into clusters
rather than forming a continuous layer on the surface during deposition. Under this assumption, we can
infer that the clusters likely adopt an ellipsoidal shape29 [132]. Therefore, we can calculate the number
of atoms inside the ellipsoid N

ell

cl
in a manner analogous to equation (4.5):

N
ell

cl
= Vell

𝜌
Bi

M
Bi

=
4

3
𝜋 · 𝑥 · 𝑦 · 𝑧 ·

𝜌
Bi

M
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(4.6)

𝑥, 𝑦 and 𝑧 are the half-axes of the ellipsoid (see Figure 4.24).
From STM images, the precise shape of clusters cannot be determined conclusively. Specifically, we
cannot ascertain whether the clusters exhibit uniformity or if they are more distorted along one of the axis
of the ellipsoid. Therefore, for the sake of simplification, we make the assumption that both axes of the
ellipsoid, which are parallel to the surface, are of equal length. Furthermore, we introduce a distortion
factor 𝜏 to scale between the half axes 𝑥, 𝑦 and 𝑧 as 𝑥 = 𝑦 = 𝜏𝑧 with 𝑧 = h/2, ℎ represents cluster height.
Table 4.11.: Estimation of the number of atoms per area by assuming the clusters to be perfect spheres. Rows marked in gray
indicate STM measurements with a higher gap voltage of 6.0V.

sample N
sph

cl
/Atot × 1014 [cm −2] N

exp

cl
/Atot × 1014 [cm −2] N

sph

cl
/Nexp

cl

0.38ML 0.49 2.53 0.19
300K 0.4 2.53 0.16
475K 0.51 2.53 0.2

0.06ML 0.05 0.41 0.12
0.1ML 0.13 0.68 0.19
0.2ML 0.21 1.35 0.16
0.3ML 0.24 2.02 0.12
0.5ML 0.43 3.38 0.13
300K 0.87 3.38 0.26
475K 1.10 3.38 0.33

29According to Barke [132], a truncated sphere model would be more appropriate in the case of wetting of the surface, but
this is probably only applicable for the mass-selected or "preformed" clusters.
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Therefore the equation (4.6) becomes:
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(4.7)

To determine the average deformation 𝜏, we have to solve equation (4.8) for each cluster with the height
hi in every sample.
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cl
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= 0 (4.8)

Distortion factors 𝜏 for both experiments described in Sections 4.2.3 are shown in Table 4.12.

Table 4.12.: Results of the estimation of the deformation factor 𝜏 and the energy shifts of the core level for the spherical model
Δ𝐸

sph

𝑐𝑙
and the ellipsoidal model Δ𝐸 ell

𝑐𝑙
. For better visibility, the error is displayed in brackets of the last digit: e.g. 1.2(2) means

1.2 ± 0.2. Rows marked in gray indicate STM measurements with a higher gap voltage of 6.0V. As mentioned above, the
change in the gap voltage has an effect on the measurements for the sample of 0.3ML, so that the value of 𝜏 is overestimated
and is probably in the range of the value of the sample denoted with 0.38ML.

sample tevap 𝜏 Δ𝐸
sph

𝑐𝑙
Δ𝐸

ell

𝑐𝑙
sample tevap 𝜏 Δ𝐸

sph

𝑐𝑙
Δ𝐸

ell

𝑐𝑙

0.06ML 00:44 2.57(1) 1.3(3) 0.6(1)
0.1ML 01:13 2.00(1) 1.2(4) 0.7(2)
0.2ML 02:26 2.15(1) 1.2(4) 0.7(2)
0.3ML 03:38 2.45(2) 1.3(4) 0.7(2)

0.38ML 04:33 1.99(2) 1.1(3) 0.6(3) 0.5ML 06:04 2.44(3) 1.1(3) 0.7(2)
300K 04:33 2.19(2) 0.8(3) 0.5(3) 300K 06:04 1.54(2) 0.8(2) 0.6(3)
475K 04:33 1.94(2) 0.4(2) 0.3(2) 475K 06:04 1.68(2) 0.4(1) 0.3(1)
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4.2.4.1. Charging energy of Bi clusters
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Figure 4.25.: Energy peak position of the Bi core level as a function of the reciprocal mean cluster height for each sample.
Δ𝐸

sph

𝑐𝑙
and Δ𝐸

ell

𝑐𝑙
represent the energy shift of the core level with respect to the bulk value estimated from the spherical and

ellipsoidal models. For clarity, the error of the mean heights is given only for the measured data and is exactly the same for all
models. Also for the second experiment, the deposition steps from 0.06ML to 0.3ML are plotted separately for better clarity.

For the charging energy, we will consider the ionization potential of metal clusters as a function of their
size [133], as commonly employed in the description of experiments in cluster physics [134].
Equation 4.9 describes the change in the ionization potential of spherical metal cluster relative to the bulk
material in dependency of the cluster radius Rc𝑙 .

IP(Rc𝑙) = 𝑊∞ + 𝛼
𝑒2

4𝜋𝜀0
(︁
Rc𝑙 + 𝛿

)︁ (4.9)

Here, 𝑊∞ describes the work function of the bulk, 𝛿 represents the radius correction due to the electron
“spill-out” into the vacuum, and 𝛼 stands for a quantum correction factor of the bulk work function for
a spherical particle [134]. According to Seidel [133], the 𝛼 and 𝛿 corrections are only valid for metals
with 𝑟

𝑠

30 between 2 and 6. With the 𝑟
𝑠

of 2.25 for Bi, we are approaching the boundary of the validity
range. Furthermore, we have not been able to find any theoretical calculations in the stabilized jellium
model explicitly for Bi. Therefore, we will consider the classical case with 𝛿 = 0 and 𝛼 = 1/2.

30Here the 𝑟
𝑠

radius is normalized to the Bohr radius (𝑎
0
).
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Figure 4.26.: Ratio of the capacity of ellipsoidal and spherical models as a function of the distortion factor 𝜏 (see Equation 4.17).
(a) in the range between 0 and 15 and (b) in the corresponding range of the measured data.

By considering the difference in ionization potential to be uniformly transferable as a shift of the core
level, at least in the first approximation, as it has already been used for the shift of the d-band structure
of clusters [135], we can define31 Δ𝐸

𝑐𝑙
to be the shift of the core level due to the bulk value:

Δ𝐸
sph

𝑐𝑙
:= IP(Rc𝑙) −𝑊∞ =

1

2
· 𝑒2

4𝜋𝜀0Rc𝑙
(4.10)

In the classical case, the expression 4𝜋𝜀0Rc𝑙 represents the capacitance of the sphere 𝐶sph; to incorporate
the deformation of spherical metallic Bi clusters into oblate ellipsoids, as discussed above, we can simply
replace the capacitance of a sphere by the capacitance of an oblate ellipsoid 𝐶ell [136, p.36]:

Δ𝐸
ell

𝑐𝑙
=
1

2
· 𝑒

2

𝐶ell

with 𝐶ell = 4𝜋𝜀0

√
𝑥2 − 𝑧2

𝜋
2 − arctan

(︂
𝑧/
√
𝑥2 − 𝑧2

)︂ and 𝑥 = 𝑦 = 𝜏𝑧, 𝑧 = h/2. (4.11)

With the help of 𝜏 from Table 4.12 Δ𝐸
𝑐𝑙

can be calculated and is also shown in Table 4.12.
Figure 4.25 shows the correlation between the reciprocal mean height of the clusters and the peak energy
position of the core level. The corrections for the spherical (marked with Δ𝐸

sph

𝑐𝑙
) and ellipsoidal (Δ𝐸 ell

𝑐𝑙
)

models are plotted and represent the energy shift in respect to the bulk value. As shown in Figure 123,
the ellipsoidal model reproduces the energetic shifts of the core level more accurately than the spherical
model. However, the deviations from the measured values are still larger than the uncertainties. There-
fore, further adjustments are needed.

The volume of the clusters plays an important role; the deformation factor (𝜏) in Table 4.12 and Fig-
ure 4.25 is essentially related to the volume increase of the ellipsoidal clusters. However, 𝜏 is a relatively
small number, which raises the question: how significant is the influence of the deformation factor on
the capacity values of the clusters when comparing ellipsoidal clusters to spherical clusters of the same
volume as the ellipsoidal ones?

31Δ𝐸
𝑐𝑙

is the shift caused by charging energy 𝑈0 of clusters.
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The volume of the spherical cluster is given by the well-known formula for the volume of a sphere:

𝑉sph =
4

3
𝜋𝑧3

sph
. (4.12)

The volume of the ellipsoidal cluster with the deformation factor 𝜏 is:

𝑉ell =
4

3
𝜋𝜏2𝑧3

ell
. (4.13)

Equal volume implies the following expression:

𝑧ell = 𝜏−
2
3 𝑧sph (4.14)

By inserting the capacitance of the sphere:

𝐶sph = 4𝜋𝜀0𝑧sph (4.15)

and the capacity of the ellipsoid:

𝐶ell = 4𝜋𝜀0

√
𝜏2 − 1

𝜋/2 − arctan
(︂
1/
√
𝜏2 − 1

)︂ 𝑧ell (4.16)

in equation 4.14, the ratio of the capacitance can be expressed as:

𝐶ell

𝐶sph

=

√
𝜏2 − 1

𝜋/2 − arctan
(︂
1/
√
𝜏2 − 1

)︂ 𝜏− 2
3 (4.17)

Figure 4.26 shows the evolution of the capacitance ratio with 𝜏.
The increase of 𝐶ell compared to the equal volume sphere is relatively small. Even for the extreme case
of 𝜏 = 11 it increases by lees than 50%. The relevant range for the experiments discussed in the current
work is between 𝜏 = 1 and 3 (as shown in Figure 4.26(b)). Thus, the increase is < 12%. In terms of
accuracy, this is probably in the range of the calibration error of STM, where we can approximate oblate
clusters with the sphere of equal volume.
This is shown with the symbols Δ𝐸

sph,eq

𝑐𝑙
in Figure 4.28. Using Δ𝐸

sph,eq

𝑐𝑙
it is possible to include the

conducting substrate into the model (see next section).

4.2.4.2. Substrate contribution

As in the previous chapter, the contribution of the substrate is considered here in the classical approx-
imation. For the system of clusters on the surface of Al2O3 | |Ni3Al we extend this classical approach
considering a sphere over a conducting surface. With the help of the image charges one can derive the
expression for the capacitance of a sphere over a conducting surface (equation 4.18) as a function of the
distance between the center of the sphere and surface 𝑑, and the sphere radius 𝑟 [137] (see Figure 4.27(a)).

𝐶surf (𝑑, 𝑟) = 4𝜋𝜀0𝑟𝐹
[︁
cosh−1 (𝑑/𝑟)

]︁
(4.18)
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Figure 4.27.: (a) Model of the sphere over a conducting surface. (b) Dependence of the capacitance of the sphere over a
conducting surface on the distance between the sphere and the surface. (c) Same as (b), but for very small distances.

with :

𝐹 (𝜉) = sinh (𝜉)
∞∑︁
𝑛=0

1

sinh [(𝑛 + 1)𝜉] (4.19)

For very large distances (𝑠) between the sphere and the surface (𝑠 ≫ 𝑟), the capacitance 𝐶surf became the
capacitance of the isolated sphere (𝐶sph), as can be seen in Figure 4.27(b).
The capacitance exhibits a logarithmic relationship with distance as the gap between the sphere (𝑠 = 𝑑−𝑟)
and the surface diminishes [137]:

𝐶surf (𝑑, 𝑟) ∼ − ln (𝑠), for 𝑠 → 0 (4.20)

With this model, the approximation of the surface’s contribution to the total core level energy shift in UPS
spectra becomes feasible. To perform this estimation, the energy shift is calculated using Equation 4.21.
The capacitance 𝐶surf is computed following Equation 4.18, where the radius of the sphere is adjusted to
match the volume of the corresponding ellipsoid. The distance between the cluster and the surface is
estimated to be the thickness of the double layer of Al2O3, which is approximately 0.5 nm32. In this setup,
the Ni3Al(111) serves as the conducting surface. Error analysis is conducted through error propagation,
with the error propagation of 𝐶surf (𝑑, 𝑟) detailed in the Appendix A.5.1.

Δ𝐸
surf

𝑐𝑙
=
1

2
· 𝑒2(︂

𝐶ell/𝐶sph

)︂
· 𝐶surf

(4.21)

The factor
(︂
𝐶ell/𝐶sph

)︂
corrects for the disparity in capacitances between the sphere and ellipsoid, as

described above (refer to Equation 4.17).

32An error margin of 10% was considered to account for potential variations in the oxide layer thickness.
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Figure 4.28.: Energy peak position of the Bi core level as a function of the reciprocal mean cluster volume ⟨𝑉cl⟩−1/3 for each
sample. Δ𝐸 sph

𝑐𝑙
and Δ𝐸

ell

𝑐𝑙
represent the energy shift of the core level with respect to the bulk value estimated from the spherical

and ellipsoidal models and Δ𝐸
surf

𝑐𝑙
is the energy shift due to the approximation of clusters on the surface of Al2O3 | |Ni3Al by

a metallic sphere over the conducting surface. For the second experiment, the deposition steps from 0.06ML to 0.3ML are
plotted separately for better clarity.

The capacitance of the sphere, with the volume equated to the volume of the corresponding ellipsoid, is
also determined. Corresponding energy shifts attributed to the core level energy peak of Bi are depicted
in Figure 4.28 and in Table 4.13. The core level energies in the Figure 4.28 were plotted against the
square root of the mean volume of the clusters ⟨𝑉cl⟩−1/3, as this more accurately represents the size of the
clusters than the height measured by STM.

Table 4.13.: Results of the estimation of the energy shifts of the spherical model with the volume equal to corresponding
ellipsoidΔ𝐸 sph,eq

𝑐𝑙
and the spherical model in vicinity of surface Δ𝐸

surf

𝑐𝑙
of the core level. Rows marked in gray indicate STM

measurements with a higher gap voltage of 6.0V.

sample ⟨𝑉cl⟩−1/3 Δ𝐸
surf

𝑐𝑙
Δ𝐸

sph,eq

𝑐𝑙
sample ⟨𝑉cl⟩−1/3 Δ𝐸

surf

𝑐𝑙
Δ𝐸

sph,eq

𝑐𝑙

[nm−1] [eV] [eV] [nm−1] [eV] [eV]
0.1ML 0.5(2) 0.5(1) 0.739(8)
0.2ML 0.6(2) 0.4(1) 0.696(7)
0.3ML 0.6(2) 0.5(1) 0.727(8)

0.38ML 0.5(2) 0.4(1) 0.63(1) 0.5ML 0.6(2) 0.5(1) 0.745(8)
300K 0.4(1) 0.3(1) 0.460(1) 300K 0.5(2) 0.4(1) 0.655(7)
475K 0.21(6) 0.13(8) 0.257(1) 475K 0.27(8) 0.18(7) 0.327(2)
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As depicted in Figure 4.28, the shape correction due to cluster deformation results in an almost imper-
ceptible difference between the energy shifts of ellipsoidal and spherical clusters of equivalent volume.
Consequently, within the assumptions made earlier and within the range of cluster deformation (𝜏 < 3),
the approximation of cluster volume is more important than their shapes. It can therefore be concluded
that the assessment of the amount of material deposited and the distribution of clusters is more important
than the precise determination of individual cluster heights.
However, the most significant impact arises from the proximity of the conducting surface. By employing
a relatively simple model of the metal sphere within the electrostatic regime, we were able to compre-
hend the energy shift, which closely aligns with the measurements in the first experiment (refer to the
Figure 4.28(a)).

The disparity observed in the second experiment (see Figure 4.28(b)) likely stems from the nature
of the preparation process: the initial four steps involved a gradual material deposition without anneal-
ing. This could account for the inconsistency between the deposited material amount and the measured
material within the clusters. It’s conceivable that not all Bi atoms have aggregate into clusters, and some
may remain loosely bound to the surface.
We also employed a classic approach that appears effective for relatively large clusters. As we approach
cluster sizes where the electron spill-out (𝛿) and the quantum correction factor (𝛼), as mentioned in
Equation 4.9, become more significant, it may necessitate additional adjustments to the model.
Additionally, it’s worth noting that the dielectric constant of the oxide layers likely differs from that of
vacuum, as basically assumed in Equation 4.18. However, characterizing the dispersion of the dielectric
function of the oxide is complex, as it may significantly diverge from that of the bulk material.

The contrast in aggregation processes between the sequential increase of deposition material (illus-
trated in Figure 4.23 from 0.06ML to 0.5ML) and the tempering procedure (depicted in the same Figure
denoted by 0.5ML at 300K and 475K and in Figure 4.22) is quite striking.
The height of the clusters remained relatively constant as the amount of material increased, while the
distance between the clusters decreased. This suggests the formation of new clusters rather than the
growth of existing ones. However, there seems to be a threshold in cluster distance below which no new
clusters form. This minimum distance is significantly larger (Figure 4.23(d)) than the highest cluster
(Figure 4.23(c)), especially at low coverage, ruling out the possibility of clusters simply rearranging side
by side. It is more plausible that clusters formed at very short distances eventually merge into one.
Thus, it’s reasonable to assume the existence of predefined nucleation positions on the surface, periodi-
cally distributed with a minimum distance between them. Additionally, these nucleation positions have
a saturation limit. As the material increases, the size of clusters remains almost constant, indicating a
preference for Bi atoms to form new clusters at unoccupied nucleation sites rather than contributing to
the growth of already saturated clusters.
The saturation threshold can be surpassed by introducing additional energy into the system through
tempering at higher temperatures. This increased energy prompts cluster aggregation, resulting in both
an increase in the height of the clusters and the distance between them (refer to Figure 4.23(c) and (d)).
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At the onset of the ongoing discussion, it was assumed that the proximity of neighboring Bi clusters
would have negligible influence on the core level shift in UPS measurements. However, as the discussion
progressed, it became evident that the primary effect arises from the proximity of the conducting surface
of the Ni3Al(111) beneath the thin oxide bilayer. The insignificance of the contribution from neighboring
clusters to the core level shift in UPS spectra became apparent upon consideration of Equation 4.2.
Given that the UPS signal is additive, the contribution of the majority of clusters is reflected in the spec-
trum. In Figure 4.23(d), the parameter𝜎90 signifies the minimum distance between clusters for 90% of the
entire sample. This implies that almost all clusters maintain a minimum distance of 𝜎90 . The smallest 𝜎90

in Figure 4.23(d) is around 3 nm, and the largest is 9.2 nm, indicating that the change in the contribution
from neighboring clusters to the charging energy diminishes by a factor of 34 = 81 to 9.24 > 7000 (see
Equation 4.2), making the contribution of the neighboring clusters practically negligible.
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In this study, C60 molecules and Bi clusters were investigated on the surfaces of two noble metals (Au(111)
and Ag(111)) and on the surface of Al2O3 | |Ni3Al, characterized by very low conductivity, using UPS
and STM measurements.
On the Al2O3 | |Ni3Al surface, both C60 and Bi clusters exhibited a noticeable shift of the photoemission
signal due to the influence of the charging energy: in the case of C60, this shift was attributed to the
energy shift of the HOMO, while for Bi clusters, it was visible for the shift of the core level. Conversely,
minimal shifts were observed on metal surfaces.
For C60, the shift stemmed from the reduction in charging energy induced by next-neighbor screening,
whereas for Bi clusters, it was attributed to the increase in cluster size, with the influence of the Ni3Al(111)
surface playing a significant role in the change of core level shift. Both effects could be explained within
the electrostatic approximation, which overlooks quantum mechanical effects like local electron density
distribution or electron spill-out, yet still yields excellent agreement with experimental results.
Furthermore, STM investigations revealed evidence of Bi cluster adsorption on the periodic superstruc-
ture of the Al2O3 | |Ni3Al surface, and potentially even adsorption of C60 molecules on the periodic
structure of the Al2O3 | |Ni3Al network.

To further validate the model for C60, STS measurements could prove invaluable. However, interpreting
STS spectra might pose challenges due to its extremely local nature. As mentioned in the work of Xinghua
Lu et al. [116], C60 spectra exhibit significant variation, with HOMO peaks appearing on certain parts of
the molecule while absent on others.
For studies involving Bi, measurements with small clusters are crucial, ideally with clusters exhibiting a
narrow size distribution, achievable through mass-selected clusters. This approach helps minimize model
uncertainty. However, it comes with drawbacks such as reduced intensity in the UPS signal, leading to
longer measurement times and increased contamination risks.
Additionally, the study of Pb clusters on the surface of Al2O3 | |Ni3Al could provide a deeper understand-
ing of the process. Specifically because there is evidence that the Pb clusters undergo a metal-to-nonmetal
transition (MTNT), as studied in the work of Senz at al. [15] on free metal clusters. The electrostatic
effects used to model Bi clusters should also be applicable to Pb clusters. However, the size-dependent
change in electronic structure, such as the MTNT (see Section 2.1), when progressing from larger to
smaller clusters, might differ due to the different crystal lattice structures (rhombohedral for Bi bulk
versus face centered cubic (fcc) for Pb) and band structure differences.

A potential enhancement lies in utilizing synchrotron radiation sources. Synchrotron radiation offers
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a wide range of tunable incident light frequencies, facilitating deeper core-level analysis of Bi and overall
improving the analysis process.
In studies involving both C60 and Bi clusters, the influence of oxide layer thickness may be significant.
A systematic investigation into the dependence of charging energy shift on oxide layer thickness could
be worthwhile.
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A. Appendix

A.1. Energy position of HOMO in UPS

In literature, the energy position of the HOMO level of C60 or inorganic semiconductors is determined
either by taking the peak or peak onset positions in PES spectra. Krause and his colleagues have discussed
this in detail in their work [138]. They suggest that peak broadening arises due to dynamic charge delo-
calization during the photoionization process. When the delocalization of the photoemission-generated
hole is at its maximum, the C60 molecule is completely screened and this state has the lowest binding
energy. However, this happens statistically and so there are states where the molecule is only partially
screened, resulting in a broader peak. Hence, the peak onset position is considered more appropriate for
determining the HOMO level rather than the peak position.

In present work, we investigated systems with sub-monolayer coverage where C60 molecules occur
in small islands with a size distribution. This distribution may contribute to the peak broadening. Addi-
tionally, the substrate plays a larger role in our experiments than in Krause et al.’s, which also affects the
peak broadening. Nevertheless, the maximally screened state should be less influenced by size distribu-
tion broadening and substrate contribution. Therefore, we evaluated the energy position of the HOMO
level of C60 as the peak onset. The following section describes the evaluation routine.

A.1.1. Smoothing

The Whittaker-Eilers smoother was utilized to smooth the data, employing a penalized least squares
method. In this method (see equation A.1 ), 𝑆 represents the lack of fit to the data, while 𝑅 indicates the
roughness. The data is represented by 𝑦, and the smooth series of the data is represented by 𝑧.

𝑄 = 𝑆 + 𝜆𝑅 (A.1)

𝑆 =
∑︁
𝑖

𝑤𝑖 (𝑦𝑖 − 𝑧𝑖)2 (A.2)

𝑅 =
∑︁
𝑖

(𝑧𝑖 − 𝑧𝑖−1)2 (A.3)

Where 𝑤𝑖 denotes weights, so that 𝑤𝑖 = 0 means the observation is missing and 𝑤𝑖 = 1 otherwise[139].
The objective of the penalized least squares method is to minimize Q by selecting an appropriate value of
lambda [140]. One practical advantage of the Whittaker-Eilers smoother is that it allows for flexibility in
selecting lambda. One can either determine it manually or find the optimal value through an optimization
process. To implement the smoother, we utilized the Python project vam.whittaker [141], which employs
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Figure A.1.: Peak onset method. (a) Expectile smoothing. (b) Top panel represents a data with smooth curve and area around
the inflection point. Strait lines represents fits and the background and inflection point area. Second panel from top shows the
residuals of the smooth curve and data. Third panel from top is the first derivative of smoothed data and in the last panel the
second derivative. (b) Smoothing error estimation. Straight lines represent fits for inflection point and background areas on
to maximal and minimal “twisted” data subsets. Explanation see text.

V-Curve optimization to search for the optimal lambda value [139].

A.1.2. Peak onset position

To determine the energy of the peak onset position Eonset , the inflection point Einfl on the energetically
lower flank of the peak is identified by calculating the first derivative and determining the minimum. Due
to the noise present in the spectra, the computer-assisted evaluation of inflection points can be difficult
and inconsistent. To address this, we smoothed the spectra with the Whittaker-Eilers smoother [140]1

before the evaluation. After the inflection point is found, a straight line is fitted to the area around it.
Another linear fit is performed in the background area. The intersection of both straight lines represents
the peak onset position.

The choice of the area for the linear fits around the inflection point and for the background should be
made very carefully and depends on the experience and common sense of the user.
If the quality of the data or the choice of background leads to very few points for the fit, the error estimates
from the fits are not very reliable. To determine the error, we use the entire data set and take advantage
of the so-called expectile smoothing feature of the modified Whittaker-Eilers smoother.
In principle, we can rewrite the function given in equation A.2 by introducing a weighting factor 𝛼 so

1A brief discussion on why the Whittaker-Eilers smoother is superior to the commonly used Savitzky-Golay filter can be
found in [142]
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that the negative and positive values of 𝑦 − 𝑧 are not weighted equally.

𝑆 =
∑︁
𝑖

𝑣𝑖𝑤𝑖 (𝑦𝑖 − 𝑧𝑖)2 (A.4)

with 𝑣𝑖 = 𝛼 when 𝑦𝑖 − 𝑧𝑖 > 0 and 𝑣𝑖 = 1 − 𝛼 when 𝑦𝑖 − 𝑧𝑖 < 02 [139]. By choosing a 𝛼 we now have a
direct influence on the smoothing behavior. Figure A.1(a) shows an example of a data set with a wide
scatter of measured points. Here we choose the extreme example of 𝜆 = 0.999 and 𝜆 = 0.001. If 𝛼 = 0.5

the perfect smoother is calculated. The smoothed curves represent the envelopes of the data set. By
using these envelopes to estimate the error, we would not be taking into account the maximum/minimum
possible slope in the scattered data set. To solve this problem, the original data set without smoothing
was divided into 2 data sets at the inflection point. The left-hand side was then smoothed with an
appropriately large 𝛼 and the right-hand side with an appropriately small 𝛼 (i.e. in Figure A.1(c) 𝛼 = 0.9

for the left-hand side and 𝛼 = 0.1 for the right-hand side for the orange curve). The two smoothed curves
were then merged and smoothed again to remove the discontinuity in the data at the inflection point. This
process was repeated by swapping the 𝛼’s of two subsets of data (𝛼 = 0.1 for the left side and 𝛼 = 0.9

for the right side). Finally, two curves were obtained showing the maximum possible deviation of the
curves from the inflection point (see figure A.1(c)). So basically we rotated the smooth curve clockwise
and anticlockwise around the inflection point within the scatter path of the data. The values of the two
intersection points obtained in this way are then used in the error calculation. Depending on the shape of
the curve, these two inflection points may end up on either side of the inflection point of the smoothed
data with 𝛼 = 0.5. In this case we take the mean difference as the error, so sometimes we end up with
asymmetric errors.
The implementation of this algorithm in Python can be found here [144].

A.2. UPS experimental resolution

The energy resolution of a PES experiment is influenced by various factors, including the energy resolution
of the energy analyzer, thermal broadening, energy broadening of the light source and the monochromator,
as well as the size of the capillary that focuses the light from the UV source onto the sample and the
condition of the sample itself. To determine the resolution of the experiment, a Fermi function 𝑓 (𝐸)
convoluted with a Gaussian function 𝑔(𝐸) is used. This function is commonly known as the energy
resolution function [146]. An additional constant background 𝑏𝑔(𝐸) is also included, which is caused by
inelastic-scattering of electrons and is approximately linear in the region of the Fermi edge. The fitting
of the convoluted function and the background, as shown in equation A.5, allows us to obtain a fitting
parameter, 𝜎, which corresponds to the total experimental resolution Δ𝐸tot = 2𝜎.

𝑠(𝐸) = 𝑏𝑔(𝐸) +
∞∫

−∞

𝑓 (𝜀)𝑔(𝐸 − 𝜀)𝑑𝜀 (A.5)

2This is only a rough outline of the problem, in reality it is a bit more complex than presented here, interested readers are
referred to the works of Eilers, Pesendorfer and Bonifacio [139] and of Atzberger and Eilers [143].
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Figure A.2.: (a) UPS data of the Fermi edge at different temperatures (color dots) and corresponding fit (black line). Excitation
energy is 21.22 eV (HeI𝛼 line). For the definition of the fit model see text. (b) Residual values for the fits from (a) produced
by LMFIT more detailed description of estimation of residual can be found here [145]

𝑏𝑔(𝐸) = 𝑎 · 𝐸 + 𝑏 (A.6)

𝑓 (𝐸) = 1

𝐴 exp
(︂
𝐸−𝐸0
𝑘B𝑇

)︂
+ 1

(A.7)

𝑔(𝐸) = 1

𝜎
√
2𝜋

exp

(︃
−0.5 (𝐸 − 𝜇)2

𝜎2

)︃
(A.8)

The fitting of the convoluted function and background was performed using the python package "LM-
FIT" [145]. The model used for the convolution of the Fermi-Dirac function and Gaussian function was
adapted from the python project of Hochhaus and Nakajima [147].
Experimental resolution in dependence of the temperature can be found in table A.1. Figures A.2 and
A.3 show the data of the Fermi edge and the corresponding fits. The Fermi Edge for HeI𝛼 exiting energy
is at 𝐸𝑘𝑖𝑛 = (16.897 28 ± 0.000 05) eV and for HeII𝛼 at 𝐸𝑘𝑖𝑛 = (36.4768 ± 0.0002) eV
Table A.1.: The experimental resolution of UPS experiments was determined by fitting the Fermi edge at the corresponding
temperature (see Figure A.2). All measurements were taken with a pass energy of 2 eV

𝑇 [K] 300 80 10
HeI𝛼 Δ𝐸tot [meV] (23 ± 2) (10.8 ± 0.4) (10.11 ± 0.08)
HeII𝛼 Δ𝐸tot [meV] (18 ± 5) (12 ± 2) –
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Figure A.3.: Same as in figure A.2 but with the excitation energy of 40.8 eV (HeII𝛼 line).

A.3. Line shape of core level in UPS

For the study of core levels of Bi in this work, a DS profile convolved with a Gaussian distribution
was used (see Equation A.9). This specific profile is well known and widely accepted3 for handling
asymmetric peaks in XPS spectroscopy. The theoretical justification for fitting with DS is provided to
some extent in the work of Wertheim and Citrin [148].

𝑙 (𝐸) =
∞∫

−∞

𝐷𝑆(𝜀)𝑔(𝐸 − 𝜀)𝑑𝜀 (A.9)

With DS as Doniach-Sunjic line shape (see equation A.10) and 𝑔(𝐸) as Gaussian function as given in
equation A.8

𝐷𝑆(𝐸) = 𝐴

𝜎1−𝛼
cos [𝜋𝛼/2 + (1 − 𝛼) arctan ((𝐸 − 𝜇)/𝜎)]

[1 + (𝐸 − 𝜇)/𝜎] (1−𝛼)/2
(A.10)

𝛼 can be understand as asymmetry parameter. 2𝜎 is equal to Lorentzian’s FWHM for 𝛼 = 0 [128]

A.4. Cluster height determination in STM images

As already mentioned in the Figure 2.11, the broadening of clusters on surfaces caused by STM-tip
broadening leads to a false representation of the lateral dimensions of small particles/clusters. However,
the height information from STM measurements is very precise. By accurately determining the deposited
amount of material onto a surface and using the height information, it is possible to calculate the amount
of material per particle (see Chapter 4.2).
A typical STM image consists of various surface features such as defects and step edges. For the correct
3The original publication by Doniach and Šunjić [62] has received over 2.5 thousand citations.
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(a) (b)

Figure A.4.: Example of cluster height correction. (a) STM data after substrate levelling. (b) Automatically found clusters
using the algorithm described in the text. Some of the clusters at the edge are not taken into account because the algorithm
includes a functionality to ignore the highest points at the edge of the image if they are exactly at the edge, which means that
the cluster was not fully covered.

determination of cluster height, it is crucial to take this into account. Therefore, the surrounding area of
each individual cluster should be considered as a baseline for the calculation of the cluster height.
It is possible to manually correct the height of clusters using software designed for processing scanning
probe microscope (SPM) data (for example Gwyddion [94]). However, this manual process can be
cumbersome, especially as the number of clusters per area increases. Therefore, during the course of
the present work, an algorithm “stm-cluster-heightzer”4 was developed to streamline and automate this
correction process. In the current section, a concise overview of this algorithm will be presented. For
more in-depth information, please refer to the source code [149].

The algorithm can be basally represented as 4 step operation:

1. Find all clusters by scanning every raw and/or every column of the data and finding of local
maxima (see Figure A.4).

2. Split the STM image in to regions around the clusters (see Figure A.5(a)).

3. Determine the highest point of cluster and the ground level by excluding all points with highest
slope (see Figure A.5(b)).

4. Correcting the cluster height for each individual cluster based on the average of ground level points
and there grouping.

The final result of the calculation is a table of all the clusters with the corrected height in three different
ways. Averaged: the heights of all ground level points are averaged and subtracted from the initial cluster
height. Nearest step: the average height of the nearest step5 is subtracted from the height of the cluster’s

4The word heightzer is a combination of height and resizer
5The step with the smallest distance between the cluster’s peak and the center of the step coordinates.
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(a) (b)

Figure A.5.: Example of cluster height correction. (a) Same STM image as in figure A.4 with the additional marked region
around each cluster. It is also possible to select a non symmetric region, in which case the Voronoi diagram algorithm [150]
is applied. (b) Determination of the ground level of a region from figure A.5(a). The algorithm eliminates the points with
height gradients and clusters the data points by calculating the nearest neighbor distance in three dimensions.

peak. Highest step: The highest averaged height of all separated steps is subtracted from the height of
the cluster peak (see Figure A.6).

Figure A.6.: Screenshot of the result table generated by the stm-cluster-heightzer algorithm. The first column represents the
index, x and y are the pixel coordinates, x_m and y_m are the corresponding coordinates in meters. The initial_Z column
shows the peak value of a cluster and the last three columns represent the height correction, which is described in text.
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A.5. Error Propagation

A.5.1. Capacitance of a sphere in vicinity of surface.

The error propagation of the formula represented in Equation 4.18 is given here.Only two parameters are
considered to have errors, 𝑟 and 𝑑.

𝐶surf (𝑑, 𝑟) = 4𝜋𝜀0𝑟𝐹
[︁
cosh−1 (𝑑/𝑟)

]︁
with 𝐹 (𝜉) = sinh (𝜉)

∞∑︁
𝑛=0

1

sinh [(𝑛 + 1)𝜉] and 𝑑 ± Δ𝑑, 𝑟 ± Δ𝑟

(A.11)

Δ𝐶surf (𝑑, 𝑟) =

√︄(︃
𝜕𝐶surf

𝜕𝑟
Δ𝑟

)︃2
+
(︃
𝜕𝐶surf

𝜕𝑑
Δ𝑑

)︃2
(A.12)

𝜕𝐶surf

𝜕𝑟
= 𝜅 sinh (𝜉)Γ + 𝜅𝑟

𝜕 sinh(𝜉)
𝜕𝑟

Γ + 𝜅𝑟 sinh(𝜉) 𝜕Γ
𝜕𝑟

(A.13)

𝜕𝐶surf

𝜕𝑑
= 𝜅𝑟

𝜕 sinh(𝜉)
𝜕𝑑

Γ + 𝜅𝑟 sinh(𝜉) 𝜕Γ
𝜕𝑑

(A.14)

With Γ =
∑︁∞

𝑛=0
1

sinh [(𝑛+1)𝜉] , 𝜅 = 4𝜋𝜀0 and 𝜉 = cosh−1 (𝑑/𝑟). Just for clarity every component will be
written separately:

𝜕 sinh(𝜉)
𝜕𝑟

= − 𝑑2

𝑟2(𝑑 + 𝑟)
√︁
(𝑑 − 𝑟)/(𝑑 + 𝑟)

(A.15)

𝜕Γ

𝜕𝑟
=

𝑑

𝑟2
√︁
(𝑑/𝑟) − 1

√︁
(𝑑/𝑟) + 1

∞∑︁
𝑛=0

(𝑛 + 1) coth ((𝑛 + 1)𝜉)
sinh ((𝑛 + 1)𝜉) (A.16)

𝜕 sinh(𝜉)
𝜕𝑑

=
𝑑

𝑟 (𝑑 + 𝑟)
√︁
(𝑑 − 𝑟)/(𝑑 + 𝑟)

(A.17)

𝜕Γ

𝜕𝑑
=

1

𝑟
√︁
(𝑑/𝑟) − 1

√︁
(𝑑/𝑟) + 1

∞∑︁
𝑛=0

(𝑛 + 1) coth ((𝑛 + 1)𝜉)
sinh ((𝑛 + 1)𝜉) (A.18)
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B. Supplementary material

B.1. C60 on Au(111)

B.1.1. Au(111) clean surface
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Figure B.1.: Gaussian fits of the
binned data of Au(111) clean surface
for estimation of atomic step height
(see Figure 4.6 upper left corner). Fits
were performed using Fityk [151].

Table B.1.: Parameters of the Gaussian fits to the peaks in blue
profile from Figure 4.6. Fitted curve is also represented in
Figure B.1.

peak#.parameter value [m] error [m]

1.height 345 56.2
1.center 1.56e-11 9.21e-13
1.hwhm 7.89e-12 7.52e-13
2.height 1480 108
2.center 2.81e-10 4.86e-13
2.hwhm 9.7e-12 4.27e-13
3.height 1560 91
3.center 5.5e-10 5.88e-13
3.hwhm 1.5e-11 5.42e-13
4.height 5260 155
4.center 8.35e-10 3.57e-13
4.hwhm 1.73e-11 3.13e-13
5.height 3330 148
5.center 1.1e-09 3.51e-13
5.hwhm 1.16e-11 3.09e-13
6.height 3850 147
6.center 1.37e-09 3.61e-13
6.hwhm 1.41e-11 3.32e-13
7.height 1110 56.8
7.center 1.61e-09 9.1e-13
7.hwhm 2.48e-11 7.09e-13
8.height 3010 96.8
8.center 1.85e-09 5.29e-13
8.hwhm 2.38e-11 4.43e-13
9.height 1050 66.1
9.center 2.11e-09 9.03e-13
9.hwhm 1.96e-11 8.74e-13
10.height 607 45.7
10.center 2.36e-09 2.41e-12
10.hwhm 3.17e-11 3.23e-12
11.height 591 47.2
11.center 2.57e-09 1.63e-12
11.hwhm 2.74e-11 2.25e-12
12.height 1500 68.3
12.center 2.82e-09 1.07e-12
12.hwhm 3.05e-11 1.31e-12
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Figure B.2.: Gaussian fits of the su-
perstructure of Au(111) surface in
height profiles taken from Figure 4.6.
Fits were performed using Fityk[151].

Table B.2.: Parameters of the Gaussian fits to the peaks in blue profile from Figure 4.6.
Fitted curve is also represented in Figure B.2.

peak#.parameter value [m] error [m]

4.height 1.88e-11 3.74e-13
4.center 1.97e-09 3.11e-11
4.hwhm 8.89e-10 3.4e-11
5.height 2.1e-11 3.84e-13
5.center 4.12e-09 2.68e-11
5.hwhm 8.59e-10 3.05e-11
6.height 2.91e-11 3.71e-13
6.center 7.51e-09 1.9e-11
6.hwhm 9.04e-10 2.22e-11
7.height 2.35e-11 3.7e-13
7.center 9.77e-09 2.39e-11
7.hwhm 9.04e-10 2.67e-11
8.height 2.64e-11 3.67e-13
8.center 1.36e-08 1.84e-11
8.hwhm 9e-10 2.19e-11
9.height 2.24e-11 3.7e-13
9.center 1.59e-08 2.15e-11
9.hwhm 8.79e-10 2.49e-11
10.height 1.85e-11 4.36e-13
10.center 1.98e-08 2.04e-11
10.hwhm 6.71e-10 2.3e-11
11.height 1.92e-11 3.5e-13
11.center 2.2e-08 2.46e-11
11.hwhm 1.05e-09 3.32e-11
12.height 1.67e-11 3.92e-13
12.center 2.55e-08 1.97e-11
12.hwhm 7.83e-10 2.54e-11
13.height 1.74e-11 3.67e-13
13.center 2.82e-08 2.01e-11
13.hwhm 9.17e-10 2.66e-11
14.height 1.89e-11 3.7e-13
14.center 3.16e-08 2.07e-11
14.hwhm 9.06e-10 2.73e-11
15.height 2.05e-11 3.85e-13
15.center 3.41e-08 1.82e-11
15.hwhm 8.04e-10 2.23e-11

peak#.parameter value [m] error [m]

16.height 9.49e-12 4.48e-13
16.center 3.77e-08 2.75e-11
16.hwhm 5.89e-10 3.32e-11
17.height 1.41e-11 4.04e-13
17.center 4.01e-08 2.06e-11
17.hwhm 7.29e-10 2.5e-11
18.height 1.92e-11 3.86e-13
18.center 4.37e-08 1.85e-11
18.hwhm 8.01e-10 2.29e-11
19.height 1.74e-11 3.71e-13
19.center 4.63e-08 2.15e-11
19.hwhm 9.04e-10 2.89e-11
20.height 2.1e-11 3.64e-13
20.center 4.97e-08 1.87e-11
20.hwhm 9.4e-10 2.5e-11
21.height 1.64e-11 3.72e-13
21.center 5.23e-08 2.33e-11
21.hwhm 8.63e-10 2.88e-11
22.height 7.63e-12 4.18e-13
22.center 5.6e-08 3.78e-11
22.hwhm 6.8e-10 4.62e-11
23.height 1.66e-11 3.78e-13
23.center 5.86e-08 1.92e-11
23.hwhm 8.41e-10 2.39e-11
24.height 1.95e-11 3.75e-13
24.center 6.26e-08 1.72e-11
24.hwhm 8.56e-10 2.16e-11
25.height 1.86e-11 3.75e-13
25.center 6.54e-08 1.81e-11
25.hwhm 8.59e-10 2.28e-11
26.height 1.39e-11 3.76e-13
26.center 6.93e-08 2.23e-11
26.hwhm 8.39e-10 2.69e-11
27.height 8.01e-12 5.35e-13
27.center 7.17e-08 3.17e-11
27.hwhm 4.42e-10 4.26e-11
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B.1.2. 0.02 ML C60 || Au(111)
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Figure B.3.: Gaussian fits of the su-
perstructure of Au(111) surface in the
red height profiles taken from Fig-
ure 4.7(b). Fits were performed using
Fityk[151].

Table B.3.: Parameters of the Gaus-
sian fits to the peaks in blue profile
from Figure 4.7(b). Fitted curve is
also represented in Figure B.3.

peak#.parameter value [m] error [m]

151.height 2.47e-10 1.46e-12
151.center 4.39e-09 4.99e-12
151.hwhm 3.94e-10 8.15e-12
152.height 2.42e-10 2.09e-12
152.center 1.98e-08 7.01e-12
152.hwhm 3.9e-10 8.49e-12
153.height 2.38e-10 1.31e-12
153.center 9.52e-09 3.27e-12
153.hwhm 3.98e-10 5.1e-12
154.height 2.3e-10 2.06e-12
154.center 2.92e-10 5.8e-12
154.hwhm 3.99e-10 8.41e-12
155.height 2.36e-10 1.33e-12
155.center 5.47e-09 3.4e-12
155.hwhm 3.91e-10 6.14e-12
156.height 2.08e-10 3.71e-12
156.center 2.47e-09 8.31e-12
156.hwhm 4.08e-10 1.37e-11
157.height 2.22e-10 1.37e-12
157.center 1.36e-08 2.95e-12
157.hwhm 3.86e-10 5.14e-12
158.height 2.26e-10 1.39e-12
158.center 2.9e-08 2.32e-12
158.hwhm 3.37e-10 3.06e-12
159.height 2.21e-10 1.31e-12
159.center 8.45e-09 3.5e-12
159.hwhm 4.05e-10 6.27e-12
160.height 2.08e-10 1.87e-12
160.center 2.27e-08 9.43e-12
160.hwhm 4.47e-10 1.07e-11
161.height 1.96e-10 1.36e-12
161.center 1.67e-08 3.5e-12
161.hwhm 3.77e-10 5.45e-12
162.height 2.02e-10 1.36e-12
162.center 1.87e-08 3.39e-12
162.hwhm 3.6e-10 4.97e-12
163.height 2.16e-10 1.3e-12
163.center 1.43e-09 8.83e-12
163.hwhm 5.33e-10 2.08e-11
164.height 1.89e-10 1.35e-12
164.center 2.68e-08 3.41e-12
164.hwhm 4.07e-10 5.98e-12
165.height 1.89e-10 1.31e-12
165.center 3.5e-08 3.39e-12
165.hwhm 4.1e-10 4.78e-12
166.height 1.79e-10 1.31e-12
166.center 3.29e-08 4.12e-12
166.hwhm 3.93e-10 5.87e-12
167.height 1.72e-10 2.45e-12
167.center 2.17e-08 1.07e-11
167.hwhm 4.41e-10 2.3e-11
168.height 1.69e-10 1.33e-12
168.center 3.19e-08 4.3e-12

peak#.parameter value [m] error [m]

168.hwhm 3.69e-10 5.65e-12
169.height 1.07e-10 1.43e-12
169.center 1.26e-08 5.42e-12
169.hwhm 3.18e-10 8e-12
170.height 1e-10 1.45e-12
170.center 1.56e-08 4.95e-12
170.hwhm 3e-10 6.54e-12
171.height 1.31e-10 2.96e-12
171.center 2.07e-08 1.35e-11
171.hwhm 4.1e-10 2.72e-11
172.height 9.39e-11 1.46e-12
172.center 1.16e-08 5.43e-12
172.hwhm 3.08e-10 7.86e-12
173.height 8.93e-11 1.43e-12
173.center 1.46e-08 6.72e-12
173.hwhm 3.12e-10 8.5e-12
174.height 9.57e-11 1.43e-12
174.center 1.06e-08 5.66e-12
174.hwhm 3.15e-10 7.99e-12
175.height 7.77e-11 1.41e-12
175.center 1.76e-08 8.44e-12
175.hwhm 3.25e-10 1.19e-11
176.height 7.87e-11 1.4e-12
176.center 2.58e-08 9.13e-12
176.hwhm -3.28e-10 1.37e-11
177.height 7.42e-11 1.43e-12
177.center 6.44e-09 8.8e-12
177.hwhm 3.19e-10 1.22e-11
178.height 6.83e-11 1.51e-12
178.center 2.99e-08 7.04e-12
178.hwhm 2.74e-10 8.73e-12
179.height 9.76e-11 1.73e-12
179.center 3.46e-09 1.27e-11
179.hwhm 3.85e-10 2.47e-11
180.height 7.13e-11 1.44e-12
180.center 7.45e-09 8.7e-12
180.hwhm 3.11e-10 1.2e-11
181.height 6.14e-11 1.42e-12
181.center 2.38e-08 9.93e-12
181.hwhm 3.17e-10 1.43e-11
182.height 5.18e-11 1.65e-12
182.center 3.09e-08 7.6e-12
182.hwhm 2.27e-10 9.3e-12
183.height 7.43e-11 1.4e-12
183.center 2.49e-08 9.72e-12
183.hwhm 3.46e-10 1.48e-11
184.height 5.93e-11 1.56e-12
184.center 2.78e-08 8.87e-12
184.hwhm 2.65e-10 1.04e-11
185.height 1.68e-11 1.77e-12
185.center 3.39e-08 2.27e-11
185.hwhm -1.97e-10 2.79e-11
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Figure B.4.: Gaussian fits of the su-
perstructure of Au(111) surface in the
blue height profiles taken from Fig-
ure 4.7(b). Fits were performed using
Fityk[151].

Table B.4.: Parameters of the Gaus-
sian fits to the peaks in the red profile
from Figure 4.7(b). Fitted curve is
also represented in Figure B.4.

peak#.parameter value [m] error [m]

66.height 2.11e-10 1.76e-12
66.center 1.77e-08 5.48e-12
66.hwhm 5.97e-10 8e-12
67.height 2.02e-10 1.78e-12
67.center 2.91e-09 7e-12
67.hwhm 6.52e-10 1.25e-11
68.height 1.93e-10 1.87e-12
68.center 1.58e-08 1.25e-11
68.hwhm 5.64e-10 1.54e-11
69.height 1.98e-10 2.22e-12
69.center 2.96e-08 4.64e-12
69.hwhm 3.83e-10 6.82e-12
70.height 1.77e-10 1.78e-12
70.center 1.97e-08 1.05e-11
70.hwhm 6.34e-10 1.5e-11
72.height 1.9e-10 2.07e-12
72.center 1.38e-08 2.6e-11
72.hwhm 6.46e-10 7.97e-11
73.height 2.21e-10 2.48e-12
73.center 3.67e-08 1.05e-11
73.hwhm 4.14e-10 2.58e-11
74.height 1.62e-10 1.8e-11
74.center 5.87e-09 4.47e-11
74.hwhm 3.91e-10 5.06e-11
76.height 6.87e-11 2.37e-12
76.center 3.17e-08 1.49e-11
76.hwhm 3.39e-10 2.39e-11
82.height 8.17e-11 2.51e-12
82.center 3.37e-08 8.81e-12
82.hwhm 2.79e-10 1.13e-11
118.height 2.27e-11 1.15e-09
118.center 7.53e-09 1.78e-09
118.hwhm 3.24e-10 2.09e-09
125.height 2.31e-10 4e-12
125.center 3.58e-08 1.21e-11
125.hwhm 3.68e-10 1.26e-11
126.height 2.26e-10 4.47e-12
126.center 2.26e-08 1.37e-11
126.hwhm 4.08e-10 1.88e-11
127.height 2.16e-10 4.54e-11
127.center 8.88e-09 1.02e-10
127.hwhm 4.24e-10 1.09e-10
128.height 7.41e-11 4.59e-12
128.center 2.07e-08 1.66e-11
128.hwhm 2.76e-10 2.18e-11
129.height 1.02e-10 2.26e-12
129.center 2.48e-08 1.17e-11
129.hwhm 3.57e-10 1.95e-11
130.height 7.98e-11 2.36e-12
130.center 3.86e-08 1.08e-11
130.hwhm 3.36e-10 1.54e-11
131.height 9.36e-11 2.32e-12
131.center 2.58e-08 1.8e-11
131.hwhm 3.64e-10 2.98e-11
132.height 7.8e-11 2.29e-12
132.center 2.76e-08 1.82e-11

peak#.parameter value [m] error [m]

132.hwhm 3.57e-10 3.01e-11
133.height 8.27e-11 2.54e-12
133.center 3.27e-08 9.83e-12
133.hwhm 2.7e-10 1.24e-11
134.height 1.03e-10 1.9e-11
134.center 1.48e-08 2.71e-11
134.hwhm 3.61e-10 3.62e-11
135.height 8.24e-11 2.55e-12
135.center 2.66e-08 2.04e-11
135.hwhm 3.4e-10 2.93e-11
136.height 7.66e-11 2.37e-12
136.center 3.47e-08 1.21e-11
136.hwhm 3.2e-10 1.67e-11
137.height 6.77e-11 2.33e-12
137.center 3.08e-08 1.52e-11
137.hwhm 3.29e-10 2.11e-11
138.height 9.37e-11 2.24e-12
138.center 2.37e-08 1.59e-11
138.hwhm 3.8e-10 2.53e-11
139.height 5.6e-11 2.4e-12
139.center 2.85e-08 2.63e-11
139.hwhm 3.37e-10 3.35e-11
140.height 2.06e-10 6.68e-10
140.center 7.9e-09 1.53e-09
140.hwhm 4.33e-10 8.78e-10
141.height 2.05e-10 1.53e-11
141.center 9.85e-09 2.54e-11
141.hwhm 4.29e-10 5.1e-11
142.height 2.09e-10 2.71e-11
142.center 6.78e-09 8.27e-11
142.hwhm 4.71e-10 1.15e-10
143.height 1.06e-10 3.52e-12
143.center 4.96e-09 2.61e-11
143.hwhm 3.66e-10 2.85e-11
144.height 1.71e-10 1.8e-12
144.center 9.1e-10 1.39e-11
144.hwhm 6.41e-10 2.1e-11
145.height 7.09e-11 1.64e-11
145.center 1.18e-08 4.28e-11
145.hwhm 3.34e-10 4.08e-11
146.height 7.58e-11 2.84e-12
146.center 1.1e-08 5.42e-11
146.hwhm 5.58e-10 1.98e-10
147.height 7.28e-11 2.79e-12
147.center 2.17e-08 4.73e-11
147.hwhm 4.58e-10 6.92e-11
148.height 3.91e-11 3.13e-12
148.center 4.04e-09 2.25e-11
148.hwhm 2.48e-10 3.03e-11
149.height 5.16e-11 4.64e-12
149.center 3.75e-08 4.59e-11
149.hwhm 3.28e-10 4.42e-11
150.height 6.56e-11 1.28e-11
150.center 1.28e-08 2.43e-11
150.hwhm 3.05e-10 3.7e-11
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Table B.5.: Parameters of the Gaussian fits to the peaks in the Figure 4.7(c).

peak#.parameter value [m] error [m]

7.height 1.01e-06 8.61e-09
7.center 9.46e-11 1.14e-13
7.hwhm 1.04e-11 8.42e-09
8.height 6.83e-07 6.2e-09
8.center 1.23e-10 1.81e-13
8.hwhm 1.3e-11 1.32e-13

B.2. C60 on Al2O3 | |Ni3Al
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Figure B.5.: UPS Spectrum of bear Al2O3 | |Ni3Al at different emission angles. In the region between −3.5 and 2.0 eV, which
is the region where the HOMO peak of C60 appears, a large feature is visible, which probably originates from the Ni3Al(111)
crystal and disappears almost completely below the 30◦ angle. The image was recorded at RT and with an excitation energy
Eexc of 21.22 eV (HeI𝛼 line).

B.3. Al2O3 | |Ni3Al preparation procedure

Table B.6.: Preparation routine of Al2O3 | |Ni3Al

# Action Duration (min) Parameters

1 Sputtering 60 5µA, 1.5 kV
Heating 2 × 7 1150K, 1000K

2 Sputtering 45 5µA, 1.5 kV
Heating 2 × 7 1150K, 1000K

3 Sputtering 30 5µA, 1.5 kV
Heating 2 × 7 1150K, 1000K

4 Sputtering 15 5µA, 1.5 kV
Heating 2 × 7 1150K, 1000K

5 Sputtering 10 5µA, 1.5 kV
Heating 2 × 7 1150K, 1000K

6 Sputtering 5 5µA, 1.5 kV
Heating 2 × 7 1150K, 1000K

7 Oxidation 30 1000K, 40L (3 × 10−8 mbar)
Flashing 5 1050K

8 Oxidation 30 1000K, 40L (3 × 10−8 mbar)
Flashing 5 1050K

9 Cooling 30 -
Flashing 10 1050K
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B.4. Separted C60 islands deposited at room temperature
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Figure B.6.: STM images of 0.2ML of C60 deposited on Al2O3 | |Ni3Al(111) at room temperature (see also figure 4.10(a)).
Left side: flattened image for estimation of whole coverage of C60. Right side: separated large islands. All white bars in the
images represent the length scale of 30 nm except for the middle image in the 5th raw which length is 10 nm
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Figure B.7.: Gaussian fits of the C60

molecules in height profiles taken from
figure 4.10(c). Fits were performed using
Fityk[151].

Table B.7.: Parameters of the Gaussian
fits to the peaks in red profile from fig-
ure 4.10(c).

peak#.parameter value err

52.height 6.00E-11 3.74E-13
52.center 4.31E-10 1.63E-12
52.hwhm 2.60E-10 2.12E-12
53.height 4.28E-11 3.80E-13
53.center 1.30E-09 2.25E-12
53.hwhm 2.49E-10 2.90E-12
54.height 5.87E-11 3.74E-13
54.center 2.22E-09 1.67E-12
54.hwhm 2.57E-10 2.16E-12
55.height 4.78E-11 3.64E-13
55.center 3.14E-09 2.20E-12
55.hwhm 2.77E-10 2.99E-12
56.height 5.21E-11 3.57E-13
56.center 4.07E-09 2.25E-12
56.hwhm 2.93E-10 3.23E-12
57.height 6.08E-11 3.56E-13
57.center 4.95E-09 1.90E-12
57.hwhm 2.91E-10 2.60E-12
58.height 5.32E-11 3.87E-13
58.center 5.88E-09 1.77E-12
58.hwhm 2.39E-10 2.29E-12
8.height 5.48E-11 3.90E-13
8.center 6.72E-09 1.67E-12
8.hwhm 2.35E-10 2.12E-12

Table B.8.: Same as in table B.7 but
for blue profile.

peak#.parameter value error

1.height 4.87E-11 6.77E-13
1.center 5.61E-10 4.84E-12
1.hwhm 3.50E-10 6.40E-12
2.height 4.48E-11 7.55E-13
2.center 1.63E-09 4.64E-12
2.hwhm 2.70E-10 5.79E-12
3.height 5.05E-11 6.92E-13
3.center 2.79E-09 4.71E-12
3.hwhm 3.31E-10 6.12E-12
4.height 5.72E-11 7.17E-13
4.center 3.83E-09 4.22E-12
4.hwhm 3.12E-10 5.87E-12
5.height 5.32E-11 7.06E-13
5.center 4.86E-09 4.59E-12
5.hwhm 3.26E-10 6.45E-12
6.height 5.11E-11 7.15E-13
6.center 5.91E-09 4.58E-12
6.hwhm 3.14E-10 6.22E-12
7.height 4.42E-11 7.38E-13
7.center 6.94E-09 4.86E-12
7.hwhm 2.88E-10 6.19E-12
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B.5. C60||HOPG

For the measurement of the UPS of C60 on HOPG, the HOPG substrate was initially prepared by heating
it in UHV at a base pressure1 of 6.1×10−10mbar for 30min at 600 ◦C. After the HOPG substrate cooled
down to RT, the UPS spectrum was recorded.
Subsequently, 0.25ML of C60 was evaporated onto the substrate at RT, and another UPS spectrum was
recorded. The results of this experiment can be found in Figure B.8. Thereby the peak onset position and
the position of the inflection point was determined to −1.833+0.006

−0.0 and −1.917+0.003
−0.016 by using the method

represented in Appendix A.1.2. As one can see in the zoomed portion of Figure B.8, there is no signal
contribution of C60 in the vicinity of the Fermi edge.
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Figure B.8.: UPS spectra of clean HOPG and 0.25ML of C60 on HOPG. Eexc = 21.22 eV. Deposited and measured at RT.
Image insert in the top right corner shows a zoom into the vicinity of Fermi edge. The vertical line at −1.83 eV represents the
PoP described in Appendix A.1.2

1During preparation, the pressure increased to a maximum of 1.1 × 10−9 mbar.
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B.6. Bi on Au(111)
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Figure B.9.: Residuals of plots represented in Figure 4.20(a)
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Figure B.10.: Next nearest neighbor (NNN) and height distribution of “cluster-like” structure in STM data of 0.2ML Bi
on Au(111) annealed at 650K. NNN-distance: 21 bins, bin size 0.08 nm, cluster height: 21 bins, bin size 4 pm. See also
Figure 4.20

3 nm
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Figure B.11.: Drift correction procedure. Drift correction was done with the help of Gwyddion[94]. Initial lattice vectors of
0.6468 and 0.3657 nm and initial angle of 84.51◦ (see left hand side) were corrected to 0.4731, 0.4538 nm and 90◦ (see right
hand side), A portion of the image on the right hand side is also shown in Figure 4.21(d)
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B.7. Bi on Al2O3 | |Ni3Al
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Figure B.12.: Residuals of plots represented in Figure 4.22(a)

93



Appendix B. Supplementary material B.7. Bi on Al2O3 | |Ni3Al

0
0

0
20000

0.06ML residual

-26.5 -26.0 -25.5 -25.0 -24.5 -24.0 -23.5
𝐸kin − 𝐸F [eV]

150

175

200

225

250

275

In
te

ns
ity

[a
.u

.]

×104 0.06ML data

best fit

data

(a)

0
0

-10000
0

10000

0.1ML residual

-26.5 -26.0 -25.5 -25.0 -24.5 -24.0 -23.5
𝐸kin − 𝐸F [eV]

120

140

160

180

200

220

240

In
te

ns
ity

[a
.u

.]

×104 0.1ML data

best fit

data

(b)

0
0

-10000
0

10000
0.2ML residual

-26.5 -26.0 -25.5 -25.0 -24.5 -24.0 -23.5
𝐸kin − 𝐸F [eV]

80

100

120

140

In
te

ns
ity

[a
.u

.]

×104 0.2ML data

best fit

data

(c)

0
0

-10000
0

10000
0.3ML residual

-26.5 -26.0 -25.5 -25.0 -24.5 -24.0 -23.5
𝐸kin − 𝐸F [eV]

40

50

60

70

80

In
te

ns
ity

[a
.u

.]

×104 0.3ML data

best fit

data

(d)

0
0

-10000
0

10000

0.5ML residual

-25.5 -25.0 -24.5 -24.0 -23.5
𝐸kin − 𝐸F [eV]

50

60

70

80

In
te

ns
ity

[a
.u

.]
×104 0.5ML data

best fit

data

(e)

0
0

-5000
0

5000
300K residual

-25.5 -25.0 -24.5 -24.0 -23.5
𝐸kin − 𝐸F [eV]

17.5

20.0

22.5

25.0

27.5

30.0

In
te

ns
ity

[a
.u

.]

×104 300K data

best fit

data

(f)

0
0

-2500
0

2500
475K residual

-25.5 -25.0 -24.5 -24.0 -23.5
𝐸kin − 𝐸F [eV]

12

14

16

18

20

22

24

In
te

ns
ity

[a
.u

.]

×104 475K data

best fit

data

(g)

Figure B.13.: Residuals of plots represented in Figure 4.23(a)94
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List of Acronyms

LN2 liquid nitrogen. 2, 31, 32, 34, 39–43, 48, 54, 55, 57, 59–61
ML monolayer. 9, 31–44, 47, 51–61, 63–66, 70, 71, 86, 89–94, VI

AFM atomic force microscope. 31–33, 45, V
ARPES angle resolved photoelectron spectroscopy. 47

DFT density functional theory. 24, 27, 38
DOS density of states. 15
DS Doniach-Sunjic. 54, 55, 57, 59, 79

EB-PVD electron beam physical vapor deposition. 7, 8

fcc face centered cubic. 73
FWHM full width at half maximum. 55, 57, 60, 61, 79

HCP hexagonal close packed. 33, 36, 37, 41, 43, 48, 49
HOMO highest occupied molecular orbital. 2, 25, 29, 30, 34–36, 40, 45–49, 63, 73, 75, 76, 88, 111,

III, VI
HOPG highly ordered pyrolytic graphite. 31, 32, 49, 90, VI
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