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Abstract

In the classical linear regression model the problem of testing for symmetry of the error distribution is considered. The test statistic is a functional of the difference between the two empirical distribution functions of the estimated residuals and their counterparts with opposite signs. The weak convergence of the difference process to a Gaussian process is established. The covariance structure of this process depends heavily on the density of the error distribution, and for this reason the performance of a symmetric wild bootstrap procedure is discussed in asymptotic theory and by means of a simulation study.
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1 Introduction

Consider the linear model

\[ Y_{ni} = x_{ni}^T \beta + \varepsilon_{ni} \quad (i = 1, \ldots, n) \]  

where \( \beta \in \mathbb{R}^p \) denotes the unknown parameter and the errors \( \varepsilon_{ni} \) are assumed to be independent and identically distributed with \( E[\varepsilon_{ni}] = 0 \). Throughout this paper let \( X_n \in \mathbb{R}^{n \times p} \) denote the
design matrix in the linear model, where the vector \( x_{ni}^T = (x_{ni1}, \ldots, x_{nip}) \) corresponds to the \( i \)th row of the matrix \( X_n \) and is not random. In this paper we are interested in the problem of testing the hypotheses

\[
(1.2) \quad H_0 : F(y) = 1 - F(-y) \text{ for all } y \in \mathbb{R} \quad \text{vs} \quad H_1 : F(y) \neq 1 - F(-y) \text{ for some } y \in \mathbb{R}
\]

where \( F \) is the distribution function of the random variables \( \varepsilon_{ni} \). As pointed out by Bickel (1982) the assumption of symmetry in the linear regression model (1.1) is of importance because in this case asymptotically efficient adaptive estimates for the parameter \( \beta \) in the linear model (1.1) exist. The problem of testing symmetry of the unknown distribution of the residuals in regression models has been considered by numerous authors in the literature for various special cases of regression models. Most of the literature concentrates on the problem of testing the symmetry of the distribution of an i.i.d. sample about an unknown mean [see for example Bhattacheraya, Gastwirth and Wright (1982), Aki (1981), Koziol (1985), Schuster and Barker (1987) or Psaradakis (2003) among many others]. Recently, Fan and Gencay (1999) and Ahmad and Li (1997) proposed tests for this problem in the linear model (1.1), which are based on kernel density estimates from the estimated residuals. Fan and Gencay’s (1999) test is based on an affinity measure between the density \( f \) of the error distribution and its reflection. Ahmad and Li (1997) transferred an approach of Rosenblatt (1975) for testing independence to the problem of testing symmetry in a linear model with homoscedastic errors. This test depends on a smoothing parameter \( h \) required for the density estimation of the error distribution and is consistent against alternatives converging to the null hypothesis at a rate \( (n \sqrt{h})^{-1/2} \), where \( n \) denotes the sample size. The resulting test is attractive from a practical point of view because the corresponding test statistic can easily be calculated and is asymptotically normal distributed. However, the performance of the test is very sensitive with respect to the choice of the bandwidth \( h \) and the test cannot detect alternatives converging to the null at a rate \( n^{-1/2} \). We actually construct a test for symmetry in the linear model (1.1) which does not depend on a smoothing parameter and can detect alternatives converging to the null at a rate \( n^{-1/2} \). For this we consider the empirical process

\[
(1.3) \quad S_n(y) := \widehat{F}_n(y) + \widehat{F}_n(-y) - 1 = \frac{1}{n} \sum_{i=1}^{n} \left( I\{\widehat{\varepsilon}_{ni} \leq y\} - I\{-\widehat{\varepsilon}_{ni} \leq y\} \right),
\]

where \( \widehat{\varepsilon}_{ni} = Y_{ni} - x_{ni}^T \widehat{\beta}_n \) denote the residuals obtained from an \( M \)-estimator for the parameter \( \beta \) in the linear model (1.1). Note that a process of this type was also introduced by Koul (2002, Section 6.5) and that the statistic on the left hand side estimates the function \( F(y) + F(-y) - 1 \), which vanishes under the assumption of symmetry of the error distribution. Therefore, in principle, a test for the hypothesis (1.2) can be based on a Kolmogorov-Smirnov or Cramér-von Mises type functional of the process \( S_n(y) \). However, as pointed out by Koul (2002) tests based on the process (1.3) are in general not asymptotically distribution-free. The purpose of the present paper is to investigate the performance of a bootstrap version of a test
based on a functional of the process (1.3) from an asymptotic point of view and by means of a simulation study. In Section 2 we present some preliminary results and assumptions, while Section 3 contains our main theoretical results. We prove weak convergence of a centered version of the empirical process $S_n$ to a Gaussian process under the null hypothesis of a symmetric error distribution and any fixed alternative. The covariance structure of the limiting process depends on the unknown distribution of the error, estimation method and design matrix in a complicated way, and as a consequence an asymptotically distribution free test statistic is not available. We propose a modification of the wild bootstrap approach to compute critical values and prove its consistency. The finite sample properties of this bootstrap procedure are discussed by means of a simulation study in Section 4 for the case of a linear regression and an ANOVA model. The numerical results indicate that the new bootstrap test is an interesting alternative to the existing procedures because it is applicable for sample sizes larger than 20 and more powerful than the tests based on kernel estimators. Finally some of the more technical details are deferred to the appendix.

2 M-estimators in linear models

We assume that the density $f$ of the error distribution exists and is uniformly continuous, positive and denote with $F$ the corresponding distribution function. Moreover the design matrix $X_n \in \mathbb{R}^{n \times p}$ is assumed to be of rank $p \leq n$ and to satisfy the following regularity assumptions

\begin{align}
\max_{i=1,\ldots,n} x_{ni}^T (X_n^T X_n)^{-1} x_{ni} &= O \left( \frac{1}{n} \right), \\
\lim_{n \rightarrow \infty} \frac{1}{n} X_n^T X_n &= \Sigma \in \mathbb{R}^{p \times p}, \\
\lim_{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} x_{ni} &= m \in \mathbb{R}^p.
\end{align}

**Example 2.1** Consider the classical one-way-layout in analysis of variance, that is

\begin{equation}
Y_{nij} = \mu_i + \varepsilon_{nij}, \quad i = 1, \ldots, p; \quad j = 1, \ldots, n_i; \quad n = \sum_{i=1}^{p} n_i.
\end{equation}

In this case we have $X_n^T X_n = \text{diag}(n_1, \ldots, n_p)$ and it is easy to see that assumptions (2.1) - (2.3) are satisfied if $\lim_{n \rightarrow \infty} \frac{m_i}{n} = k_i > 0$ for all $i = 1, \ldots, p$, where $\Sigma = \text{diag}(1/k_1, \ldots, 1/k_p)$ and $m = (k_1, \ldots, k_p)^T$.

Similarly, in the classical linear regression model

\begin{equation}
Y_{nij} = \sum_{l=1}^{p} \beta_l f_l(t_i) + \varepsilon_{nij}, \quad i = 1, \ldots, k; \quad j = 1, \ldots, n_i,
\end{equation}
with linear independent functions \( f_1, \ldots, f_p \) and \( k \geq p \) different points \( t_1, \ldots, t_k \) we have \( x^T_{nij} = (f_1(t_i), \ldots, f_p(t_i)) \) \( (i = 1, \ldots, k; j = 1, \ldots, n_i) \), and the assumptions (2.1) - (2.3) also follow from the condition \( \lim_{n \to \infty} \frac{m}{n} = k_i > 0 \) \( (i = 1, \ldots, k) \), where

\[
\Sigma = \left( \int f_i(t) f_j(t) d\xi(t) \right)_{i,j=1}^p, \quad m = \left( \int f_i(t) d\xi(t) \right)_{i=1}^p,
\]

and \( \xi \) denotes the measure with masses \( k_i \) at the points \( t_i \) \( (i = 1, \ldots, k) \).

Throughout this paper let \( \hat{\beta}_n \) denote an \( M \)-estimator for the parameter \( \beta \). More precisely, let \( \psi : \mathbb{R} \to \mathbb{R} \) denote a right continuous function with left limits, nondecreasing, with bounded total variation, such that \( \int F d\psi < \infty \), \( E[\psi^2(\varepsilon_{ni})] = \int \psi^2(t) f(t) dt < \infty \) and

\[
E[\psi(\varepsilon_{ni})] = \int \psi dF = 0,
\]

then the \( M \)-estimator \( \hat{\beta}_n \) of \( \beta \) is defined as a solution of the system of equations

\[
X_n^T \left( \begin{array}{c}
\psi(Y_{n1} - x^T_{n1}\hat{\beta}_n) \\
\vdots \\
\psi(Y_{nn} - x^T_{nn}\hat{\beta}_n)
\end{array} \right) = \sum_{i=1}^n x_{ni}\psi(Y_{ni} - x^T_{ni}\hat{\beta}_n) = 0.
\]

**Example 2.2** With the choice \( \psi(x) = x \) we obtain the least squares estimator

\[
\hat{\beta}_n = (X_n^T X_n)^{-1} X_n^T Y_n = \beta + (X_n^T X_n)^{-1} X_n^T \varepsilon_n
\]

(with the notations \( Y_n = (Y_{n1}, \ldots, Y_{nn})^T, \varepsilon_n = (\varepsilon_{n1}, \ldots, \varepsilon_{nn})^T \)) for which the above conditions can easily be verified if the second moment of the error distribution exists. A further important class of \( M \)-estimators is obtained by the function \( \psi(x) = \text{sign}(x) \), which corresponds to the median [see e.g. Hampel, Ronchetti, Rousseeuw and Stahel (1986)]. Other classes are the Huber estimators and quantiles [see e.g. van der Vaart (1998), p.43]. The results of this paper are applicable for a broad class of \( M \)-estimators, but in the examples presented below we concentrate on the least squares case.

The important properties of \( M \)-estimators in linear regression models with fixed design are carefully described in Koul (2002), p. 103, and briefly mentioned here for the sake of completeness. Under the assumptions stated above we have in particular

\[
||(X_n^T X_n)^{1/2}(\hat{\beta}_n - \beta)|| = O_P(1), \quad (2.6)
\]

and the stochastic expansion

\[
(X_n^T X_n)^{1/2}(\hat{\beta}_n - \beta) = \frac{1}{\int f d\psi} (X_n^T X_n)^{-1/2} \sum_{i=1}^n x_{ni}\psi(\varepsilon_{ni}) + o_P(1) \quad (2.7)
\]
is valid. In order to investigate the properties of the error distribution we introduce the residuals
\[ \hat{e}_{ni} = Y_{ni} - x_{ni}^T \hat{\beta}_n = \varepsilon_{ni} - x_{ni}^T (\hat{\beta}_n - \beta) \]
and the corresponding empirical distribution function
\[ \hat{F}_n(y) = \frac{1}{n} \sum_{i=1}^{n} I\{\hat{e}_{ni} \leq y\}, \]
which is considered as a process in \( D[-\infty, \infty] = D(\mathbb{R}) \), where we use the convention \( \hat{F}_n(-\infty) = 0 \) and \( \hat{F}_n(\infty) = 1 \). It is intuitively clear that – under the assumption that the linear model is correctly specified – this function is an approximation of the empirical distribution function of the unobservable errors
\[ F_n(y) = \frac{1}{n} \sum_{i=1}^{n} I\{e_{ni} \leq y\}. \]
This statement can be made precise using condition (2.6) and Theorem 6.2.1 in Koul (2002, p. 232), which yields (uniformly with respect to \( y \in \mathbb{R} \)) the expansion
\[ \hat{F}_n(y) = F_n(y) + f(y) \frac{1}{n} \sum_{i=1}^{n} x_{ni}^T (\hat{\beta}_n - \beta) + o_P(\frac{1}{\sqrt{n}}) \]
\[ = F_n(y) + \frac{f(y)}{\int f \, d\psi} \frac{1}{n} \sum_{j=1}^{n} \widetilde{x}_{nj} \psi(\varepsilon_{nj}) + o_P(\frac{1}{\sqrt{n}}), \]
where the second equality follows from the expansion (2.7) and we used the notation
\[ (2.8) \quad \widetilde{x}_{nj} = \sum_{i=1}^{n} x_{ni}^T (X_n^T X_n)^{-1} x_{nj}. \]
Note also that assumptions (2.2) and (2.3) imply
\[ (2.9) \quad \frac{1}{n} \sum_{j=1}^{n} \widetilde{x}_{nj}^2 = \frac{1}{n} \sum_{j=1}^{n} \widetilde{x}_{nj} \rightarrow m^T \Sigma^{-1} m \quad \text{for} \quad n \rightarrow \infty. \]
For the construction of a test of symmetry we consider the process \( \sqrt{n}(\hat{F}_n(y) - F(y)) \) and its reflection. This process has the stochastic expansion
\[ \sqrt{n}(\hat{F}_n(y) - F(y)) = G_n(y) + o_P(1) \]
(uniformly with respect to \( y \in \mathbb{R} \)), where the process \( G_n \) is defined by
\[ G_n(y) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( I\{\varepsilon_{nj} \leq y\} - F(y) + \frac{f(y)}{\int f \, d\psi} \widetilde{x}_{nj} \psi(\varepsilon_{nj}) \right). \]
A continuous quantile transformation shows that this process in $D[-\infty, \infty]$ is equivalent to the process

$$\tilde{G}_n(t) = G_n(F^{-1}(t)) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left( I\{U_{nj} \leq t\} - t + \frac{f(F^{-1}(t))}{\int f \circ F^{-1} d\psi} \tilde{x}_{nj} \right), \quad t \in [0,1],$$

in $D[0,1]$, where the random variables $U_{nj} = F(\varepsilon_{nj})$ have a uniform distribution and $\tilde{\psi} = \psi \circ F^{-1}$. Now a standard argument shows the weak convergence of $G_n$ in $D[-\infty, \infty]$ to a centered Gaussian process $G$ with covariance kernel

$$\text{Cov}(G(x), G(y)) = F(x \wedge y) - F(x)F(y) + m^T \Sigma^{-1} m \left( \frac{f(x) f(y)}{\int f d\psi} \int_0^y \psi(t) f(t) dt + \frac{f(y)}{\int f d\psi} \int_x^y \psi(t) f(t) dt \right).$$

**Example 2.3** Note that in general the covariance kernel depends in a complicated way on the design matrix (by the quantity $m$ and $\Sigma$) and the distribution of the error. However, there are important situations, where the structure simplifies substantially. Consider for example the situation discussed in Example 2.1 for the one-way-layout (2.4), then it is easy to see that $m^T \Sigma m = 1$. Similarly, in the classical polynomial regression model (2.5) with $f_i(t) = t^{i-1}$ ($i = 1, \ldots, p$) it follows by a straightforward calculation that $m^T \Sigma m = 1$. If least squares estimation is used for the parameter $\beta$ we obtain in these cases that the covariance matrix of the limiting process $G$ is given by

$$\text{Cov}(G(x), G(y)) = F(x \wedge y) - F(x)F(y) + f(x) f(y) \int t^2 f(t) dt + F(x) f(y) + F(y) f(x).$$

Nevertheless, even in this case the covariance kernel of the process $G$ depends in a complicated manner on the distribution function $F$ and its density and this remark applies in particular to the process $S_n$ defined in (1.3).

### 3 Testing for a symmetric error distribution

Recall the definition of the hypothesis of symmetry in (1.2) and the definition of the empirical process in (1.3). Note that the statistic $S_n(y)$ on the left hand side estimates the function $F(y) + F(-y) - 1$, which vanishes under the assumption of symmetry of the error distribution and consequently a test for symmetry can be based on a Kolmogorov-Smirnov or Cramér-von-Mises type functional of the process $\hat{F}_n(y) + \hat{F}_n(-y) - 1$. As indicated in Example 2.3 and pointed out by Koul (2002) in more detail, tests based on the process (1.3) are in general not asymptotically distribution-free. For this reason we investigate the performance of a bootstrap procedure to obtain critical values for these tests. Our first result states the weak convergence
of the process (1.3) in the space $D[-\infty, \infty]$ and is needed to establish the consistency of a modification of the wild bootstrap (adapted to the problem of testing for symmetry), which will be given in the second part of this section (see Theorem 3.4).

**Theorem 3.1** The estimated empirical symmetry process

$$\hat{S}_n(y) = \sqrt{n} \left( \hat{F}_n(y) + \hat{F}_n(-y) - F(y) - F(-y) \right)$$

converges weakly in $D[-\infty, \infty]$ to a Gaussian process $G$ with covariance

$$\text{Cov}(G(x), G(y)) = F(x \wedge y) - F(x)F(y) + F((-x) \wedge y) - F(-x)F(y) + F(x \wedge (-y)) - F(x)F(-y) + F((-x) \wedge (-y)) - F((-x)F(-y)) + (f(x) + f(-x))(U(y) + U(-y))m^T\Sigma^{-1}m/\int f \, d\psi + (f(y) + f(-y))(U(x) + U(-x))m^T\Sigma^{-1}m/\int f \, d\psi + m^T\Sigma^{-1}m\sigma^2/\int f \, d\psi^2$$

where

$$\sigma^2 = E[\psi^2(\varepsilon_{n1})] = \int_{-\infty}^{\infty} \psi^2(x)f(x) \, dx, \quad U(x) = E[I\{\varepsilon_{n1} \leq x\}\psi(\varepsilon_{n1})] = \int_{-\infty}^{x} \psi(t)f(t) \, dt$$

and the matrix $\Sigma$ and the vector $m$ are defined in (2.2) and (2.3), respectively.

If the function $\psi$ is symmetric and the null hypothesis of symmetry is valid this covariance kernel reduces to:

$$\text{Cov}(G(x), G(y)) = 2F(-|x| \vee |y|) + 4m^T\Sigma^{-1}m/\int f \, d\psi (f(x)U(y) + f(y)U(x)) + 4f(x)f(y)m^T\Sigma^{-1}m\sigma^2/\int f \, d\psi^2.$$ 

Suitable statistics for testing symmetry of the error distribution $F$ are, for example, of Kolmogorov–Smirnov or Cramer–von–Mises type,

$$\sup_{t \in \mathbb{R}} |\hat{S}_n(t)| \text{ and } \int \hat{S}_n^2(t) \, d\hat{H}_n(t),$$

where $\hat{H}_n$ is the empirical distribution function of the absolute values of the estimated residuals $|\hat{\varepsilon}_{n1}|, \ldots, |\hat{\varepsilon}_{nn}|$, and the null hypothesis of symmetry is rejected for large values of these statistics. The asymptotic distribution of the test statistics can be obtained from Theorem 3.1, an application of the Continuous Mapping Theorem and (in the latter case) the uniform convergence of $\hat{H}_n$,

$$\sup_{t \in \mathbb{R}} |\hat{H}_n(t) - H(t)| = o_p(1),$$
where $H$ denotes the distribution function of $|\varepsilon_{n1}|$. A standard argument on contiguity [see e.g. Witting, Müller–Funk (1995), Theorem 6.113, 6.124 and 6.138 or van der Vaart (1998), Section 6] now shows that the resulting tests are consistent with respect to local alternatives converging to the null at a rate $n^{-1/2}$. However, the null distribution of the process $\widehat{S}_n(t)$ is not asymptotically distribution free and the critical values cannot be computed without estimating the unknown features of the error distribution of the data generating process.

To avoid the problem of estimating the distribution function $F$ and its density function $f$ we propose a modification of the wild bootstrap approach, which is adapted to the specific problem of testing symmetry. For this let $v_{n1}, \ldots, v_{nn}$ be independent and identically distributed random variables, which are independent of the sample $Y_n = \{Y_{n1}, \ldots, Y_{nn}\}$ such that $P(v_{ni} = 1) = P(v_{ni} = -1) = 1/2, i = 1, \ldots, n$. Note that whether the underlying error distribution $F$ is symmetric or not the distribution of the random variable $v_{ni}\varepsilon_{ni}$ is symmetric with density $\tilde{f}$ and distribution function $\tilde{F}$ given by

\begin{align}
\tilde{f}(t) &= \frac{1}{2}(f(t) + f(-t)), \\
\tilde{F}(t) &= \frac{1}{2}(F(t) + 1 - F(-t)),
\end{align}

respectively. We now define bootstrap residuals by

$$
\varepsilon^*_ni = v_{ni}\hat{\varepsilon}_{ni}
$$

and build new bootstrap observations by

$$
Y^*_ni = x^T_{ni}\hat{\beta}_n + \varepsilon^*_ni \quad (i = 1, \ldots, n).
$$

Finally, we calculate estimated residuals from the bootstrap sample

$$
\hat{\varepsilon}_{ni} = Y^*_ni - x^T_{ni}\hat{\beta}^*_n = \varepsilon^*_ni - x^T_{ni}(\hat{\beta}^*_n - \hat{\beta}_n)
$$

where $\hat{\beta}^*_n$ is defined as the $M$-estimator for the “parameter” $\hat{\beta}_n$ in the linear model (3.3). Throughout the remaining part of this section we assume that a symmetric function $\psi = \psi(-x) = -\psi(x)$ is used for the calculation of the $M$-estimates. As a consequence we obtain bootstrap observations under the null hypothesis.

The bootstrap version of the empirical distribution function of the residuals is now given by

$$
\hat{F}^*_n(y) = \frac{1}{n} \sum_{i=1}^{n} I\{\varepsilon^*_ni \leq y\},
$$

and the empirical distribution function of the symmetrized (unobservable) errors is denoted by

$$
F^*_n(y) = \frac{1}{n} \sum_{i=1}^{n} I\{v_{ni}\varepsilon_{ni} \leq y\}.
$$

Finally, we define the analogue of the empirical symmetry process in the bootstrap setting, that is

$$
\hat{S}^*_n(y) = \sqrt{n}(\hat{F}^*_n(y) - 1 + \hat{F}^*_n(-y)) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( I\{\varepsilon^*_ni \leq y\} - I\{-\varepsilon^*_ni \leq y\} \right).
$$
Note that no centering is necessary here because of the identity
\[ E[F_n^*(y) - 1 + F_n^*(-y-)] | \mathcal{Y}_n] = 0. \]

The proof of the following auxiliary result, which gives an asymptotic expansion for the process \( \hat{S}_n^*(y) \), is deferred to the appendix.

**Proposition 3.2** Uniformly with respect to \( y \in \mathbb{R} \) the expansion
\[
\hat{S}_n^*(y) = \sqrt{n}(\hat{F}_n^*(y) - 1 + \hat{F}_n^*(-y-)) = G_n^*(y) + o_P(1)
\]
is valid, where the process \( G_n^* \) is defined by
\[
G_n^*(y) = \sqrt{n}(F_n^*(y) - 1 + F_n^*(-y-) + (f(y) + f(-y)) \frac{1}{n} \sum_{i=1}^{n} x_{ni}^T(\beta_n^* - \beta_n)).
\]

In order to establish the consistency of the proposed bootstrap procedure we require the following additional assumptions for the estimator \( \hat{\beta}_n \) from the bootstrap sample

(3.4) \[ ||(X_n^T X_n)^{1/2}(\hat{\beta}_n^* - \hat{\beta}_n)|| = O_P(1) \]

(3.5) \[ \frac{1}{n} \sum_{i=1}^{n} x_{ni}^T(\hat{\beta}_n^* - \hat{\beta}_n) = \int f \, d\psi \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_{ni} \psi(v_{ni} \varepsilon_{ni}) + o_P\left(\frac{1}{\sqrt{n}}\right). \]

**Remark 3.3** (a) Note that the conditions (3.4) and (3.5) are fulfilled if \( \hat{\beta}_n \) and \( \hat{\beta}_n^* \) are defined as least squares estimators, that is \( \psi(x) = x \). In this case we have
\[
(X_n^T X_n)^{1/2}(\hat{\beta}_n^* - \hat{\beta}_n) = (X_n^T X_n)^{-1/2} \sum_{i=1}^{n} x_{ni} \varepsilon_{ni}^* = (X_n^T X_n)^{-1/2} \sum_{i=1}^{n} x_{ni}(v_{ni} \varepsilon_{ni} - v_{ni} x_{ni}^T(\hat{\beta}_n - \beta)),
\]
and therefore (with Example 2.2)
\[
\frac{1}{n} \sum_{i=1}^{n} x_{ni}^T(\hat{\beta}_n^* - \hat{\beta}_n) = \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_{ni} v_{ni} \varepsilon_{ni} - Z_n,
\]
where the random variable \( Z_n \) is defined by
\[
Z_n = \frac{1}{n} \sum_{j=1}^{n} \sum_{k=1}^{n} v_{nk} \varepsilon_{nj} \tilde{x}_{nk} x_{nk}^T (X_n^T X_n)^{-1} x_{nj} = o_P\left(\frac{1}{\sqrt{n}}\right). \]
The last equality follows from $E[Z_n] = 0$ and a calculation of the variance, which gives $\text{Var}(Z_n) = o(1/n)$.

(b) If $\psi$ is continuously differentiable then the condition (3.5) follows from the assumption (compare with (2.7))

$$
(X_n^T X_n)^{1/2}(\hat{\beta}^*_n - \hat{\beta}_n) = \frac{1}{f d\psi} (X_n^T X_n)^{-1/2} \sum_{i=1}^{n} x_{ni} \psi(\varepsilon_{ni}^*) + o_P(1)
$$

by means of a Taylor expansion

$$
\psi(\varepsilon_{ni}^*) = \psi(v_{ni}\varepsilon_{ni}) = \psi(v_{ni}\varepsilon_{ni} - v_{ni}x_{ni}^T(\hat{\beta}_n - \beta)) = \psi(v_{ni}\varepsilon_{ni}) - v_{ni}x_{ni}^T(\hat{\beta}_n - \beta)\psi'(\xi_{ni})
$$

and an application of the expansion (2.7).

(c) It is notable that the choice of a symmetric function $\psi$ in the estimating equations for the $M$-estimator is essential for the appropriate performance of the bootstrap procedure. As a direct consequence we obtain $E[\psi(\varepsilon_{ni}^*) | \mathcal{Y}_n] = E[\psi(v_{ni}\varepsilon_{ni}) | \varepsilon_{ni}] = (\psi(\varepsilon_{ni}) + \psi(-\varepsilon_{ni}))/2 = 0$ and therefore we do not have to center the definition of $M$-estimator in the bootstrap setting, in the contrast to the work of Koul and Lahiri (1994) in this context. The dominating parts of the expansion (3.5) and (3.6) have expectation zero, conditionally on the sample $\mathcal{Y}_n$.

**Theorem 3.4** Assume that the density $f$ of the error distribution is Lipschitz continuous of order $\gamma \geq 1/2$, then the process

$$
\tilde{S}_n^*(y) = \sqrt{n} \left( \hat{F}_n^*(y) - 1 + \hat{F}_n^*(-y) \right),
$$

conditioned on $\mathcal{Y}_n$, converges weakly in $D[-\infty, \infty]$ to a centered Gaussian process $\tilde{G}$ with covariance kernel

$$
\text{Cov}(\tilde{G}(x), \tilde{G}(y)) = 2\tilde{F}(-(|x| \vee |y|)) + 2\tilde{f}(x)(U(y) + U(-y))m^T \Sigma^{-1}m/(\int f(t) d\psi(t)) + 2\tilde{f}(y)(U(x) + U(-x))m^T \Sigma^{-1}m/(\int f(t) d\psi(t)) + 4\tilde{f}(x)\tilde{f}(y)m^T \Sigma^{-1}m\sigma^2/(\int f(t) d\psi(t))^2
$$

in probability, where the function $\tilde{f}(y) = (f(y) + f(-y))/2$ denotes the density of the symmetrized error and $\tilde{F}(y) = (F(y) + 1 - F(-y))/2$ the corresponding distribution function. Under the null hypothesis of symmetry $H_0: f = \tilde{f}$ we have $\text{Cov}(\tilde{G}(x), \tilde{G}(y)) = \text{Cov}(G(x), G(y))$ where the process $G$ and its covariance kernel are defined in Theorem 3.1.

The proof of the theorem is deferred to the appendix. From the theorem the consistency of a test for symmetry based on the wild bootstrap procedure can be deduced as follows. Let $T_n$ denote the test statistic based on a continuous functional of the process $\tilde{S}_n$ and let $T_n^*$ denote
the corresponding bootstrap statistic based on \( \hat{S}_n^* \). If \( t_n \) is the realization of the test statistic \( T_n \) based on the sample \( Y_n \) then a level \( \alpha \)–test is obtained by rejecting symmetry whenever \( t_n > c_{1-\alpha} \), where \( P_{H_0}(T_n > c_{1-\alpha}) = \alpha \). The quantile \( c_{1-\alpha} \) can now be approximated by the bootstrap quantile \( c_{1-\alpha}^* \) defined by

\[
P(T_n^* > c_{1-\alpha}^* \mid Y_n) = \alpha.
\]

From Theorem 3.4 and the Continuous Mapping Theorem we obtain a consistent asymptotic level \( \alpha \)–test by rejecting the null hypothesis if \( t_n > c_{1-\alpha}^* \). We will illustrate the finite sample properties of this approach by means of simulation in Section 4.

### 4 Finite sample properties

In this section we investigate the finite sample properties of the bootstrap test proposed in Section 3. We consider the classical one-way-layout in analysis of variance and a quadratic regression model on the interval \([0, 1]\). If \( T_n \) is a functional of the empirical process (1.3), then the null hypothesis is rejected if

\[
T_n > T_n^*(\lfloor B(1-\alpha) \rfloor),
\]

where \( T_{n(1)}^* < \ldots < T_{n(B)}^* \) denote the order statistic of the bootstrap sample \( T_n^{*(1)}, \ldots, T_n^{*(B)} \), where the bootstrap is described in Section 3. We use \( B = 200 \) replications for the resampling procedure and 2000 simulation runs for the estimation of the rejection probabilities.

#### 4.1 Testing for a symmetric error distribution in a regression model

In this example we illustrate the performance of the bootstrap procedure in the problem of testing for a symmetric error distribution in a quadratic regression model, that is

\[
Y_{ni} = \beta_1 x_{ni} + \beta_2 x_{ni}^2 + \varepsilon_{ni}, \quad i = 1, \ldots, n,
\]

where the explanatory variables \( x_{ni} = i/n \quad (i = 1, \ldots, n) \) correspond to the uniform design. The finite sample performance of the Cramér-von-Mises type test statistic

\[
T_n = \int_R \left( \hat{F}_n(x) - 1 + \hat{F}_n(-x) \right)^2 d\hat{H}_n(x)
\]

is investigated, where \( \hat{F}_n \) denotes the empirical distribution function of the residuals \( \hat{\varepsilon}_{n1}, \ldots, \hat{\varepsilon}_{nn} \) and \( \hat{H}_n(x) = \hat{F}_n(x) - \hat{F}_n(-x) \) denotes the empirical distribution function of the absolute values of the residuals \( |\hat{\varepsilon}_{n1}|, \ldots, |\hat{\varepsilon}_{nn}| \) [see Shorack and Wellner (1986), p. 747]. The null hypothesis is rejected by the bootstrap test if the inequality (4.1) is satisfied, where the resampling scheme is described in Section 3. The parameters in model (4.2) are given by \( \beta_1 = \beta_2 = 1 \), while the
error distribution is given by

\[ \varepsilon_{ni} \sim \mathcal{N}(0, 1) \quad \text{(null hypothesis)} \] (4.4)

\[ \varepsilon_{ni} \sim (\chi^2_k - k)/\sqrt{2k}, \quad k = 1, 2, 3, 4. \]

The results are depicted in Table 4.1 and show a reasonable approximation of the nominal level in all cases. The alternative of non-symmetry is detected with high probability, even in the case \( k = 4 \), which is rather close to symmetry. It might be of interest to compare these results with the test based on kernel estimators, which was presented by Ahmad and Li (1997). In their simulation study these authors considered the problem of testing the symmetry of an i.i.d. sample of observations and a comparison is not directly possible. For this reason we also included the symmetry test of Ahmad and Li (1997) in our study. Our numerical results show that the approximation of the nominal level of the test of Ahmad and Li (1997) is not too accurate. This phenomenon was also observed by other authors in the context of testing model assumptions [see e.g. Härdle and Mammen (1993), Hjellvik and Tjøstheim (1996) or Fan and Linton (2003)]. Therefore we implemented a bootstrap version of Ahmad and Li’s (1997) test. We investigated the performance of the test in the situation discussed in the previous paragraph. The test requires a specification of a bandwidth, say \( a \), which was chosen as \( a = \hat{\sigma}^2/n^{1/2} \), which was recommended by Ahmad and Li (1997). Here \( \hat{\sigma}^2 \) is the least squares estimator of the variance in the linear regression model (4.2). The rejection probabilities of Ahmad and Li’s (1997) test for the error distributions given in (4.4) are presented in Table 4.2. We observe that in all cases under consideration the test based on the empirical process approach yields substantially higher rejection probabilities than the test of Ahmad and Li (1997). Moreover, this test does not rely on a smoothing parameter.

<table>
<thead>
<tr>
<th>( n )</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>2.5%</td>
<td>5%</td>
<td>10%</td>
<td>2.5%</td>
</tr>
<tr>
<td>( df_0 )</td>
<td>.031</td>
<td>.055</td>
<td>.109</td>
<td>.034</td>
</tr>
<tr>
<td>( df_1 )</td>
<td>.728</td>
<td>.806</td>
<td>.888</td>
<td>.987</td>
</tr>
<tr>
<td>( df_2 )</td>
<td>.495</td>
<td>.618</td>
<td>.738</td>
<td>.921</td>
</tr>
<tr>
<td>( df_3 )</td>
<td>.367</td>
<td>.462</td>
<td>.561</td>
<td>.795</td>
</tr>
<tr>
<td>( df_4 )</td>
<td>.275</td>
<td>.373</td>
<td>.493</td>
<td>.674</td>
</tr>
</tbody>
</table>

Table 4.1: Simulated rejection probabilities of the bootstrap test for a symmetric error distribution. The model is given by (4.2) and the error distribution is normal (\( df_0 \)) and chi-square with \( k \) degrees of freedom (\( df_k \)) normalized such that \( E[\varepsilon_{ni}] = 0 \), \( E[\varepsilon^2_{ni}] = 1 \).
Table 4.2: Simulated rejection probabilities of Ahmad and Li’s (1997) test for symmetry in the model (4.2). The error distribution is normal (df \(0\)) and chi-square with \(k\) degrees of freedom (df \(k\)) normalized such that \(E[\varepsilon_{ni}] = 0, E[\varepsilon_{ni}^2] = 1\).

4.2 Testing for symmetry of the error distribution in ANOVA models.

In this example we investigate the properties of the bootstrap procedure in the classical ANOVA model of a one-way-layout, that is

\[ Y_{ij} = \mu_i + \varepsilon_{ij}, \quad i = 1, \ldots, p; j = 1, \ldots, n_i; n = \sum_{i=1}^{p} n_i. \] (4.5)

We consider the case of \(p = 4\) factors and \(n = 20\) and \(n = 40\) total observations, where the sample sizes for the different groups are

\[ A: n_1 = n_2 = n_3 = n_4 = \frac{n}{4}; \]

\[ B: n_1 = \frac{3n}{20}; n_2 = \frac{n}{4}; n_3 = \frac{n}{4}; n_4 = \frac{7n}{20}. \] (4.6)

The finite sample properties of the test for symmetry of the error distribution in the model (4.5) are of interest, where the statistic \(T_n\) is defined by the Kolmogorov-Smirnov functional, that is

\[ T_n = \sup_{x \in \mathbb{R}} |\hat{F}_n(x) - 1 + \hat{F}_n(-x^-)|. \]

The variance of the error in the model (4.5) is given by \(\sigma^2 = 1\), while the error distributions are defined in (4.4). The simulated rejection probabilities are shown in Table 4.3.

The results are similar as in Example 4.1. We observe a reasonable approximation of the nominal level, even for the sample size \(n = 20\), and deviations from the null hypothesis are detected with high probability. It is interesting to note that the unbalanced design \(B\) yields a slightly better approximation of the nominal level than the balanced design \(A\). However, for more unbalanced designs the approximation of the level is usually not so accurate.
<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th></th>
<th></th>
<th></th>
<th>A</th>
<th></th>
<th></th>
<th></th>
<th>A</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.5%</td>
<td>5%</td>
<td>10%</td>
<td></td>
<td>2.5%</td>
<td>5%</td>
<td>10%</td>
<td></td>
<td>2.5%</td>
<td>5%</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>df₀</td>
<td>0.020</td>
<td>0.042</td>
<td>0.092</td>
<td></td>
<td>0.025</td>
<td>0.045</td>
<td>0.091</td>
<td></td>
<td>0.026</td>
<td>0.050</td>
<td>0.089</td>
<td></td>
</tr>
<tr>
<td>df₁</td>
<td>0.327</td>
<td>0.422</td>
<td>0.572</td>
<td></td>
<td>0.303</td>
<td>0.394</td>
<td>0.528</td>
<td></td>
<td>0.878</td>
<td>0.935</td>
<td>0.965</td>
<td></td>
</tr>
<tr>
<td>df₂</td>
<td>0.190</td>
<td>0.259</td>
<td>0.399</td>
<td></td>
<td>0.165</td>
<td>0.242</td>
<td>0.379</td>
<td></td>
<td>0.580</td>
<td>0.690</td>
<td>0.798</td>
<td></td>
</tr>
<tr>
<td>df₃</td>
<td>0.126</td>
<td>0.192</td>
<td>0.308</td>
<td></td>
<td>0.135</td>
<td>0.198</td>
<td>0.319</td>
<td></td>
<td>0.431</td>
<td>0.541</td>
<td>0.663</td>
<td></td>
</tr>
<tr>
<td>df₄</td>
<td>0.111</td>
<td>0.174</td>
<td>0.280</td>
<td></td>
<td>0.098</td>
<td>0.153</td>
<td>0.259</td>
<td></td>
<td>0.313</td>
<td>0.407</td>
<td>0.540</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Simulated rejection probabilities of the bootstrap test (4.1) for a symmetric error distribution in the one-way-layout (4.5) with four factors for various distributions defined in (4.4) and designs given in (4.6).
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5 Appendix: Proofs

5.1 Proof of Theorem 3.1

The proof follows by standard arguments and for this reason we will only indicate the main steps. From Theorem 6.2.1, Koul (2002, p. 232), we have the following decomposition of the process, uniformly with respect to \( y \in \mathbb{R} \),

\[
\hat{S}_n(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( I\{\hat{\varepsilon}_{ni} \leq y \} - I\{-\hat{\varepsilon}_{ni} \leq y \} - F(y) + 1 - F(-y) \right)
\]

\[
= \sqrt{n} \left( F_n(y) - 1 + F_n(-y-) - F(y) + 1 - F(-y) \right)
\]

\[
+ (f(y) + f(-y))\frac{1}{n} \sum_{i=1}^{n} x_{ni}^T (\hat{\beta}_n - \beta) + o_P(1). \]

With the expansion (2.7) of the \( M \)-estimator we obtain

\[
\hat{S}_n(y) = G_n(y) + o_P(1),
\]
uniformly with respect to \( y \in \mathbb{R} \), where the process \( G_n \) is defined by

\[
G_n(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( I\{\varepsilon_{ni} \leq y\} - I\{-\varepsilon_{ni} \leq y\} - F(y) + 1 - F(-y) \right)
+ (f(y) + f(-y)) \frac{1}{\int f \, d\psi} \tilde{x}_{ni} \psi(\varepsilon_{ni}).
\]

A straightforward calculation of the covariances gives

\[
\text{Cov}(G_n(x), G_n(y)) = \text{Cov}(G(x), G(y)) + o(1),
\]

where \( \text{Cov}(G(x), G(y)) \) is defined in Theorem 3.1.

The weak convergence of the finite dimensional distributions of the process \( G_n \) is now obtained by an application of the Cramér–Wold device and the Lindeberg condition. Finally, tightness of the process \( G_n \) can be shown in terms of asymptotic equicontinuity, that is for all \( \epsilon > 0 \)

\[
\lim_{\delta \searrow 0} \limsup_{n \to \infty} P\left( \sup_{x,y \in \mathbb{R}, |x-y| \leq \delta} \left| G_n(x) - G_n(y) \right| > \epsilon \right) = 0.
\]

This follows from tightness of the standard empirical process and from uniform continuity of the density \( f \). \( \square \)

### 5.2 Proof of Proposition 3.2.

For vectors \( a, b \in \mathbb{R}^p \) and real values \( x \in \mathbb{R} \), we introduce the notation

\[
Y(x, a, b) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( I\{v_{ni}\varepsilon_{ni} \leq x + v_{ni}c_{ni}^T a + c_{ni}^T b\} - P(v_{ni}\varepsilon_{ni} \leq x + v_{ni}c_{ni}^T a + c_{ni}^T b) \right),
\]

where we assume for the (nonrandom) weights \( c_{ni} \in \mathbb{R}^p \)

\[
(4.7) \quad \max_{i=1,...,n} \|c_{ni}\| = o(1) \quad \text{and} \quad \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \|c_{ni}\| = O(1).
\]

The proof of the proposition (3.2) requires the following auxiliary result.

**Lemma 5.1** For each \( L > 0 \):

\[
\sup_{x \in \mathbb{R}, |a| \leq L, |b| \leq L} |Y(x, a, b) - Y(x, 0, 0)| = o_P(1).
\]

**Proof.** The proof can be done in a similar manner as the proofs of Lemmata 2.3.2. – 2.3.4. (Koul, 2002, p. 53) and is therefore omitted. \( \square \)
Now we apply Lemma 5.1 with the definitions $c_{ni}^T = x_{ni}^T(X_n^T X_n)^{-1/2}$, $a = (X_n^T X_n)^{1/2}(\hat{\beta}_n - \beta)$ and $b = (X_n^T X_n)^{1/2}(\hat{\beta}_n^* - \hat{\beta}_n)$ and obtain uniformly with respect to $y \in \mathbb{R}$,

$$
\frac{1}{\sqrt{n}} \hat{S}_n^*(y) - (F_n^*(y) - 1 + F_n^*(-y))
= \frac{1}{n} \sum_{i=1}^{n} \left( I\{v_i \varepsilon_{ni} \leq y + v_i x_{ni}^T (\hat{\beta}_n - \beta) + x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)\} - I\{v_i \varepsilon_{ni} \leq y\}
- I\{-v_i \varepsilon_{ni} \leq y - v_i x_{ni}^T (\hat{\beta}_n - \beta) - x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)\} + I\{-v_i \varepsilon_{ni} \leq y\} \right)
= \frac{1}{n} \sum_{i=1}^{n} \left( P(v \varepsilon \leq y + v x_{ni}^T (\hat{\beta}_n - \beta) + x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n) | \mathcal{Y}_n) - P(v \varepsilon \leq y)
- P(-v \varepsilon \leq y - v x_{ni}^T (\hat{\beta}_n - \beta) - x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n) | \mathcal{Y}_n) + P(-v \varepsilon \leq y) \right)
+ o_P\left(\frac{1}{\sqrt{n}}\right)
= \frac{1}{2n} \sum_{i=1}^{n} \left( F(y + x_{ni}^T (\hat{\beta}_n - \beta) + x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)) - F(y)
- F(-y + x_{ni}^T (\hat{\beta}_n - \beta) - x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)) + F(-y)
+ F(-y + x_{ni}^T (\hat{\beta}_n - \beta) + x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)) - F(-y)
- F(y + x_{ni}^T (\hat{\beta}_n - \beta) - x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)) + F(y) \right)
+ o_P\left(\frac{1}{\sqrt{n}}\right)
$$

Here $\varepsilon$ and $v$ denote independent random variables, independent of $\mathcal{Y}_n$, such that $P(v = -1) = P(v = 1) = 1/2$ and $\varepsilon$ has density $f$. By an application of Lemma 2.3.1. of Koul (2002) we further have, uniformly with respect to $y \in \mathbb{R}$,

$$
\frac{1}{\sqrt{n}} \hat{S}_n^*(y) - (F_n^*(y) - 1 + F_n^*(-y))
= \frac{1}{2n} \sum_{i=1}^{n} \left( f(y) (x_{ni}^T (\hat{\beta}_n - \beta) + x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)) - f(-y) (x_{ni}^T (\hat{\beta}_n - \beta) - x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n))
+ f(-y) (x_{ni}^T (\hat{\beta}_n - \beta) + x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)) - f(y) (x_{ni}^T (\hat{\beta}_n - \beta) - x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n)) \right)
+ o_P\left(\frac{1}{\sqrt{n}}\right)
= (f(y) + f(-y)) \frac{1}{n} \sum_{i=1}^{n} x_{ni}^T (\hat{\beta}_n^* - \hat{\beta}_n) + o_P\left(\frac{1}{\sqrt{n}}\right).
$$

Finally we note that the conditions for an application of Lemma 2.3.1 of Koul (2002, p. 52) are satisfied because of the uniform continuity of the density $f$ and assumptions (2.1), (2.6) and (3.4). □
5.3 Proof of Theorem 3.4

Using the expansion in Proposition 3.2 and assumption (3.5) we have uniformly with respect to \( y \in \mathbb{R} \)

\[
\tilde{S}_n^*(y) = \tilde{G}_n^*(y) + o_P(1)
\]

where the process \( \tilde{G}_n^* \) is defined by

\[
\tilde{G}_n^*(y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( I\{v_{ni} \varepsilon_{ni} \leq y\} - I\{-v_{ni} \varepsilon_{ni} \leq y\} + 2 \tilde{f}(y) \frac{1}{\int f \, d\psi} \tilde{x}_{ni} \psi(v_{ni} \varepsilon_{ni}) \right)
\]

\[
= \frac{1}{\sqrt{n}} \sum_{i=1}^{n} v_{ni} \left( I\{\varepsilon_{ni} \leq y\} - I\{-\varepsilon_{ni} \leq y\} + 2 \tilde{f}(y) \frac{1}{\int f \, d\psi} \tilde{x}_{ni} \psi(\varepsilon_{ni}) \right).
\]

The last equality follows with the definition of the random variables \( v_{ni} \) and the symmetry of the function \( \psi \). Now we obtain for the conditional covariance of the asymptotically equivalent process \( \tilde{G}_n^* \)

\[
E[\tilde{G}_n^*(x) \tilde{G}_n^*(y) \mid \mathcal{Y}_n] = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{2} I\{\varepsilon_{ni} \leq x \wedge y\} + I\{-\varepsilon_{ni} \leq x \wedge y\} \right)
\]

\[
- \frac{1}{2} I\{\varepsilon_{ni} \leq x\} + I\{-\varepsilon_{ni} \leq x\} \frac{1}{2} I\{\varepsilon_{ni} \leq y\} + I\{-\varepsilon_{ni} \leq y\}
\]

\[
+ \frac{1}{2} I\{\varepsilon_{ni} \leq (-x) \wedge y\} + I\{-\varepsilon_{ni} \leq (-x) \wedge y\}
\]

\[
- \frac{1}{2} I\{\varepsilon_{ni} \leq -x\} + I\{-\varepsilon_{ni} \leq -x\} \frac{1}{2} I\{\varepsilon_{ni} \leq y\} + I\{-\varepsilon_{ni} \leq y\}
\]

\[
+ \frac{1}{2} I\{\varepsilon_{ni} \leq x \wedge (-y)\} + I\{-\varepsilon_{ni} \leq x \wedge (-y)\}
\]

\[
- \frac{1}{2} I\{\varepsilon_{ni} \leq x\} + I\{-\varepsilon_{ni} \leq x\} \frac{1}{2} I\{\varepsilon_{ni} \leq -y\} + I\{-\varepsilon_{ni} \leq -y\}
\]

\[
+ \frac{1}{2} I\{\varepsilon_{ni} \leq (-x) \wedge (-y)\} + I\{-\varepsilon_{ni} \leq (-x) \wedge (-y)\}
\]

\[
- \frac{1}{2} I\{\varepsilon_{ni} \leq -x\} + I\{-\varepsilon_{ni} \leq -x\} \frac{1}{2} I\{\varepsilon_{ni} \leq -y\} + I\{-\varepsilon_{ni} \leq -y\}
\]

\[
+ 4 \tilde{f}(y) \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_{ni} \psi(\varepsilon_{ni}) \frac{1}{2} (I\{\varepsilon_{ni} \leq x\} - I\{-\varepsilon_{ni} \leq x\})/(\int f \, d\psi)
\]

\[
+ 4 \tilde{f}(x) \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_{ni} \psi(\varepsilon_{ni}) \frac{1}{2} (I\{\varepsilon_{ni} \leq y\} - I\{-\varepsilon_{ni} \leq y\})/(\int f \, d\psi)
\]

\[
+ 4 \tilde{f}(x) \tilde{f}(y) \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_{ni}^2 \psi^2(\varepsilon_{ni})/(\int f \, d\psi)^2 \quad \text{(a.s.)}
\]

and by the weak law of large numbers this random variable converges in probability to the covariance kernel \( \text{Cov}(\tilde{G}(x), \tilde{G}(y)) \) defined in Theorem 3.4.
In a second step we show the conditional weak convergence in probability of the finite dimensional distributions applying the Cramér–Wold device and Lindeberg’s condition. For this let \( a_1, \ldots, a_k, y_1, \ldots, y_k \in \mathbb{R} \) denote arbitrary constants and consider the linear combination
\[
\sum_{j=1}^{k} a_j \tilde{G}_n^*(y_j) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} v_{ni} A_{ni}
\]
with
\[
A_{ni} = \sum_{j=1}^{k} a_j \left( I\{\varepsilon_{ni} \leq y_j \} - I\{-\varepsilon_{ni} \leq y_j \} + 2 \frac{\tilde{f}(y_j)}{f} \int f d\psi \tilde{x}_{ni} \psi(\varepsilon_{ni}) \right).
\]
It is easy to see that
\[
A_{ni} \leq c_1 + c_2 \psi(\varepsilon_{ni})
\]
for some suitable constants \( c_1 \) and \( c_2 \). For \( \delta > 0 \) we consider the quantity
\[
L_n(\delta) = \frac{1}{n} \sum_{i=1}^{n} E\left[ (A_{ni}v_{ni})^2 I\{|A_{ni}v_{ni}| \geq \sqrt{n} \delta \} \right].
\]
Observing that \( |v_{ni}| = 1 \), it follows for each \( K > 0 \) and some constants \( d_1, d_2, d_3, d_4 \)
\[
\limsup_{n \to \infty} L_n(\delta) \leq \limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (d_1 + d_2 \psi^2(\varepsilon_{ni})) I\{d_3 + d_4 |\psi(\varepsilon_{ni})| \geq K\}.
\]
Applying the strong law of large numbers for \( n \to \infty \) and considering \( K \to \infty \) we obtain the assertion,
\[
\limsup_{n \to \infty} L_n(\delta) = 0 \quad \text{with probability 1.}
\]
Finally we show conditional tightness of the process \( \tilde{G}_n^* \) in probability. To this end we apply the continuous quantile transformation \( t = F(y) \) and consider the process
\[
H_n^*(t) = \tilde{G}_n^*(F^{-1}(t)) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} v_{ni} h(\varepsilon_{ni}, t),
\]
in \( D[0,1] \), where \( t \in [0,1] \) and
\[
h(\varepsilon_{ni}, t) = I\{F(\varepsilon_{ni}) \leq t\} - I\{F(-\varepsilon_{ni}) \leq t\} + 2 \frac{\tilde{f}(F^{-1}(t))}{f} \int f d\psi \tilde{x}_{ni} \psi(\varepsilon_{ni}).
\]
We obtain for \( 0 \leq s \leq t \leq 1 \) with suitable constants \( c, c' > 0 \)
\[
E\left[ (H_n^*(t) - H_n^*(s))^4 \right] = \frac{3}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} (h(\varepsilon_{ni}, t) - h(\varepsilon_{ni}, s))^2 (h(\varepsilon_{nj}, t) - h(\varepsilon_{nj}, s))^2
\]
\[ + \frac{1}{n^2} \sum_{i=1}^{n} (h(\varepsilon_{ni}, t) - h(\varepsilon_{ni}, s))^4 \]
\[ \leq 3 \left( \frac{1}{n} \sum_{i=1}^{n} (h(\varepsilon_{ni}, t) - h(\varepsilon_{ni}, s))^2 \right)^2 \]
\[ \leq c \left( \frac{1}{n} \sum_{i=1}^{n} (I\{s < F(\varepsilon_{ni}) \leq t\} + I\{s < F(-\varepsilon_{ni}) \leq t\}) \right. \]
\[ \left. + (\tilde{f}(F^{-1}(t)) - \tilde{f}(F^{-1}(s)))^2 x_{ni}^2 \psi^2(\varepsilon_{ni}) \right)^2 \]
\[ \leq c' \left( M_n(t) - M_n(s) \right)^2 \]

where the last inequality follows from the Lipschitz continuity of \( f \) and we introduced the definition

\[ M_n(t) = \frac{1}{n} \sum_{i=1}^{n} (I\{F(\varepsilon_{ni}) \leq t\} + I\{F(-\varepsilon_{ni}) \leq t\} + F^{-1}(t) \bar{x}_{ni}^2 \psi^2(\varepsilon_{ni})). \]

\((M_n(t))_{n \in \mathbb{N}}\) is a sequence of random functions, increasing in \( t \in [0, 1] \), which converges uniformly in \( t \in [0, 1] \) almost surely to the increasing function \( M(t) \) defined by

\[ M(t) = P(F(\varepsilon_{n1}) \leq t) + P(F(-\varepsilon_{n1}) \leq t) + F^{-1}(t) m^T \Sigma^{-1} m \mathbb{E}[\psi^2(\varepsilon_{n1})]. \]

This proves tightness of the process \( H_n^* \), conditionally on the sample \( Y_n \), with probability 1 and completes the proof of Theorem 3.4.

\[ \square \]
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