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Abstract

One of the key requirements for Grid infrastructures is the ability to share

resources with nontrivial qualities of service. However, resource manage-

ment in a decentralized infrastructure is a complex task as it has to cope

with different policies and objectives of the different resource providers and

the resource users. This problem is further complicated due to the diversity

of the resource types and the heterogeneity of their local resource man-

agement systems. Agreement-based resource management can be used to

address these issues because in the negotiation process of creating such bi-

lateral service level agreements (SLAs) between Grid parties, the different

polices of the resource providers and the users will be abstracted and ob-

served. Such negotiation processes should be automated with no or minimal

human interaction, considering the potential scale of Grid systems and the

amount of necessary transactions. Therefore, strategic negotiation models

play important roles. In this thesis, we have made several novel research

contributions which are as follows:

• An agreement based resource management approach is analyzed. Re-

quirements for the automatic negotiation problems in Grid computing

are introduced. Furthermore, related work in the areas of economics

and agent communities are investigated.

• Several negotiation models and negotiation strategies are proposed and

examined. Simulation results demonstrate that these proposed nego-

tiation models are suitable and effective for Grid environments.

• Firstly, a strategic negotiation model using time-based negotiation

strategies is proposed and evaluated using discrete event based sim-

ulation techniques.



• Secondly, time-based negotiation strategies are quite limited in the

dynamically changing Grid environment because they are quite simple

and static; so learning based negotiation strategies are investigated and

evaluated, which are quite flexible and effective in the dynamically

changing Grid environment. Also we adopted negotiation strategies

considering opportunistic functions for Grid scheduling.

• Thirdly, it is usually necessary that resources from different resource

providers are co-allocated to satisfy the complex requirements of the

users, so a strategic negotiation model supporting co-allocation and the

tradeoff between “first” and “best” agreements in the Grid computing

is also proposed and evaluated.

• Finally, the contributions of the current research work to the WS-

Negotiation protocol are analyzed.
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Chapter 1

Introduction

1.1 Resource Management in Grid Computing

Grid computing [1, 2] is considered a cornerstone of next generation distributed comput-

ing, which is defined as “coordinated resource sharing and problem solving in dynamic,

multi-institutional collaborations”. Current Grid computing infrastructure is built in

accordance with the service oriented architecture (SOA [2, 3]) paradigm. A service-

oriented architecture is one in which all entities are services. A service is an entity

that provides some capability to its clients by exchanging messages and it is defined by

identifying sequences of specific message exchanges that cause the service to perform

some operations. By thus defining these operations only in terms of message exchange,

we achieve great flexibility in how services are implemented and where they are located.

In this service oriented architecture, the services [4] may include both traditional

resources (e.g., computational services offered by a computer, network bandwidth, or

space on a storage system) and virtualized services (e.g., database, data transfer, simu-

lation), which may differ in the functions they provide to users but are consistent in the

manner in which they can deliver those functions across the network. These services

are loosely coupled in the SOA.

Resource management is an important issue in Grid environment which refers to the

operations used to control how resources are made available by providers to consumers.

Resource management is commonly used to describe all aspects of the process of locat-

ing various types of capability, arranging for their use, utilizing them, and monitoring

their states. Grid scheduling involves three main phases [5]: resource discovery,

which generates a list of potential resources; information gathering about those re-
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1.1 Resource Management in Grid Computing

sources and selection of a best set; and job execution, which includes file staging

and cleanup. There are several actions involved in each phase which are shown in

Picture 1.1.

 

 

1. Authorization Filtering

3. Min. Requirement Filtering

2. Application Definition

Phase One-Resource Discovery

5. System Selection

4. Information Gathering

Phase Two - System Selection

7. Job Submission

6. Advance Reservation

9. Monitoring Progress

8. Preparation Tasks

11. Clean-up Tasks

10 Job Completion

Phase Three- Job Execution

Figure 1.1: Actions Involved In Grid Resource Management

In the Grid scenario, the typical characteristics of resource providers are as follows:

1. There is no central control available among them which means a higher-level re-

source management system can not have full control over the resources of different

providers and can not obtain the complete information of resources.

2. The resource providers have individual and quite different objectives and policies

which have to be considered. For instance, some resources can only be used by

certain users or during specific times.

3. Their local resource management systems are heterogenous. Some examples of

such local resource management systems are: Platform’s Load Sharing Facility [6],

Portable Batch System [7], IBM’s LoadLeveler [8], Sun’s Grid Engine [9], etc.

4. Their resources are quite heterogenous. Their hardware and operating systems

can be from different vendors.

The typical characteristics of resource consumers are:

2



1.1 Resource Management in Grid Computing

1. The request of a consumer is usually non-trivial. It is often necessary that differ-

ent resource providers cooperate and coordinate together to satisfy the complex

request of a consumer (Co-allocation or workflow support is needed).

2. The consumer wants to obtain some guarantees for the quality of service from

service providers. That is, for instance, the service properties (cost, waiting time,

etc.) are known in advance.

3. Similar to the resource providers, the resource consumers also have individual and

quite different requirements and objectives. Some consumers want to get cheaper

services, while others may prefer earlier execution.

The resource management problem in this decentralized scenario is different from

conventional resource management problems. The conventional centralized scheduling

approach is not well suited to solve this problem, as it usually assumes a system model,

which is an abstraction of the underlying resources in a single administrative domain.

The resource management system can obtain the complete and up-to-date informa-

tion of resources and can autonomously schedule resources. The resource management

system is constructed to optimize some system-wide specific objectives [10, 11, 12].

However, in the Grid environment, the resource management spans different ad-

ministrative domains in a decentralized manner. So it is difficult for the resource

management system to obtain a global system model and get complete and up-to-date

information of resources. In general, it is not feasible to schedule all these resources

owned by different resource providers using conventional centralized approaches. Typ-

ically the resource management problem in Grid is a hierarchical [5] system which is

comprised of higher-level resource management systems and lower-level resource man-

agement systems. The higher-level resource management system does not have its own

resources and can not control over the resources of different resource providers and

it acts as the intermediary between the end consumers and lower-level resource man-

agement systems. The lower-level resource management system is the conventional

resource management system which is assumed to have full control over its local re-

sources.

As introduced before, a resource user typically expects a certain service quality

to be provided by the resource owners. As in Grid computing usually autonomous

parties interact, the a priori information of quality of service (QoS) becomes a crucial

3



1.2 Contributions

requirement for resource management in this scenario. To this end, prior to service

execution the parties have to negotiate towards service level agreements (SLAs) that

define what kind of service will be provided and what the obligations of the user will

be.

Of course, the resource providers and the resource consumers have typically con-

flicting objectives which need to be considered during the negotiation. The whole task

of negotiation is challenging as the resources are heterogeneous and the service pro-

visioning is not a standardized good but depends on the individual requirements and

preferences of the user for a particular task. During the negotiation process, the con-

flicts of the different objectives and policies between the resource users and resource

providers must be reconciled. However, this process should be automated as it can-

not be expected that service providers and consumers have the ability to pursuit the

negotiation by themselves. For efficient resource management in distributed systems,

such as Grid computing, this task will be frequently performed and highly relies on

the dynamic resource conditions. Here, suitable strategic negotiation models are

required that take the different policies and objectives into account and which produce

suitable service level agreements in reasonable time with minimized or even no user

and provider interference.

This thesis aims to develop the negotiation models supporting the automatic nego-

tiation for Grid scheduling and investigate the negotiation strategies in the proposed

negotiation models.

1.2 Contributions

The main contributions of the thesis work are as follows:

• The agreement based resource management approach is analyzed. Requirements

for the automatic negotiation in Grid computing are introduced. Related work

in the areas of resource management in Grid computing, strategic negotiation

research in economics and agent communities are investigated.

• Several negotiation models and negotiation strategies are proposed and exam-

ined. Simulation results demonstrate that these proposed negotiation models are

suitable and effective for Grid environments.

4



1.3 Structure

– Firstly, a strategic negotiation model using time-based negotiation strate-

gies is proposed and evaluated using the discrete event based simulation

techniques.

– The time-based negotiation strategies are quite simple and static. There-

fore, they are quite limited in the dynamically changing Grid environment; so

learning based negotiation strategies are investigated and evaluated, which

are quite flexible and effective in the dynamically changing Grid environ-

ment. Also we adopted and evaluated the negotiation strategies considering

opportunistic functions for Grid scheduling

– Furthermore, it is usually necessary that different resource providers co-

allocate together to satisfy the complex requirements of the users, so a

strategic negotiation model supporting co-allocation in the Grid comput-

ing is also proposed and evaluated in this thesis.

• Finally, the contribution of the current research work to the WS-Negotiation

protocol is analyzed.

1.3 Structure

The thesis is structured in 8 chapters. In Chapter 2, the requirements for the automatic

negotiation for Grid computing are introduced. In Chapter 3, the strategic negotia-

tion model which supports the simple scheduling scenario are proposed and evaluated.

In Chapter 4, learning based negotiation strategies are proposed and evaluated. In

Chapter 5, the negotiation model which supports the co-allocation problem is pre-

sented. In Chapter 6, the negotiation strategics considering the opportunity functions

are evaluated. In Chapter 7, the contributions of current work to the WS-Negotiation

protocol are analyzed. Chapter 8 summarizes the whole thesis and gives possible future

directions.

5



Chapter 2

Automatic Negotiation for Grid
Scheduling

As introduced in Chapter 1, the Grid resource management in the decentralized Grid

environments is challenging. The conventional centralized approaches can not be easily

used to schedule the resources belonging to different administrative domains. There-

fore, agreement based resource management [4] is typically considered as a suitable

approach for this scenario. In this approach, various resource management activities

can be represented using the terms of agreements. In this chapter, the agreement based

resource management approach is analyzed. Requirements for building the agreement

based resource management in Grid computing are introduced. Related works in the

areas of resource management in Grid computing, automatic negotiation techniques in

economics and agent theory communities are introduced. Strategic negotiation models

which are quite important for supporting the automatic negotiation are explained.

2.1 Agreement Based Resource Management

In order to influence the resource usage, a resource consumer needs to understand and

control resource behavior, often requiring assurances or guarantees concerning the level

and type of service being provided by the resource. Conversely, the resource provider

wants to maintain local control over how the resource can be used and how much

service information is exposed to the consumer of the resource [4]. A common means

for reconciling these two competing demands is to negotiate an agreement (sometimes

called a Service Level Agreement, or SLA), by which a resource provider “contracts”

with a client to provide some measurable capability. Agreements explicitly state the

6



2.1 Agreement Based Resource Management

terms between a resource user and resource provider allowing clients to understand

what to expect from resources and also the penalties if either of them violates the

negotiation terms. An agreement can be viewed as more than a simple statement of

terms of performance. Rather, an agreement can be viewed as a statement of common

policy terms to be honored by the provider and consumer of the agreement. As such,

an agreement provides a powerful mechanism for virtualizing or abstracting a resource.

Furthermore, the agreement can also be multilayered based, as higher-level services

such as a super-scheduler (Grid level scheduler) might act as intermediaries between an

end-user and a local scheduler adding an additional layer as well as serving to broaden

the scope of users’ requests. Services might thus be composed of different levels and the

acquisition of a service by some end-user requires the transitive access to all agreements.

There can be different kinds of requests or application scenarios from the users’

side in Grid computing, some of them can be simple job execution, while others can

be complex workflows or need the co-allocation between different resource providers.

These job types can be easily supported by the agreement based resource management

approach.

Negotiation is the de-facto means of creating the service level agreement between

the resource consumers and the resource providers. The whole task of negotiation

is challenging as the resources are heterogeneous and the service provisioning is not

a standardized good but depends on the individual requirements and preferences of

the user for a particular task. During the negotiation process, the conflicts of the

different objectives and policies between the resource users and resource providers must

be reconciled. The negotiation process in a Grid computing environment should be done

automatically and transparently with the growing scale in Grids [13]. For efficient Grid

computing, this task must be performed very frequently and it is highly affected by

the dynamic resource conditions. Thus, during the negotiation process, every user or

resource provider will have an agent or resource broker as a negotiation wrapper which

will act on behalf of the participant.

In order to automate the negotiation process, suitable negotiation models are re-

quired that take the different policies and objectives of the resource providers and

resource users into account and produce suitable service level agreements in reasonable

time with minimized or even no user and provider interference. Before the negotiation

process, the negotiation models between the user and the provider should be provided.
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Currently, there is no mature and accepted negotiation model available for the Grid

computing scenario.

2.2 Requirements for Agreement Based Resource Man-
agement in Grid Computing

There are many Grid projects worldwide in which several Grid infrastructures or Grid

middleware tools are implemented, e.g., Globus [14], glite [15]. These Grid middlewares

have identified and provided most of the functions to build the Grid systems. In this

section, the requirements for implementing the agreement based resource management

system are explained.

2.2.1 Authorization and Authentication

Authentication and authorization are essential for building the Grid infrastructure. To

enable the scheduler or job agent to act on behalf of the user the respective rights have

to be delegated from the user to the agent. Authentication mechanisms are required

so that the identity of individuals and services can be established. Service providers

must implement authorization mechanisms to enforce policy over how each service can

be used.

2.2.2 Job Requirement and Resource Description

The requirements of the jobs are quite different. Users submit their requirements for

the resources by different attributes, for example, by capability, quality, or configura-

tion. These requirements must be expressed through a resource description language.

Furthermore, in order to make the resources’ configurations or capacities between dif-

ferent domains and the different, complex job requirements to be understood by each

other, interoperable and standard job requirement and resource description languages

should be defined. These languages [4] enable the resource consumer to describe what

capabilities are desired, and what they will be used for (e.g., job configuration). They

also make it possible for a resource provider to describe the capabilities that it can

offer, and under what terms the resource will be offered. Therefore, a standard and

dynamically extensible job/resource description language should be defined. These lan-

guages should be extensible in different domains and scenarios. Some examples of such
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languages are: the Globus resource specification language (RSL) and condor classified

Ads (ClassAds) [16], job submission description language (JSDL) [17].

2.2.3 Information Service

Information service is an important component in Grid infrastructure which provides

the needed information for the resource providers, schedulers and the users, etc. There

can be relatively static information (e.g., the total CPU number of the resources, the

hardware and software configuration) which can be procured through the resource dis-

covery and dynamic information (e.g., the current utilization rate of some resource, the

availability of special services) which usually can be obtained in the process of schedul-

ing or negotiation. An example information service is the Monitoring and Discovery

System (MDS), which is a suite of web services to monitor and discover resources and

services on Grids. This system allows users to discover what resources are considered

part of a Virtual Organization (VO) and to monitor those resources. MDS services

provide query and subscription interfaces to arbitrarily detailed resource data and a

trigger interface that can be configured to take action when pre-configured trouble con-

ditions are met [18]. Some of the information services use the relational database model

and the SQL query language (e.g., R-GMA [19]).

2.2.4 Resource Discovery and Selection

The first stage in any scheduling interaction involves determining which resources are

available to a given user. Resource discovery is the process of querying the distributed

state of the Grid to identify those resources whose characteristics and states match those

desired by the resource consumer. Usually after the resource discovery and resource

pre-selection according to static resource information (e.g., the maximum provided

CPU nodes) of the resources and the requirements of the job users, several candidate

resources are selected for the job users.

2.2.5 Agreement Negotiation

As introduced before, negotiation is the de-facto means of creating the service level

agreement between the resource consumers and the resource providers. Therefore,

standard strategic negotiation models and negotiation protocols have to be designed

in order to create and manage agreements. There can be different kinds of negotiation
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models available which can be applied in different application scenarios. In practice,

each such negotiation pattern may be preceded by a discovery phase in which a service

publishes or advertises what type of SLAs and negotiation patterns it is willing to

support [4], and this information is used by a requestor to select a candidate service

provider. To propose and evaluate such strategic models is the main focus in this thesis

work.

2.2.6 Policy Issues

Policies are important issues which must be observed in the creation process of the

service level agreement. Usually the polices and objectives are internal to the resource

providers or users. A resource provider may have complex internal policies for decid-

ing access rights, e.g., resources can only be used by certain user groups, and other

scheduling and management procedures. Some of the policies of the resource providers,

such as pricing models, may be private. An agreement between the resource provider

and the user abstracts these internal policy details and makes the user only know the

elements of policy that apply to the agreement.

2.2.7 QoS Support from the Local Resource Management Systems

In order to support the SLAs, the local resource management system has to monitor the

jobs during the whole life time of the SLAs and guarantee that the created SLAs can be

fulfilled and satisfied. Advance reservation is required in order to support the resource

provisioning and, thus make sure the QoSs are fulfilled. An advance reservation is a

possibly limited or restricted delegation of a particular resource capability over a defined

time interval, obtained by the requester from the resource owner through a negotiation

process. Also considering the complex requirements of the job users and the various

types of the resources, not only the computing resources, but also the network and

storage can be provisioned.

2.2.8 Accounting and Billing

The resource usage data for the job execution should be monitored, collected and

accounted during the job execution process. The accounting information is quite im-

portant for supporting the agreement based resource management system. The ac-

counting information can be collected via the local resource management systems or
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some MetaScheduling service. The accounting and billing service will usually connect

with the job monitoring service which monitors whether the created agreement terms

are qualified. The resource provider/user has to pay some kind of penalty if either of

them violates the created service level agreement terms. The users should have access

to the accounting and billing information and check whether the information is cor-

rect. Billing service is in accordance with the created agreement terms and the penalty

policy.

2.2.9 Fault Tolerance

Moreover, the Grid computing infrastructure has to be in high availability by the fault

tolerance mechanisms which are needed to monitor, detect the possible fault in the

job execution process. Automatic fault tolerance techniques have to be provided, for

instance, check point recovery, re-starting the job, etc. Remote backup and simplifying

or automating recovery procedures is required.

2.3 Related Work

Resource management and scheduling is a quite important component for the Grid

infrastructure. There are extensive research efforts on this area. Since our current

research work is mainly focused on agreement based resource management, the re-

lated works in this area are briefly reviewed. In the following, the research efforts for

automatic negotiation in agent theory are briefly reviewed. Also the Grid resource

management approaches, e.g., economic method and matchmaking approach, are dis-

cussed. Some existing negotiation protocols, e.g., different auction models, Contract

Net, WS-Agreement, are also evaluated.

2.3.1 Computational Mechanisms Design

The Grid and agent communities both develop concepts and mechanisms for open

distributed systems, although from different perspectives. The Grid community has

historically focused on “brawn”: infrastructure, tools, and applications for reliable and

secure resource sharing within dynamic and geographically distributed virtual organiza-

tions. In contrast, the agents community has focused on “brain”: autonomous problem

solvers that can act flexibly in uncertain and dynamic environments [13]. Therefore,
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in this subsection, the general agent concept and the automatic negotiation research in

agent community as well as the computational mechanisms design are discussed.

An agent is an encapsulated computer system that is situated in some environment

and that is capable of flexible, autonomous action in that environment in order to meet

its design objectives [20, 21]. There are a number of points about this definition that

require elaboration. Agents are [21, 22]:

• clearly identifiable problem solving entities with well-defined boundaries and in-

terfaces;

• situated (embedded) in a particular environment and therefore, they receive in-

puts related to the state of their environment through sensors and they act on

the environment through effectors;

• designed to fulfill a specific purpose and they have particular objectives (goals)

to achieve;

• autonomous which means that they have control both over their internal state

and over their own behavior;

• capable of exhibiting flexible problem solving behavior in pursuit of their design

objectives, that is, they need to be both reactive (able to respond in a timely

fashion to changes that occur in their environment) and proactive (able to act in

anticipation of future goals).

Automatic negotiation has been a research endeavor in the agent community. Au-

tomatic negotiation support can save the labor time of the human-beings, furthermore,

the computational agents can be more effective at finding better agreement terms than

human beings in strategically and combinatorially complex settings [23]. To this end,

the multi-agent based approaches are natural models for complex decentralized systems,

like the Grid computing and peer to peer systems.

In the multi-agent strategic negotiation scenarios, the interaction protocol and the

strategies of different agents can be designed and defined. Figure 2.1 shows that adopt-

ing an agent-oriented approach to system engineering means decomposing the problem

into multiple, interacting, autonomous components that have particular objectives to
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Figure 2.1: Canonical View of a Multiagent System

achieve and are capable of performing particular services. The key abstraction mod-

els that define the agent-oriented mindset are agents, interactions and organizations.

Finally, explicit structures and mechanisms are often used to describe and manage

the complex and changing web of organizational relationships that exist between the

agents [13, 24]. In such settings, the agents can cooperate to find a good system wide

solution. However, usually this is not feasible because the agents represent distinct

stakeholders with potentially conflicting goals that seek to maximize their own gains,

e.g., in Grid environments. That is, in the multi-agent environments, there is no central

control among them, and usually these agents are selfgoal-oriented without consider-

ing the overall social welfare [23]. Consequently, the best a designer can achieve is a

noncooperative strategic analysis, in which the designer can impose only the protocol

and can not control which strategies the agents adopt. The computational mechanism

design is to provide a mathematical framework in which to study protocols that give

the agents incentive to act and interact in particular ways and that have useful com-

putational properties [25]. It offers a powerful suite of tools for analyzing, predicting,
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and controlling the behavior of self-interested agent.

The computational mechanism design has to consider the following characteris-

tics [25]:

• Agents do not have the unbounded computational power that might be required

to calculate their preferences for all possible outcomes or calculate equilibrium

strategies.

• The agents set are dynamic, the agent can be unavailable at any time.

• Communication cost between different agents must be considered which is not

free.

• The system output may not be tractable and obtained using the centralized mech-

anism.

• Bounded rationality of the agent should be considered.

Some of the various criteria used for judging effectiveness of the negotiation mech-

anisms are [23]:

• Social welfare. Social welfare is the sum of all agents’ payoffs or utilities in a

given solution. It measures the global good of the agents. It can be used as a

criterion for comparing alternative mechanisms by comparing the solutions that

the mechanisms lead to.

• Pareto efficiency. Pareto efficiency is another solution evaluation criterion that

takes a global perspective. Social welfare maximizing solutions are a subset of

Pareto efficient ones.

• Individual rationality. Participation in a negotiation is individually rational

to an agent if the agent’s payoff in the negotiated solution is no less than the

payoff that the agent would get by not participating in the negotiation.

• Stability. Among self interested agents, mechanism should be designed to be sta-

ble (non-manipulable). Sometimes, the agents have dominate strategies. However

often an agent’s best strategy depends on what strategies other agents choose.
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In such settings, dominant strategies do not exist and other stability criteria are

needed. The most basic one is the Nash equilibrium [26, 27].

• Computational efficiency. The mechanisms should be designed so that when

agents use them as little computation is needed as possible.

• Distribution and communication efficiency. Distributed negotiation pro-

tocols should be preferred in order to avoid a single point of failure and a per-

formance bottleneck. At the same time, one would like to minimize the amount

of communication that is required to converge on a desirable global solution. In

some cases, these two goals conflict.

Negotiation protocol is an important integrated part of the negotiation mechanism.

In the next following 3 subsections, the auction protocols, contract net as well as the

WS-Agreement protocol are discussed.

2.3.2 Auction Protocols

Auctioning is the method of deciding the value of commodity which has undeterminable

price. There are many different auction models proposed and investigated in the eco-

nomic community. Auctions have one auctioneer and several bidders. Below, four

typical kinds of single-sided auction models and the continuous double auction (CDA)

are explained.

• English (first-price open-cry) auction. In this auction, the auctioneer begins

the auction with the reserve price (lowest acceptable price). Each bidder is free

to raise his bid. When no bidder is willing to raise anymore, the auction ends and

the highest bidder wins the item at the price of his bid. The agent’s dominant

strategy [23] is to bid a small amount more than the current highest bid and stop

when the user’s valuation is reached.

• Dutch auction (descending auction). In the Dutch auction, the seller begins

the auction with a higher asking price and continuously lowers the price until

one of the bidders takes the item at the current price. The Dutch auction is

strategically equivalent to the first-price sealed-bid auction. This is because in

both games an agent’s bid matters only if it is the highest, and no relevant

information is revealed during the auction process.
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• Vickery (first price second price) auction. In a private value Vickrey( [23,

28]) auction, the dominant strategy is to bid the user’s true valuation. In this

context, agents truthfully reveal their preferences which allows efficient decisions

to be made.

• First-price sealed-bid auction (FPSB). In this type of auction all bidders

simultaneously submit bids so that no bidder knows the bid of any other partici-

pant. In the First-price sealed-bid auction each bidder submits one bid without

knowing the others’ bids. The highest bidder wins the item and pays the amount

of his bid. The bidder will bid according to his private value and prior beliefs of

others’ valuations. In general there is no dominant strategy for bidding in this

auction. An agent’s best strategy is to bid less than his true valuation, but how

much less depends on what the others bid. The agent would want to bid the

lowest amount that still wins the auction given that this amount does not exceed

his valuation.

• Continuous double auction (CDA). In the continuous double auction, the

traders can make offers to buy or sell and to accept other traders’ offers at any

moment during a trading period [29]. The messages exchanged generally consist

of bids (offers to buy) and asks (offers to sell) for single units of the commodity,

and acceptances of the current best bid or ask.

Auction models are widely used in the E-Commerce, e.g. Ebay [30]. However, in

the auction models shown above, the sellers and the buyers can not easily make the

offers and counter offers in an interacting sequential way.

2.3.3 Contract Net Protocol

Contract net protocol is a high-level protocol for communication among the nodes in a

distributed problem solver [31, 32]. It is the one of earliest work on the negotiation pro-

tocol in the distributed artificial intelligence and the agreement and contracts concept

is introduced to the co-operative distributed problem solving. It facilitates distributed

control of cooperative task execution. The contract net protocol consists of a collec-

tion of nodes, referred to as contract net, where each node in the net may take on the

role of a manager, responsible for monitoring the execution and processing the result
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of a task, or a contractor, responsible for the actual execution of the task. Roles can

be adopted dynamically by all nodes at runtime, therefore nodes are not designated

a priori as managers or contractors. Typically, a node will take on both roles, often

simultaneously for different contracts. That is, the nodes are not statically tied to a

control hierarchy. In contract net, a contract is established by a process of local mutual

selection based on a two-way transfer of information.

2.3.4 WS-Agreement Protocol

Current Grid research works are towards standardizing resource management function-

alities. Here, the Open Grid Services Architecture (OGSA) by the Open Grid Forum

(OGF) [33] is a prominent approach to design a core framework for building Grid sys-

tems. “WS-Agreement” [34] is a protocol proposed by the Grid resource allocation

agreement working group in the OGF. This protocol can be used as a simple nego-

tiation protocol. Web services agreement specification (WS-Agreement) [34] is a web

services protocol for establishing agreement between two parties, such as between a ser-

vice provider and consumer, using an extensible markup language (XML) language for

specifying the nature of the agreement, and agreement templates to facilitate discovery

of compatible agreement parties. The specification consists of three parts which may

be used in a composable manner: a schema for specifying an agreement, a schema for

specifying an agreement template, and a set of port types and operations for manag-

ing agreement life-cycle, including creation, expiration, and monitoring of agreement

states.

The WS-Agreement protocol is dependent on WS-Adressing [35] and Web Ser-

vices Resource Framework (WSRF [36, 37, 38]), which is proposed by the OGF and

some major IT companies including IBM, HP, etc. WSRF is used to enable web

services to access state in a consistent and interoperable manner. The WS-Resource

approach is adopted to declare and implement the association between a web service

and one or more state components. The WS-Resource Framework uses some other

Web services specifications, currently e.g. using WS-Adressing [35]. In this approach,

the state is modeled as stateful resources and is used to denote the relationship be-

tween web services and stateful resources in terms of the implied resource pattern.

When a stateful resource participates in the implied resource pattern, it will be de-

noted as a WS-Resource. WSRF is composed of several specifications [38, 39, 40, 41]
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and WS-Notification [42, 43, 44, 45] specifications. In WS-Agreement protocol, WS-

ResourceProperties and WS-ResourceLifetime are used to represent Agreements as

Resources. WS-Agreement is also meant to be composable with other Web services

specifications.

According to the WS-Agreement proposal, the conceptual model for the architecture

of WS-Agreement based system interfaces has two layers: the service layer and the

agreement layer.

1) The service layer represents the application-specific or domain-specific layer of

service being provided. Some domain specific port types can be provided in this

layer if the domain-specific resource can be virtualized into web services. Some

other domains can not provide web services, but the negotiation can be processed

using the web services in which some metadata denotes the qualities of services.

2) The agreement layer provides a Web service-based interface that can be used to

represent and monitor agreements with respect to provisioning the services which

are implemented in the service layer. The agreement layer has the following port

types:

– An agreement port type has operations to get agreement state and metadata

of the agreement such as terms, context, etc. These terms and context are

the resource properties of a web service agreement in the WSRF fashion.

– An agreement factory exposes an operation for creating an agreement out

of an input set of terms considering the agreement template and the current

resource situation. It returns an EPR (End Point Reference [35]) to an

agreement service. The agreement factory also exposes resource properties

such as the templates of offers acceptable for creation of an agreement.

In the current WS-Agreement proposal, the negotiation process is a one-shot ap-

proach in which negotiation parties can only accept or reject opponent’s proposals.

This one-shot negotiation process is very time consuming and inefficient since the ne-

gotiation opponents have no means to analyze why a proposal is unacceptable, nor in

which dimension or direction of the available agreement space a potential solution may

exist [21]. To improve the efficiency of the negotiation, the negotiation process should

be multi-rounded based. The design of a suitable negotiation protocol is one of the next
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issues addressed by the Grid resource allocation and agreement protocol (GRAAP) [46]

working group. In addition, a common infrastructure for the implementation of this

dynamic negotiation process is necessary. It is anticipated that the WS-Agreement and

OGSA Basic Execution Services WG (OGSA-BES-WG) [47] work will provide (at least

parts) a suitable foundation.

2.3.5 Grid Economics

Economic methods for computational tasks in Grids have been subject of research

for some time. Economic method uses the idea of microeconomics theory. In the

microeconomics theory, several market models are assumed, for instance, complete

competitive market, monopoly market model, oligopoly, etc. The main criteria by

which one can distinguish between different market forms are: the number and size of

producers and consumers in the market, the type of goods and services being traded,

and the degree to which information can flow freely [48]. In an economic-based resource

management environment, resource management systems provide mechanisms and tools

that allow resource consumers and resource providers to express their requirements and

facilitate the realization of their goals. Typically consumers use a utility model to define

the requirements and objectives. A brief overview of such models is given below.

Buyya et al. [49, 50] identified the key requirements that an economic-based Grid

systems supports and developed a distributed computational economy framework called

the GRACE, which is generic enough to accommodate different economic models and

maps well onto the architecture of wide area distributed systems. They built a so called

Nimrod-G grid resource broker which supports deadline and budget constrained and

quality of service requirements-driven application scheduling on world-wide distributed

resources. Different scheduling algorithms with four different strategies: cost, time,

conservative-time, and cost-time optimizations are adopted in such resource broker.

Ernemann et al. [51, 52] applied the economic models in the Grid scheduling and

proposed a scheduling infrastructure that implements a market-approach. Simulations

using real workload traces were conducted and the evaluation results showed that eco-

nomic scheduling algorithms provides average weighted response-times as good or bet-

ter than a common scheduling algorithm with backfilling. This economic model has

the additional advantages of supporting different price models, different optimization

objectives, varying access policies, and Quality of Service demands.
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Wolski et al. [53] investigated the so called G-commerce computational economies

for controlling resource allocation in computational Grid settings. Hypothetical re-

source consumers (representing users and Grid-aware applications) and resource pro-

ducers (representing resource owners who “sell” their resources to the Grid) were de-

fined. The efficiency of resource allocation under two different market conditions: com-

modities markets and auctions were measured. Both market strategies were compared

in terms of price stability, market equilibrium, consumer efficiency, and producer effi-

ciency. The results indicated that commodities markets are a better choice for control-

ling Grid resources than previously defined auction strategies.

2.3.6 Matchmaking

Matchmaking approach is adopted in the Condor project [54]. The matchmaker per-

forms scheduling in a Condor pool, resource requests and offers are described in the

Condor classified language and the matchmaker is responsible for finding suitable re-

sources to satisfy the needs of the job users.

This is the approach employed in Condor, which is a high throughout computing

(HTC) resource management system for large collections of distributively owned com-

puting resources. Resource requests and offers are described in the Condor classified

advertisement (ClassAd) language. The matchmaker performs scheduling in a Condor

pool. The matchmaker is responsible for initiating contract between compatible agents.

However, Condor is a system-centric Grid resource management system.

2.3.7 Agreement Based Resource Management

To this end, a lot of efforts have been made on the Grid resource management consid-

ering the service level agreement (SLA). Czajkowski et al. [4] introduced the concepts

of agreement-based resource management in the Grid computing environment and pre-

sented a general agreement model. Dumitrescu et al. [55] presented and evaluated a

Grid resource usage SLA broker called GRUBER in a real grid, GRID3. Padgett et

al. [56] proposed an architecture for specifying, monitoring and validating SLAs for use

in Grid environments. Sim [57] reviewed and compared the very few existing research

initiatives on applying bargaining as a mechanism for managing Grid resources. Sand-

holm [58] proposed a service level agreement and agent-based architecture, in which the
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issues involved in managing complex policies of multiple stakeholders in the large-scale,

dynamic, and heterogeneous Grid are discussed and addressed.

Although there are a lot of efforts on the agreement based resource management for

Grid computing, none of the presented models include general negotiation schemes for

independent Grid schedulers. Also, strategies for conducting the negotiation between

the participating parties are not yet well understood. There have been several efforts

as introduced in the community of economics which are not yet well analyzed to the

Grid scenario. Here, such strategic negotiation models as well as additional work in

regards of the influences of the strategies are required.

2.3.8 Resource Co-Allocation in Grid Computing

Resource co-allocation as one of the most challenging problems in the Grid computing

has been investigated for quite some time. In the Condor project [16], gang matchmak-

ing scheme is used, which extends the bilateral matchmaking to the multilateral match-

making model in order to support the co-allocation. Yahyapour et al. [59, 60] evalu-

ated multi-site scheduling (co-allocation) in Grid environments using typical scheduling

objectives, in which the advantages of multi-site job execution were identified consid-

ering overhead for data and communication costs. Epema et al. [61] discussed the

co-allocation problem in the Grid and built a grid scheduler called KOALA which sup-

ports the co-allocation. The co-allocation problem for computational Grids has been

defined in [62], in which some co-allocation mechanisms are proposed. Kuo et al. [63]

proposed an advance reservation and co-allocation protocol for grid computing; but

negotiation and scheduling issues are not dealt with. Buyya et al. [49] considered eco-

nomic scheduling for Grid resources in the NIMROD-G and GridBus [50] projects.

However, optimization was limited to specific objectives. In the VIOLA project, a

web service based meta-scheduling service which allows to negotiate a common time

slot with local resource management systems to enable the execution of a distributed

workflow [64] is presented and evaluated, in which a negotiation protocol is proposed

that the metascheduling service uses to negotiate the allocation of resources with the

local scheduling systems. Roeblitz et al. [65] presented an architectural framework for

specifying and processing co-reservations in Grid environment. The virtual resource

concept in this framework allows an easy integration of multiple physical resources and

it provides the means for introducing advanced usage scenarios like multi-site jobs with
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temporal and spatial dependencies. In distributed systems creating consensus among

parties can be a complex issue. There have been several consensus algorithms pro-

posed [66, 67] which can be used in building resource management systems to support

the co-allocation.

However, to this end, there is no common negotiation model proposed and evaluated

for the co-allocation in the Grid environment.

2.4 Research Focus

As introduced before, agreement based resource management approach is adopted in the

current research work. Negotiation is the de facto means of creating such bi-lateral ser-

vice level agreements (SLAs) between Grid parties. Such negotiation processes should

be automated with no or minimal human interaction, considering the potential scale

of Grid systems and the amount of necessary transactions. Therefore, strategic ne-

gotiation models play important roles. The Grid computing infrastructure is neither

the complete competitive market nor the monopoly market. Therefore the strategic

bargaining theory [68] will play a role.

Considering there are many different negotiation scenarios, interactions between

agents can be classified into three types [69] in terms of the number of agents negotiation

scenarios: one to one, many to one (or one to many), and many to many.

One to one negotiation is that one agent is negotiating with exactly one other

agent which is important for both theoretical and practical reasons. Theoretically,

it is important because of the technical difficulties that this apparently simple setting

provides; for example most games that result from one-to-one negotiation can be proven

to have multiple equilibria [70], and a naive application of game-theoretical tools is

therefore not possible. Practically, it is important because of the emerging role of

one-to-one relations associated with business-to-business e-commerce scenarios.

Many-to-one negotiation where many agents negotiate with just one agent is the

standard setting of auctions, which have been popular on the Internet for some time

now, e.g. Ebay [30]. In this setting, one agent plays the role of the seller, while many

play the role of the buyers. Other settings are possible such as having many sellers and

one buyer.
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Finally, many-to-many negotiation (where many agents negotiate with many other

agents) constitutes the most complex scenario. The continuous double auction is the

most complex of these scenarios which has introduced before [29].

In the current research, the focus is only on the negotiation process in which a

user negotiates with a set of resource providers. In our model the user, or more pre-

cisely some meta-scheduling agent or job broker on his behalf, will contact different

resource providers, negotiate with several of them and make a decision to commit to

a particular agreement with one resource provider. This is considered as the one to

many negotiation type [69]. Usually, this negotiation type can be treated as “reversed

auctioning” [71]. However, there are some drawbacks of using auction mechanisms, for

instance, there is no flexible way of exercising different strategies with different negotia-

tion opponents. Moreover, as introduced before, auctions do not support bidirectional

offers with counter offers between parties. Therefore the multi-bilateral negotiation

models are adopted in the current research work.

The bilateral negotiation model is the basis of multi-bilateral negotiation model, so

bilateral negotiation model will be firstly introduced.

In the bilateral negotiation models, the two agents involved are cooperative when

they have common interests and in conflict situation because they have different ob-

jects in the negotiation process. Therefore, we can divide the bilateral negotiation into

cooperative bargaining type and non-cooperative bargaining [72] type. The bargaining

is a type of game, which is originated with the work of von Neumann [73] and John

Nash [26, 27]. Cooperative game theory is the complete information game, in which the

preference information of a negotiation party is known to all other negotiation parties.

It abstracts away from specific rules of a game and is mainly concerned with finding a

set of possible outcomes. The solution is required to satisfy certain plausible properties,

such as the stability or fairness, which are called axioms. Non-cooperative game theory,

on the other hand, is concerned with specific games with a well-defined set of rules and

game strategies, which are known by the players before the bargaining or negotiation

begins. In the non-cooperative game theory, there can be complete information games

and incomplete information games. The incomplete information game can be further

divided into one-sided incomplete information game and two-sided incomplete informa-

tion game. If only one side has its private negotiation information, the game is called
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one-sided incomplete game. If both sides have their private negotiation information,

the game is called two-sided incomplete information game.

In the Grid environment, the users can not know the complete information of

the resource providers (the current resource status, the negotiation preferences of the

providers, the cost model, etc). The resource providers can not have all of the related

information of the users (different policies and objectives, maximum acceptable price,

etc.). The negotiation in the Grid computing is a two-sided incomplete bargaining case.

In the following, the strategic bilateral negotiation model is explained.

2.4.1 Strategic Bilateral Negotiation Model

There are three parts in the bilateral negotiation model that have to be considered [21]:

1) the negotiation protocol, 2) the negotiation issues/objects, 3) the negotiation strat-

egy that is applied during the negotiation process.

• Negotiation Protocols: negotiation protocols are the set of rules that govern

the interaction, which define the possible types of participants (e.g. the negotia-

tors and any relevant third parties), the negotiation states (e.g. accepting bids,

negotiation closed), the events that cause negotiation states to change (e.g. no

more bidders, bid accepted) and the valid actions of the participants in particular

states (e.g. which messages can be sent by whom, to whom, at what stage). It

also defines whether the negotiation is one-shot or multi-rounded based.

• Negotiation Objects/Issues: The range of issues over which agreement must

be reached. There can be many different negotiation scenarios. The object may

contain a single issue (such as price), while on the other hand it may cover hun-

dreds of issues (related to price, quality, timings, penalties, terms and conditions,

etc.). Orthogonal to the agreement structure, and determined by the negotiation

protocol, is the issue of the types of operation that can be performed on agree-

ments. In the simplest case, the structure and the contents of the agreement are

fixed and participants can either accept or reject it (i.e. take it or leave it offer).

At the next level, participants have the flexibility to change the values of the is-

sues in the negotiation object (i.e. they can make counter-proposals to ensure the

agreement better fits their negotiation objectives). Finally, participants might be
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allowed to dynamically alter (by adding or removing issues) the structure of the

negotiation object.

In general, for the multi-issued based negotiation scenarios, there are a number of

different procedures that can be used for determining the negotiation process [74];

the three main ones being the

– package deal procedure in which all the issues are bundled and discussed

together;

– the simultaneous procedure in which the issues are discussed simultane-

ously but independently of each other;

– and the sequential procedure in which the issues are discussed one after

another.

• Negotiation Strategies: the decision making tools the participants employ to

act in line with the negotiation protocol in order to achieve their objectives. The

sophistication of the model, as well as the range of decisions that have to be made,

are influenced by the protocol in place, by the nature of the negotiation object,

and by the range of operations that can be performed on it.

In the Grid computing scenarios, there are many negotiation issues involved, e.g.,

cost, response time of the job, waiting time of the job etc. In our research work, the

multi-issue negotiation is handled using the package deal procedure.

2.4.2 Negotiation Models and Strategies Research for Bilateral Ne-
gotiation

For the two-sided incomplete information bilateral negotiation, there are many negoti-

ation models and strategies proposed in the agent community. Below are some of these

models and strategies. Some of these models or strategies are leveraged in our research

work for Grid scheduling.

Faratin et al. [75] devised a negotiation model that defines a range of strategies and

tactics for generating proposals based on time, resource, and behaviors of negotiators.

The time-based strategy for the bilateral negotiation model is adopted in our current

research work which will be discussed and evaluated in more details in Chapter 3.

Sim et al. [76] proposed a market-driven model for designing negotiation agents that
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make adjustable rates of concession by reacting to some essential market situations that

could change over time. The market-driven strategies were further improved in Sim

and Wang [77] with a set of fuzzy rules to enhance the flexibility of negotiation agents.

The market situations include trading opportunities, competition, remaining trading

time, and eagerness. In their model the number of trading opportunities influences

the aggregated probability of conflict, which determines the probability of completing

a deal in the current negotiation cycle.

In agent research, learning is an important technique to deal with an environment

of which complete knowledge is not known. In bargaining games [78], learning is po-

tentially important in the following two aspects. First, a bargaining agent can adjust

its bargaining strategy in order to achieve better deals, which is based on its experi-

ences in previous bargaining games. Second, it is useful to update the belief of the

other parties’ types or strategies in the negotiation process by observing the behav-

iors of the other parties, and then to adjust one’s strategy accordingly. Gerding et

al. [78] reviewed several learning techniques including decision trees, Q-learning, evo-

lutionary algorithms and Bayesian beliefs. Emphasis is given to applying evolutionary

approaches and Bayesian beliefs to learn effective strategies or useful information in

negotiations. Zeng et al. [79] presented a sequential negotiation model and address

multi-agent learning issues by explicitly modelling beliefs about the negotiation envi-

ronment and the participating agents under a probabilistic framework using a Bayesian

learning representation and updating mechanisms. Excelente-Toledo et al. [80] exam-

ined the potential and the impact of introducing learning capabilities into autonomous

agents that make decisions at run-time about which mechanism to exploit in order

to coordinate their activities. Narayanan et al. [81] adopted the Markov chain frame-

work to model bilateral negotiations among agents in dynamic environments and use

Bayesian learning to enable them to learn an optimal strategy in incomplete information

settings. Specifically, an agent learns the optimal strategy to play against an opponent

whose strategy varies with time, assuming no prior information about its negotiation

parameters.

There are also some research works focused on the multi-bilateral negotiation which

is also related to our current research work. Nguyen and Jennings [82, 83] presented a

heuristic model that enables an agent to participate in multiple, concurrent bi-lateral

negotiations in which there is incomplete information and time deadlines. In this model
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the buyer that has outside options can accept an offer from a seller, with the agreement

binding only on the seller but not on the buyer. In other words, the buyer can decline

the agreement that is not finalized if she finds a better deal later. This protocol is

extremely buyer-biased as the buyer is guaranteed the best offer she can find from all

different threads. In reality the buyer is usually not a monopoly player. Sellers may

also have outside options and can opt out or withdraw an offer before the buyer final-

izes the decision. Another key problem in the concurrent bilateral model is managing

commitments since an agent may want to make intermediate deals (so that it has a

definite agreement) with other agents before it gets to finalize a deal at the end of the

encounter. Nguyen and Jennings [84, 85] extended this concurrent multi-lateral model

with the more flexible commitment model in which the agents can reason about in order

to determine when to commit and to decommit. This model is based on the leveled

commitment protocol [86, 87] in which both the users and buyers can decommit the

deals simply by paying an amount of penalty. Li et al. [88] presented a model for bi-

lateral negotiations that considers the uncertain and dynamic outside options. Outside

options affect the negotiation strategies via their impact on the reservation price. The

model is composed of three modules: single-threaded negotiations, synchronized multi-

threaded negotiations, and dynamic multi-threaded negotiations. The single-threaded

negotiation model provides negotiation strategies without specifically considering out-

side options. The model of synchronized multi-threaded negotiations builds on the

single-threaded negotiation model and considers the presence of concurrently existing

outside options. The model of dynamic multi-threaded negotiations expands the syn-

chronized multithreaded model by considering uncertain outside options that may come

dynamically in the future.

2.4.3 Evaluation of the Negotiation Results

In order to evaluate the negotiation results, criteria should be defined. It can be defined

from the perspective of either the individual or the global aspects. In the cooperative

game theory, the Nash solution is the most popular solution point to the bargaining

problem [26, 27]. The other is the reference point. This is observed in experimental

bargaining problems where a prominent outcome is used by negotiators to anchor a

point in the set of outcomes [89]. The negotiators can then use this reference point as

point of improvement to the final point. This point can be used either as a commonly
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agreed on starting-point, a credible final point, or simply a focal point [90, 91]. In multi-

issue negotiations, the mid point of each issue of both agents’ reservation can serve as

such a reference point, from which negotiators may attempt to jointly improve [89, 92].

In the extensive games, the Nash equilibrium is unsatisfactory since it ignores the

sequential structure of the decision problems [70]; therefore, the wrong Nash equilibria

will be obtained [93]. In the extensive games with complete information, the subgame

perfect equilibrium exists. A strategy profile is a subgame perfect equilibrium in a

model of alternating offers (extensive games) if the strategy profile induced in every

subgame is a Nash equilibrium of that subgame [94]. While in the non-cooperative

two-sided incomplete games (incomplete bilateral negotiations), both agents may not

know the type of their opponents and their presences and private information. An

agent’s negotiation strategy is any function of the history of the negotiations to its

next move. In this kind of the negotiation, both negotiation parties have incomplete

information about opponents’ information, therefore, the agents’ strategies should take

their belief into consideration. The sequential equilibrium exists [68, 70]. Sequential

equilibrium is a refinement of Nash Equilibrium for extensive-form games due to Kreps

and Wilson [95]. In the sequential equilibrium, the main point for the agent is how

to use its beliefs in the negotiation and how to update its beliefs according to the

information it collects in the negotiation process, and also how an agent influences its

opponents’ beliefs. Sequential equilibrium requires that in each time period any agent’s

strategy will be optimal given its opponents’ strategies, the history up to the given time

period, and its beliefs. The notion of sequential equilibrium requires the specification

of two elements: the profile of the strategies and the beliefs of the agents.

2.4.3.1 Discrete Event Based Simulation

Theoretical analysis gives some hints on evaluating the negotiation models according to

some specified criteria and assumptions. However, in Grid environment, even the local

resource management systems are hardly evaluated using the theoretical approaches

as the theoretical worst case analysis is only of limited help as typical workloads on

production environments rarely exhibit the specific structure that will create a really

bad case [52]. In order to evaluate the negotiation models, we have to consider the local

resource management system as well. Also the proposed negotiation strategies in our

research work are heuristic in nature, there are many parameters involved in a broad
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range of negotiation situations. Therefore, in our research work, discrete event based

simulation approach using workloads is used to evaluate the proposed model, which

will explained in detail in the following chapters.

In the next following chapters, the strategic models for Grid scheduling including the

negotiation protocol, utility functions as well as the negotiation strategies are proposed

and evaluated.
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Chapter 3

A Strategic Negotiation Model
Supporting a Simple Grid
Scheduling Scenario

Prior to service usage the parties have to negotiate towards service level agreements

(SLA) that define what kind of services will be provided and what the obligations of the

user will be. Therefore, strategic negotiation models and strategies play important roles

in the negotiation process. In this chapter, a negotiation model for Grid computing is

proposed and evaluated.

3.1 Strategic Negotiation Model

3.1.1 Bilateral Negotiation Model

There are three parts in the bilateral negotiation model that have to be considered [94]:

1) the negotiation protocol, 2) the used utility/preference functions for the negotiating

parties, and 3) the negotiation strategy that is applied during the negotiation process.

3.1.1.1 Negotiation Protocol

In our approach, we adopted and modified Rubinstein’s sequential alternating offer

protocol for Grids, see [96]. In Rubinstein’s alternating offers bilateral negotiation

protocol, the bargaining procedure is as follows: The players can take actions only at

certain times in the (infinite) set T = {1, 2, 3, ...t}. In each period t ∈ T , one of the

players, say i, proposes an agreement, and the other player j either accepts the offer

or rejects it. If the offer is accepted, then the bargaining ends, and the agreement
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is implemented. If the offer is rejected, then the process passes to period t + 1; in

this period player j proposes an agreement, which player i may accept or reject. The

negotiation process will go on in this way.

In the Grid resource management scenario, time plays an important role as every

negotiation party has only limited negotiation time available. Therefore, the number

of the negotiation rounds is limited. In our scenario, the above time set T is finite. In

the negotiation process, when either one negotiation side times out or an agreement is

created, the negotiation process will end. An offer is assumed to be valid until a counter

offer is received. Therefore the consistent state problem between the negotiation parities

can be avoided.

3.1.1.2 Utility Functions

As mentioned before, we support utility functions to express the objectives of the

users; preference relationships are used to indicate the preferences of resource providers.

Usually, the objectives of the user require minimizing the job waiting time or to get

cheaper resources; on the other side, the resource providers expect to gain higher profit

and higher utilization. However, the real weighting of the utility factors depends on

the individual user or resource provider. In real Grid systems, the users or resource

providers may have many different negotiation objectives, that are interdependent and

should be dealt simultaneously (that is, we deal with the multi-issues negotiation as

the package deal type) which yields to a multi-criteria optimization problem [97].

In the following we consider as first examples the expected waiting time of the jobs

and the expected cost per cpu time as the negotiation issues. However, the model can

be applied and extended to other criteria as well. In this model, Uprice(P tc ) (E.q.1) is

the job’s utility function of the price and Utime(T tc ) (E.q.2) is job’s utility function of

the waiting time.

Uprice(P tc ) =
Pmaxc − P tc
Pmaxc − Pminc

(3.1)

Utime(T tc ) =
Tmaxc − T tc
Tmaxc − Tminc

(3.2)

The variables are explained as follows: Wprice is the weight of the price utility. Wtime

is the weight of the time utility. Pmaxc (Pminc ) is the maximum (minimum) acceptable
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price of the user offered by the negotiation opponent at the time t. Tmaxc (Tminc ) is the

maximum (minimum) acceptable waiting time of the user.

This leads to the following aggregate utility function of the user

Ujob = Wprice ∗ Uprice +Wtime ∗ Utime (3.3)

Because the negotiation time in this scenario is usually short, the utilities in this sce-

nario are not discounted as negotiation time goes on. The weights of different nego-

tiation issues are normalized, so we assume that
∑n

j=1wj = 1 if the number of the

negotiation issues is n. In the negotiation process, an agent can change its preference

for an issue by changing the weight associated to that issue. Different agents can have

quite different preferences over different issues.

For the resource providers, there are also two corresponding negotiation issues which

are: the expected waiting time of the job T ts(Job), and the expected price P ts(Job). The

expected waiting time for the newly incoming job can be obtained from the current

resource status and the future schedule plan considering the created agreements which

have to be fulfilled. The expected price will be obtained via the negotiation process.

The zone of possible agreement shown in Figure 3.1 denotes the overlap in the

negotiation issues between the participating parties [89]. We assume that the user is

the buyer and the resource provider is the seller. Note that, the resource provider

will prefer a higher price while the user always prefer a lower price, it is best that the

maximum price of the resource provider is infinity and the minimum price of the user is

0. But considering the reality of the Grid computing and for the facility of initializing

the negotiation, we assume that there will be maximum prices (not infinity) for the

resource providers and minimum prices for the users. If there is no zone of possible

agreement, an agreement can not be achieved. For the negotiation issue j, we assume

that the reservation value (maximum acceptable value) of the user (buyer) is Cj
max and

the minimum value of the user (buyer) is Cj

min; the reservation value (the minimum

acceptable value) of the resource provider (seller) is Sj

min and the maximum value of

the resource provider (seller) is Sj
max. Therefore, the acceptable value range of the user

(negotiation zone of the buyer) is [Cj

min, C
j
max]; while the acceptable value range of the

resource provider (negotiation zone of the seller) is [Sj

min, S
j
max]. If Cj

max > Sj

min, then

the agreement zone exists.
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In the negotiation process, both the objectives of the users and resource providers

are to get more of the so called negotiation surplus which is shown in the figure.

Reservation Value of the Seller

Agreement Value

Reservation Value of the Buyer

Zone of Possible Agreement

Minimum Value of the Buyer

Maximum Value of the Seller

Negotiation Zone of the Seller

Negotiation Zone of the Buyer

Surplus of the Seller

Surplus of the Buyer

Figure 3.1: Zone of Possible Agreement

In the negotiation process, our negotiating parties act rationally. Disagreement is

treated as the worst outcome, therefore the negotiation party always avoids opting out

of the negotiation process. One of the principles of good-faith bargaining is that once

a concession is made, it is usually not easily reversed [89]. On the basis of the initial

values, successive offers by sellers are monotonically decreasing while successive offers

by the buyers are monotonically increasing. It is important that the negotiating parties

provide suitable initial values for the negotiation issues.

In the negotiation model, the negotiation parties can not know the opponents’

private reservation information and their preferences/utility functions. Without this

restriction, the parties could exploit the condition of the corresponding negotiating part-

ners. That means, a negotiation scenario with incomplete information is considered.

In the negotiation process, the negotiation parties should make reasonable reservation

values of different negotiation issues in order to make sure that it is possible to create

agreements.

3.1.1.3 Negotiation Strategies

In the strategic negotiation model there are no rules that bind the negotiation parties to

any specific strategy. The essence of the negotiation strategy for the negotiation party
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is to create suitable offers in its acceptable value range of specific negotiation issue in

order to create the agreement and make its utility as much as possible at the same time.

As shown before, the negotiation parties do not know the reservation values and the

utility functions/preferences of the opponents in our scenario. Therefore, heuristic based

negotiation strategies are adopted in the current research work. The negotiation process

in the Grid computing domain is time-limited, the strategies of the negotiation parties

are considered to change dynamically based on the remaining available negotiation

time. Typically, a user will not negotiate and wait for the negotiation result for a long

time, if he/she has a very urgent job needed to be executed. To this end, we limit

our scope on time dependent negotiation strategies [75]. However, note that there are

also other negotiation strategies available which are based on other assumptions, for

example, if there are many resources available for a job, then the job user may become

very tough during the negotiation process.

We assume that Vj is the utility function of the negotiation party which associates

with the negotiation issue j and the xta→b[t] is the offer provided by one party (denoted

by a) to another negotiation party (denoted by b) at time t where t denotes the current

time instant in the negotiation time with 0 ≤ t ≤ tamax, and tamax is the deadline of the

negotiation party a for the completion of negotiation.

If Vj is decreasing:

xta→b[t] = minaj + αaj (t)(max
a
j −minaj ), (3.4)

if Vj is increasing:

xta→b[t] = minaj + (1− αaj (t))(maxaj −minaj ), (3.5)

Equations 5.5 and 5.6 represent the job user’s strategy and the resource provider’s

strategy respectively. There are many ways of defining the function for αaj (t). However,

the functions must make sure that 0 ≤ αaj (t) ≤ 1, αaj (0) = kaj and αaj (t
a
max) = 1. For

the initial bargaining value kaj is used, for which the following relation holds 0 ≤ kaj ≤ 1.

We use the following function for αaj (t):

αaj (t) = kaj + (1− kaj )(
t

tamax
)1/β, (3.6)

where the parameter β is the degree of convexity that determines the type of the

negotiation party in the time dependent strategy. Different β values yield different

negotiation strategies.
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There are three typical strategies for different negotiation parties [75]. When 0 <

β < 1, the negotiator will be tough (Boulware [89]), which means that he will maintain

the offered value longer until the time is almost exhausted. Close to the deadline he

will concede up to the reservation value. In contrast, for β > 1 the negotiator will be

the type of Conceder [92] and will concede to its reservation value very quickly at the

beginning of the negotiation, while its concession rate becomes flattened as the time

limits approached. For β = 1, the negotiator will linearly concede to its reservation

value. In Figure 3.2 the value of the α(t) is shown with respect to different β values.
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Figure 3.2: Polynomial Functions for the Computation of α(t)

3.1.2 Concurrent Bilateral Negotiation Model

As introduced in Chapter 2, in the Grid environment, it is assumed that after a resource

discovery phase there are a number of available resources which are capable of fulfilling

the constraints of the job. These constraints include, e.g., the required number of

CPU nodes, the needed memory capacity. The user or a corresponding scheduling

component will contact different resource providers and initiate the negotiation process

for the actual resource allocation.
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Job Agent

Resource Provider Agent

Resource

Thread1 Thread2

Job User

Resource Provider Agent

Resource

Figure 3.3: Concurrent Negotiation Threads

As shown in Figure 3.3, the job agent acts on behalf of the user and negotiates with

the resource agents which act on behalf of the resource providers. We just assume that

the negotiation process is started by the user, more precisely by the job agent, who

contacts different resource providers and begins the negotiation process. The figure

shows an example where two concurrent negotiation threads are running. The job

agent and the resource agent interact with each other and try to create an agreement.

In the concurrent negotiation threads in which the same user is involved, the reserva-

tion values of the negotiation issues and preferences of the user are the same. However,

the user may adopt different strategies with respect to different negotiation opponents.

Furthermore, they might change the negotiation strategies during the negotiation pro-

cess according to the types of opponents and their behaviors. This means that in this

process the negotiation agent might change the negotiation threads because these ne-

gotiation threads are progressed concurrently, it is very difficult to predict whether the

user might achieve a better offer from another negotiation thread if there is already a

suitable offer found that could be committed to an agreement. In this chapter, we as-

sume that once there is an agreement available, the agreement is made. This limitation

will be extended in the next chapters.
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3.2 Evaluation

As introduced in Chapter 2, there are several criteria to judge the negotiation models

as well as the negotiation strategies. In the following, the criteria to evaluate the

negotiation model for Grid scheduling are proposed.

3.2.1 Evaluation Criteria

Without a reference benchmark for negotiation-based Grid scenarios, it is difficult to

compare and analyze the quantitative and qualitative output of such a scheduling

model. We use the following criteria for evaluation:

• Comparison between the negotiation result and the reference point [89], which

is the middle of the agreement zone of user and resource provider: [Cmaxj , Sminj ].

The reference point is computed by the following function:

U refj =
Cmaxj + Sminj

2
(3.7)

For instance, we compare the difference between the agreement price (AP) and

the reference price (RP).

• The rate of successfully created agreements for all jobs which is one of the criteria

to evaluate whether the negotiation model is applicable in Grid infrastructure or

not.

• The negotiation overhead to create the agreement measured by the time taken to

create the agreement. In our case, we use the final negotiation rounds which rep-

resent the required number of messages exchanged. The actual network overhead

will depend on the actual network speed for this message exchange.

• In the Grid computing environment, the users will be interested in the job re-

sponse time and the waiting time; while for the resource providers the utilization

rate of the resource and the profit will probably be the main objectives. We

compare these criteria to get some feedback about the feasibility of the negoti-

ation model. In more details, we compare the average weighted response time

(AWRT), the average weighted waiting time (AWWT). For the weight in AWRT

and AWWT we used the job resource consumption [98]. This weight prevents

any favor of jobs with higher or lower resource consumption over each other.
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For a first analysis of the approach we use discrete event based simulation. The

proposed negotiation model including the negotiation strategies can be evaluated using

the real traces or some workload models in the ideal cases. However, currently, there is

no real data or general workloads from the Grid computing environments that include

suitable information for negotiation models (cost, deadline, etc.). To this end, high

performance computing is one of the major applications in the Grid computing infras-

tructure. There are real workloads available [99] from several real installations. Also

there are a lot of works on the workload modeling [100, 101] for parallel computing.

Therefore, we use high performance computing workload traces from actual machine

installations. However, negotiation information (e.g., the cost information, the accept-

able maximum waiting time for the job) is not included in this data as none of these

real installations supported negotiation models. To this end, the missing information

can only be modeled based on first assumptions. Here we use the simple uniform dis-

tribution to create the needed negotiation simulation data. Note, that the presented

results may vary for practical implementations with different workloads.

In the following the simulation configuration is described and the simulation results

are analyzed.

3.2.2 Simulation Configuration

In the simulation, we investigated different negotiation parameters which possibly have

some kind of influence in the negotiation result. As shown in Figure 3.2, if the β value

is in the range of [0.02, 0.2], the negotiation party will behave quite tough; while if the β

value is in the range of [20, 40], the negotiation party will concede very quickly. We will

use these value range areas to do the simulation. In the beginning of the negotiation, the

negotiation parties will always make the offers which are most favorable to themselves,

at the first assumption, we assume that the initial values of kj of all the negotiation

parties are 0, therefore the job agent will begin the negotiation from its lowest bidding

value. We assume that the negotiation interval between every negotiation round is one

second, in which time negotiation parties decide to accept the agreement or produce

new offers and transfer them to the remote negotiation opponents. In the following we

describe the modeling of the user and the resource providers.
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3.2.2.1 User Model

In our simulation we consider parallel batch jobs in an online scenario. That means,

jobs are submitted from users over time and are not known in advance. We assume

that users behave quite differently in the negotiation process. Some concede easily

while others behave toughly in the negotiation process. Also the objectives and pref-

erences of different users are quite different, for instance, some of them will prefer

time optimization, while others prefer cost optimization. For our simulation, we just

assume that there are two different kinds of user objectives: time-optimization and

cost-optimization. Below are the parameters of the user modeling which have been

applied for the simulation. As introduced before, there are no traces about the bidding

information from the real installations as there are no Grid systems which are running

using the same negotiation models proposed in the current research work. The needed

bidding data can only be generated according to our first assumptions. We assume

that the maximum acceptable negotiation span for the user is 30 seconds in which the

user will get the negotiation result because usually the user is not willing to wait for a

long time to do the negotiation in Grid environment. The maximum acceptable wait-

ing time for the user is 36000 seconds (10 hours). The information of the negotiation

span, maximum price, as well as the acceptable waiting time can be easily transformed

from one scale into another. The needed simulation data is generated using the simple

uniformly distribution. The weights of waiting time and price for the time-optimization

and cost-optimization can also be very different from users to users, here we just assume

that they are same for the same type of users.

• Negotiation span is uniformly distributed in [0, 30] seconds.

• Maximum price of the different job user is uniformly distributed in [4.0, 9.0].

• Acceptable waiting time for the job users is uniformly distributed in [0, 36000]

seconds.

• For the tough negotiator, β value is uniformly distributed in [0.02, 0.2].

• For the conceder negotiator, β value is uniformly distributed in [20, 40].

• Weights of waiting time and price for the time-optimization are 0.8 and 0.2, while

the weights of the time and price for the cost-optimization are 0.2 and 0.8.
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3.2.2.2 Resource Provider Model

As introduced before in Chapter 1, currently there are many local resource manage-

ment systems available. Usually First come first serve (FCFS) scheduling algorithms

are used in these production environments. Therefore, we use the FCFS scheduling

strategy with EASY backfilling [102]. There is no preemption allowed, which means

that once a job is started, it will run to completion. In this evaluation we do not

yet consider the co-allocation and combination of different agreements from different

providers. For the moment, the resources are considered to be homogeneous only dif-

fering in the number of available CPU nodes at each site. Different resource providers

have different policies, for example, their pricing and negotiation strategies can be

different. We assume that job users will contact resource providers which can fulfill

their hard constraints. The simulated Grid configurations for the resource providers

are consistent with the actual configurations of the systems from which the real traces

originated. The negotiation results will be variable with respect to different workloads

and resource configurations. The actual quality will have to be verified better workload

models and in real implementations. In the current work, we use traces from the Cornell

Theory Center [99] because the scheduling algorithms on this machine was performed

by EASY algorithms. Of the 512 nodes in the system, 430 are dedicated to running

batch jobs; the remainder of the nodes are used for interactive jobs, I/O nodes, special

projects, and system testing. The log pertains to the batch partition. The CTC SP2 is

heterogeneous in the sense that not all 512 nodes are identical. However, for the simple

case, in our current research work, we assume that all of the 512 nodes are dedicated

to running batch jobs and homogenous. In our simulation we assumed a Grid scenario

with 6 different machines and therefore 6 resource providers. However, to stay con-

sistent with the available workload from the CTC traces, the number of nodes for all

simulated machines is also 512 nodes. The number of nodes on each machine is given

below, Note also that there are a lot of means of dividing the total nodes into different

machines [52, 103] and the different machine configurations have great influences for the

scheduling results. But the emphasis of our current research work is on the negotiation

model and negotiation strategies, therefore, here we only show one case. The needed

negotiation information (maximum prices, minimum prices, negotiation deadlines, etc.)
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is also based on our first assumptions. The following list shows negotiation parameters

for each resource provider in this scenario.

• The numbers of the CPU nodes are {384, 64, 16, 16, 16, 16}.

• Their different maximum prices per CPU time are {8.2, 8.0, 7.5, 7.6, 7.4,

7.5}.

• Their different minimum prices per CPU time are {2.4, 2.3, 2.0, 1.95, 1.90,

1.80}.

• Negotiation deadlines of different resource providers are all 30 seconds, which

means that usually the resource provider will not opt out of the negotiation once

the negotiation thread is created.

• For the conceding negotiator, β value is {32, 35, 34, 38, 40, 40}.

• For the tough negotiator, β value is {0.03, 0.05, 0.04, 0.10, 0.05, 0.06}

3.2.3 Simulation Results and Comparison

In the following we provide some first simulation results which give some information

about the performance of the model. We used the first 5000 jobs from the CTC work-

load traces [99] to do our simulation. As mentioned before, the negotiation parties use

different negotiation strategies and they have different reservation values and utility

functions/preferences. In the figures we use the following abbreviations: T, L, C de-

note the tough, linear, and conceding strategies respectively. T-T means both parties

act tough, T-C means that the job users are tough, while the resource providers are

conceding. We compared four typical different scenarios for our simulations: L-L, C-C,

T-C, T-T. Every simulation scenario is represented by every group bar as shown in

every result figure. The simulation results are shown from Figure 3.4 to Figure 3.9.

Note, that, in every group bar of the figure except the first figure, there are six bars

which represent the result of resource one to resource six separately.

In Figure 3.4 and Figure 3.5, we can see that the C-C scenario provides the highest

number of successfully created agreements, as well as the highest resource utilization.

While in the T-T scenario, the number of the created agreement is lowest and the

utilization rate of the resources is also lowest compared to other simulation cases.

41



3.2 Evaluation

1 2 3 4
0

10

20

30

40

50

60

70

80

90

100
The comparison of creation rate of the agreements

C
re

at
io

n 
ra

te
(%

)

L−
L

C
−

C

T
−

C

T
−

T

Figure 3.4: The Comparison of Creation Rate in Different Cases

1 2 3 4
0

10

20

30

40

50

60
The comparation of the utilization of the resources

U
til

iz
at

io
n(

%
)

L−
L

C
−

C

T
−

C

T
−

T

Figure 3.5: The Comparison of Utilization Rate in Different Cases

42



3.2 Evaluation

1 2 3 4
0

1000

2000

3000

4000

5000

6000

7000
The comparison of AWWT

A
W

W
T

(s
)

L−
L

C
−

C

T
−

C

T
−

T

Figure 3.6: The Comparison of AWWT in Different Cases

1 2 3 4
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10

4

A
W

R
T

(s
)

Comparion of the AWRT

L−
L

C
−

C

T
−

C

T
−

T

Figure 3.7: The Comparison of AWRT in Different Cases

43



3.2 Evaluation

1 2 3 4
0

5

10

15

20

25

30
The comparison of negotiation rounds in different configurations

N
eg

ot
ia

tio
n 

ro
un

ds

L−
L

C
−

C

T
−

C

T
−

T

Figure 3.8: The Comparison of Negotiation Rounds in Different Cases

1 2 3 4
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

A
ve

ra
ge

 d
iff

er
en

ce
 b

et
w

ee
n 

th
e 

ag
re

em
en

t p
ric

e 
an

d 
re

fe
re

nc
e 

pr
ic

e

L−
L

C
−

C

T
−

C

T
−

T

Figure 3.9: The Comparison of Average Difference Between AP and RP in Different
Cases

44



3.2 Evaluation

However, the Figure 3.6 and Figure 3.7 show that in the C-C case, the AWWT

and AWRT are high. This indicates that the conceding partners usually reach an

agreement for this strategy, while the service quality for the user is relatively low as

jobs are delayed. In all of these negotiation cases, the value of the AWWT and AWRT

is comparable and in the same range as for Grid models which do not use negotiation

models but conventional queuing systems, see e.g. [60]. That means, the presented

model is feasible for real Grid infrastructure as it does not lead to any drawbacks

in the performance results. However, the negotiated waiting time of the jobs will be

guaranteed by the resource providers which is the anticipated quality of service level

and can be seen as a major asset of such an approach.

In Figure 3.9 and 3.8, we can see that in the T-T case, although there are a very

few number of successfully created agreements, the job users still have to pay higher

cost and incurred much communication cost for negotiation. As shown in the picture,

the agreement can only be created at the end of the user’s negotiation span. In the

T-C scenario, the succeeding rate of the created agreement is not so high, but the job

users get on average cheaper offers from the resource providers. We can also see from

these figures that in the L-L case, negotiation results are in the middle compared to

the other cases.

In the time dependent negotiation strategies, the negotiation span can also influence

the result of negotiation strategies. For example, in the C-C case, if we change the

time span for negotiation for the resource providers to 20 seconds, the number of the

successfully created agreements is the same while the agreement prices are lower as

the provider concedes faster to his reservation value. Similarly, the resulting price is

higher if the user has less time for negotiation. More simulations have been conducted,

however we present only these excerpts of the results which show the feasibility of

the model. From these simulations, we see that if the negotiation party is insistent on

using a single strategy for the whole negotiation, it may not necessarily provide a higher

utility. In order to get the most out of the negotiation, the negotiation parties will have

to change their strategies dynamically during the process which will be addressed in

the following chapters.

The current research in Grid computing shows that there is a trend for future

resource management systems to include automatic management features for quality of

service and cost consideration. As we can see from our experiments, the user can obtain
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quality of service and reliable agreement for the Grid jobs by applying the presented

negotiation strategies. In our scenario, the expected waiting time is guaranteed by the

resource provider. The simulation results show that the model can be used in the Grid

scheduling environment. The presented results can be seen as first steps in analyzing

the features and requirements for automatic negotiation strategies. They indicate that

the negotiation overhead in terms of exchanged messages is manageable for practical

application. The obtained agreement results can also be considered to be sufficiently

for real world scenarios. But the time based negotiation strategies are quite simple

and not flexible in the dynamically changing Grid environment, in the next chapter the

learning based negotiation strategies which are much more flexible are introduced.
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Chapter 4

Learning Based Negotiation
Strategies for Grid Scheduling

The negotiation strategies proposed in Chapter 3 are not flexible enough in the dynami-

cally changing Grid environment. In this chapter, learning-based negotiation strategies

are proposed and examined similar to the proposed negotiation model in Chapter 3.

Simulations have been conducted to evaluate the presented system. The results demon-

strate that the proposed negotiation model and the learning based negotiation strategies

are suitable and effective for Grid environments.

4.1 Learning Based Negotiation Strategies

In this chapter, the bilateral negotiation model and concurrent bilateral negotiation

models are the same as in Chapter 3. The time dependent negotiation strategies [75]

can be used to create the offers in the negotiation process, but they are not flexible

enough for a dynamically changing Grid environment. Therefore, the learning-based

negotiation strategies are proposed which allow the agents to dynamically adapt their

α values (thereby different conceding strategies) according to their specific preferences.

The following learning-based negotiation strategies apply reinforcement learning

algorithms [104, 105]. The Q-learning [106] algorithm was chosen because it is an

online algorithm that does not require a model of the environment and thus it is well

suited to dynamic and unpredictable Grid environments.

In the negotiation process, each negotiation agent uses a Q-learning algorithm to

select the suitable time dependent negotiation tactic introduced before. In general,
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4.1 Learning Based Negotiation Strategies

the agent’s objective is to learn a decision policy that is determined by a so called

state-action value function. The classical model of Q-learning consists of:

• a finite set S of states s of the concerned environment (s ∈ S);

• a finite set A of actions a that can be performed (a ∈ A);

• a reward function R: S ×A −→ r.

The agent’s goal is to learn a policy: S −→ A that maximizes the expected sum of

discounted rewards V :

V [γr0 + γ2r1 + ...+ γnrn] = V [
n∑
i=0

γiri] (4.1)

where 0 ≤ γ < 1 is the discounting factor, the negotiation time is from 0 to n. The

Q-learning algorithm is based on the estimated values of the agent’s state (s)-action

(a) pairs, called Q(s, a) values. Based on these values, the agent updates its Q(s, a)

values using the formula:

Q(s, a)←− Q(s, a) + α[r + γ ×maxa′Q(s′, a′)−Q(s, a)] (4.2)

where α is the learning rate which determines the rate of change of the estimation and

maxa′Q(s′, a′) is the value of the action that maximizes the Q function at state s. In

the current research work, we use a ε-greedy [105] function that selects the action with

the highest Q(s, a) value. Using this approach, the learning agent behaves greedily

most of the time, but every once in a while, with a small probability ε, it selects an

action at random, uniformly, independently of the action-value estimates.

In order to use the Q-Learning algorithm, we have to identify the possible negotia-

tion states and actions. For the job users, the states will be identified according to the

number of currently available resources, the current remaining negotiation time and the

types (tough or conceder, etc.) of the negotiation opponent. For the resource provider,

the negotiation states can be identified considering the remaining negotiation time and

the types (tough or conceder, etc.) of negotiation opponents. In order to identify the

negotiation states, we divide the negotiation time into beginning part and ending part

evenly. We can identify types of the negotiation opponents when negotiation time t is

in the range of [3, T ] where T is the negotiation deadline of the negotiation party. For

the job users, if (2 ∗ Ojt+1 − O
j
t − O

j
t+2) > 0, then the resource provider uses conceder
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4.1 Learning Based Negotiation Strategies

strategy; if it is less than or equal 0, the resource provider uses the tough or linear

strategy, where Ojt is the offer that job user received from the provider at time t. The

number of available resources will be decided as high or low according to a specified

threshold value.

As introduced before, we use the time dependent negotiation tactics to create the

next offer. The actions for the negotiation parties are to select the proper parameters

of α to produce the next offers.

Using the Q-Learning algorithms, the procedure of the adaptive negotiation algo-

rithms is as follows:

• Initialize Q(s, a) arbitrarily; specify the terminal states (i.e., agreement reached,

deadline reached).

• Identify the current state s according to the parameters and get the reward signal

r.

• Choose action a according to the ε-greedy policy, which means that it will choose

the suitable α and generate the next offer using time dependent negotiation tactic.

• Terminate when terminal states are reached.

The reward functions of negotiation agents can be quite different. If both job users and

resource providers want to create the agreement as soon as possible, the reward scheme

for the job user is to reduce the weighted sum of the difference of the expected waiting

time and the expected cost between the offers of the job user and the resource provider;

the reward scheme for the resource provider is to reduce the difference of the cost offer

between the offers of the job user and the resource provider. If they want to get higher

utility and do not care whether they can create the agreements or not, they can use

the opposite reward schemes. We just assume that the former is the positive reward

scheme, while the later is the negative reward scheme. The different effects of these

schemes will be evaluated using simulations. The rewards used in the current research

(what the negotiation agents obtained during the negotiation processes) have different

meanings from the expected discounted rewards mentioned before and they are used to

guide the negotiation agents to choose the right actions at different negotiation times.
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Simulation Cases
1 2 3 4 5

Creationrate 85.92% 54.10% 42.40% 27.38% 42%

Table 4.1: The Rate of Created Agreements

4.2 Evaluation

Discrete event simulation has been used to evaluate the proposed negotiation model.

In the following the simulation configuration is described and the simulation results are

analyzed.

4.2.1 Simulation Results

We use the first 5000 jobs from the CTC workload traces [99] to do our simulation.

We use the settings and configurations as defined earlier to compare the negotiation

results in different simulation cases. The parameters used in Formula 4.2 are as follows:

ε (we use the ε-greedy policy) is 0.2; learning rate α is 0.5; discount rate γ is 0.8; We

assume that in the beginning of the negotiation, both of them use the tough behavior;

if the negotiation agent does not use the learning algorithms, it will stick to the tough

behavior. Here we only show some typical simulation cases.

The following simulation cases are considered. Case 1: Both of them use learning

algorithms with positive reward scheme; Case 2: Both of them use learning algorithms

with negative reward scheme and want to get higher utilities; Case 3: The job users do

not use learning algorithm, while the resource providers adopt the learning algorithm

with positive award scheme; Case 4: The resource providers do not use learning algo-

rithms, while the job users use the learning algorithms with positive reward scheme.

Case 5: The resource providers use the learning algorithms with positive reward scheme,

while the job users adopt the learning algorithm and use the opposite reward scheme.

The success rates of negotiations in these 5 cases are shown in Table 4.1, from which

we can see that when both of the negotiation parties want to create the agreement as

soon as possible, the rate of successfully creating the agreements is the highest. In Case

4, the resource providers want to stick to higher prices and do not use the learning

algorithms, the rate of successfully creating the agreements are much lower.
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The simulation results are also shown from Figure 4.1 to Figure 4.6. In these figures,

R1 to R6 stands for the resource 1 to resource 6.

From Figure 4.1 and Figure 4.2, we can see that in Case 1, the utilization rates of

different resources are the highest; the required number of negotiation rounds is lowest.

Therefore, using the learning algorithms with positive reward scheme, the negotiation

parties can create agreements with a smaller number of negotiation rounds. In Case

3 and Case 5, the users stick to the tough negotiation strategies or the users use the

learning algorithms with negative award scheme, so we can see that the negotiation

rounds in these two cases are relatively more than other simulation cases. In Case 4,

the resource providers insist on their original tough negotiation tactic without using

the learning algorithms, the utilization rates of the resources are lower.

From Figure 4.3 and Figure 4.4, we can see that in Case 3, the users stick to the

original tough behavior and they can obtain service with lower price and get the highest

utility. In Case 5, the users use the learning algorithms with negative award scheme and

they can also get higher utility and pay lower price. In Case 4, the resource providers

stick to the original behavior, so the job users have to pay a very high price and get

the lowest utility. As the simulation results in Chapter 3 showed that if both of the

resource providers and the job users stick to the tough behaviors, the creation rate is

only 1.88%, therefore, it is very difficult for them to create the agreements. Compared

to the pure time based negotiation tactic, the learning based negotiation strategies are

quite flexible in the dynamically changing Grid scenario.

From Figure 4.5 and Figure 4.6, we can see that the AWWT and the AWRT is

comparable and in the same range as for Grid models which do not use negotiation

models but conventional queuing systems. That means, the presented model is feasible

for real Grid infrastructure as it does not lead to any drawbacks in the performance

results. However, the negotiated waiting time of the jobs will be guaranteed by the

resource providers which is the anticipated quality of service level and can be seen as

a major asset of such an approach.

From these simulations, we can see that learning-based negotiation strategies are

quite flexible and can actually be used in the dynamically changing Grid infrastructure.

The negotiation parties can use learning-based negotiation strategies with different

reward schemes depending on different objectives and preferences of the negotiation

parties. If a negotiation party wants to create an agreement as soon as possible, it
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can use a positive reward scheme; while a negotiation party wants to get higher utility

and does not care if the process leads to an agreement creation, it can use a negative

reward scheme. Of course, the resource provider can get higher price if he sticks to the

tough behavior, but this will lose many chances of creating agreements, therefore it can

not obtain higher utilization rate. The same applies the user, if he sticks to a tough

behavior, he may not obtain services from resource providers even if it would yield a

higher utility.

Q-Learning based negotiation strategies do not need the model of the whole system

which are quite suitable for the Grid systems. Compared to Chapter 3, we can see

that the learning based negotiation strategies are quite flexible and effective than the

pure time based negotiation tactics. The results show that they can be applied in

the practical use in automatic job scheduling. In the next chapter, we adopted the

negotiation strategies using the so-called opportunistic functions.
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Chapter 5

Negotiation Strategies
Considering Opportunity
Functions

In Chapter 4, the reinforcement-learning based negotiation strategies for the negotia-

tion agents in Grid computing is proposed. In this chapter, the negotiation strategies

considering opportunity functions are considered.

5.1 Introduction

In the reinforcement learning based negotiation strategies, the negotiation agent chooses

the proper negotiation actions at different negotiation states according to the rewards

got at each negotiation time. We identify the current negotiation states according to

the number of the negotiation partners, the current negotiation time and the types

of the negotiation opponents. In this chapter, we adopt and evaluate the negotiation

strategies which consider opportunity functions of the negotiation agents as well as the

difference between the offers and partners’ offers.

As introduced before, a user will contact several resource providers to get the ap-

propriate needed resources to execute its job in Grid computing, which is again the

one to many multilateral negotiation type. The job agent has several options, that is,

it has the freedom to choose which resource provider to negotiate with; but that does

not indicate that the user will necessarily get the needed resource for sure if its private

reservation value (e.g., maximum acceptable price or waiting time is too low) is not

appropriate (there is no possible negotiation zone between two negotiation parties) or it
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always behaves very tough during the negotiation process. Therefore, in this chapter,

we consider opportunity functions, that is, the agent will obtain a certain expected

utility with at least one of its trading partners with a subjective probability.

5.2 Strategic Negotiation Model

In this chapter, the negotiation protocol and utility functions of the users are the same

as in Chapter 3.

5.2.1 Negotiation Strategies Considering Time and Opportunity Func-
tions

In the negotiation process, it is assumed that both of the negotiation agents behave ac-

cording to the good-faith bargaining principles which means that it is usually not easily

reversed [89]. Here, on the basis of the initial offer values, successive offers by sellers

are monotonically decreasing while successive offers by the buyers are monotonically

increasing. In order to create the agreement, both of the negotiation parties want to

narrow the difference between the offers and counter offers with respect to different

negotiation issues. In the strategic negotiation model, the negotiation agents can take

different kinds of negotiation strategies developed in the agent community [21] to cre-

ate the negotiation offer at different negotiation times. In the negotiation process, the

strategies of the negotiation parties usually change dynamically based on the remaining

available negotiation time. Of course, there is some other information which can be

used to create the negotiation offers. Sim [107] proposed and analyzed the negotiation

strategies which are for market-driven agents to make prudent compromises taking into

account factors such as time preference, opportunity functions, competition factors.

The idea of opportunity functions is that in designing negotiation agents, an agent

has the opportunity that it will obtain a certain expected utility with the subjective

probability p with at least one of its trading partners in the concurrent negotiation

threads. In the following, we briefly introduce the method of calculating p.

In a bilateral negotiation, the probability p of reaching consensus at an agent’s own

term can be derived as follows [107]:

Suppose agent B (the job agent) engages Sj (the resource provider) in round t.

At any negotiation round t, B′s last proposal (bid) is represented by a utility vector

(V B→Sj

t ,W
B→Sj

t ) and S′js proposal (offer) is a utility vector (V Sj→B
t ,W

Sj→B
t ). This
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means that: (1) if an agreement is reached in round t at B′s proposed bid, then B will

get a payoff of V B→Sj

t and Sj will get a payoff of WB→Sj

t and (2) if an agreement is

reached in round t at S′js proposed offer, then B will get a payoff of WSj→B
t and Sj

will get a payoff of V Sj→B
t (see Fig. 1 for illustration). From Fig. 1, it can be seen

that V B→Sj

t > W
Sj→B
t for B and V

Sj→B
t > W

B→Sj

t for Sj , i.e., B (respectively, Sj)

will obtain a more favorable outcome if an agreement is reached at its proposed bid

(respectively, offer). At t, if B accept S′js offer, it will obtain WSj→B
t with certainty. If

B insists on its last proposal, and i) if Sj accepts it, B will obtain V B→Sj

t , and ii) if Sj
does not accept it, it may be subjected to a conflict utility UB(D) = cB = 0, cB is the

worst possible utility for B , and WSj→B
t > cB. If B does not accept S′js last proposal,

B may ultimately have to settle with lower utilities (the lowest possible being cB). If

there are changes in the market situation in subsequent cycles. For instance, B may face

more competitions in subsequent cycles and may have to ultimately accept a utility that

is lower than WSj→B
t (possibly as low as if the negotiation ends in disagreement). Not

being able to acquire the resource it needs is the worst outcome for B (the job agent).

If the subjective probability of B obtaining cB is PB↔Sj

c,t (conflict probability) and the

probability that achieves V B→Sj

t is 1−PB↔Sj

c,t , then based on Zeuthen’s analysis [108],

if B insists on holding its last proposal, it will obtain an expected payoff of

Figure 5.1: Tradeoff Between Bids and Offers for the Negotiation Parties

(1− PB↔Sj

c,t )×V B→Sj

t + P
B↔Sj

c,t ×cB (5.1)

Hence, B will find that it is advantageous to insist on its last proposal only if

(1− PB↔Sj

c,t )×V B→Sj

t + P
B↔Sj

c,t ×cB ≥W
Sj→B
t (5.2)

Therefore,

P
B↔Sj

c,t ≤ (V B→Sj

t −WSj→B
t )/(V B→Sj

t − cB) (5.3)
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5.2 Strategic Negotiation Model

Consequently, the maximum value of PB↔Sj

c,t uses the highest probability of a conflict

that may encounter at round t, given as follows:

P
B↔Sj

c,t =(V B→Sj

t −WSj→B
t )/(V B→Sj

t − cB) (5.4)

is a ratio of difference between two utilities. While V B→Sj

t − W
Sj→B
t measures the

cost of accepting the trading agent’s last offer (the spread k or difference between the

(counter-)proposals of B and Sj), V
B→Sj

t −cB measures the cost of provoking a conflict.

In a multilateral negotiation, if B has nBt trading partners, the aggregated conflict

probability of B with all nBt partners is,

Pc =
nB

t∏
j=1

V
B→Sj

t −WSj→B
t

(V B→Sj

t − cB)
(5.5)

therefore, the probability that B will obtain a utility V B→Sj

t with one of its negotiation

trading partners is:

O(nBt , v
B→Sj

t , 〈WSj→B
t 〉) = 1−

nB
t∏

j=1

V
B→Sj

t −WSj→B
t

(V B→Sj

t − cB)
(5.6)

As explained before, the negotiation party will also modify the negotiation offer

with the negotiation time going on. There are many ways of defining the function

αaj (t) to model the effects of the remaining negotiation time. We also use the following

function to calculate the αaj (t), see [109]:

αaj (t) = kaj + (1− kaj )(
t

tamax
)1/β, (5.7)

where tamax is the deadline of the negotiation party a for the completion of the nego-

tiation, t denotes the current time instant in the available negotiation time set, the

parameter β is the degree of convexity that determines the type of the negotiation

party in the time dependent strategy. Different β values yield different negotiation

strategies. For the initial bargaining value kaj is used, for which the following relation

holds 0 ≤ kaj ≤ 1.

As pointed out in [107], there are several means of combining the time and the op-

portunistic function effects to create the offers for the negotiation parties, for instance,

0.5 ∗ (T (t) +O(t)), or T (t) ∗O(t). Here we use the former one.
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5.2 Strategic Negotiation Model

Assuming that P tc is the offered price at time t by the user, P ts is the offered price

at time t by the resource provider; T tc (job) is the proposed waiting time at time t by

the user, T ts(job) is the acceptable waiting time for the specific job at time t according

to the current resource status considering the future reserved resource as well.

We assume that Vj is the utility function of the negotiation party which associates

with the negotiation issue j and the xta→b[t] is the offer provided by one party (denoted

by a) to another negotiation party (denoted by b). The maxaj is the maximum accept-

able value for negotiation party a for negotiation issue j; atj and btj is the offers from

negotiation party a and negotiation party b for negotiation issue j at time t respectively.

If Vj is decreasing:

xta→b[t] = atj + 0.5((min(maxaj , b
t
j)− atj)) ∗ (O(t) + αaj (t)), (5.8)

if Vj is increasing:

xta→b[t] = atj + (1− 0.5 ∗ (αaj (t) +O(t)))(min(maxaj , b
t
j)− atj), (5.9)

Equations 5.8 and 5.9 represents the job user’s strategy and the resource provider’s

strategy respectively.

As there are two negotiation issues involved in this negotiation process, we assume

that if the offer in which one of the negotiation issues from the opponent is satisfied,

then it will accept this value and will not further change it but only change the value

of the remaining other issue in the following negotiation process. This is just a first

heuristic to analyze the behavior of the negotiation strategies. In real life, negotiation

issues will not be independent and thus the reaching of an acceptable offer is not easily

achieved. For now, we accept that the negotiation issues are modified according to the

previously made assumption on the monotonous increase/decrease by the parties.

5.2.2 Concurrent Bilateral Negotiation Model

The concurrent negotiation model is the same as introduced in Chapter 3. Because these

negotiation threads are executed concurrently, it is very difficult to predict whether the

user might achieve a better offer from another negotiation thread if there is already a

suitable offer that could be committed to an agreement. In our model, we assumed that

once an agreement is available, it will be created and committed. Of course, in a real

life scenario the job agent might actually exploit the available time to find several offers
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5.3 Evaluation and Simulation Result

Simulation Cases
1 2 3 4 5 6

Creation Rate 94.65%, 94.03%, 62.87%, 53.49%, 1.95%, 43.40%

Table 5.1: The Rate of Created Agreements in Different Simulation Cases

and decide at the end on the best offer. In Chapter 6 [110], we will analyze the results

of tradeoff between the “best” and the “first available” agreement. In this chapter, for

simplicity, we restricted our examination to accepting the first available agreement. If

one negotiation thread is successfully negotiated, all of the other negotiation threads

will be terminated. The agreement can then be used by provisioning and execution

service to actually start a job on the local resource management system.

5.3 Evaluation and Simulation Result

We used the first 10000 jobs from the CTC workload traces [99] to do our simulation.

We use the settings and configurations as defined earlier in Chapter 3 to compare the

negotiation results in different simulation cases. We also use the evaluation criteria

introduced in Chapter 3 to compare the simulation results.

In order to evaluate the simulation results, we compared the simulation cases with

the associated simulation cases we did in Chapter 3 [109]. The following simulation

cases are considered. Case 1: Both of them use the conceding strategy [109]; Case 2:

Both of them use the conceding strategy and opportunistic functions; Case 3: Both

of them use the linear strategy [109]; Case 4: Both of them use linear strategy and

opportunistic functions; Case 5: Both of them use the tough strategy [109]; Case 6:

Both of them use tough strategy and opportunistic functions;

The success rate of negotiations in these 6 cases are as the following tables. We can

see that using the time and opportunity together can yield much higher creation rate

in Case 6 than Case 5; in other simulation cases the creation rate are comparable.

A selection of results were shown from Figure 5.2 to Figure 5.7. R1 to R6 stands

for the resources from 1 to resource 6 respectively. From these simulation results, we

can see that the negotiation agents using the time and opportunist functions to narrow

the differences between the offers and counter offers can achieve higher utilities than

using negotiation strategies in Chapter 3 [109]. In the simulation cases which use the
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Figure 5.2: The Comparison of Utilization Rate in Different Cases
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Figure 5.3: The Comparison of Negotiation Rounds in Different Cases
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Figure 5.4: The Comparison of Average Utility in Different Cases

1 2 3 4 5 6
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

A
ve

ra
ge

 P
ric

e 
D

iff
er

en
ce

 C
om

pa
ris

on
 in

 D
iff

er
en

t C
as

es

R1
R2
R3
R4
R5
R6

Figure 5.5: The Comparison of Average Price Difference in Different Cases
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Figure 5.6: The Comparison of AWRT in Different Cases
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Figure 5.7: The Comparison of AWWT in Different Cases
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time and opportunity functions, the AWWT is less than the cases in [109]. Except

in the Case 5, there are no agreements created in R1, so the AWWT is 0, in other

resources (except R2 and R4), the jobs can be started immediately due to the quite

lower utilization rate. But the users usually pay more for the needed resources than

in the simulation cases we did before as shown in the result figure 5.5. AWRT is

comparable and in the same range as for Grid models which do not use negotiation

models but conventional queuing systems. That means, the presented model can be

considered feasible for real Grid infrastructure as it does not lead to any drawbacks

in the performance results. To the contrary the negotiated waiting time of the jobs

will be guaranteed by the resource providers which is the anticipated quality of service

level and can be seen as a major asset of such an approach. Also we can see that the

simulation cases using the opportunity functions can work with less negotiation rounds

than using the pure negotiation tactic. An agent using opportunity function is more

likely to reach a quicker agreement because it has higher chance of exploring more

negotiation options. From these simulations, we can see that negotiation strategies

considering time and opportunity functions are quite flexible and effective, and can

actually be used in the dynamically changing Grid infrastructure.
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Chapter 6

A Negotiation Model Supporting
Co-Allocation and Trade-off for
Grid Scheduling

As introduced before, the requirements of the users in a Grid environment are usually

non-trivial. For example, several computers and network elements may be required

in order to deal with the experimental data, while a large numerical simulation may

require simultaneous access to multiple supercomputers and huge amount of storage as

well as network resources. Therefore, support for the co-allocation between different

resource providers is highly needed in Grid scenario. This chapter builds upon the

results and concepts shown in Chapter 3 and 4. The original proposed model had

several limitations. First, it does not easily support the co-allocation of resources from

different providers. Another subject is the observation that in real life some users often

do not know whether they can get “better” offers from other resource providers with

the negotiation process going on. Thus, the provisioning of a preference function and

the automatic selection of an offer might not be suitable. Therefore, we add also the

optional concept of negotiating towards several possible negotiation offers and relaying

the final decision to the user to select the “best” one. Therefore, we modify the state

model of the agreement protocol by adding an additional non-binding state. This better

supports the usage scenario of co-allocating resources, where it is essential that an “all

or nothing” semantic is attained. Moreover, in the extended model the user party may

not necessarily create and commit the “first” agreement but continue negotiation with

other parties to find better solutions. To this end, we analyze the difference between
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6.1 Introduction

“first” and “best” available offers in several simulation studies.

In this chapter, a negotiation model which supports the co-allocation between dif-

ferent resource providers in the Grid computing and the tradeoff for the user to choose

between the “first” and “best” offer is proposed and evaluated using a discrete event

based simulation.

6.1 Introduction

In order to fulfill the complex resource requirements of some users in Grid environments,

support for co-allocation between different resource providers is needed. Here, it is quite

difficult to coordinate these different services from different resource providers, because

a Grid scheduler has to cope with different policies and objectives of the different re-

source providers and of the users. Agreement-based resource management is considered

a feasible solution to solve many of these problems as it supports the reliable interaction

between different providers and users. Here, a strategic negotiation model is needed to

create such agreements between several Grid parties.

However, the co-allocation between different resource providers simultaneously or

with time sequential dependence can not be easily supported by the model in Chapter

3, in which once there is chance to create the agreement, the agreement will be created

and committed. There is no co-ordination between different resource providers. The

negotiation party will create and commit the first available agreement without any

tradeoff which can also be refined and extended. Moreover, it is considerably difficult

to steer the negotiation towards agreements that fulfill a co-allocation request. A Grid

scheduler has to cope with limited information and no insight on the negotiation policy

of the provider agent.

6.2 Strategic Negotiation Model

In the current research work, we will consider the case of co-allocating several re-

sources from different providers for concurrent timeslots. That is, all resources will

have to be available at the same time. To this end, negotiations are conducted with

several providers to reach independent agreements that facilitate this goal. Note, that
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6.2 Strategic Negotiation Model

we limit our examinations on this concurrent parallel co-allocation without loss of gen-

erality; the models can simply be extended to consider other time dependencies between

allocations/agreements (e.g. in workflows).

The strategic negotiation model proposed in this chapter is the extension of the

negotiation model in Chapter 3. In the same manner, a bilateral negotiation model is

the building block of our concurrent negotiations, therefore we will briefly introduce

this in the following.

6.2.1 Bilateral Negotiation Model

In order to support simultaneous co-allocation between different resource providers,

common free intervals of the different resource providers should be found and committed

simultaneously. Usually these common free time intervals can only be found after

serval negotiation rounds as providers may not want to expose all information on their

resource situation. So we adopted and modified Rubinstein’s sequential alternating

offer protocol in Grids, see [96]. There should be a non-binding state in which neither

negotiation party needs to commit to an agreement unless one additional commitment

signal is issued by one side. Another reason for introducing the non-binding state is

that usually in the concurrent negotiation threads, the user expects to exploit several

possible agreement offers. The user can select the current best offer which may not

necessarily be “the first available offer” from the current possible offers. So we modify

this protocol and add a pending state [34]. In this state both the resource provider

and the resource consumer agree to make the agreement, but neither of them has

to commit this contract. When one of the negotiation parties wants to commit this

agreement, it has to notify the negotiation partner and also check whether the former

created agreement terms are still valid or not. This allows that providers do not need

to reserve any resources prior to this step. If the former terms are violated, then

the agreement will not be committed if no re-negotiation process is conducted. After

entering the commitment state, both of parties have to fulfill the agreement, otherwise

the corresponding party may have to pay some kind of penalty due to the violation of

agreement terms. The introduction of the non-binding state also makes it possible that

the user can select the current “best” offer which may not necessarily be the “first”

available offer from the current possible offers.

68



6.2 Strategic Negotiation Model

The utility functions of the users are the same as the models shown in Chapter

3. Also in this negotiation model, the negotiation parties do not know the opponents’

private reservation information and their preferences/utility functions. The negotiation

strategies used in Chapter 3 and Chapter 4 are also adopted in this chapter.

6.2.2 Concurrent Bilateral Negotiation Model for Co-Allocation

In the concurrent negotiation threads in which a single user is involved, the reservation

value of the negotiation issues and preferences are the same. However, the user may

adopt different strategies with respect to different negotiation partners. Furthermore,

they might change their strategies during the negotiation process. Considering the

difficulty and cost of co-allocation, if there is a single resource provider which alone

satisfies the needs of the job user, our job agent will not consider further co-allocation.

In order to coordinate these different and concurrent negotiation threads, there is a

coordinator for every user that is in charge of every thread. There are several kinds of

resource requests for the jobs that require co-allocation [61].

• In an ordered request the user will specify the resources from which the proces-

sors or other resources must be allocated. Ordered requests are used in practice

when a user has enough information about the complete system to take full ad-

vantage of the characteristics of the different resources. For example, the data

available at the different resources may dictate a specific way of splitting up an

application.

• For an unordered request, the user only specifies the numbers of processors or

the specific resources it needs in the separate resources, allowing the scheduler to

choose the resources for the components.

• A flexible request specifies the total number of processors needed. The agent

or the scheduler has the right to decide how to separate the whole requests into

different parts and distribute them into specific suitable resources.

• For total requests, there is only one resource which executes the job. It will not

need any co-allocation, which can be used to compare the different co-allocation

schemes.
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In some co-allocation processes, the data staging and replication, communication

problem has to be considered. At the time of our research efforts, we only concentrate on

the processor co-allocation. In our current research work, we considered the unordered

request and the flexible request of the jobs. In the resource discovery and the pre-

selection phase, information like the total number of nodes at a resource provider is

considered available. That is, during the process only providers are queried which in

general could provide an offer; however, the current availability due to already existing

allocations is not known.

For the unordered request case, after the decision on required resources, the

concurrent negotiation threads are started. The process to find a common time slot in

different resources is non-trivial. The “all or nothing” atomic transaction is required

that provides a solution for the whole job request; that is, it is not allowed that partial

agreements are finally committed which do not jointly fulfill the original request. We

achieve this goal iteratively; the whole process is two-phase based. The first phase

is the negotiation process, in which the co-ordinate will check and monitor all of the

negotiation thread. If all of them have created the agreements, all of the negotiation

thread will be in the pending state. However, no individual commitments are made.

First, the coordinator will check whether the created agreements in combination are

feasible or not, that is whether the common time slot (the latest possible time) can be

found between these different resources. If the common time slot can be found, all of

the corresponding agreements will be considered for commitment and the second phase,

the actual commitment phase begins. If there is no suitable solution with common

timeslots, all of the agreements will be aborted. The latest timeslot start time is used

as the common start time to restart the negotiation again. This heuristic considers

that further into the future nodes usually become available, as most jobs are optimized

for an early execution time. The re-negotiation process is performed to find common

time slot. These whole processes must end within the available negotiation time span.

In order to accommodate more application scenarios, we also investigate the case

that the requirements of the jobs are flexible requests. In this case, the job agent

will contact different resource providers firstly. The resource agent will create the offer

which includes the possible number of the CPU nodes at different time which is equal

or later than the proposed start time for the jobs. According to the currently available

resource information, the job agent will aggregate these different resources together in
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order to satisfy the users requirements. Considering the complexity of the co-allocation,

it is assumed that the job agent will always use least number of the involved resources.

Then after that, the job agent will divide the total number according to the current

resource situation although the resource information is quite dynamic. Afterwards,

the following negotiation process will be the same as the request type of the jobs are

unordered request.

Also the negotiation model proposed in this chapter makes it possible for the user to

make the tradeoff between the “best” and the “first” agreement. Because these negoti-

ation threads are executed concurrently in the dynamically changing Grid environment,

it is very difficult to predict whether the user might achieve a better offer from another

negotiation thread if there is already a suitable offer that could be committed to an

agreement. In the negotiation process, the job agent can have their own choices, that

is, some job agents may decide that once there is an agreement chance available, it will

be created and committed; while some job agents may actually exploit several offers

and decide the “best” offer in the currently available possible agreement chances within

their negotiation spans.

6.3 Evaluation

In order to evaluate the proposed negotiation model, discrete event simulation has

been used as before. In the following the simulation configuration is described and the

simulation results are analyzed.

6.3.1 Simulation Configuration

At the beginning of the negotiation, the parties will always make the offers which are

most favorable to themselves. So we assume initial values of 0 for the bargaining value

kaj of all the negotiation parties, therefore, the user will bid from the lowest price and

the minimum acceptable waiting time, while the resource provider will bid from the

maximum price. For performance analysis we assume a negotiation interval of 1sec

between every negotiation round. In the following, we describe the models of the users

and the resource providers. In order to evaluate the proposed negotiation model, we

will compare simulation results in different simulation cases. The following parameters

used for the learning based negotiation algorithms are the same as Chapter 4.
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6.3.1.1 User Model

In our simulation, we consider parallel batch jobs in an online scenario. If there is no

single resource provider which can fulfil the requirements of the job user, co-allocation

between different resource providers will be needed. Typically, users will behave quite

individually in the negotiation process. For our simulation, we assume two different

kinds of user objectives: time-optimization and cost-optimization. Below are the pa-

rameters of the user modeling which have been applied for the simulation.

As introduced before, there are several types of the job requests for the co-allocation

problem. We assume that the requests of the job users have been fixed before the

negotiation, that is, the job user will specify the needed numbers in every resource,

but the job agent can freely choose the needed resource provider. In the multi-site

co-allocation problems, communication costs should be considered. In our current

research work, the emphasis is on the negotiation models and negotiation strategies,

the communication costs are ignored.

As mentioned in Section 6.2.2, some job users will create and commit the agreement

once there is the chance of creating the agreement; while some users will exploit several

agreement chances if they have within their negotiation spans. These two cases will

also be simulated and compared. Below are the parameters of the user modeling which

have been applied for the simulation.

• Negotiation span is uniformly distributed in [0, 30] seconds.

• Maximum price acceptable for the user is uniformly distributed among [4.0, 9.0].

• Acceptable waiting time for the job start is uniformly distributed in [0, 36000]

seconds.

• For the tough negotiator, β value is uniformly distributed in [0.02, 0.2].

• For the conceding negotiator, β value is uniformly distributed in [20, 40].

• Weights of time and price for the time-optimization are 0.8 and 0.2, while the

weights of the time and price for the cost-optimization are 0.2 and 0.8. That is,

we never optimize solely for price or cost.
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6.3.1.2 Resource Provider

For the local resource management system a FCFS scheduling strategy with backfill-

ing [102] is adopted which is common for parallel computers. There is no preemption

allowed, which means that once a job is started, it will run to completion. The resources

are all homogeneous and only differ in the number of available CPU nodes at each site.

Different resource providers have different policies and different negotiation strategies.

It is assumed that users, or their agents, will contact resource providers, which could

fulfill their hard constraints and requirements individually or together (first selection

process). That is, if a single resource provider can fulfill the requirements of the job

user, then the concurrent negotiation threads between these resource providers and the

job user will be constructed in a round robin fashion. Otherwise, the job user and the

resource providers whose maximum resource numbers added together can satisfy the

needs of the job user will construct the concurrent negotiation threads. The simulated

hardware configurations of resource providers are consistent with actual configurations

of the systems from which the real traces are originated. In this chapter, we present

results for traces from the Cornell Theory Center [99] which had in total 512 CPU

nodes. In our simulation we assume a Grid scenario with 8 different machines (parallel

computer or cluster with a given set of CPU nodes) and therefore 8 resource providers.

However, to stay consistent with the available workload from the CTC traces, the total

number of nodes for all simulated machines is again 512 nodes. The number of nodes

on each machine and the negotiation parameters for each resource provider are given

below.

• The number of CPU nodes is 64 for each machine.

• Their different maximum prices per CPU time are {8.2,8.0,7.5,7.6,7.4,7.5,7.7,
7.9}.

• Their different minimum prices per CPU time are {2.4,2.3,2.0,1.95,1.90,1.80,1.90,
2.0}.

• Negotiation deadlines of different resource providers are all 30 seconds, which

means that usually the resource provider will not opt out of the negotiation once

the negotiation thread is created.
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• For the conceding negotiator, β value is {32, 35, 34, 38, 40, 40, 37, 36}.

• For the tough negotiator, β value is {0.03, 0.05, 0.04, 0.10, 0.05, 0.06,

0.07, 0.08}

6.3.2 Simulation Results

Again, we used the first 5000 jobs from the CTC workload traces [99] to do our sim-

ulation. We compare the simulation results using the evaluation criteria identified in

Chapter 3. Also we compare the creation rate for jobs that need the co-allocation to

see the influence of the different co-allocation scheme.

6.3.2.1 Unordered Request Simulation Result

As introduced before, the different structure and size of the job have great influence

for the co-allocation result [111]. We compare 2 main cases for the unordered request

simulation result. The first case (Case1 ) is that the job user wants to use a minimal

number of resource providers. The job user will divide the total needed number into

different resource providers with respect to the maximum resource number of providers.

In the second case (Case2 ) the job user will divide the total needed number into different

resource providers according to half of the maximum resource number of providers.

For every main case, the following subcases are considered:

Subcase1 : both of them use the conceding strategies.

Subcase2 : both of them use the tough strategies.

Subcase3 : both of them use the linear algorithms.

Subcase4 : both of them use the learning algorithms from [112] and want to reach the

agreement as soon as possible.

Subcase5 : The resource providers use the learning algorithms and want to create the

agreement as soon as possible, while the job users adopt the learning algorithm and

want to get higher utilities.

Table 6.1 shows the creation rate in different simulation cases, where c1co and c2co

stand for the rate of successfully created agreements supporting co-allocation in the

subcases of Case 1 and Case 2 respectively, while c1total and c2total stand for the

total rate of successfully created agreements in the subcases of Case 1 and Case 2
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Subcases
1 2 3 4 5

c1co 11.86% 0 10.17% 13.56% 6.78%
c2co 58.47% 0 39.83% 55.93% 19.49%

c1total 93.72% 2.14% 63.52% 84.42% 49.24%
c2total 94.84% 2.14% 64.14% 85.18% 49.56%

Table 6.1: The Rate of Created Agreements

respectively. From this simulation result (Table 6.1), we can see that, in Case1, there

are very few number of successful created agreements for the jobs which need the co-

allocation. Note, that the absolute (low) value of this percentage is not of concern and

only the comparison between the values is of importance. The reason for the small

number of successful agreement lies in the given deadline for the job execution. Raising

the statistical distribution for this feature will automatically lead to higher rate for

successful allocations; close to 100% if the constraints are set accordingly. However,

such a constraint setting would not impose a challenge for the negotiation strategy

and does not give further insight. In the Case2, the rate of totally created agreements

and the co-allocation agreement rate is higher than in Case1. The simulation results

show that requests for co-allocation provide more flexibility to allocate to resources,

thus it is much easier to create successful agreements here. Also we can see that it is

much harder to find the possible resources if both parties, resource providers and users,

behave according to the tough negotiation strategy.

From Figure 6.1 to Figure 6.6, the simulation results for the Case 1 are presented.

From Figure 6.7 to Figure 6.12, the simulation results for the Case 2 are shown. In these

figures, R1 to R8 stands for the individual resources/machines in our configuration.

Figure 6.3, Figure 6.4, Figure 6.9 and Figure 6.9 demonstrate that the AWWT

and the AWRT is comparable and in the same range as for Grid models which do not

use negotiation models but conventional queuing systems. That means, the presented

model can be considered feasible for real Grid infrastructure as it does not lead to

any drawbacks in the overall performance results. However, now as an advantage the

negotiated waiting time of the jobs will be guaranteed by the resource providers. This

constitutes the anticipated quality of service level and can be seen as a major asset

of agreement-based resource allocations. This feature is essential for co-allocation; in
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Figure 6.1: The Comparison of Utility in Different Subcases (Case 1)
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Figure 6.2: The Comparison of Utilization Rate in Different Subcases (Case 1)
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Figure 6.3: The Comparison of AWRT in Different Subcases (Case 1)
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Figure 6.4: The Comparison of AWWT in Different Subcases (Case 1)
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Figure 6.5: The Comparison of Average Negotiation Rounds in Different Subcases
(Case 1)
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Figure 6.6: The Comparison of Average Price Difference in Different Subcases (Case
1)
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Figure 6.7: The Comparison of Utility in Different Subcases (Case 2)
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Figure 6.8: The Comparison of Utilization Rate in Different Subcases (Case 2)
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Figure 6.9: The Comparison of AWRT in Different Subcases (Case 2)
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Figure 6.10: The Comparison of AWWT in Different Subcases (Case 2)
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Figure 6.11: The Comparison of Average Negotiation Rounds in Different Subcases
(Case 2)
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Figure 6.12: The Comparison of Average Price Difference in Different Subcases (Case
2)
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order for the co-allocation to be successful, the resources which are involved in the

co-allocation must be available at the same time for the specific job.

Figure 6.2, Figure 6.8, Figure 6.5 and Figure 6.11 show that in Subcase1 of both

Case 1 and Case 2, the number of successfully created agreements and the resource

utilization is the highest; the required number of negotiation rounds is lowest; while

in Subcase2 of both Case 1 and Case 2, the number of successfully created agreements is

quite low, and the required number of the negotiation rounds is highest. In Subcase3 of

both Case 1 and Case 2, the number of successfully created agreements and the required

number of the negotiation rounds are in the middle of the Subcase1 and Subcase2.

In Subcase4 and Subcase5 of both Case 1 and Case 2, the learning based negotiation

strategies are used which are quite flexible and can change their negotiation tactics

according to their own preferences in the dynamically changing Grid environment.

Figure 6.1 and Figure 6.7 present that in subcase5 of both Case 1 and Case 2, the user

gets the highest average utility value.

The presented simulations are first steps to evaluate the usability of such negotiation

strategies with co-allocation. These results indicate the strategies are indeed suitable

for application. However, more simulations and practical analysis have to be conducted

to evaluate the model. For example, in our presented simulation, additional overheads

for co-allocation, e.g. due to communication and data staging, are not yet considered.

6.3.2.2 Flexible Request Simulation Result

In this subsection, we showed the simulation result for the flexible job request. In

this kind of job request, the job agent will divide the total needed number to different

resource providers according to the current resource situation at the requested time.

The negotiation process has been introduced before. For the simulation, the following

cases are considered:

case1 : both of them use the conceding strategies.

case2 : both of them use the linear algorithms.

case3 : both of them use the learning algorithms from [112] and want to reach the

agreement as soon as possible.

case4 : The resource providers use the learning algorithms and want to create the agree-

ment as soon as possible, while the job users adopt the learning algorithm and want to
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Simulation Cases
1 2 3 4

c3co 66.95% 40.68% 60.17% 21.19%
c3total 98.60% 66.64% 88.24% 66.64%

Table 6.2: The Rate of Created Agreements in Flexible Request Cases

get higher utilities.

Table 6.2 shows the rate of successfully created agreements in different simulation

cases. c3co and c3total stand for the rate of successfully created agreements supporting

co-allocation and the overall rate of successfully created agreements. The simulation

results (Table 6.2 and Table 6.1) show that when the request of the job is more flexible,

the creation rates of agreements are higher than the cases that the request of the job

is not so flexible.

Figure 6.13 to Figure 6.18 show the simulation results in different cases. R1 to

R8 stands for the individual resources/machines in our configuration. We can obtain

similar results when they use different negotiation strategies, for instance, if both users

and resource providers use the conceder strategies, then the creation rate of successfully

agreements is highest.

6.3.2.3 Comparison Between “First” and “Best” Agreement

We also compare the case that user agents create and commit the “first” available

(Chapter 4) and the possible “best” agreement offers. The following simulations are

considered: Case 1: Both of them use learning algorithms with positive reward scheme,

the job user will create and commit the first agreement; Case 2: Both of them use

learning algorithms with positive reward scheme, the job user wants to get the best

agreement offers; Case 3: The resource providers use the learning algorithms with

positive reward scheme, while the job users adopt the learning algorithm and use the

opposite reward scheme. The job user will create and commit the first agreement. Case

4: The resource providers use the learning algorithms with positive reward scheme,

while the job users adopt the learning algorithm and use the opposite reward scheme

and the job users want to exploit the “best” possible offers.
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Figure 6.13: The Comparison of Utility in Different Subcases (Case 3)
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Figure 6.14: The Comparison of Utilization Rate in Different Subcases (Case 3)
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Figure 6.15: The Comparison of AWRT in Different Subcases (Case 3)
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Figure 6.16: The Comparison of AWWT in Different Subcases (Case 3)
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Figure 6.17: The Comparison of Average Negotiation Rounds in Different Subcases
(Case 3)
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Figure 6.18: The Comparison of Average Price Difference in Different Subcases (Case
3)
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Figure 6.19: The Comparison of Utility in Different Cases
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Figure 6.20: The Comparison of Utilization Rate in Different Cases
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Figure 6.21: The Comparison of AWRT in Different Cases
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Figure 6.22: The Comparison of AWWT in Different Cases
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Figure 6.23: The Comparison of Average Negotiation Rounds in Different Cases
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Figure 6.24: The Comparison of Average Price Difference in Different Cases
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Simulation Cases
1 2 3 4

Rate 85.92% 85.6% 42% 41.92%

Table 6.3: The Creation Rate of Agreements in Different Cases

Result of Utility Comparison
Result 1 Result 2

Utility Greater 8 121
Utility Less 10 150

Utility Equal 4252 1815

Table 6.4: The Comparison of Utility Values

The simulation results are shown from Figure 6.19 to Figure 6.24. Table 6.3 presents

the success rate of negotiations in these 4 cases. Between Case 1 and Case 2, Case 3

and Case 4, there are some common jobs which have been created the agreements and

executed successfully although they may be run in different resources. In Table 6.4, we

compared the number of jobs in Case 1 (Case 3) which have more utilities than Case

2 (Case 4). We call the comparison between Case 1 and Case 2 as the Result 1, and

comparison between Case 3 and Case 4 as Result 2. From the simulation result, we

can see that it is not always the case that the job users can get higher utilities even if

they try to exploit “the best” offers within their negotiation spans in the dynamically

changing Grid environment. And they may lose the chances of creating agreements.

In this chapter, a strategic negotiation model for Grids which extends the model

proposed in Chapter 3 in order to support co-allocation between different resource

providers is proposed and evaluated. First evaluation results, based on discrete event

simulation, have been presented. From the simulation results, we can see that different

kinds of job requests as well as their different negotiation strategies have great influences

on the negotiation results. We also compared the tradeoff between the “first” and “best”

agreements in this negotiation model.
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Chapter 7

WS-Agreement Based
Negotiation Protocol

As introduced in Chapter 2, in the Open Grid Forum (OGF), the working group on Grid

Resource and Allocation Agreement Protocol (GRAAP) proposed the WS-Agreement

protocol [34], which is the one-shot negotiation protocol and can only be used at the

last stage in a transaction where the parties close their interactions with a contract

specified as a WS-Agreement. One of the designing goals of the WS-Agreement pro-

tocol is that different negotiation models as well as negotiation protocols can compose

the schemas defined by WS-Agreement. So the negotiation protocols as well as the

negotiation frameworks based on WS-Agreement will be designed. The proposal of

the WS-Agreement based negotiation protocol called WS-AgreementNegotiation [113]

is the next step of the GRAAP. The draft of WS-AgreementNegotiation specification

provides an additional layer to the WS-Agreement conceptual model, which defines

some negotiation states, and port types, operations. This negotiation layer provides

a Web service-based interface for negotiating an agreement so that it eventually sat-

isfies both negotiating parties and becomes observed, and for renegotiating existing

agreements after they have been observed.

As introduced before, considering the complex application scenarios in Grid com-

puting, multi-rounded negotiation protocols which may be applied to different scenarios

have to be proposed and investigated. In order to make the automatic negotiation pos-

sible, both of the negotiation parties should agree on the pre-defined negotiation models

before the negotiation process begins. As introduced in Chapter 2, there are many ne-

gotiation models in the agent and economics communities which can be tailored to the
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7.1 Strategic Negotiation Framework

different application scenarios in Grid computing. The research work in this thesis can

be used as the alternatives for such negotiation models.

In this chapter, we can see that the negotiation protocols and the frameworks pro-

posed in the current thesis work can be easily represented using the WS-Agreement

semantics, therefore they can be easily adopted in the Grid computing practice.

7.1 Strategic Negotiation Framework

As shown before, there are three parts in the bilateral negotiation model that have to

be considered [94]: 1) the negotiation protocol, 2) the used utility/preference functions

for the negotiating parties, and 3) the negotiation strategy that is applied during the

negotiation process.

For the negotiation protocol, we adopted and modified Rubinstein’s sequential al-

ternating offer protocol for Grids, see [96]. Every negotiation party will not know the

preferences of the negotiation opponent.

7.1.1 Alternating Offers Messages

In the alternating offers protocol, there are several kinds of different messages: agree-

ment template, offers, counter-offers, created agreement, etc. In order to use the WS-

Agreement, the domain language should be defined. The Job submission description

language (JSDL) [17] can be used as the domain language in the domain of job schedul-

ing for Grid computing.

In the WS-Agreement context, the agreement provider will provide one agreement

template. The agreement template is an XML document used by the agreement respon-

der to advertise the types of offers it is willing to accept. Like an agreement document,

the template is composed of a template name, a context element, and agreement terms,

but additionally also includes information on agreement creation constraints to describe

a range of agreements it might accept. For instance, the maximum number of CPU

nodes, the capacity of the memory which can be provided by the resource provider.

These agreement creation constraints must be observed by the negotiation opponent in

the following negotiation process.

In the alternating offers negotiation protocol, the negotiation parties will do the ne-

gotiation in the specified negotiation time, so the negotiation time information should
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be identified in the agreement offers and counter offers, which can be included in the

agreement context part of the WS-Agreement document. Negotiation issues, e.g., the

waiting time and the cost to process the jobs can be expressed using the service proper-

ties terms. In the guarantee terms, the hard constraints, e.g., the needed CPU numbers

must hold true in the following negotiation process. However, the specification of nego-

tiability constraints in an offer does not state a promise that a replying offer fulfilling

the constraints will be accepted. It is a voluntary disclosure of a preference to reduce

the number of offers to be exchanged to create the agreements. In our current model,

the private reservation negotiation information, e.g., the maximum waiting time of the

job, the maximum acceptable price, is hidden from the negotiation opponent.

In the negotiation process, the users may have different objectives which can be

described using the service level objectives. A service level objective [34] represents

the quality of service aspect of the agreement. Syntactically, it is an assertion over

the terms of the agreement as well as such qualities as date and time. In many cases,

all service level objectives (SLO) will not carry the same level of importance. Relative

“importance” terms can be used as a measure of importance with some specified values.

So the different weights of different negotiation issues in our former models can be

described using the “importance” value, but usually this information is private for the

negotiation party.

As discussed before, the offers and counter-offers can be easily expressed using

the WS-Agreement language and the domain specific languages as well the conditional

language, etc. In the appendix, there are some examples of the offers and counter offers,

created agreements. From this example, we can see that the specified hard constraints

are observed in the created agreement.

7.1.2 Negotiation Protocol Semantics

As discussed before, the negotiation models should be agreed on by the bilateral ne-

gotiation parties before the negotiation process. However, WS-Agreement only defined

the one-shot negotiation process. This is not sufficient to model a complete negotia-

tion process; so additional port types and operations should be defined to support the

alternating offers negotiation protocol.

There are several agreement states defined in the WS-Agreement proposal, e.g.,

pending, pendingandterminating, observed, observedandterminating, rejected, termi-
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nated, complete. But some following additional states should be added: offer, counter-

offer, reject. In the offer state, the negotiation parties will propose the offer with the

negotiation time going on, however, if the opponent reject it and the opponent will be

in the counter-offer state and make an counter offer to it. Once the agreement is made,

the negotiation will end. Also the port type of creating offer and counter offers can

also be defined using the WS-Agreement semantics.

7.2 Decision Making Using Various Negotiation Strate-
gies

Decision making process is private for every negotiation parties involved. In order

to get the suitable offers in every negotiation rounds, the negotiation parties should

have strategies or decision functions to create such offers in different negotiation time.

At every negotiation time, the decision functions will analyze the counter offer of the

negotiation opponent, calculate the current utility and decide the next action in the

following negotiation time. The proposed negotiation strategies in this thesis have been

evaluated using the traces.

In this chapter, we can see that the negotiation models proposed in this thesis

can be easily expressed using the WS-Agreement semantics, therefore, they can be the

alternatives for the WS-Agreement negotiation models.
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Chapter 8

Conclusions and Future
Directions

QoS and service level agreement support are important features for the next genera-

tion Grid. Resource management and scheduling is a very important component for

the Grid infrastructure in which QoS and SLA should be provided. However, resource

management in a decentralized infrastructure is a complex task as it has to cope with

different policies and objectives of the different parties: providers and consumers/users.

Agreement-based resource management is considered to solve many of these problems

as the conflicts between the users and resource providers can be reconciled in a negotia-

tion process. The whole scheduling process from the negotiation to the job execution in

Grid computing should be automatically executed or with minimal human interaction,

considering the potential scale of Grid systems and the amount of necessary transac-

tions. Therefore, strategic negotiation models as well as the negotiation strategies must

be proposed and evaluated to support the automatic negotiation and scheduling in Grid

environments. In this thesis, the strategic negotiation models for the Grid scheduling

are proposed and evaluated.

8.1 Summary and Conclusions

The contribution of this thesis has been the proposal of negotiation models as well

as the negotiation strategies for Grid scheduling, which have been evaluated by dis-

crete event based simulation approach using the workload traces and simulation results

demonstrated their effectiveness in Grid environment. In this thesis, the following

examinations and contributions have been made in detail:
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• In Chapter 2, agreement based resource management approach has been analyzed.

Requirements for the automatic negotiation problems in Grid computing have

been introduced. Related works in the areas of economics and agent communities

have been investigated.

• Several negotiation models and negotiation strategies have been proposed and ex-

amined. Simulation results demonstrate that these proposed negotiation models

are suitable and effective for Grid environments.

• Firstly, in Chapter 3, strategic negotiation model using time-based negotiation

strategies has been proposed and evaluated using discrete event based simulation

technique.

• Then, the time-based negotiation strategies are quite simple and static which are

quite limited in the dynamic changing Grid environment; so in Chapter 4, the

learning based negotiation strategies have been investigated and evaluated, which

are quite flexible and effective in the dynamic changing Grid environment. Also

we have adopted the negotiation strategies considering opportunistic functions

for Grid scheduling in Chapter 6.

• Thirdly, it is usually necessary that different resource providers co-allocate to-

gether to satisfy the complex requirements of the users, so in Chapter 5, strategic

negotiation model supporting co-allocation and the tradeoff between “first” and

“best” agreements in the Grid computing are also proposed and evaluated.

• Finally, the current work which contributes to the WS-Negotiation protocol has

been analyzed in Chapter 7.

8.2 Future Work

In this thesis, the strategic negotiation models as well as the negotiation strategies can

be applied in many application scenarios in Grid computing. However, much more

work is still required to develop richer negotiation protocols and negotiation strategies

that can be applied in more application scenarios in Grid computing. Some possible

future directions are identified in this thesis and are presented as follows:

96



8.2 Future Work

8.2.1 Leveled Commitment Contracts and Renegotiation

In the current research work, once the agreement is made, it will be observed and

binding by either of the involved negotiation parties. In the dynamically changing Grid

environment, there may be some future events, e.g., the user may find a better offer

from other resource providers, which may have influences the decision of the negotiation

parties. The Contingency contract has been suggested for use between self-interested

agents when they have knowledge about the probabilistically known future events [89].

In these contracts, the payment will depend on future events, so the terms and payment

as well as the penalty in case of breaching the agreement should be negotiated in the

negotiation process. In the complex negotiation scenarios, these can make the situation

more complex, but it may increase the utilities of the negotiation parties, so contracts

not possible with full commitment protocols may become beneficial for both of the

parties. But in the real-world negotiation parties usually can not know all possible

future events and therefore can not use contingency contracts optimally. Even if the

negotiation parties know all of the future events, it is very difficult for them to use

this knowledge considering the huge computation efforts. Therefore, the contingency

contract can only be used when the number of the future events are quite small, which

usually can not be used with the increasing amount of the future events. There are also

some other fundamental problems. For instance, the event may be observable by only

one of the negotiation parties. Therefore, the leveled commitment protocol [86, 87] has

been proposed which allows for the agent to decommit from a contract by paying a

de-commitment penalty from a contract. The decommitting action can be done at any

time. Instead of conditioning the contracts on future events, the leveled commitment

protocol allows unilateral decommitting. If one party wants to decommit from the

agreement, it simply pay the decommit penalty to the other negotiation party. In this

case, the demcommit penalty is used to choose a level of commitment.

There are some advantages of introducing the level of commitment in the Grid

scheduling and resource management considering the highly dynamic changing Grid

environment (dynamic resource status, changing and complex requests from the user

side, etc). For instance, the users may find better offers in the future; while the resource

provider may be attracted by other users who are willing to pay more. In Chapter 5,

we studied the results of the tradeoff between “best” and “first” agreement for the user,
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but we have not introduced the breaching of the formerly agreement terms and decom-

mitment penalty. In the future, penalty strategies and polices should be supported and

provided in the negotiation process in order to support the level commitment contracts

and renegotiation.

8.2.2 Workflow Supporting

E-science and e-business are currently some of the main application scenarios in Grid

computing. In these applications, workflows [114, 115, 116, 117] are typical use cases,

therefore, workflow supporting is quite important for the Grid infrastructure. In a

workflow, the time or other precedence between different procedures should be observed

and guaranteed, therefore, in order to support the workflow execution, quality of service

must be fulfilled. The strategic co-allocation negotiation models proposed in Chapter 5

can also be used to support the workflow execution, but such model should be evaluated

using the typical workflow cases.

8.2.3 Multi-layer Negotiation

In Grid computing, the user can combine the agreements from different providers and

make them into one whole agreement to support the job execution. Maybe the user

agent can act as the broker for the resource provider, for instance, it can sell the using

rights of the resources to other users. The negotiation models as well as the negotiation

strategies should be provided to support such kind of application scenarios.

8.2.4 Policies Modeling and Research

Although the internal policies of the resource providers and users are not visible for

negotiation partners, they have quite important influences for the agreement results.

For the resource providers, the pricing models and the access rights with respect to

different users should be constructed. For instance, the resource providers can predict

the future demands of the users according to the demand history and the negotiation

experience with the users. The policies of the resource providers and users have great

influences on their negotiation strategies, therefore, the final agreement results and the

performance of resource management and scheduling.
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Appendix A

Appendix

A.0.4.1 Agreement Offer

<wsag:Name>agreementoffer</wsag:Name> <wsag:Contxt>
<wasag:negotiationtime> 1 </wasg:negotiationtime> <wsag:Context/>
<wsag:Terms> <wsag:All> <wsag:ServiceDescriptionTerm
wsag:Name="Host" > <job:Host> <job:hostname> Server </job:hostname>
</job:Host> </wsag:ServiceDescriptionTerm>
<wsag:ServiceDescriptionTerm wsag:Name="CPU">
<job:CPU>
<job:cputype>Intelx86</job:cputype>
<job:speed>2</job:speed>
<job:nodenumber>60</job:nodenumber>

</job:CPU>
</wsag:ServiceDescriptionTerm> <wsag:ServiceDescriptionTerm
wsag:Name="memoryPerCPU" >
<job:Memory>
<job:number>200</job:number>
</job:Memory>

</wsag:ServiceDescriptionTerm> <wsag:GuaranteeTerm
wsag:Name="BeginTime"> <wsag:Variables>
<wsag:Variable wsag:Name="BeginTime" wsag:Metric="job:BeginTime">
<wsag:Location>/wsag:AgreementOffer/wsag:Terms/wsag:All</wsag:Location>

</wsag:Variable>
</wsag:Variables>
<wsag:ServiceLevelObjective>Waiting Time is equal 0
</wsag:ServiceLevelObjective>
<wsag:BusinessValueList>
<wsag:Penalty>
<wsag:AssessmentInterval>
<wsag:Count>1</wsag:Count>

</wsag:AssessmentInterval>
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<wsag:ValueExpression>5</wsag:ValueExpression>
</wsag:Penalty>
</wsag:BusinessValueList>
</wsag:GuaranteeTerm> <wsag:GuaranteeTerm wsag:Name="CPUNode">
<wsag:Variables>
<wsag:Variable wsag:Name="Node" wsag:Metric="job:nodenumber">

<wsag:Location>/wsag:AgreementOffer/wsag:Terms/wsag:All</wsag:Location>
</wsag:Variable>
</wsag:Variables>
<wsag:ServiceLevelObjective>Node is equal 60
</wsag:ServiceLevelObjective>
</wsag:GuaranteeTerm> <wsag:GuaranteeTerm
wsag:Name="CompuationCost"> <wsag:Variables>
<wsag:Variable wsag:Name="cost" wsag:Metric="xs:float">

<wsag:Location>/wsag:AgreementOffer/wsag:Terms/wsag:All</wsag:Location>
</wsag:Variable>
</wsag:Variables>
<wsag:ServiceLevelObjective>cost is equal 2
</wsag:ServiceLevelObjective>

</wsag:GuaranteeTerm> </wsag:All> </wsag:Terms>

A.0.4.2 Created Agreement

<wsag:Name>created agreement</wsag:Name> <wsag:contxt>
<wsag:negotiationtime> 10 </wsag:negotiationtime> <wsag:Context/>
<wsag:Terms> <wsag:All> <wsag:ServiceDescriptionTerm
wsag:Name="Host" > <job:Host> <job:hostname> Server </job:hostname>
</job:Host> </wsag:ServiceDescriptionTerm>
<wsag:ServiceDescriptionTerm wsag:Name="CPU">
<job:CPU>
<job:cputype>Intelx86</job:cputype>
<job:speed>2</job:speed>
<job:nodenumber>60</job:nodenumber>

</job:CPU>
</wsag:ServiceDescriptionTerm> <wsag:ServiceDescriptionTerm
wsag:Name="memoryPerCPU" >
<job:Memory>
<job:number>200</job:number>
</job:Memory>

</wsag:ServiceDescriptionTerm> <wsag:GuaranteeTerm
wsag:Name="BeginTime"> <wsag:Variables>
<wsag:Variable wsag:Name="BeginTime" wsag:Metric="job:BeginTime">
<wsag:Location>/wsag:AgreementOffer/wsag:Terms/wsag:All</wsag:Location>
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</wsag:Variable>
</wsag:Variables>
<wsag:ServiceLevelObjective>Waiting Time is equal 200
</wsag:ServiceLevelObjective>
<wsag:BusinessValueList>
<wsag:Penalty>
<wsag:AssessmentInterval>
<wsag:Count>1</wsag:Count>

</wsag:AssessmentInterval>
<wsag:ValueExpression>5</wsag:ValueExpression>

</wsag:Penalty>
</wsag:BusinessValueList>
</wsag:GuaranteeTerm> <wsag:GuaranteeTerm wsag:Name="CPUNode">
<wsag:Variables>
<wsag:Variable wsag:Name="Node" wsag:Metric="job:nodenumber">

<wsag:Location>/wsag:AgreementOffer/wsag:Terms/wsag:All</wsag:Location>
</wsag:Variable>
</wsag:Variables>
<wsag:ServiceLevelObjective>Node is equal 60
</wsag:ServiceLevelObjective>
</wsag:GuaranteeTerm> <wsag:GuaranteeTerm
wsag:Name="CompuationCost"> <wsag:Variables>
<wsag:Variable wsag:Name="cost" wsag:Metric="xs:float">

<wsag:Location>/wsag:AgreementOffer/wsag:Terms/wsag:All</wsag:Location>
</wsag:Variable>
</wsag:Variables>
<wsag:ServiceLevelObjective>cost is equal 5
</wsag:ServiceLevelObjective>
</wsag:GuaranteeTerm> </wsag:All> </wsag:Terms>
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