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Abstract

A generalized tetrahedron groups is defined to be a group admitting a
presentation

〈x, y, z | x
l = y

m = z
n = W

p
1
(x, y) = W

q
2
(y, z) = W

r
3 (x, z) = 1〉

where l, m,n, p, q, r ≥ 2, each Wi(a, b) is a cyclically reduced word in-
volving both a and b. These groups appear in many contexts, not least
as fundamental groups of certain hyperbolic orbifolds or as subgroups of
generalized triangle groups. In this paper, we build on previous work to
give a complete classification of all finite generalized tetrahedron groups.

∗2000 primary 20F05; secondary 20E05, 20E07, 20H10.

Keywords: generalized tetrahedron groups, generalized triangle groups, triangle of groups,

Fortsetzungssatz.
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1 INTRODUCTION

If T is a tetrahedron in the 3–dimensional euclidean, hyperbolic or spherical
space whose dihedral angles are submultiples of π, then the reflections in the
faces of T generate a discrete group of isometries. The index 2 subgroup of
orientation preserving isometries in this group is generated by reflections around
the edges of any of the faces of T , and has a presentation of the form

〈x, y, z | xl = ym = zn =
(

xy−1
)p

=
(

yz−1
)q

=
(

zx−1
)r

= 1〉, (1.1)

where l,m, n, p, q, r ≥ 2. These groups are called ordinary tetrahedron
groups. Coxeter has shown in [3] and [4] that an ordinary tetrahedron group
of the form 1.1 is finite if and only if the Coxeter matrix

C =











1 − cos
(

π
l

)

− cos
(

π
m

)

− cos
(

π
n

)

− cos
(

π
l

)

1 − cos(π
p
) − cos

(

π
r

)

− cos
(

π
m

)

− cos(π
p
) 1 − cos(π

q
)

− cos
(

π
n

)

− cos(π
r
) − cos(π

q
) 1











has positive determinant. Hence, the finite ordinary tetrahedron groups are
easily given.
Following Vinberg we call a group G defined by a presentation

G = 〈x, y, z | xl = ym = zn = W
p
1
(x, y) = W

q
2
(y, z) = W r

3
(x, z) = 1〉 (1.2)

where l,m, n, p, r ≥ 2 and each Wi(a, b) is a cyclically reduced word involving
both a and b, a generalized tetrahedron group. For the following we may
always assume that each Wi(a, b) also is not a proper power in the free product
on a and b. If any Wi(a, b) was a proper power it would only increase the
exponent.
Certain operations on presentations of this form 1.2 do not change the groups
defined by the presentations. With this in mind, we say that two presentations
P1 and P2 of the form 1.2 are equivalent if P2 can be obtained from P1 by a
sequence of operations of the following type:

1. Replace a generator a of order k by a new generator d = aα, where α is
coprime to k, and then amend the relations accordingly.

2. Apply a permutation to the generators x, y and z.

3. If Vi(a, b) is a cyclically reduced conjugate of Wi(a, b) in the free product
on a and b, then replace the relator W ki

i (a, b) by V ki

i (a, b), where ki ∈
{p, q, r}, respectively.

4. Replace the relator W ki

i (a, b) by V ki

i (a, b), where Vi(a, b) is the inverse of
Wi(a, b) and ki ∈ {p, q, r}, respectively.

5. If a is a generator of order 2, if b is a generator of order k, if α and β

are coprime to k, and if we have a relator of the form W = (abα)
2
, then

replace W by
(

abβ
)2

.
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It is clear that if P1 and P2 are equivalent, then P1 and P2 define the same
group. In the following we often replace a presentation of the form 1.2 by an
equivalent one and work up to equivalence.
The purpose of this paper is to present the complete classification of all finite
generalized tetrahedron groups.

2 PRELIMINARY RESULTS

For the benefit of the reader, we first present here some preliminary definitions
and results that will be needed in this paper. Suppose that G is defined by a
presentation of the form 1.2. Let (after conjugation if necessary) W1(x, y) =
xα1yβ1 · · ·xαk1 yβk1 with k1 ≥ 1, 1 ≤ αi < l, 1 ≤ βi < m for each i. We similary
take k2 and k3 to be half the length, the block length, of the cyclically reduced
words W2(y, z) and W3(x, z), respectively.
G can be realized as a triangle of groups, that is, as the colimit of the diagram
of groups and injective homomorphisms shown in the figure

G1

G3 G2C

A B

in which

G1 = 〈x, y | xl = ym = W
p
1
(x, y) = 1〉, A = 〈x | xl = 1〉,

G2 = 〈y, z | ym = zn = W
q
2
(y, z) = 1〉, B = 〈y | ym = 1〉,

G3 = 〈x, z | xl = zn = W r
3
(x, z) = 1〉, C = 〈z | zn = 1〉.

We referG1, G2 andG3 as vertex groups and A,B and C as edge groups. Groups
with a presentation as G1, G2 and G3 are called generalized triangle groups.

The next theorem is a summary of the main results in [5], [6], [13] and [18].
A version which handles the Tits alternative for those groups can be found in
[13].

Theorem 2.1. Let G be a generalized tetrahedron group of the form 1.2 as
above. If 1

pk1

+ 1

qk2

+ 1

rk3

≤ 1 then G is infinite, and if 1

pk1

+ 1

qk2

+ 1

rk3

< 1
then G has a non-abelian free subgroup.
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The finite generalized tetrahedron groups of the form 1.2 with
1

pk1

+ 1

qk2

+ 1

rk3

> 1 and (p, q, r) 6= (2, 2, 2) are classified in [5] and [17], and we
refer to these papers. A more general version which handles the Tits alternative
for the situation (p, q, r) 6= (2, 2, 2) can be found in [11].
To classify the finite generalized tetrahedron groups we are left with the case
(p, q, r) = (2, 2, 2) and 1

k1

+ 1

k2

+ 1

k3

> 1. From the theorem it follows that two
of the k1, k2, k3 are 1.
Hence, up to equivalence, we are left with the generalized tetrahedron groups
which have a presentation of the form

G = 〈x, y, z | xl = ym = zn = W 2

1 (x, y) = (yγzδ)2 = (xαzβ)2 = 1〉 (2.1)

with W1(x, y) = xα1yβ1 · · ·xαkyβk , k = k1 ≥ 1, l, m, n ≥ 2, 1 ≤ α1, . . . , αk,

α < l, 1 ≤ β1, . . . , βk, γ < m and 1 ≤ δ, β < n. We may assume 2 ≤ l ≤ m,

and this should hold always for a presentation of the form 2.1.
Tsaranov [21] and [22] classified the finite generalized tetrahedron groups with
k = 1. We state his result for convenience. Numerical calculations can also be
found in [20].

Theorem 2.2. Let G be an generalized tetrahedron group of the form 2.1 with
k = 1, which is not equivalent to a presentation for an ordinary tetrahedron
group. Then, up to equivalence, G is one of the following:

1. G = 〈x, y, z | x3 = y3 = z3 = (xy)2 = (yz)2 = (xz)2 = 1〉 with |G| = 60,

2. G = 〈x, y, z | x3 = y3 = z4 = (xy)2 = (yz)2 = (xz)2 = 1〉 with |G| = 192,

3. G = 〈x, y, z | x3 = y3 = z5 = (xy)2 = (yz)2 = (xz)2 = 1〉 with
|G| = 7200,

4. G = 〈x, y, z | x3 = y3 = z5 = (xy)2 = (yz2)2 = (xz)2 = 1〉 with
|G| = 7200,

5. G = 〈x, y, z | x3 = y3 = z5 = (xy)2 = (yz3)2 = (xz)2 = 1〉 with
|G| = 7200.

There are some additional numerical restrictions for a generalized tetrahe-
dron group of the form 2.1 to be finite.

Theorem 2.3. [6] Let G be a generalized tetrahedron group of the form 2.1.
If 1

l
+ 1

m
≤ 1

2
, 1

m
+ 1

n
≤ 1

2
or 1

l
+ 1

n
≤ 1

2
then G is infinite.

Hence, for the classification of all finite generalized tetrahedron groups of
the form 2.1 we have to consider those with the additional numerical conditions
that 2 ≤ l ≤ m, k ≥ 2, 1

l
+ 1

m
> 1

2
, 1

m
+ 1

n
> 1

2
and 1

l
+ 1

n
> 1

2
.

We also need several preliminary results about linear representations into
PSL(2,C). Let G be a generalized tetrahedron group given by a presentation of
the form 1.2. We say that the representation ρ : G → PSL(2,C) is essential
if the elements ρ(x), ρ(y), ρ(z), ρ (W1(x, y)) , ρ (W2(y, z)) and ρ (W3(x, z)) have
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orders l,m, n, p, q, r respectively in ρ(G). In this case, we also have essential
representations of the three generalized triangle groups G1, G2 and G3 defined
above as the vertex groups of the triangle of groups for G. In the following we
use the notation G1, G2 and G3 for these vertex groups for G. We use the term
essential representation into PSL(2,C) analogously for G1, G2, G3.

Theorem 2.4. [9] and [10] Every generalized tetrahedron group of the form 1.2
admits an essential representation in PSL(2,C).

Theorem 2.5. [9] and [10] [Fortsetzungssatz]
Let G be the generalized tetrahedron group of the form 1.2, and let G1 be
the generalized triangle group defined by the presentation G1 = 〈x, y | xl =
ym = W

p
1
(x, y) = 1〉. Suppose that ρ1 is an essential representation of G1

into PSL(2,C) with X = ρ1(x) and Y = ρ1(y) and one of the following two
possibilities occurs:

i) tr [X,Y ] 6= 2.

ii) (n, q, r) 6= (2, 2, 2) and 〈X,Y 〉 is an infinite metabelian subgroup of
PSL(2,C).
Then there is an essential representation ρ : G → PSL(2,C) such that
X = ρ(x) and Y = ρ(y).
Moreover, if in case i) the group 〈X,Y 〉 is non–elementary, then G con-
tains a non–abelian free subgroup in both cases.

Remark 2.6. A subgroup of PSL(2,C) is said to be non–elementary if it is not
solvable–by–finite; such a subgroup must contain a free subgroup of rank 2.
If G1 is as in theorem 2.4 and 〈X,Y 〉 is an abelian group other than the elemen-
tary abelian group of order 4, then there always exists an essential representation
σ : G1 → PSL(2,C) such that 〈σ(x), σ(y)〉 is an infinite metabelian group.

It is possible to use linear representations even though each essential repre-
sentation into PSL(2,C) of each of the vertex groups G1, G2 and G3 is finite. It
is possible here to have an essential representation ρ : G→ PSL(2,C) with ρ(G)
non–elementary. For this we use the next theorem which is straightforward.

Theorem 2.7. Let A,B,C,D ∈ SL(2,C) with AB = C and D arbitrary.

Let A =

(

a1 a2

a3 a4

)

, B =

(

b1 b2
b3 b4

)

, C =

(

c1 c2
c3 c4

)

, D =

(

d1 d2

d3 d4

)

,

~d =









d1

d2

d3

d4









, ~r =









trD
trAD
trBD
trCD









, M =









1 0 0 1
a1 a3 a2 a4

b1 b3 b2 b4
c1 c3 c2 c4









.

Then M · ~d = ~r and detM = tr [A,B] − 2. Moreover, if detM 6= 0, that is
tr [A,B] 6= 2, then detD = d1d4 − d2d3 = 1 defines a quadratic polynomial
f(t) ∈ K[t],K = Q (a1, a2, a3, a4, b1, b2, b3, b4, trD, trAD, trBD) with highest
coefficient α2 = − 1

detM
and zeros trABD and trBAD.
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This theorem may be used in the following manner. Let G be a generalized
tetrahedron group of the form 1.2 with vertex groups G1, G2 and G3 as above.
Let ρ1 : G1 → PSL(2,C), ρ1(x) = X, ρ1(y) = Y , be an essential representation
of G1 into PSL(2,C). Let 〈X,Y 〉 be non-cyclic and finite, that is, 〈X,Y 〉 is
isomorphic to a dihedral group D2n, n ≥ 2, A4, S4 or A5. We remark that
tr [X,Y ] 6= 2. Then we use Theorem 2.7 to construct Z to get an essential
representation ρ : G → PSL(2,C) with ρ(x) = X, ρ(y) = Y and ρ(z) = Z. If
XY Z has infinite order, then 〈X,Y, Z〉 is non–elementary, and hence, G has a
non–abelian free subgroup.

3 THE FINAL CLASSIFICATION OF THE FI-
NITE GENERALALIZED TETRAHEDRON
GROUPS

As pointed out in section 2 in order to get the final classification of the finite
generalized tetrahedron groups we have to consider the groups defined by a
presentation

G = 〈x, y, z | xl = ym = zn = W 2

1
(x, y) = (yγzδ)2 = (xαzβ)2 = 1〉 (3.1)

with W1(x, y) = xα1yβ1 · · ·xαkyβk , k ≥ 2, 2 ≤ l ≤ m, 2 ≤ n, 1 ≤ α1, . . . , αk,

α < l, 1 ≤ β1, . . . , βk, γ < m, 1 ≤ δ, β < n, 1

l
+ 1

m
> 1

2
, 1

l
+ 1

n
> 1

2
and

1

m
+ 1

n
> 1

2
. As already mentioned we assume that W1(x, y) ist not a proper

power in the free product on a and b.

Theorem 3.1. Let G be a generalized tetrahedron group of the form 3.1 together
with the given numerical conditions. Let W1(x, y) be not a proper power in the
free product on a and b. If G is finite then, up to equivalence, G is one of the
following:

1. 〈x, y, z | x2 = y3 = z2 = (xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 48,

2. 〈x, y, z | x2 = y3 = z3 = (xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 120,

3. 〈x, y, z | x2 = y3 = z4 = (xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 384,

4. 〈x, y, z | x2 = y3 = z5 = (xyxy2)2 = (yz) = (xz)2 = 1〉 of order 14400,

5. 〈x, y, z | x2 = y3 = z2 = (xyxyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 96,

6. 〈x, y, z | x2 = y3 = z3 = (xyxyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 384,

7. 〈x, y, z | x2 = y3 = z2 = (xyxyxyxy2)2 = (yz)2 = (xz)2 = 1〉 of order
240,

8. 〈x, y, z | x2 = y3 = z3 = (xyxyxyxy2)2 = (yz)2 = (xz)2 = 1〉 of order
14400,
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9. 〈x, y, z | x2 = y3 = z2 = (xyxyxy2xy2) = (yz)2 = (xz)2 = 1〉 of order
1152,

10. 〈x, y, z | x2 = y3 = z3 = (xyxyxy2xy2)2 = (yz)2 = (xz)2 = 1〉 of order
23040,

11. 〈x, y, z | x2 = y3 = z2 = (xyxyxy2xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order
1440,

12. 〈x, y, z | x2 = y3 = z3 = (xyxyxy2xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order
345600,

13. 〈x, y, z | x2 = y3 = z2 = (xyxyxyxyxy−1xy−1)2 = (yz)2 = (xz)2 = 1〉
of order 5760,

14. 〈x, y, z | x2 = y3 = z3 = (xyxyxyxyxy−1xy−1)2 = (yz)2 = (xz)2 = 1〉
of order 2764800,

15. 〈x, y, z | x2 = y3 = z2 = (xyxyxy2xy2xyxy2)2 = (yz)2 = (xz)2 = 1〉
of order 5760,

16. 〈x, y, z | x2 = y3 = z2 = (xyxyxyxy2xyxy2xy2)2 = (yz)2 = (xz)2 = 1〉
of order 11520,

17. 〈x, y, z | x2 = y3 = z2 = (xyxyxyxy2xy2xyxy2xy2)2 = (yz)2

= (xz)2 = 1〉 of order 849346560,

18. 〈x, y, z | x2 = y4 = z2 = (xyxyxy3)2 = (yz)2 = (xz)2 = 1〉 of order 384,

19. 〈x, y, z | x2 = y4 = z3 = (xyxyxy3)2 = (yz)2 = (xz)2 = 1〉 of order 9216,

20. 〈x, y, z | x2 = y5 = z2 = (xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 240,

21. 〈x, y, z | x2 = y5 = z3 = (xyxy2)2 = (y2z)2 = (xz)2 = 1〉 of order 14400,

22. 〈x, y, z | x2 = y5 = z2 = (xyxyxy4)2 = (yz)2 = (xz)2 = 1〉 of order 2400,

23. 〈x, y, z | x2 = y5 = z2 = (xyxy2xy3)2 = (yz)2 = (xz)2 = 1〉 of order 2400,

24. 〈x, y, z | x2 = y5 = z3 = (xyxy2xy3)2 = (y2z)2 = (xz)2 = 1〉 of order
1728000,

25. 〈x, y, z | x2 = y5 = z3 = (xyxyxy4)2 = (yz)2 = (xz)2 = 1〉 of order
1728000,

26. 〈x, y, z | x3 = y3 = z2 = (xyx2y2)2 = (yz)2 = (xz)2 = 1〉 of order 576,

27. 〈x, y, z | x3 = y3 = z2 = (xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 360,

28. 〈x, y, z | x3 = y3 = z3 = (xyx2y2)2 = (yz)2 = (xz)2 = 1〉 of order 11520,

29. 〈x, y, z | x3 = y3 = z3 = (xyxy2)2 = (yz)2 = (xz)2 = 1〉 of order 7200,
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30. 〈x, y, z | x3 = y3 = z2 = (xyxyx−1y−1)2 = (yz)2 = (xz)2 = 1〉 of order
2880,

31. 〈x, y, z | x3 = y5 = z2 = (xyx2y2)2 = (y2z)2 = (xz)2 = 1〉 of order 43200,

32. 〈x, y, z | x3 = y5 = z2 = (x−1yxy−1xy−1)2 = (yz)2 = (xz)2 = 1〉 of order
1728000.

Remark 3.2. In [18] we gave a provisional list for the finite generalized tetrahe-
dron groups of the form 3.1 with k ≥ 2. In the list in [18], because of equivalence,
the groups 22. and 32. are superfluous, and for typing reasons we unfortunately
gave the wrong orders for the groups 29., 30., 31. and 34. This is corrected in
theorem 3.1.

Proof of theorem 3.1.
The proof consists of a complicated case by case analysis. We first observe the
following. Let ρ1 : G1 → PSL(2,C) be an essential representation with

ρ1(x) = X, trX = 2 cos
(

π
l

)

and

ρ2(y) = Y, trY = 2 cos
(

π
m

)

.

Let t = trXY . Then f(t) = trW1(X,Y ) is a polynomial of degree k over
Z

(

cos
(

π
l

)

, cos
(

π
m

))

. We call f(t) the trace polynomial of W1(X,Y ). Recall

that this is only defined if trX = 2 cos
(

π
l

)

and trY = 2 cos
(

π
m

)

. If f(t) has a
multiple root then G is infinite (see [18]).
From now on, let k ≥ 2, 2 ≤ l ≤ m, 1

l
+ 1

m
> 1

2
, 1

m
+ 1

n
> 1

2
and 1

l
+ 1

n
> 1

2
.

Since k ≥ 2 and W1(X,Y ) is not a proper power we have m ≥ 3. First we prove
the following

Lemma 3.3. If m ≥ 6 then G is infinite.

Proof of Lemma 3.3.
Let m ≥ 6. First of all we must have l = n = 2. Then α = β = δ = 1. We may
assume that γ|m.

i) Assume that G1 admits an infinite metabelian image in PSL(2,C) via ρ1.
If γ ≥ 2 we introduce the relation yγ = 1 to get an infinite image of G
(see [10], Theorem 9.2.3).
If γ = 1 then the subgroup G1 = 〈x, y〉 of G has a presentation
G1 = 〈x, y | x2 = ym = W 2

1
(x, y) = W 2

1
(x−1, y−1) = 1〉, and G is infinite

since ρ1 factorizes via G1:

��
��
��

��
��
��

G1 G1

ρ1(G1)
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ii) So assume now that G1 has no infinite metabelian image. Then G is
infinite by theorem 2.5, or the trace polynomial of W1(X,Y ) must have a
multiple zero because k ≥ 2, and so G also here is infinite.
This proves Lemma 3.3.

One argument in the proof of Lemma 3.3 can be extended.

Lemma 3.4. Assume that G1 has an essential representation
ρ1 : G1 → PSL(2,C) with ρ1(G1) cyclic or infinite metabelian. Then G is
infinite.

Proof of Lemma 3.4.
We may assume that ρ1(G1) is infinte metabelian. If n ≥ 3 then G is infinite
by theorem 2.5.
Now, let n = 2. Then G has the factor group
G = 〈x, y, z | xl = ym = z2 = W 2

1
(x, y) = (yz)2 = (xz)2 = 1〉 since in a dihedral

group 〈a, b | a2 = bs = (ab)2 = 1〉, s ≥ 3, the relation (abǫ)2 = 1, 1 ≤ ε < s, is
a consequence of the relation (ab)2 = 1, together with a2 = bs = 1. The sub-
group G1 = 〈x, y〉 of G has a presentation G1 = 〈x, y | x2 = ym = W 2

1
(x, y) =

W 2
1
(x−1, y−1) = 1〉, and G is infinite since ρ1 factorizes via G1:

��
��
��

��
��
��

G1 G1

ρ1(G1)

This proves Lemma 3.4.

Agreement:
From now on we assume that there is no essential representation
ρ1 : G1 → PSL(2,C) with ρ(G1) cyclic or infinite metabelian.

From these lemmas and the above inequalities we get 2 ≤ l, n ≤ 5 and
3 ≤ m ≤ 5. Our strategy is to make case by case considerations for the cases
(l,m) = (2, 3), (2, 4), (2, 5), (3, 3), (3, 4) and (3, 5). Before we do that we describe
a computational method using GAP which covers many groups which occur in
the subsequent considerations.
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A. Computational method using GAP

A standard method for proving the infiniteness of a finitely presented group
G computationally is to find a subgroup U < G of finite index such that U

/

U ′

(the structure of which can be obtained by Reidmeister–Schreier rewriting and
a Smith normal form computation, see section 9.3.3 in [7]) has an infinite cyclic
factor. Here U’ means the commutator subgroup of U .
As it is not clear a priori whether such subgroups exist with a sufficiently small
index [G : U ] to enable such a computation the traditional approach for this
has been to calculate subgroups using a low–index algorithm (see section 5.4 in
[7]). The exponential complexity of this algorithm however typically restricts
this to an index substantially smaller than 100. Often the only subgroups with
infinite abelianization have larger index.
If this happens we can use the result of a limited low–index calculation to obtain
further subgroups, sometimes of substantially larger index:
The simultaneous action of G on the cosets of several subgroups (found via low–
index calculations) yields an intransitive permutation representation ϕ : G →
P < Sn for n the sum of the indices of the subgroups. Each subgroup S of P
yields as its preimage U := ϕ−1(S) a subgroup of G with [P : S] = [G : U ].
As P is a permutation group we can use the rich pool of permutation group
algorithms, in particular (iterative) calculation of maximal subgroups (see [1]
and [8]), to determine further subgroups U of G of larger index than feasible
using a low–index calculation. Furthermore, even if [U : U ′] is finite we can
induce the representation homomorphismus ψ : U → U

/

U ′ to a (permutation)

representation of G [15], exposing an even larger quotient to search in for sub-
groups S. This process can be iterated.
We illustrate this procedure for two of the groups we considered with this
method:

1. Let G = 〈x, y, z | x3 = y5 = z3 = (xy2x2y2xyx2y)2 = (y4z)2

= (xz)2 = 1〉. A low–index calculation finds a subgroup of index 12 such
that the action on the cosets yields the permutation presentation:

x 7−→ (1, 2, 4)(3, 6, 11)(5, 7, 8)(9, 10, 12),

y 7−→ (2, 5, 10, 7, 3)(4, 8, 11, 12, 9),

z 7−→ (1, 3, 7)(2, 5, 10)(4, 9, 6)(8, 11, 12)

whose image is the Mathieu group M12. This group has (up to conju-
gacy) a maximal subgroup S of index 144. Its pre–image U = ϕ−1(S)
has an infinite cyclic factor and thus is finite. We will cover this exam-
ple simultaneously with other groups later in this article, using another
method.

2. For an example of a more complicated situation let
G = 〈x, y, z | x2 = y3 = z3 = (xyxyxyxy2xyxy2xy2)2 = (yz)2 =
(xz)2 = 1〉. A low–index calculation in G yields 21 classes of subgroups
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on index 12. The action on the cosets of a representative of one of these
classes (class 16 in the arrangement given by GAP) yields the following
permutation images:

x 7−→ (3, 8)(4, 5)(6, 7)(10, 12),

y 7−→ (1, 2, 3)(4, 9, 10)(5, 11, 6)(7, 12, 8),

z 7−→ (1, 4, 5)(2, 6, 7)(3, 8, 9)(10, 12, 11).

In the permutation image of order 15552 we find a subgroup

S = 〈(1, 5)(3, 12)(6, 7)(8, 10), (1, 6, 12)(3, 8, 4, 10, 7, 5)(9, 11)〉
of index 48.
Let U < G be the pre–image of this subgroup. We calculate that
U

/

U ′ ∼= C2
4. Of the 15 subgroups of index 2 in U (only) one has commu-

tator factor group of type 23 32.
Let V < U be the corresponding subgroup of index 9.
Then V

/

V ′ ∼= Z2 × C2
3 × C3

2, thus V (and thus G) is infinite. The fol-

lowing sequence of GAP commands (see [12]) can be used to verify these
steps.
gap> x:=G.1;y:=G.2;z:=G.3; # define x,y and z

gap> p1:=(3,8)(4,5)(6,7)(10,12);;

p2:=(1,2,3)(4,9,10)(5,11,6)(7,12,8);;

gap> p3:=(1,4,5)(2,6,7)(3,8,9)(10,12,11);;

gap> hom:=GroupHomomorphismByImages(G,Group(p1,p2,p3),[x,y,z],

[p1,p2,p3]);
[ x, y, z ] -> [ (3,8)(4,5)(6,7)(10,12), (1,2,3)(4,9,10)

(5,11,6)(7,12,8) , (1,4,5)(2,6,7)(3,8,9)(10,12,11) ]

gap> U1:=Group((1,5)(3,12)(6,7)(8,10), (1,6,12)(3,8,4,10,7,5)

(9,11));;

gap> U:=PreImage(hom,U1);

Group(<fp, no generators known>)

gap> Index(G,U);

48

gap> L:=LowIndexSubgroupsFpGroup(U,2);;

gap> L:=Filtered(L,i->3 in AbelianInvariants(i));

[ Group(<fp, no generators known>),

Group(<fp, no generators known>) ]

gap> List(L,AbelianInvariants);

[ [ 2, 2, 2, 3 ], [ 2, 2, 2, 3, 3 ] ]

gap> ma:=MaximalAbelianQuotient(L[2]);;

gap> V:=PreImage(ma,SylowSubgroup(Image(ma),2));

Group(<fp, no generators known>)

gap> Index(G,V);

864

gap> AbelianInvariants(V);

[ 0, 0, 2, 2, 2, 3, 3 ]

11



In the following case–by–case considerations we used this type of calculation
in GAP extensively. Whenever we found a subgroup U with U

/

U ′ infinite, we

list the following data: The index of U , the factors of U
/

U ′ (with a 0 indicating

a factor Z) and the permutation representation of G on the cosets of U . (With
this representation U can be reconstructed to verify the structure of U

/

U ′ .)

If the group is finite, we verified this using coset enumeration by a cyclic sub-
group. In this case we will simply state the order of the group.

B. Computational case by case considerations

3.1 Case (l,m)=(2,3)

3.1.1 k = 2 :

Then, up to equivalence, W1(x, y) = xyxy2.
If n = 2 then |G| = 48.
If n = 3 then |G| = 120.
Now let n = 4.
If β = 2 and δ 6= 2 then we introduce the relation z2 = 1 to get an infinite
factor group.
If δ = 2 then G2 = 〈y, z | y3 = z4 = (yz2)2 = 1〉 which has an essential
representation ρ2 : G2 → PSL(2,C) with ρ2(G2) non–elementary, and hence G
is infinite by Fortsetzungssatz (2.5).
Now we may assume that δ = β = 1 and also γ = 1, up to equivalence. Then
|G| = 384.
Now let n = 5. Up to equivalence, we may assume that δ = γ = 1 and 1 ≤ β ≤ 2
because x2 = 1. By the dihedral equivalence relation we may in fact also assume
that β = 1. Then |G| = 14400.

3.1.2 k = 3 :

Then, up to equivalence, W1(x, y) = xyxyxy2.
If n ≥ 4 then we introduce the relation (xy)4 = 1 and get the factor group

G = 〈x, y, z | x2 = y3 = zn = (xy)4 = (yγzδ)2 = (xzβ)2 = 1〉

which is infinite (see [5] and [6]).
Now let 2 ≤ n ≤ 3. Then we may assume that γ = δ = β = 1.
If n = 2 then |G| = 96.
If n = 3 then |G| = 384.

3.1.3 k = 4 :

Then, up to equivalence,

i) W1(x, y) = xyxyxyxy2 or

12



ii) W1(x, y) = xyxyxy2xy2

(recall that W1(x, y) is not a proper power).

i) Let first W1(x, y) = xyxyxyxy2.
If n ≥ 4 then we introduce the relation (xy)5 = 1 and get the factor group

G = 〈x, y, z | x2 = y3 = zn = (xy)5 = (yγzδ)2 = (xzβ)2 = 1〉

which is infinite (see [5] and [6]).
Now let 2 ≤ n ≤ 3. Then we may assume that γ = δ = β = 1.
If n = 2 then |G| = 240.
If n = 3 then |G| = 14400.

ii) Now let W1(x, y) = xyxyxy2xy2.
If n ≥ 4 then we introduce the relation (xy)4 = 1 and get the factor group

G = 〈x, y, z | x2 = y3 = zn = (xy)4 = (yγzδ)2 = (xzβ)2 = 1〉

which is infinite (see [5] and [6]).
Now let 2 ≤ n ≤ 3. Then again we may assume that γ = δ = β = 1.
If n = 2 then |G| = 576.
If n = 3 then |G| = 23040.

3.1.4 k ≥ 5 :

If G1 has an essential representation ρ1 : G1 → PSL(2,C) with ρ1(G1) cyclic
then G is infinite. If the trace polynomial for W1(x, y) has a multiple root then
G is infinite (see [18]).
Hence, by [2] and [13] we have to consider only the following cases, up to equiv-
alence:

i) k = 5,W1(x, y) = xyxyxy2xyxy2,

ii) k = 6,W1(x, y) = xyxyxyxyxy−1xy−1,

iii) k = 6,W1(x, y) = xyxyxy2xy2xyxy2,

iv) k = 7,W1(x, y) = xyxyxyxy2xyxy2xy2,

v) k = 8,W1(x, y) = xyxyxyxy2xy2xyxy2xy2.

i) k = 5, W1(x, y) = xyxyxy2xyxy2.
If n ≥ 4 then we introduce the relation (xy)4 = 1 and get the factor group

G = 〈x, y, z | x2 = y3 = zn = (xy)4 = (yγzδ)2 = (xzβ)2 = 1〉

which is infinite (see [5] and [6]).
Now let 2 ≤ n ≤ 3. Then again we may assume γ = δ = β = 1.
If n = 2 then |G| = 1440.
If n = 3 then |G| = 345600.
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ii) k = 6, W1(x, y) = xyxyxyxyxy−1xy−1.
If n ≥ 4 we may again introduce the relation (xy)4 = 1 and get an infinite
factor group.
Now let 2 ≤ n ≤ 3. Then we may assume again γ = δ = β = 1.
If n = 2 then |G| = 5760.
If n = 3 then |G| = 2764800.

iii) k = 6, W1(x, y) = xyxyxy2xy2xyxy2.
If n ≥ 4 we may introduce the relation (xy)5 = 1 and get again an infinite
factor group.
Now let 2 ≤ n ≤ 3. Then we may assume again γ = δ = β = 1.
If n = 2 then |G| = 5760.
If n = 3 then G is infinite. Here we used GAP and got the compuational
data:
72 [0] and
x 7−→ (1, 2)(3, 7)(4, 9)(5, 10)(6, 12)(11, 20)(13, 23)(14, 25)(16, 29)

(17, 22)(18, 24)(19, 31)(21, 28)(26, 38)(27, 37)(30, 34)
(32, 42)(33, 41)(35, 43)(36, 45)(39, 47)(40, 48)(44, 51)
(46, 53)(49, 57)(50, 58)(52, 59)(54, 60)(55, 61)(56, 62)
(63, 65)(64, 66)(67, 69)(68, 72)(70, 71),

y 7−→ (1, 3, 4)(2, 5, 6)(7, 13, 14)(9, 16, 17)(10, 18, 19)(12, 21, 22)
(15, 27, 28)(20, 33, 29)(23, 34, 32)(24, 30, 26)(25, 35, 36)
(31, 39, 40)(37, 46, 42)(38, 41, 44)(43, 49, 50)(45, 52, 51)
(47, 54, 55)(48, 56, 53)(58, 62, 63)(59, 64, 61)(65, 67, 68)
(66, 69, 70),

z 7−→ (3, 4, 8)(5, 6, 11)(7, 15, 9)(10, 20, 12)(13, 17, 24)(14, 26, 27)
(16, 28, 30)(18, 22, 23)(19, 32, 33)(21, 29, 34)(25, 37, 38)
(31, 41, 42)(35, 44, 40)(36, 39, 46)(43, 48, 51)(45, 53, 47)
(49, 52, 55)(50, 54, 56)(57, 61, 59)(58, 62, 60)(67, 68, 71)
(69, 70, 72).

iv) k = 7, W1(x, y) = xyxyxyxy2xyxy2xy2.
If n ≥ 4 we may again introduce the relation (xy)5 = 1 and get an infinite
factor group.
Now let 2 ≤ n ≤ 3 and assume again γ = δ = β = 1.
If n = 2 then |G| = 11520.
If n = 3 then G = 〈x, y, z | x2 = y3 = z3 = (xyxyxyxy2xyxy2xy2)2 =
(yz)2 = (xz)2 = 1〉.
This is the second example in part A where we described the computa-
tional method using GAP and we showed that G is infinite.

v) k = 8, W1(x, y) = xyxyxyxy2xy2xyxy2xy2

If n ≥ 4 we may again introduce the relation (xy)5 and get an infinite
factor group.
Now let 2 ≤ n ≤ 3 and assume again γ = δ = β = 1.
If n = 2 then |G| = 849346560.
If n = 3 then G = 〈x, y, z | x2 = y3 = z3 = (xyxyxyxy2xy2xyxy2xy2)2 =
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(yz)2 = (xz)2 = 1〉, and G is infinite. Here we used GAP and got that
G has a subgroup U of index 18 with U

/

U ′ infinite via the permutation

representation
x 7−→ (1, 2)(3, 6)(4, 9)(5, 8)(7, 12)(10, 16)(11, 17)(13, 15)(14, 18),
y 7−→ (1, 2, 4)(3, 7, 13)(5, 8, 14)(6, 11, 10)(9, 15, 17)(12, 18, 16),
z 7−→ (1, 3, 8)(2, 5, 6)(4, 10, 7)(9, 12, 16)(11, 14, 13)(15, 18, 17).

The factors of U
/

U ′ are [0,2,4].

3.2 Case (l,m)=(2,4)

We have 2 ≤ n ≤ 3 because 1

m
+ 1

n
> 1

2
. Then we may assume β = δ = 1

because l = 2. If G1 has an essential representation ρ1 : G1 → PSL(2,C) with
ρ1(G1) non–elementary then G is infinite by Fortsetzungssatz (2.5).
If G1 has an essential representation ρ1 : G1 → PSL(2,C) with ρ1(G1) cyclic or
infinite metabelian and n ≥ 3 then G is infinite by Fortsetzungssatz (2.5) and
the remark after the theorem.
If the trace polynomial of W1(x, y) has a multiple root then G is infinite (see
[18]).
If n = 3 and G2 = 〈y, z | y4 = z3 = (zy2)2 = 1〉 then G2 has an essential
representation ρ2 : G2 → PSL(2,C) with ρ2(G2) non–elementary and hence G
is infinite by Fortsetzungssatz (2.5).
We always have this in mind.

3.2.1 k = 2 :

Up to equivalence, we have consider the following two cases:

i) W1(x, y) = xyxy3,

ii) W1(x, y) = xyxy2.

We consider the two cases in a parallel manner. We may assume that β = δ = 1.
Let first γ = 1. We consider the subgroup H generated by x1 = y, x2 = xyx

and x3 = z. H has index 2 in G and a presentation

H = 〈x1, x2, x3 | x4

1
= x4

2
= xn

3
= (x1x

ε
2
)2 = (x2x

ε
1
)2 = (x1x3)

2 = (x2x
−1

3
)2 = 1〉

with ε = 2 or 3, n = 2 or 3.
If ε = 2 we introduce the relations x2

1
= x2

2
and get the infinite factor group

H = 〈x1, x2, x3 | x2

1 = x2

2 = xn
3 = (x1x3)

2 = (x2x3)
2 = 1〉.

If ε = 3 then the relation (x2x
3
1)

2 = 1 is superfluous because (x2x
3
1)

−1 = x1x
3
2,

and H is infinite by theorem 2.2.
Now, let 2 ≤ γ ≤ 3. Since (y3zδ)−1 = z−δy the case γ = 3 follows from the
case γ = 1 when we replace z by z−1 if necessary. Hence, we may assume that
γ = 2.
If n = 3 then G is infinite by the above remark.
If n = 2 then we introduce the relation y2 = 1 and get an infinite factor group.
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3.2.2 k = 3 :

If n = 3 and γ = 2 then G is infinite by the above remarks.
Hence, let γ 6= 2 if n = 3.
By [16], up to equivalence, we have to consider the following cases:

i) W1(x, y) = xyxyxy3,

ii) W1(x, y) = xyxy2xy3,

iii) W1(x, y) = xyxyxy2.

In the case iii) we may introduce the relation (xy)4 and get an infinite factor
group because 1

4
+ 1

4
≥ 1

2
.

i) Let W1(x, y) = xyxyxy3.
If γ = 2 then we introduce the relation y2 = 1 and get the infinite factor
group G = 〈x, y, z | x2 = y2 = z2 = (xy)3 = (xz)2 = 1〉 because n = 2 if
γ = 2.
Now, up to equivalence, let γ = 1. We have already δ = β = 1.
If n = 2 then |G| = 384.
If n = 3 then |G| = 9216.

ii) Let W1(x, y) = xyxy2xy3.
If γ = 2, then we have n = 2. Here we introduce the relation y2 = 1 and
get the infinite factor group G = 〈x, y, z | x2 = y2 = z2 = (xz)2 = 1〉.
Now, up to equivalence, let γ = 1. We already have δ = β = 1. We
introduce the relation y2 = 1 and get the infinite factor group

G = 〈x, y, z | x2 = y2 = zn = (yz)2 = (xz)2 = 1〉.

3.2.3 k = 4 :

Again, let γ 6= 2 if n = 3.
By [16], up to equivalence, we have to consider that following cases:

i) W1(x, y) = xyxyxyxy3,

ii) W1(x, y) = xyxyxy2xy3,

iii) W1(x, y) = xyxy2xy3xy2.

Recall thatW1(x, y) is not a proper power. In i) the trace polynomial of W1(x, y)
is t4 − 2t2, and 0 is a multiple root.
Hence G is infinite by [18].
In both cases ii) and iii) we introduce the relation y2 = 1 and get the infinite
factor group G = 〈x, y, z | x2 = y2 = zn = (yγz)2 = (xz)2 = 1〉 where, up to
equivalence, γ = 1 if n = 3.
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3.2.4 k ≥ 5 :

If ρ : G → PSL(2,C) is an essential representation with ρ(G) non–cyclic and
finite then ρ(G) ∼= D8 or S4, and hence the trace polynomial of W1(x, y) has a
multiple root or G1 has an essential representation ρ1 : G1 → PSL(2,C) with
ρ1(G1) non–elementary. So, in any case, G is infinite.

3.3 Case (l,m)=(2,5)

We have 2 ≤ n ≤ 3 because 1

m
+ 1

n
> 1

2
. Then we may assume β = δ = 1

because l = 2.
If n = 2 then we also may assume that γ = 1 by the dihedral equivalence.
If G1 has an essential representation ρ1 : G1 → PSL(2,C) with ρ1(G1) non–
elementary then G is infinite. If G1 has an essential representation
ρ1 : G1 → PSL(2,C) with ρ1(G1) cyclic or infinite metabelian and n ≥ 3 then
G is infinite by Fortsetzungssatz (2.5). If the trace polynomial of W1(x, y) has
an multiple root then G is infinite (see [18]).

3.3.1 k = 2 :

Up to equivalence, we have to consider the following two cases:

i) W1(x, y) = xyxy2,

ii) W1(x, y) = xyxy3.

Let first n = 2. Then, up to equivalence, γ = β = δ = 1. Also both cases
are equivalent because of the dihedral move (replace y by y2 in case ii)). Now
|G| = 240.
Let now n = 3. Then, up to equivalence, G = 〈x, y, z | x2 = y5 = z3 =
W 2

1 (x, y) = (yγz)2 = (xz)2 = 1〉 with 1 ≤ γ ≤ 2 and W1(x, y) = xyxy2 or
W1(x, y) = xyxy3.
Let first G = 〈x, y, z | x2 = y5 = z3 = (xyxy2)2 = (yz)2 = (xz)2 = 1〉. Then G

is infinite. Here we used GAP and got the computational data:
26 [0,2,2,3] and
x 7−→ (3, 6)(4, 8)(5, 11)(7, 10)(9, 14)(12, 18)(13, 16)(15, 22)(17, 23)(19, 26)

(20, 21)(24, 25),

y 7−→ (1, 2, 4, 9, 8)(3, 7, 10, 11, 17)(5, 6, 12, 19, 24)(13, 20, 26, 15, 16)
(18, 23, 25, 21, 22),

z 7−→ (1, 3, 6)(2, 5, 11)(4, 10, 16)(7, 8, 13)(9, 15, 20)(12, 17, 24)(14, 21, 22)
(18, 25, 23).

The group G = 〈x, y, z | x2 = y5 = z3 = (xyxy3)2 = (y2z)2 = (xz)2 = 1〉 is
equivalent to this first group and hence infinite (replace y by y2).
The last two groups are equivalent of order 14400.

3.3.2 k = 3 :

Up to equivalence we have to consider the following cases:
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i) W1(x, y) = xyxyxy3,

ii) W1(x, y) = xyxy2xy2,

iii) W1(x, y) = xyxy2xy3,

iv) W1(x, y) = xyxyxy4 (see [16]).

We consider first the cases i) and ii).
Here G1 has an essential representation ρ1 : G1 → PSL(2,C) with ρ1(G1)
infinite metabelian. Hence, here G is infinite if n = 3.
Now, let n = 2. Then the subgroup H generated by x and y has a presentation

H = 〈x, y | x2 = y5 = W 2

1 (x, y) = W 2

1 (x−1, y−1) = 1〉 ∼= G1.

Therefore G is infinite.

We now consider the cases iii) and iv).
If n = 2 then, up to equivalence, we may assume that γ = 1, and in both cases
G is finite of order 2400.
Now, let n = 3. Then, up to equivalence, 1 ≤ γ ≤ 2. We have four groups to
consider.
Let first G = 〈x, y, z | x2 = y5 = z3 = (xyxy2xy3)2 = (yz)2 = (xz)2 = 1〉. Then
G is infinite. Here we used GAP and got the computational data:
26 [0,2,2,3] and
x 7−→ (3, 6)(4, 8)(5, 11)(7, 10)(9, 14)(12, 18)(13, 16)(15, 22)(17, 23)(19, 26)

(20, 21)(24, 25),
y 7−→ (1, 2, 4, 9, 8)(3, 7, 10, 11, 17)(5, 6, 12, 19, 24)(13, 20, 26, 15, 16)

(18, 23, 25, 21, 22),
z 7−→ (1, 3, 6)(2, 5, 11)(4, 10, 16)(7, 8, 13)(9, 15, 20)(12, 17, 24)(14, 21, 22)

(18, 25, 23).

Let now G = 〈x, y, z | x2 = y5 = z3 = (xyxyxy4)2 = (y2z)2 = (xz)2 = 1〉. Then
G is infinite. Again we used GAP and got the computational data:
51 [0,0,2,5] and
x 7−→ (1, 2)(3, 8)(4, 11)(5, 9)(7, 18)(10, 21)(13, 23)(14, 26)(15, 28)(16, 17)

(19, 22)(20, 32)(24, 25)(27, 37)(29, 39)(30, 41)(33, 44)(34, 46)
(35, 38)(36, 45)(40, 51)(42, 43)(47, 50)(48, 49),

y 7−→ (1, 3, 10, 12, 4)(2, 6, 8, 19, 7)(5, 14, 25, 24, 15)(11, 22, 31, 18, 21)
(16, 29, 20, 30, 17)(23, 33, 43, 42, 34)(26, 35, 38, 28, 36)
(37, 41, 48, 49, 39)(44, 47, 50, 46, 51),

z 7−→ (1, 5, 3)(2, 8, 9)(4, 13, 10)(6, 16, 17)(7, 19, 20)(11, 21, 23)(12, 24, 25)
(14, 27, 15)(18, 32, 22)(26, 28, 37)(29, 30, 40)(31, 42, 43)
(33, 45, 34)(35, 47, 48)(36, 44, 46)(38, 49, 50)(39, 51, 41).

The other two groups are finite of order 1728000.

3.3.3 k = 4 :

Here G is infinite because G1 always has an essential representation
ρ1 : G1 → PSL(2,C) with ρ1(G1) non–elementary.
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3.3.4 k = 5 :

We first consider the case α1 +α2 +α3+α4 +α5 ≡ 0 (mod 5). Then G is infinite
analogously to the cases i) and ii) in 3.3.2.
Now, let α1 + α2 + α3 + α4 + α5 6≡ 0 (mod 5) Then, up to equivalence, we have
to consider only W1(x, y) = xyxy3xy2xy4xyε =: Rε(x, y) with 1 ≤ ε ≤ 4 (see
[13]).
Also by [13], each of the R2

ε(x, y) = 1 is a consequence of each of the others,
together with x2 = 1 and y5 = 1. Hence, it is enough to consider the case ε = 1,
that is
W1(x, y) = R1(x, y). Also we may assume 1 ≤ γ ≤ 2. Therefore we have to
consider the case

G = 〈x, y, z | x2 = y5 = zn = (xyxy3xy2xy4xy)2 = (yγz)2 = (xz)2 = 1〉

with 2 ≤ n ≤ 3 and 1 ≤ γ ≤ 2.
We consider G1 = 〈x, y | x2 = y5 = (xyxy3xy2xy4xy)2 = 1〉 and choose a
slightly different essential representation ρ1 : G1 → PSL(2,C) as usual. Let
X,Y ∈ PSL(2,C) with trX = 0, trY = λ− 1, where λ = 1

2
+ 1

2

√
5 = 2 cos

(

π
5

)

,
and τ := trXY . Then X has order 2 and Y has order 5 in PSL(2,C). We get

trXYXY 3XY 2XY 4XY = (1 − λ)(λ − 1) τ (τ4 + (2 − λ) τ2 − 1 + λ).

Choose τ such that τ4 + (2 − λ)τ2 − 1 + λ = 0. Then we get an essential rep-
resentation ρ1 : G1 → PSL(2,C), x 7→ X, y 7→ Y , with ρ1(G1) non–elementary.
Hence, G has a non–abelian free subgroup by Fortsetzungssatz (2.5), and espe-
cially G is infinite.
In the following λ always means λ = 1

2
+ 1

2

√
5 = 2 cos

(

π
5

)

.

3.3.5 k ≥ 6 :

If ρ : G → PSL(2,C) is an essential representation with ρ(G) non–cyclic and
finite then ρ(G) ∼= D10 or A5, and hence the trace polynomial of W1(x, y) has
a multiple root or G1 has an essential representation ρ1 : G1 → PSL(2,C) with
ρ1(G1) non–elementary. So, in any case, G is infinite.

3.4 Case (l,m)=(2,m), m ≥ 6

Then n = 2 because 1

m
+ 1

n
> 1

2
. G has now a factor group

G = 〈x, y, z | x2 = ym = z2 = W 2

1 (x, y) = (yz)2 = (xz)2 = 1〉

because (yβz)2 = 1 is a consequence of (yz)2 = 1, together with z2 = ym = 1. If
G is infinite then also G. The subgroup H of G generated by x and y has index
2 and a presentation H = 〈x, y | x2 = ym = W 2

1
(x, y) = W 2

1
(x−1, y−1) = 1〉.

If G1 = 〈x, y | x2 = ym = W 2
1
(x, y) = 1〉 has an essential representation

ρ1 : G1 → PSL(2,C) with ρ1(G1) cyclic or infinite metabelian then H is infinite
by [6].
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Assume now that G1 does not have such an essential representation. If
ρ : G→ PSL(2,C) is an essential representation with ρ(G) non–cyclic and finite
then ρ(G) ∼= D2m, and hence the trace polynomial of W1(x, y) has a multiple
root 0 or G1 has an essential representation ρ1 : G1 → PSL(2,C) with ρ1(G1)
non–elementary.
So in any case, G is infinite. This handles all cases with l = 2. Hence, from now
on let l ≥ 3. Since l ≤ m and 1

l
+ 1

m
> 1

2
we get l = 3.

3.5 Case (l,m)=(3,3)

3.5.1 k = 2 :

Then, up to equivalence, we have to consider the two cases:

i) W1(x, y) = xyx2y2,

ii) W1(x, y) = xyxy2.

If n = 2 then we may assume γ = δ = α = β = 1, and get |G| = 576 in case i)
and |G| = 360 in case ii).
Now, let n = 3. We may assume δ = β = 1. Also, we may assume α = γ = 1
because (xy2x2y)−1 = y2xyx2 ∼ xyx2y2 and xy2xy ∼ xyxy2 if we replace y by
y2.
Now |G| = 11520 in case i) and |G| = 7200 in case ii).
Now, let n = 4. Then G is infinite if W1(x, y) = xyxy2. In this case the
trace polynomial is t2 − t− 1 with root λ = 2 cos

(

π
5

)

. But a finite subgroup of
PSL(2,C) which is not cyclic and not dihedral cannot have an element of order
4 and the same time an element of order 5.
Hence, let W1(x, y) = xyx2y2.
If β = 2 then G3 = 〈x, z | x3 = z4 = (xz2)2 = 1〉. Then G3 has an essential
representation ρ3 : G3 → PSL(2,C) with ρ(G3) non–elementary, and hence G
is infinite by Fortsetzungssatz (the trace polynomial of xz2 is

√
2 t − 1 which

has the root 1√
2
).

Analogously, G is infinite if δ = 2.
Now we may assume that β = δ = 1.
If (α, γ) = (2, 1) then G has the factor group

G = 〈x, y, z | x3 = y3 = z4 = (xy)2 = (yz)2 = (x2z)2 = 1〉
∼= 〈x, y, z | x3 = y3 = z4 = (xy−1)2 = (yz−1)2 = (zx−1)2 = 1〉

which is infinite by the Coxeter–citeria.
Analogously, G is infinite if (α, γ) = (1, 2).
The case (α, γ) = (2, 2) is equivalent to the case (α, γ) = (1, 1).
Hence, let (α, γ) = (1, 1). Since [x−1, y] ∼ [x, y]−1 we get that G is againe
infinite by the Coxeter–criteria.
Finally, let n = 5. Let first W1(x, y) = xyx2y2 = [x, y]. Since [xε, yη] ∼ [x, y]±1

for ε = ±1, η = ±1, we may assume that α = β = γ = 1. Then G has the factor
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group G = 〈x, y, z | x3 = y3 = z5 = (xy)2 = (yzδ)2 = (xz)2 = 1〉, 1 ≤ δ ≤ 4.

G is infinite for δ = 4 by the Coxeter–criteria.
Again, since [x−1, y] ∼ [x, y]−1 we get that G is infinite also for δ = 1 by the
Coxeter–criteria.
Now, let 2 ≤ δ ≤ 3.
Let first δ = 3. We choose X,Y ∈ PSL(2,C) with trX = trY = trXY = 1.
Now, using theorem 2.7, we construct Z ∈ PSL(2,C) with trZ = λ, trXZ = 0
and trY Z = 1. Then Y Z3 has order 2, and x 7→ X, y 7→ Y, z 7→ Z defines an
essential representation ρ : G→ PSL(2,C) with non–real trXY Z. Hence, G is
infinite if δ = 3.
If δ = 2 we replace z by z−1 and x by x−1. Since [x−1, y] ∼ [x, y]−1 the group
with δ = 2 is therefore equivalent to that with δ = 3, and G is infinite also for
δ = 2.
Now, let W1(x, y) = xyxy2. We may assume that α = β = γ = 1, that is

G = 〈x, y, z | x3 = y3 = z5 = (xyxy2)2 = (yzδ)2 = (xz)2 = 1〉 =: G(δ)

with 1 ≤ δ ≤ 4. G(δ) is infinite for all δ. First G(1) and G(4) are equivalent,
and also G(2) and G(3) are equivalent.
Hence, we may assume that 1 ≤ δ ≤ 2. Here we used GAP und got the
computational data:

1. 17 [0,3,5] and
x 7−→ (3, 7, 8)(4, 5, 6)(9, 12, 10)(11, 15, 16)(13, 17, 14),
y 7−→ (1, 2, 3)(4, 10, 9)(5, 11, 6)(12, 13, 14)(15, 16, 17),
z 7−→ (1, 4, 2, 6, 5)(3, 9, 15, 16, 10)(7, 12, 8, 14, 13),

for δ = 1.

2. 17 [0,3,5] and
x 7−→ (3, 7, 8)(4, 5, 6)(9, 14, 10)(11, 13, 12)(15, 16, 17),
y 7−→ (1, 2, 3)(4, 9, 10)(5, 6, 11)(12, 13, 17)(14, 15, 16),
z 7−→ (1, 4, 2, 6, 5)(7, 8, 13, 17, 12)(9, 15, 11, 16, 10),

for δ = 2.

3.5.2 k = 3 :

Up to equivalence, we here have only to consider the case W1(x, y) = xyxyx2y2

(see [16]). If n = 2 we may assume γ = δ = α = β = 1 and get |G| = 2880.
Now, let n = 3. We may assume γ = β = α = 1 and 1 ≤ δ ≤ 2.
Let first δ = 2. The trace polynomial for W1(x, y) is t (t − λ)(t − λ + 1). We
choose X,Y ∈ PSL(2,C) with trX = trY = 1 and trXY = λ. Using 2.7
we construct Z ∈ PSL(2,C) with trZ = 1, trXZ = 0 and trY Z = 1. Then
Y Z2 has order 2, and x 7→ X, y 7→ Y, z 7→ Z defines an essential representation
ρ : G→ PSL(2,C) with non–real trace XY Z. Hence, G is infinite if δ = 2.
Now, let δ = 1. Then G = 〈x, y, z | x3 = y3 = z3 = (xyxyx2y2)2 = (yz)2 =
(xz)2 = 1〉. G is infinite. Here we used GAP and got the computational data:
84 [0,2,2] and
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x 7−→ (1, 2, 3)(4, 10, 11)(6, 12, 13)(7, 15, 16)(8, 17, 18)(9, 19, 20)(14, 32, 27)
(21, 40, 41)(22, 36, 23)(24, 43, 44)(25, 45, 46)(26, 49, 47)
(28, 35, 31)(29, 53, 54)(30, 34, 51)(33, 56, 42)(37, 58, 59)
(38, 60, 61)(39, 62, 63)(48, 71, 68)(50, 69, 72)(52, 70, 55)
(57, 74, 75)(64, 79, 73)(66, 80, 81)(67, 82, 83)(76, 77, 78),

y 7−→ (1, 4, 5)(2, 6, 7)(3, 8, 9)(10, 17, 21)(11, 23, 24)(12, 25, 26)(13, 29, 30)
(15, 32, 33)(16, 31, 34)(18, 37, 38)(20, 22, 39)(27, 50, 51)
(28, 52, 47)(35, 55, 41)(36, 57, 42)(40, 58, 64)(43, 56, 53)
(44, 59, 66)(45, 67, 62)(46, 48, 70)(49, 71, 60)(54, 65, 73)
(61, 68, 77)(63, 72, 76)(69, 74, 84)(75, 83, 78)(79, 82, 80),

z 7−→ (1, 5, 3)(4, 9, 8)(6, 7, 14)(10, 18, 22)(11, 23, 19)(12, 27, 28)
(13, 31, 15)(16, 35, 32)(17, 20, 36)(21, 42, 37)(25, 47, 48)
(26, 46, 50)(29, 33, 41)(30, 55, 34)(38, 57, 39)(40, 59, 53)
(43, 44, 65)(45, 68, 69)(49, 72, 71)(51, 70, 52)(54, 58, 56)
(60, 63, 76)(61, 78, 74)(62, 75, 77)(64, 73, 66)(67, 84, 83)
(79, 81, 80).

If n = 4 then G is infinite because a non–cyclic, non–dihedral finite subgroup
of PSL(2,C) cannot have an element of order 5 and the same time an element
of order 4 (we may choose an essential representation ρ : G→ PSL(2,C) so that
ρ(xy) has order 5 and ρ(z) has order 4).
Now, let n = 5. Then we may assume that G = 〈x, y, z | x3 = y3 = z5 =
(xyxyx2y2)2 = (yzδ)2 = (xz)2 = 1〉 with 1 ≤ δ ≤ 4.
If δ = 4 then we introduce the relation (xy)2 = 1 and get the factor group
G = 〈x, y, z | x3 = y3 = z5 = (xy)2 = (yz−1)2 = (xz)2 = 1〉 which is infinite by
the Coxeter–criteria (G is an ordinary tetrahedron group).
Now, let 1 ≤ δ ≤ 3. G is infinite. Here we used GAP and got the computational
data:

1. 17 [0,3,5] and
x 7−→ (3, 6, 5)(4, 8, 11)(7, 9, 12)(10, 13, 16)(14, 15, 17),
y 7−→ (1, 2, 4)(3, 7, 9)(5, 6, 10)(12, 15, 14)(13, 16, 17),
z 7−→ (1, 3, 2, 5, 6)(4, 9, 13, 16, 7)(8, 12, 11, 14, 15).

if δ = 1,

2. 12 [0,2,2] and
x 7−→ (1, 2, 3)(4, 5, 7)(6, 9, 10)(8, 11, 12),
y 7−→ (1, 2, 4)(3, 6, 10)(5, 8, 7)(9, 11, 12),
z 7−→ (1, 3, 2, 5, 7)(6, 11, 8, 12, 10).

if δ = 2 and

3. 12 [0,0,5] and
x 7−→ (1, 2, 3)(4, 5, 7)(6, 9, 10)(8, 11, 12),
y 7−→ (1, 2, 4)(3, 6, 10)(5, 8, 7)(9, 11, 12),
z 7−→ (1, 2, 5, 9, 7)(4, 6, 11, 12, 10).

if δ = 3.
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3.5.3 k = 4 :

Up to equivalence, by [16] we have to consider the following two cases:

i) W1(x, y) = xy−1x−1y−1xyx−1y and

ii) W1(x, y) = x−1y−1xyxyx−1y

(we here work with x−1, y−1 instead of x2, y2).
We first consider the case

i) W1(x, y) = xy−1x−1y−1xyx−1y.
The trace polynomial of W1(x) is t(t− 1)(t− λ)(t− λ+ 1).
Let first n = 2. Then, up to equivalence, G = 〈x, y, z | x3 = y3 = z2 =
(xy−1x−1y−1xyx−1y)2 = (yz)2 = (xz)2 = 1〉. G is infinite. Here we used
GAP and got the computational data:
18 [0,2,2,2] and
x 7−→ (1, 2, 4)(3, 6, 11)(5, 8, 13)(7, 12, 9)(10, 15, 14)(16, 17, 18),
y 7−→ (1, 3, 7)(2, 5, 9)(4, 6, 10)(8, 12, 16)(11, 14, 17)(13, 15, 18),
z 7−→ (2, 4)(3, 7)(5, 10)(6, 9)(8, 14)(11, 12)(13, 15)(16, 17).

This can be seen also as follows. Let H be the subgroup of G generated
by x and y.Then

H = 〈x, y | x3 = y3 = (xy−1x−1y−1xyx−1y)2

= (x−1yxyx−1y−1xy−1)2 = 1〉
= 〈x, y | x3 = y3 = (xy−1x−1y−1xyx−1y)2 = 1〉

because

(x−1yxyx−1y−1xy−1)−1 = yx−1yxy−1x−1y−1x

∼ xy−1x−1y−1xyx−1y.

H is infinite by [16].
Now, let n = 3. Then, up to equivalence, G = 〈x, y, z | x3 = y3 = z3 =
(xy−1x−1y−1xyx−1y)2 = (yzδ)2 = (xz)2 = 1〉 with 1 ≤ δ ≤ 2. G is
infinite. Here we used also GAP and got the computational data:

1. 24 [0,2,2,3] and
x 7−→ (1, 2, 3)(4, 13, 10)(5, 12, 16)(6, 18, 7)(8, 9, 11)(14, 21, 22)

(15, 23, 19)(17, 24, 20),
y 7−→ (1, 2, 4)(3, 9, 10)(5, 15, 17)(6, 19, 7)(8, 13, 14)(11, 21, 22)

(12, 23, 18)(16, 24, 20),
z 7−→ (1, 5, 6)(2, 7, 8)(3, 11, 12)(4, 14, 15)(9, 18, 16)(10, 20, 21)

(13, 19, 17)(22, 24, 23),
if δ = 1 and

2. 24 [0,2,2,3] and

23



x 7−→ (1, 2, 3)(4, 8, 13)(5, 12, 16)(6, 18, 9)(7, 11, 10)(14, 17, 22)
(15, 23, 20)(19, 21, 24),

y 7−→ (1, 3, 4)(2, 7, 8)(5, 17, 12)(6, 14, 19)(9, 22, 16)(10, 20, 23)
(11, 13, 15)(18, 24, 21),

z 7−→ (1, 5, 6)(2, 9, 10)(3, 11, 12)(4, 14, 15)(7, 18, 16)(8, 20, 21)
(13, 19, 17)(22, 24, 23),

if δ = 2.

If n = 4 then G is certainly infinite analogously as in the earlier corre-
sponding cases because λ is a root of the trace polynomial.
Now, let n = 5. Then, up to equivalence, G = 〈x, y, z | x3 = y3 = z5 =
(xy−1x−1y−1xyx−1y)2 = (yzδ)2 = (xz)2 = 1〉 with 1 ≤ δ ≤ 4. G is infi-
nite if δ = 4 (if we introduce the relation (xy)2 = 1 then we get an infinite
factor group by the Coxeter–criteria).
Now, let δ = 3. We choose X,Y ∈ PSL(2,C) with trX = trY =
trXY = 1. Using theorem 2.7 we construct Z ∈ PSL(2,C) with
trZ = λ, trXZ = 0 and trY Z = 1. Then Y Z3 has order 2, and
x 7→ X, y 7→ Y, z 7→ Z defines an essential representation
ρ : G → PSL(2,C) with non–real trace XY Z. Hence, G is infinite for
δ = 3.
If we replace y by y−1 we see thatG is also infinite if δ = 1 or δ = 2 because
if we replace y by y−1 then xyx−1yxy−1x−1y−1 ∼ xy−1x−1y−1xyx−1y.

We now consider the case

ii) W1(x, y) = x−1y−1xyxyx−1y.
Here the trace polynomial of W1(x, y) is (t−λ)(t−λ+1)(t+λ)(t+λ−1).
If we chooseX,Y ∈ PSL(2,C) with trX = trY = 1 and trXY = −λ then
x 7→ X, y 7→ Y defines an essential representation ρ1 : G1 → PSL(2,C)
with ρ1(G1) a hyperbolic (3, 3, 5)–triangle group, and therefore especially
non–elementary. Hence G is infinite anyway. So, in fact the case ii) was
superfluous but we have to mention it because in [16] the corresponding
generalized triangle group G1 was handled differently.

3.5.4 k ≥ 5 :

If we assume that G is finite then necessarily the trace polynomial of W1(x, y)
must have a multiple root (the only possible roots for G to be finite are 0, 1, λ
and λ− 1) which gives a contradiction. Hence, G is infinite.

3.6 Case (l,m)=(3,4)

Then 2 ≤ n ≤ 3 because 1

m
+ 1

n
> 1

2
.

3.6.1 k = 2 :

Up to equivalence, by [19] we have to consider the cases:
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i) W1(x, y) = xyx2y2,

ii) W1(x, y) = xyx2y,

iii) W1(x, y) = xyxy3,

iv) W1(x, y) = xy2x2y2.

Indeed ii) is superfluous but we have to mention it because in [19] the corre-
sponding generalized triangle group was handled differently. So, if W1(x, y) =
xyx2y then G1 has an essential representation ρ1 : G1 → PSL(2,C) with ρ1(G1)
non–elementary (the trace polynomial of xyx2y is t2 −

√
2 t− 1), and here G is

infinite.
Hence, we have to consider the cases i), iii) and iv).
Let first n = 2. Then we may assume δ = β = α = 1. If γ = 2 then we
introduce the relation y2 = 1 and get an infinite factor group.
Hence, we may also assume that γ = 1. Then G = 〈x, y, z | x3 = y4 = z2 =
W 2

1 (x, y) = (yz)2 = (xz)2 = 1〉. The subgroup H generated by x and y has a
presentation H = 〈x, y | x3 = y4 = W 2

1
(x, y) = W 2

1
(x−1, y−1) = 1〉.

If W1(x, y) = xyx2y2 or xy2x2y2 we introduce the relation y2 = 1 and get the
infinite factor group C2 ∗ C3.
If W1(x, y) = xyxy3 then yW1(x

−1, y−1)−1 y−1 = W1(x, y) and therefore
H = G1 which is infinite by [19].
Now, let n = 3.
If γ = 2 then G2 = 〈y, z | y3 = z4 = (z2y)2 = 1〉, and G2 has an essential
representation ρ2 : G2 → PSL(2,C) with ρ2(G2) non–elementary (the trace
polynomial is

√
2 t− 1).

Hence, let γ 6= 2. We may assume that γ = 1. Then, up to equivalence,
G = 〈x, y, z | x3 = y4 = z3 = W 2

1 (x, y) = (yz)2 = (xαz)2 = 1〉 with 1 ≤ α ≤ 2.
If α = 2 we introduce the relation (xy)2 = 1 and get in each case an infinite
factor group by the Coxeter–criteria.
Hence, let α = 1. If W1(x, y) = xyx2y2 or xy2x2y2 then again we introduce the
relation y2 = 1 and get an infinite factor group.
So, we are left with the group G = 〈x, y, z | x3 = y4 = z3 = (xyxy3)2 = (yz)2 =
(xz)2 = 1〉. Here G is infinite by GAP where we got the computational data:
8 [0,3] and
x 7−→ (2, 4, 6)(3, 5, 8),
y 7−→ (1, 2, 3, 6)(4, 5, 7, 8),
z 7−→ (1, 3, 5)(2, 4, 7).

3.6.2 k = 3 :

Up to equivalence, by [16] we have consider the following two cases:

i) W1(x, y) = xyxyxy3,

ii) W1(x, y) = xyxyx2y3.
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The case i) is, analogously as above, superfluous because G1 has a hyperbolic
(3,4,3)–triangel group 〈x, y | x3 = y4 = (xy)3 = 1〉 as a factor group (the trace
polynomial is (t −

√
2)(t− 1)(t+ 1), and we choose the root −1). Analogously

as above we have to mention this case.
Hence, let W1(x, y) = xyxyx2y3. In this case the trace polynomial is t2(t−

√
2)

which has 0 as a multiple root. Hence, here also G is infinite.

3.6.3 k ≥ 4 :

If we assume that G is finite then necessarily the trace polynomial of W1(x, y)
must have a multiple root (the only possible roots for G to be finite are 0, 1 and√

2) which gives a contradiction. Hence, G is infinite.

3.7 Case (l,m)=(3,5)

Then 2 ≤ n ≤ 3 because 1

m
+ 1

n
> 1

2
.

3.7.1 k = 2 :

Up to equivalence, by [19] we have to consider the two cases:

i) W1(x, y) = xyx2y2,

ii) W1(x, y) = xyx2y3.

It is enough to consider the case i) because if we set y = y′2 and x = x′2 then
xyx2y3 = x′2y′2x′y′ ∼ x′y′x′2y′2.
Hence, let W1(x, y) = xyx2y2. We may assume that δ = β = 1.
Let first n = 2. Then, up to equivalence, G = 〈x, y, z | x3 = y5 = z2 =
(xyx2y2) = (xz)2 = (yz)2 = 1〉 and |G| = 43200.
Now, let n = 3. Up to equivalence, we have G = 〈x, y, z | x3 = y5 = z3 =
(xyx2y2)2 = (yγz)2 = (xz)2 = 1〉 with 1 ≤ γ ≤ 4. If we set y = y′4 then
(xy′4x2y′3)−1 = y′2xy′x2 ∼ xy′x2y′2.
Hence, we may assume that γ = 2 or γ = 4.
If γ = 4 then we introduce the relation (xy)2 = 1 and get an infinite factor
group by the Coxeter–criteria.
Now let γ = 2, that is G = 〈x, y, z | x3 = y5 = z3 = (xyx2y2)2 = (y2z)2 =
(xz)2 = 1〉. The trace polynomial of xyx2y2 is λ t (t− λ). We choose
X,Z ∈ PSL(2,C) with trX = trZ = 1 and trXZ = 0. Using theorem 2.7 we
construct Y ∈ PSL(2,C) with trY = λ, trXY = λ and trY Z = λ − 1. Then
Y 2Z has order 2, and x 7→ X, y 7→ Y, z 7→ Z defines an essential representation
ρ : G → PSL(2,C) with non–real trace XZY . Hence, G is also infinite for
γ = 2.

3.7.2 k = 3 :

Up to equivalence, by [16] we have to consider the two cases:
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i) W1(x, y) = x−1yxy−1xy−1,

ii) W1(x, y) = x−1yxy3xy−1.

The trace polynomial of W1(x, y) = x−1yxy−1xy−1 is
f(t) = −(t− λ)(t− 1)(t− λ+ 1), and the trace polynomial of
W1(x, y) = x−1yxy3xy−1 is f(t) = (t− 1)2(1 − λ+ 1).
In case ii) the trace polynomial has 1 as a multiple root and, hence, G is infinite
in case ii) by [18].
Hence, let W1(x, y) = x−1yxy−1xy−1.
Let first n = 2. Then, up to equivalence, G = 〈x, y, z | x3 = y5 = z2 =
W 2

1 (x, y) = (yz)2 = (xz)2 = 1〉, and |G| = 1728000.
Now, let n = 3. Then, up to equivalence, G = 〈x, y, z | x3 = y5 = z3 =
W 2

1 (x, y) = (zyγ)2 = (xz)2 = 1〉 with W1(x, y) = x−1yxy−1xy−1 and 1 ≤ γ ≤ 4.
Let first 1 ≤ γ ≤ 3. We choose X,Z ∈ PSL(2,C) with trX = trZ = 1 and
trXZ = 0. Using theorem 2.7 we construct Y ∈ PSL(2,C) with trY = λ,
trXY = λ and

trY Z = 0, if γ = 1,

trY Z = λ− 1, if γ = 2,

trY Z = 1, if γ = 3.

Then Y γZ has order 2, and x 7→ X, y 7→ Y, z 7→ Z defines an essential repre-
sentation ρ : G→ PSL(2,C) with non–real trace XZY . Hence, G is infinite for
1 ≤ γ ≤ 3.
Now, let γ = 4. Then G is infinite by using GAP, and we got the computational
data:
12 [0,2] and
x 7−→ (1, 2, 4)(3, 5, 7)(6, 9, 12)(8, 11, 10),
y 7−→ (2, 4, 8, 12, 11)(3, 6, 10, 9, 7),
z 7−→ (1, 3, 7)(2, 5, 4)(6, 10, 9)(8, 12, 11).

3.7.3 k = 4 :

Up to equivalence, by [16] we have to consider the cases:

i) W1(x, y) = x−1yx−1y2xyxy−1 =: R1(x, y),

ii) W1(x, y) = x−1yxyx−1y2xy−1 =: R2(x, y),

iii) W1(x, y) = x−1yx−1y3xyxy−1 =: R3(x, y),

iv) W1(x, y) = x−1y2xyx−1yxy−1 =: R4(x, y).

If we replace Y by Y −1 then

(

R4(x, y
−1)

)−1
= y−1x−1yxyx−1y2 ∼ x−1yxyx−1y2xy−1 = R2(x, y).

Hence, it is not necessary to consider R4(x, y).
The trace polynomial of R3(x, y) is f(t) = λ(t−1)(λ−t)(t2−λt+λ−1)−λ, and
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therefore G is infinite in case iii). In fact this case is superfluous but analogously
as above we have to mention it.
The trace polynomial of R1(x, y) is f(t) = λt(t − 1)(t− λ)(t − λ + 1), and the
trace polynomial of R2(x, y) is f(t) = −λt(t− 1)(t− λ)(t− λ+ 1).
We consider in the following the cases i) and ii).
Let first n = 2.
We start with the case ii). Then, up to equivalence, G = 〈x, y, z | x3 = y5 =
z2 = R2

2
(x, y) = (yz)2 = (xz)2 = 1〉.

Let H be the subgroup generated by x and y.
H has a presentation H = 〈x, y | x3 = y5 = R2

2(x, y) = R2
2

(

x−1, y−1
)

= 1〉. Let
K be the subgroup of H generated by x1 = y, x2 = xyx−1 and x3 = x−1yx. K
has a presentation

K = 〈x1, x2, x3 | x5

1
= x5

2
= x5

3
=

(

x3x1x
2

3
x−1

1

)2

=
(

x1x2x
2

1
x−1

2

)2

= (x2x3x
2

2
x−1

3
)2 =

(

x−1

2
x−1

1
x−2

2
x1

)2

=
(

x−1

3
x−1

2
x−2

3
x2

)2

=
(

x−1

1
x−1

3
x−2

1
x3

)2

= 1〉.

The trace polynomial of x3x1x
2
3
x−1

1
is −λ(t−λ)(t−1), and the trace polynomial

of x−1

1
x−1

3
x−2

1
x3 is also −λ(t− λ)(t− 1), ect.

We choose X1, X3 ∈ PSL(2,C) with trX1 = trX3 = trX1X3 = λ. Using
theorem 2.7 we construct X2 with trX2 = trX1X2 = trX3X2 = λ. Then
x1 7→ X1,

x2 7→ X2, x3 7→ X3 defines an essential representation ρ : G → PSL(2,C) with
non–real trace X1X2X3. Hence, G is infinite.
We now consider case i). Then, up to equivalence, G = 〈x, y, z | x3 = y5 = z3 =
R2

1
(x, y) = (yz)2 = (xz)2 = 1〉. Let H be the subgroup generated by x and y.

H has a presentation H = 〈x, y | x3 = y5 = R2
1(x, y) = R2

1

(

x−1, y−1
)

= 1〉. Let
K be the subgroup of H generated by x1 = y, x2 = xyx−1 and x3 = x−1yx. K
has a presentation

K = 〈x1, x2, x3 | x5

1
= x5

2
= x5

3
=

(

x3x
2

2
x3x

−1

1

)2

=
(

x1x
2

3
x1x

−1

2

)2

=
(

x2x
2

1
x2x

−1

3

)2

=
(

x2x
2

3
x2x

−1

1

)2

=
(

x3x
2

1x3x
−1

2

)2

=
(

x1x
2

2x1x
−1

3

)2

= 1〉.

We choose X1, X2 ∈ PSL(2,C) with trX1 = trX2 = trX1X2 = λ. Using
theorem 2.7 we construct X3 with trX3 = trX1X3 = trX2X3 = λ. Then
trXiX

2

jXiXh = 0 for all combinations with 1 ≤ i, j, h ≤ 3, h 6= i 6= j 6= h.
Hence, x1 7→ X1, x2 7→ X2, x3 7→ X3 defines an essential representation
ρ : G→ PSL(2,C) with non–real trace X1X2X3. Hence, G is infinite.
Let now n = 3. We handle both cases simultaneously. Up to equivalence,
G = 〈x, y, z | x3 = y5 = z3 = R2

i (x, y) = (zyγ)2 = (xz)2 = 1〉 with i = 1 or 2
and 1 ≤ γ ≤ 4.
If γ = 4 then we introduce the relation (xy)2 = 1 and get an infinite factor
group by the Coxeter–criteria.
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Let now 1 ≤ γ ≤ 3. We choose X,Z ∈ PSL(2,C) with trX = trZ = 1 and
trXZ = 0. Using theorem 2.7 we construct Y ∈ PSL(2,C) with trY = λ,
trXY = λ and

trY Z = 0, if γ = 1,

trY Z = λ− 1, if γ = 2,

trY Z = 1, if γ = 3.

Then the respective Y γZ has order 2, and x 7→ X, y 7→ Y, z 7→ Z defines an
essential representation ρ : G → PSL(2,C) with non–real trace XZY . Hence,
G is infinite for 1 ≤ γ ≤ 3, too.

3.7.4 k ≥ 5 :

If we assume that G is finite then necessarily the trace polynomial of W1(x, y)
must have a multiple root (again, the only possible roots for G to be finite are
0, 1, λ and λ− 1) which gives a contradiction. Hence, G is infinite.

This proves the complete classification of the finite generalized tetrahedron
groups.

Remark 3.5. There are unfortunately a few misprints in the paper [16] but only
one is serious. On page 226 we showed that the generalized triangle group

G1 = 〈a, b | a3 = b5 =
(

a−1baba−1b2ab−1
)2

= 1〉 has a free subgroup of rank 2.
To do that, we considered the subgroup H of G generated by x = b, y = aba−1

and z = a2ba−2. H has a presentation

H = 〈x, y, z | x5 = y5 = z5 =
(

zxz2x−1
)2

=
(

xyx2y−1
)2

=
(

yzy2z−1
)2

= 1〉

which is an generalized tetrahedron group.
H has a free subgroup of rank 2 by theorem 2.1. So, the result is correct but
the argument in [16] should be modified.

Let H1 = 〈x, y | x5 = y5 =
(

xyx2y−1
)2

= 1〉. It is possible to choose µ such

that ρ(x) = X =

(

0 1
−1 λ

)

, ρ(y) = Y =

(

µ −µ+ λµ− µ2

1 −1 + λ− µ

)

extends

to an essential, non–elementary representation of H1 in PSL(2,C) with non–
elementary image. In particular, 〈X,Y 〉 has a free subgroup of rank 2, and so
G has one.
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