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1 Introduction

Strongly correlated electron systems are of great importance in the field of condensed matter physics as a wide range of physical phenomena, e.g., certain properties of magnetism and conductivity, can only be understood in the framework of a quantum mechanical description of many-body systems in which interactions between electrons are important. However, even fairly simple models including interacting electrons can already be very challenging and exact solutions can only be derived in rare cases. An effective way to deal with such models is to reduce the complicated many-body problem to a simpler effective model with a focus on the physical aspects under consideration.

Two very important examples of strongly correlated electron systems [1] are the Kondo (or sd-exchange) model [2] and the single impurity Anderson model (SIAM) [3]. These are the most basic archetypes of models describing magnetic impurities in a host metal and most of the works in the field of magnetic impurities have been based on these two models [1].

The Kondo model describes the interaction of a local magnetic moment and the conduction electrons of a host metal via a spin-spin exchange interaction. This interaction leads to the Kondo effect [1, 2, 4] which results in the anomalous behavior of the susceptibility, specific heat and resistivity at small temperatures [5, 6].

The single impurity Anderson model is able to explain how such local moments arise in the first place. It describes a single impurity level which is hybridized with a non-interacting bath of electrons. The local magnetic moment arises from a repulsive Coulomb interaction which favors a singly occupied impurity level.

The main challenge of such impurity models lies, on the one hand, within the largely separated energy scales that reach from the bath electrons' bandwidth $D$ down to the exponentially small Kondo temperature $T_K$. On the other hand, it is posed by the break-down of standard perturbation theory below the Kondo energy scale $T_K$. The search for a complete theory down to arbitrarily small temperatures is known as the Kondo problem [1] and was first solved by the numerical renormalization group (NRG) [7–10].

The Continuous Unitary Transformation (CUT) (or flow equation) approach [11–14] is a method of theoretical quantum mechanics which is able to systematically derive simpler effective models. The approach constructs a unitary transformation which continuously transforms a given Hamiltonian closer to diagonality. In realistic many-body problems the exact construction of a CUT is, in general, far too complex which necessitates the introduction of approximations, e.g., by truncating certain contributions. Fortunately, this is not necessarily a disadvantage because the resulting effective model can be much simpler while still containing the key features of the initial model. CUTs can be set up non-perturbatively and exhibit an intrinsic energy separation which are essential features when treating the Kondo problem.

The objective of this thesis is to apply the method of Continuous Unitary Transformations to the single impurity Anderson and the Kondo model in order to derive effective models avoiding infrared divergences which occur in perturbative treatments. CUTs have been applied successfully to a wide range of problems in many-body theory in which most commonly gapped systems are discussed. In this thesis, on the other hand, we face the problem of an impurity in
a gapless host material which gives rise to a system with largely separated energy scales and a non-trivial low-temperature strong-coupling behavior. Besides the research interest in the CUT approach itself, the method has also the potential to derive intuitively easily accessible effective models.

There are a few earlier approaches in which CUTs have been applied to the Kondo problem. A number of works have been published in the case of the Kondo model. Conventional "poor man’s scaling" results [15] could be reproduced by CUT [16] in which, however, diverging differential equations arise and thus the approach fails to yield effective models. Another direct approach applying a CUT to the Kondo model [17] results in an effective model where the parameters still exhibit logarithmic infrared divergences very similar to those found by a standard perturbative treatment [2]. There are CUT approaches which are able to derive effective models for the Kondo model, but these approaches rely on a bosonized form of the Kondo model before applying the CUT [18–20].

In the case of the Anderson model, on the other hand, only a few approaches [21–23] were published while none of them reveal the exponential character of the Kondo temperature $T_K$. Nevertheless, an important previous work is able to reconstruct the Schrieffer-Wolff transformation using CUTs [22].

We investigate three different approaches to the Anderson and Kondo model – which are further outlined in Sec. 1.1 – and construct effective models using Continuous Unitary Transformations.

1.1 Thesis Overview

A short overview and a very brief summary of each chapter is given in the following.

Chapter 2 provides a general overview of the history and the basic physics of the Anderson and Kondo model as well as the representations used in this thesis. References to further literature on the subject are presented.

Chapter 3 introduces the basic ideas of conventional scaling theory which is able to reveal the exponential character of the Kondo temperature $T_K$ but fails to solve the Kondo problem due to diverging couplings. The CUT approach exhibits parallels to the scaling approach from Chap. 3 and it is non-perturbative which motivates the usage of this method in the context of the Anderson and Kondo model.

Chap. 3 is supposed to give the reader not familiar with conventional scaling theory enough information to understand the similarity between the conventional scaling and the Continuous Unitary Transformation approach outlined in Chap. 4.

Chapter 4 introduces the concept of Continuous Unitary Transformations and provides a wide range of literature for further information on the method. Additionally, in the end of Chap. 4 the similarity between the scaling approach from Chap. 3 and the CUT approach is explicitly shown. Both methods exhibit an intrinsic energy separation as higher energetic processes are treated before lower ones. This is a very useful feature when treating the Kondo problem.

Chapter 5 describes our first approach applying the Continuous Unitary Transformation to the Anderson model. We use a chain representation of the Anderson Hamiltonian which is sim-
ilar to the starting point used for a numerical renormalization group calculation [8, 10]. We use a different parametrization, separating particle and hole states by constructing two chains (one for each of them) using two separate Lanczos tridiagonalizations. The Continuous Unitary Transformation is set up such that the ground state of the effective Hamiltonian becomes the vacuum, i.e., the state without particles and holes. We try to keep the chain local by focusing on nearest-neighbor interactions in most parts while we study the influence of interactions over longer ranges later in this chapter. We study the influence of the interaction $U$ on the single-particle energies of the effective Hamiltonian and compare them to those calculated from simple effective Hamiltonians already known to describe the respective energy regimes. Additionally, we compare them to the flow of the lowest non-zero many-particle energy of states with total charge $Q = 1$ (with respect to half-filling) and total spin $S = 0$ obtained by NRG calculations (cf. Ref. [10]).

We find good agreement within the high and intermediate energy regimes for larger values of $U$ and nearest-neighbor interactions. For smaller values of $U$, we have to include interactions over longer ranges in order to obtain comparatively good results.

The most interesting regime, the strong-coupling regime, is missed in this approach which brought us to analyze further approaches described in Chaps. 6 and 7.

Chapter 6 again deals with the Anderson model alone. We use a parametrization in which the non-interacting model is diagonal and thus the ground state is simply given by a Fermi sea. The interaction term in this approach is completely non-local. Our aim is to transform the Hamiltonian in a way that the Fermi sea becomes also the ground state of the interacting model. The parametrization in Chap. 6 enables us to derive the flow equations analytically if operators are truncated in orders of the interaction $U$.

We find converging differential equations yielding an effective model without any divergences, even for energies arbitrarily close to the Fermi level.

We study the low-energy interaction vertex $U_{n_p n_p n_p n_p}$ at the Fermi level which becomes attractive for a certain parameter regime of the initial interaction $U$.

In order to find out if the effective model captures the low-temperature strong-coupling behavior, we calculate the impurity contribution to the magnetic susceptibility $\chi_d$. In the first part of Chap. 6 we derive $\chi_d$ numerically and find an exponential increase with respect to the Coulomb interaction $U$ over some parameter regime which is in agreement with the correct behavior. We, however, miss a factor of two in the exponent. The second part of Chap. 6 examines a low-order scaling expansion to the flow equation which enables us to derive an analytical expression for the susceptibility $\chi_d$. Again, we find an exponential increase in the interaction $U$ but this time the exponent is too large by a factor $\frac{16}{\pi^2} \approx 1.62$.

Chapter 7 deals with both the Anderson as well as the Kondo model. We investigate a third parametrization, starting from the initial star-parametrization including the interaction $U$ in the diagonal part of the Hamiltonian $H_D$ and truncating terms in orders of the hybridization $V$.

An approach using a similar parametrization, which is able to reconstruct the Schrieffer-Wolff transformation, was already used in literature [22]. We revisit this procedure comparing different generators. We use deepCUT ideas in order to find the induced spin-spin interaction analytically in a way that simplifies the calculation significantly in contrast to the calculation already used in literature.

Reproducing "poor man's scaling" results by diagonalizing the spin-spin interaction has al-
ready been achieved for the Kondo model but has not been done for the Anderson model so far. Thus, we try to diagonalize the induced spin-spin interaction of the Anderson model which results in the same differential equations as already known for the Kondo model. These differential equations are able to reproduce results obtained from conventional scaling but fail to solve the Kondo problem due to diverging contributions on the Kondo energy scale.

The main goal of Chap. 7 is to modify this approach in a way that enables us, in contrast to earlier approaches, to construct effective models without infrared divergences. We will follow the increasing spin-spin interactions during the flow and determine a new reference state as soon as the diagonal spin-flip contributions become large enough in order to account for a new ground state.

Our adapted method prevents the divergences which occur in the previous approaches and results in an effective model that reveals the exponentially small Kondo energy scale as the binding energy of a singlet ground state in the diagonal part of the effective model.

Chapter 8 summarizes the applied methods and results and provides an outlook on open questions and possible further investigations.
2 Anderson Impurity Model

2.1 Historical Overview

In the mid 1930's an unexpected low-temperature dependence of the resistivity in metals hosting magnetic impurities was measured [4] and led to a quest for the understanding of the physical mechanism behind this phenomenon [1] that lasted more than three decades. This observation contradicted the expected low-temperature behavior of the resistivity of metals which had the form

\[ R = R_0 + \alpha T^2 + \beta T^5. \]  

(2.1)

The finite resistivity \( R_0 \) at \( T = 0 \) is induced by impurities while the \( T^2 \)-behavior is attributed to electron-electron interactions [24, 25] which are described by Fermi-liquid theory. At higher temperatures the resistivity is dominated by electron-phonon scattering [25] which leads to "Bloch's \( T^5 \) law" [26].

When a non-magnetic metal, such as gold, contains magnetic impurities, such as a 3\( d \) transition metal (e.g. iron) or a 4\( f \) rare earth element, the resistivity shows a minimum at very low temperatures. When the temperature is lowered further, the resistivity increases first before it reaches a constant value \( R_0 \).

It was not before the mid 60's that significant advances in the understanding of this problem were made by J. Kondo [2, 27]. He used the so-called sd-exchange model [28–30] which describes a local moment associated with an impurity that couples to the bath electrons of the host metal via a spin-spin coupling \( J \). The Hamiltonian is explicitly given in Eq. (2.3). He was able to calculate the resistivity of this model in third-order perturbation theory and found

\[ R = R_0 + \alpha T^5 - \gamma \ln \left( \frac{k_B T}{D} \right) \]  

(2.2)

where \( k_B \) is the Boltzmann constant, \( D \) the bath electrons' bandwidth and \( R_0, \alpha \) as well as \( \gamma \) are constants with respect to the temperature \( T \) with \( \gamma \) depending on the spin-spin interaction \( J \) [2]. The \( T^5 \)-term stems from the phonon contribution while the \( \ln (T) \) term is an effect of the impurity. A logarithmic increase of the resistivity fits the experimental data close to the resistivity minimum. Nevertheless, the theory has a serious problem as it breaks down for very small temperatures due to a diverging resistivity for \( T \to 0 \).

Anderson introduced a model based on earlier experimental [31] and theoretical [5] works on impurities. His model contains important insights on the nature of localized magnetic moments in dilute magnetic alloys and has played a crucial role in the understanding of the theory of magnetic impurities. Today it is called the Anderson impurity model [3] and is based on the idea of a virtual bound state just below the Fermi level which is almost localized and associated with the impurity. In order to explain the appearance of a local moment at low temperatures, he introduced a short-range Coulomb interaction \( U \) between electrons localized on the impurity. Once the local moment is present, the low-temperature physics can be understood in terms of an effective Kondo model. This was explicitly shown by Schrieffer and Wolff [32] who were able to map the Anderson model to an effective Kondo model.
In the late 60’s Anderson and co-workers developed a method that was better suited to describe the physics of such models by reorganizing perturbation theory in a way that eliminates higher energetic excitations first [33–36]. With this method, called scaling, he was able to find an exponentially small energy scale, known as the Kondo temperature $T_K$, where the exchange coupling $J$ becomes infinitely large [15]. This behavior could be associated with the appearance of a new bound state, the so-called Kondo singlet. Such a singlet ground state was already conjectured earlier [37–40].

The local moment of the impurity becomes completely screened by the formation of the singlet between the impurity spin and the spin of a bath electron. This leads to anomalous contributions to numerous material properties such as the resistivity, susceptibility and specific heat [1, 5, 6]. This effect is now called the Kondo effect. For an overview, see for example Ref. [41].

The search for a complete theory which describes the Kondo effect down to arbitrarily small temperatures is one of the fundamental problems of many-body theory as it appears in a lot of correlated electron systems, for example, in Heavy-Fermion physics [1, 42], the Mott-Hubbard metal-insulator [43, 44] or in ultra-small quantum dots [45]. It became famous by the name “Kondo problem“.

As perturbation theory breaks down at $T \approx T_K$, non-perturbative methods had to be developed. The one that finally solved the Kondo problem was found in the mid 70’s by Wilson [46] and was rewarded with the Nobel prize in 1982. It combines renormalization group ideas known from quantum field theory and the scaling approach mentioned earlier. The result was the numerical renormalization group (NRG) [7] which described for the first time the complete crossover from the high-energy physics of a free impurity orbital down to the low-energy physics of a screened impurity spin.

Krishna, Wilkins and Wilson applied this method extensively to the symmetric [8] and asymmetric Anderson model [9]. A recent review is given in Ref. [10]. In the 80’s exact analytical results were obtained independently by Andrei [47] and Wiegmann [48] using the Bethe ansatz which confirmed the NRG calculations.

A series of works were published by Hewson and co-workers from the early 90’s until recent times. In these works he developed a perturbative approach which is able to describe the low-energy physics of the Anderson impurity model, the so-called renormalized perturbation theory [49–52].

There were extensive investigations of the Anderson impurity model throughout the last decades and the model has been essential for the understanding of the theory of magnetic impurities. Of course, many-body theory has moved on since these days but, nevertheless, the single impurity Anderson as well as the Kondo model remain the most basic impurity models and are thus the perfect candidates for applying new methods to the Kondo problem.

### 2.2 Kondo Model

The Kondo model was introduced by J. Kondo [2] in order to explain the resistivity minimum found in metals hosting magnetic impurities. It describes the interaction of the bath electrons of a host metal with a dispersion $\varepsilon_k$ and a localized spin $\vec{\tau}$ associated with the impurity. The interaction is exchanged by a spin-spin coupling $J$ between the impurity spin and the spins of
the bath electrons $\tilde{s}_b$,
\[ H_K = \sum_{k, \sigma} \varepsilon_k c_{k \sigma}^\dagger c_{k \sigma} + J \vec{\tau} \cdot \tilde{s}_b. \] (2.3)

The Hamiltonian is written down in second quantization, i.e., $c_{k \sigma}^\dagger (c_{k \sigma})$ creates (annihilates) a bath electron with momentum $k$ and spin $\sigma$ while $\tilde{s}_b$ is the bath electrons’ spin
\[ \tilde{s}_b = \frac{1}{N} \sum_{k, k'} \sum_{\alpha, \beta} c_{k \alpha}^\dagger \sigma_{\alpha \beta} c_{k' \beta} \] (2.4)

which interacts with the local impurity spin. The vector $\vec{\sigma}$ contains the Pauli matrices $\vec{\sigma} = \sum_{\mu \in x,y,z} \sigma^\mu \vec{e}_\mu$. In Eq. (2.3) the exchange coupling $J$ is isotropic. A more general version is the anisotropic Kondo model
\[ H_K = \sum_{k, \sigma} \varepsilon_k c_{k \sigma}^\dagger c_{k \sigma} + \sum_{\mu \in x,y,z} \frac{J^\mu}{N} \sum_{k, k'} \sum_{\alpha, \beta} \sigma^\mu_{\alpha \beta} \tau^\mu c_{k \alpha}^\dagger c_{k' \beta} \] (2.5)

where $\sigma^\mu$ describes the Pauli matrix with $\mu = x, y, z$ and is associated with the bath electrons’ spin while $\tau^\mu$ is the spin operator of the impurity.

In order to gain a better understanding, we can rewrite the Hamiltonian by introducing the well-known ladder operators
\[ \tau^\pm = \tau^x \pm i \tau^y \] (2.6)

and splitting the coupling into a polarization part $J_z$ and a spin-flip contribution $J_x = J_y = J_{\perp}$
\[ H_K = \sum_{k, \sigma} \varepsilon_k c_{k \sigma}^\dagger c_{k \sigma} + \frac{J_z}{N} \sum_{k, k'} \left[ \tau^z \left( c_{k \uparrow}^\dagger c_{k' \uparrow} - c_{k \downarrow}^\dagger c_{k' \downarrow} \right) + \lambda \left( \tau^+ c_{k \uparrow}^\dagger c_{k' \uparrow} - \tau^- c_{k \downarrow}^\dagger c_{k' \downarrow} \right) \right] \] (2.7)

with $\lambda = J_{\perp}/J_z$. A ferromagnetic coupling $J_z < 0$ polarizes the electrons close to the impurity and the electrons’ spin is then parallel to the impurity spin. The spin-flip terms are irrelevant in this case as they only come into play if the electrons’ spin and the impurity spin are antiparallel. Thus, in the ferromagnetic case the physics is dominated by $J_z$ and spin-flips do not play a significant role.

This changes drastically as soon as an antiferromagnetic coupling $J_z > 0$ is introduced. As the spins of the electrons and the impurity are now antiparallel, spin-flip contributions become a dominant part. Standard second-order perturbation theory results in integrals of the form
\[ E^{(2)} \propto J_{\perp}^2 \int_{-\delta}^\delta \frac{d\varepsilon}{\varepsilon} \propto \ln(\delta) \] (2.8)

where $\delta$ is a constant which is given by the difference of the smallest contributing energy level to the Fermi energy $\varepsilon_F$. The bath electrons form a quasi-continuum with energies arbitrarily close to the Fermi level which results in a logarithmic divergence for $\varepsilon \rightarrow \varepsilon_F$. This is a typical infrared problem of quantum field theory. When calculating physical quantities, the only cut-off for $\delta$ is the temperature and consequently the results diverge when $T$ tends to zero.

One can say that divergent spin-flip contributions are lying at the heart of the problem. These spin-flip contributions lead to the Kondo singlet mentioned in Sec. 2.1. The binding energy of this singlet is given by an exponentially small energy scale, the so-called Kondo temperature
\[ T_K \propto e^{-\frac{1}{2p\beta}} \] (2.9)
where \( \rho \) describes the density of states of the bath electrons at the Fermi level and \( J \) is the exchange coupling from Eq. (2.3).

The Kondo energy scale can already be seen in perturbation theory as the divergent contributions become of order \( O(1) \) at the Kondo temperature \( T_K \). This marks the point where perturbation theory breaks down.

### 2.3 Single Impurity Anderson Model (SIAM)

The single impurity Anderson model was introduced by Anderson in 1963 [3] in order to explain the occurrence of localized moments in dilute magnetic alloys. The most straightforward idea to introduce an impurity would be to assume an effective potential \( V_{\text{imp}}(r) \) which is associated with the impurity. This would lead to a potential scattering model

\[
H = \sum_{k,\sigma} \varepsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \sum_{k,k',\sigma} V_{kk'} c_{k\sigma}^\dagger c_{k'\sigma} \tag{2.10}
\]

with \( V_{kk'} = \langle k | V_{\text{imp}} | k' \rangle \). However, such a model is not sufficient to deliver a good description of transition metals or rare earth impurities [1].

Earlier works [5, 31] led to the idea of a virtual bound state close below the Fermi level \( \varepsilon_F \) which is associated with the impurity. A repulsive Coulomb interaction \( U \) favors the single occupation of the impurity and leads to a local moment at smaller temperatures. The interaction term renders the problem much more difficult and it cannot be understood in a single-particle picture anymore.

The bath electrons can be localized on the impurity due to an overlap of the conduction electron’s wave function and the impurity’s valence orbital. For 3d transition metals (such as iron), these are the \( d \)-orbitals. This is the reason why the impurity state is often denoted by \( |d\rangle \) and operators creating (annihilating) a particle on the impurity by \( d^\dagger \) (\( d \)). Sometimes the notation \( |f\rangle \) and for the operators \( f^\dagger \) (\( f \)) is used because the valence orbitals of rare earth impurities are the \( f \)-orbitals.

Mathematically, we can construct such hybridization matrix elements as the overlap integral between the bath electron’s wave function described by Wannier functions

\[
\Psi_{r_n}(r) = \frac{1}{\sqrt{N}} \sum_k e^{-ikr_n} \phi_k(r) \tag{2.11}
\]

- where \( \phi_k(r) \) are the Bloch states of the conduction electrons – and the valence orbital of the impurity \( \phi_d(r) \). The overlap matrix element, or hybridization function, is then given by

\[
V_k = \sum_n e^{ikr_n} \langle \phi_d | H | \Psi_{r_n} \rangle. \tag{2.12}
\]

An additional Coulomb interaction between electrons on the impurity is introduced in order to obtain an energy regime where the impurity is singly occupied and contains a fixed local moment.

The Coulomb interaction is given by

\[
U = \int \int \phi_d^\dagger(r) \phi_d^\dagger(r') \frac{e^2}{|r-r'|} \phi_d(r) \phi_d(r') \, d^3r \, d^3r'. \tag{2.13}
\]
This interaction strength can be of the order of several eV, even after taking effects of delocalization and screening into account [1, 53].

Now we are ready to write down a Hamiltonian based on the idea of a virtual bound state with an energy level \( \varepsilon_d \) close below the Fermi level on which conduction electrons can be localized as a result of the hybridization function \( V_k \). The single impurity Anderson model can be written in the form

\[
H = \sum_{k, \sigma} \varepsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \sum_{k, \sigma} \left( V_k d_{\sigma}^\dagger c_{k\sigma} + V_k^* c_{k\sigma}^\dagger d_{\sigma} \right) + \sum_{\sigma} \varepsilon_d d_{\sigma}^\dagger d_{\sigma} + U d_{\uparrow}^\dagger d_{\downarrow} d_{\downarrow} d_{\uparrow}. \tag{2.14}
\]

We use the simplest form of a non-degenerate \( d \)-orbital. In this case, there are only three different configurations of the impurity level

1) empty: \( |0\rangle; \quad E = 0 \)

2) singly occupied: \( |\sigma\rangle; \quad E = \varepsilon_d \)

3) doubly occupied: \( |\uparrow\downarrow\rangle; \quad E = 2\varepsilon_d + U. \)

From this simple picture we can understand why the Coulomb interaction will lead to a local moment. If \( \varepsilon_d < 0 \) and \( U > -\varepsilon_d \), the singly occupied state is the lowest-lying so that at low temperatures the impurity level is occupied by one spin. This leads to the presence of a fixed local moment on the impurity.

### 2.3.1 Particle-Hole Symmetry

The Hamiltonian (2.14) obviously conserves spin symmetry

\[
c_{k\sigma}^\dagger \leftrightarrow c_{-k\sigma}^\dagger \tag{2.15}
\]

as long as the coefficients are spin-independent. This is not necessarily the case as, for example, spin-orbit interactions or an external magnetic field can lead to spin dependent coefficients and thus to a spin-symmetry broken case.

Besides the spin symmetry, there is a certain set of parameters for which the model additionally exhibits particle-hole symmetry in the sense that

\[
c_{k\sigma}^\dagger \leftrightarrow c_{-k\sigma}\]

\[d_{\sigma}^\dagger \leftrightarrow -d_{\sigma}. \tag{2.16}\]

One can verify that the Hamiltonian is invariant under the substitution (2.16) if

\[
\varepsilon_{-k\sigma} = -\varepsilon_{k\sigma}, \quad V_{-k} = V_k^*, \quad \varepsilon_d = -\frac{U}{2}. \tag{2.17}
\]

Under these conditions, the interacting Hamiltonian conserves particle-hole symmetry (2.16) which leads to a symmetric density of states around the Fermi level \( \varepsilon_F \). This gives the model with the special parameters (2.17) the name symmetric Anderson model.
2.4 Schrieffer-Wolff Transformation

The Schrieffer-Wolff transformation [32] reveals a relation between the Anderson impurity and the Kondo model. We will reproduce this transformation using Continuous Unitary Transformations and so we want to discuss the Schrieffer-Wolff transformation in more detail.

The idea is to eliminate charge fluctuations on the impurity induced by the hybridization $V_k$ and to construct an effective Hamiltonian by applying a unitary transformation

$$H_{\text{eff}} = e^{\lambda \hat{S}} H e^{-\lambda \hat{S}}$$

where $\hat{S}$ is the generator of the transformation. In order to conserve the hermiticity of the Hamiltonian, the generator has to be anti-hermitian

$$\hat{S}^\dagger = -\hat{S}.$$  \hspace{1cm} (2.19)

It is convenient to expand the effective Hamiltonian in a power series of $\lambda$ as long as $\lambda$ is sufficiently small

$$H_{\text{eff}} = H + \sum_{n=1}^{N} \frac{\lambda^n}{n!} [\hat{S}, H]_n$$

where the recursive definition

$$[\hat{S}, H]_1 = [\hat{S}, H]$$

$$[\hat{S}, H]_n = [\hat{S}, [\hat{S}, H]_{n-1}], \quad n > 1$$

was introduced. We write the initial Hamiltonian in the form

$$H = H_D + \lambda \hat{\mathcal{V}}$$

with

$$\hat{\mathcal{V}} = \sum_{k,\sigma} \left( \overline{V}_k d_{\sigma}^\dagger c_{k\sigma} + \overline{V}_k^* c_{k\sigma}^\dagger d_{\sigma} \right)$$

where $V_k = \lambda \overline{V}_k$. The Schrieffer-Wolff transformation eliminates the charge fluctuations induced by the hybridization in linear order. If we focus on orders up to $\lambda^2$, the effective Hamiltonian has the form

$$H_{\text{eff}} = H_D + \lambda \hat{\mathcal{V}} + \lambda^2 [\hat{S}, H_D] + \lambda^2 [\hat{S}, \hat{\mathcal{V}}] + \frac{\lambda^2}{2} [\hat{S}, [\hat{S}, H_D]] + \mathcal{O}(\lambda^3).$$

In order to eliminate the linear order, the generator must fulfill

$$[\hat{S}, H_D] = -\hat{\mathcal{V}}$$

which is achieved by the choice of the generator

$$\hat{S} = \sum_{k,\sigma} \frac{\overline{V}_k^*}{\varepsilon_k - (\varepsilon_d + U)} n_{d,\sigma} c_{k\sigma}^\dagger d_{\sigma} + \sum_{k,\sigma} \frac{\overline{V}_k^*}{\varepsilon_k - \varepsilon_d} \left( 1 - n_{d,\sigma} \right) c_{k\sigma}^\dagger d_{\sigma} - \text{h.c.}.$$  \hspace{1cm} (2.26)

By using Eq. (2.25) in Eq. (2.24) we derive

$$H_{\text{eff}} = H_D + \frac{\lambda^2}{2} [\hat{S}, \hat{\mathcal{V}}] + \mathcal{O}(\lambda^3).$$

\hspace{1cm} (2.27)
The commutator between the generator from Eq. (2.26) and \( \hat{V} \) from Eq. (2.23) yields

\[
\frac{\lambda^2}{2} [\hat{S}, \hat{V}] = H_{\text{ex}} + H_{\text{dir}} + H_0' + H_{\text{ch}}. \tag{2.28}
\]

All four emerging terms can be expressed in a compact way using the notation

\[
\tilde{\psi}_k = \begin{pmatrix} c_{k\uparrow} \\ c_{k\downarrow} \end{pmatrix}, \quad \tilde{\psi}_d = \begin{pmatrix} d_\uparrow \\ d_\downarrow \end{pmatrix}. \tag{2.29}
\]

The four terms are given by

a) a spin-spin exchange interaction

\[
H_{\text{ex}} = -\frac{1}{2} \sum_{k,k'} J_{kk'} \left( \tilde{\psi}_k^\dagger \tilde{\sigma} \tilde{\psi}_{k'} \right) \cdot \left( \tilde{\psi}_d^\dagger \tilde{\sigma} \tilde{\psi}_d \right), \tag{2.30}
\]

b) a direct spin-spin interaction

\[
H_{\text{dir}} = \sum_{k,k'} \left[ W_{kk'} \tilde{\psi}_k^\dagger \tilde{\psi}_{k'} + \frac{1}{2} J_{kk'} \left( \tilde{\psi}_d^\dagger \tilde{\psi}_d \right) \left( \tilde{\psi}_k^\dagger \tilde{\psi}_{k'} \right) \right], \tag{2.31}
\]

c) an additional term to the impurity contributions

\[
H_0' = -\sum_k \left[ \sum_{\sigma} W_{kk} d_\sigma^\dagger d_\sigma + 2 J_{kk} d_\uparrow^\dagger d_\downarrow^\dagger d_\downarrow d_\uparrow \right], \tag{2.32}
\]

d) a term that couples the empty impurity level to the doubly occupied impurity level

\[
H_{\text{ch}} = \frac{1}{2} \sum_{k,k'} (J_{kk'} + J_{k'k}) \left( d_\uparrow^\dagger d_\downarrow^\dagger c_{k\downarrow}^\dagger c_{k\uparrow}^\dagger \right) + \text{h.c.}, \tag{2.33}
\]

The coupling constants are given by

\[
J_{kk'} = \frac{1}{2} V_k^* V_{k'} \left[ \frac{1}{\epsilon_k - (\epsilon_d + U)} + \frac{1}{\epsilon_{k'} - (\epsilon_d + U)} - \frac{1}{\epsilon_k - \epsilon_d} - \frac{1}{\epsilon_{k'} - \epsilon_d} \right], \tag{2.34}
\]

\[
W_{kk'} = \frac{1}{2} V_k^* V_{k'} \left[ \frac{1}{\epsilon_k - \epsilon_d} + \frac{1}{\epsilon_{k'} - \epsilon_d} \right].
\]

The spin-spin exchange interaction contains the same operator structure as the Kondo Hamiltonian with an effective exchange coupling \( J_{kk'} \). Thus, we have mapped the Anderson Hamiltonian to an effective Kondo model.

If we consider the spin-symmetric case \( \epsilon_d = -\frac{U}{2} \), the diagonal elements of the spin-spin exchange coupling become

\[
J_{kk} = |V_k|^2 \left[ \frac{1}{\epsilon_k - \frac{U}{2}} - \frac{1}{\epsilon_k + \frac{U}{2}} \right]. \tag{2.35}
\]
At the Fermi level we find

\[ J_{k\sigma k'\sigma'} = -\frac{4|V_{k\sigma}|^2}{U}. \]  

(2.36)

This is an antiferromagnetic coupling as an additional minus sign was introduced in Eq. (2.30). The antiferromagnetic coupling of the spin-spin exchange interaction leads to the Kondo singlet just as explained in Sec. 2.2. The Kondo temperature for the symmetric Anderson model is given by

\[ T_K \propto e^{-\frac{\bar{\varepsilon}}{\rho \bar{\varepsilon}}} = e^{-\frac{U}{\rho \varepsilon_{\text{F}}^2}}. \]  

(2.37)

The bath electrons’ density of states \( \rho \) is evaluated at the Fermi level. The exponential behavior in the Coulomb interaction \( U \) is a good benchmark to check if a method describes the Kondo effect or not.

### 2.5 Energy Representation

It is very useful to express the SIAM in terms of new operators labeling energies instead of momenta. Explicit results are given for the diagonal dispersion

\[ H_D = \sum_{k, \sigma} \varepsilon_k \hat{c}_{k\sigma}^\dagger \hat{c}_{k\sigma}. \]  

(2.38)

the hybridization

\[ H_N = \sum_{k, \sigma} \left( V_k \hat{d}_{k\sigma}^\dagger \hat{c}_{k\sigma} + V_k^{*} \hat{c}_{k\sigma}^\dagger \hat{d}_{k\sigma} \right) \]  

(2.39)

and for a very general structured operator

\[ H_J = \sum_{\{k_i, \sigma_i\}} J_{k_1\cdots k_N}^{\sigma_1\cdots\sigma_N} \hat{O}_{k_1\cdots k_N}^{\sigma_1\cdots\sigma_N} + \text{h.c.} \]  

(2.40)

where the operator \( \hat{O}_{k_1\cdots k_N}^{\sigma_1\cdots\sigma_N} \) is of the form

\[ \hat{O}_{k_1\cdots k_N}^{\sigma_1\cdots\sigma_N} = \hat{O} : \prod_{i=1}^{N} c_{k_i \sigma_i}^{(\dagger)} :. \]  

(2.41)

The operator \( \hat{O} \) denotes an arbitrary operator acting only on the impurity. Note that, for example, the spin-spin interaction from Eq. (2.30) is governed by such an operator of this general structure. The first step is to introduce a continuum approximation for the quasi-continuum of the bath electrons. Because of the isotropic coefficients \( \varepsilon_{k\sigma} \) and \( V_{k|l|} \), it is convenient to introduce spherical coordinates. Finally, a substitution \( k \to \varepsilon (k) \) is used. Carrying out these steps leads to the continuum energy representation. The reader is referred to Ref. [8] or App. 9.6 for the explicit execution of these steps.
The continuum energy representation for the operators from Eqs. (2.38) - (2.40) is given by

\[
H_D \rightarrow \sum_{\sigma} \int_{-D}^{D} d\epsilon \ \epsilon \ c_{\epsilon\sigma}^\dagger c_{\epsilon\sigma} \\
H_N \rightarrow \sum_{\sigma} \int_{-D}^{D} d\epsilon \sqrt{\rho(\epsilon)} \ \left( V(\epsilon) d_{\epsilon\sigma}^\dagger c_{\epsilon\sigma} + V^*(\epsilon) c_{\epsilon\sigma}^\dagger d_{\epsilon\sigma} \right) \\
H_I \rightarrow \sum_{\{\epsilon_i\}} \int_{-D}^{D} d\epsilon_1 \cdots \int_{-D}^{D} d\epsilon_N \ J_{\epsilon_1 \cdots \epsilon_N}^{\sigma_1 \cdots \sigma_N} \left( \prod_{i=1}^{N} \sqrt{\rho(\epsilon_i)} \right) \ \hat{\sigma}_{\epsilon_1 \cdots \epsilon_N}^{\sigma_1 \cdots \sigma_N} + \text{h.c.}
\]

(2.42)

where \( \rho(\epsilon) \) is the density of states of the bath electrons. We see that the structure of the general operator only depends on the number of bath operators.

The Anderson model in energy representation is of the form

\[
H = \sum_{\sigma} \int_{-D}^{D} d\epsilon \ \epsilon \ c_{\epsilon\sigma}^\dagger c_{\epsilon\sigma} + \sum_{\sigma} \int_{-D}^{D} d\epsilon \sqrt{\rho(\epsilon)} \ \left( V_{\epsilon} d_{\epsilon\sigma}^\dagger c_{\epsilon\sigma} + V_{\epsilon}^* c_{\epsilon\sigma}^\dagger d_{\epsilon\sigma} \right) + \epsilon_d \sum_{\sigma} d_{\epsilon\sigma}^\dagger d_{\epsilon\sigma} + U d_{\epsilon\downarrow}^\dagger d_{\epsilon\downarrow}^\dagger d_{\epsilon\downarrow} d_{\epsilon\downarrow}
\]

(2.43)

The continuum representation is not very well suited for a numerical treatment. Consequently, we need to discretize this representation again. At first sight, it might seem a bit like running in circles but note that during the transformation a lot of information is shifted to the density of states \( \rho \) of the bath electrons. Additionally, the energy representation is better suited to develop a discretization scheme that fits the challenges of the exponentially varying energy scales of the Kondo problem.

2.6 Logarithmic Discretization

The important energy scales of the Kondo problem reach from energies of the order of the bandwidth \( D \) down to exponentially small energies below the Kondo temperature \( T_K \). A linear discretization is not a suitable approach for such a problem. A discretization scheme that is better suited for the challenges of the Kondo problem is the logarithmic discretization sketched in Fig. 2.2. For a detailed discussion, see Ref. [10].

The continuum of the bath electron states is discretized in exponentially decreasing intervals

\[
\frac{I_n^+}{D} = [\Lambda^{-n-1}, \Lambda^{-n}] \quad \frac{I_n^-}{D} = [-\Lambda^{-n}, -\Lambda^{-n-1}]
\]

(2.44)

where \( \Lambda > 1 \) is a discretization parameter and \( n \in \mathbb{N} \). The length of such an interval is given by

\[
\frac{d_n}{D} = (1 - \Lambda^{-1}) \Lambda^{-n}.
\]

(2.45)

The higher energy scales are only covered with a low precision while small energy scales have a very high resolution. This discretization scheme easily reaches down to exponentially small energy scales. In the following, the two different discretization schemes used in this thesis are discussed.
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2.6.1 Discretization of a Flat Density Of States

The discretization of the model (2.43) is achieved by discretizing the bath electrons’ density of states \( \rho(\varepsilon) = \rho_0 \Theta(D - |\omega|) \) with \( \rho_0 = \frac{1}{2D} \) and a bandwidth \( 2D \) coupled to an impurity.

![Figure 2.2: Logarithmic discretization of a continuum of bath-electron states sketched for a flat density of states \( \rho(\varepsilon) = \rho_0 \Theta(D - |\omega|) \) with \( \rho_0 = \frac{1}{2D} \) and a bandwidth \( 2D \) coupled to an impurity.](image)

The energy levels are given as the energy average over the corresponding interval where the averaging function is the bath electrons’ density of states \( \rho \).

The real information about the density of states is contained within the discretization of the hybridization function.

If we take a constant hybridization function into account, then each level should carry the same weight as the undiscretized interval. Hence, we collect all the weight in each interval by integrating the bath electrons’ density of states. The formal representation is given by

\[
\varepsilon_n^\pm = \frac{1}{|\gamma_n^\pm|^2} \int_{n,\pm} \varepsilon \rho(\varepsilon) \, d\varepsilon, \quad |\gamma_n^\pm|^2 = \int_{n,\pm} \rho(\varepsilon) \, d\varepsilon
\]

where we integrate over the intervals \( I_n^\pm \)

\[
\int_{n,\pm} = \int_{D\Lambda^{-n}}^{D\Lambda^{-n}}, \quad \int_{n,\mp} = \int_{-D\Lambda^{-n-1}}^{-D\Lambda^{-n}}.
\]

Then the discretized Hamiltonian is of the form

\[
H = \sum_{s=\pm n,\sigma} \varepsilon_n^s c_{n\sigma,s}^\dagger c_{n\sigma,s} + \sum_{s=\pm n,\sigma} V \gamma_n^s \left( c_{n\sigma,s}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{n\sigma,s} \right).
\]

For a flat density of states

\[
\rho(\omega) = \rho_0 \Theta(D - |\omega|), \quad \rho_0 = \frac{1}{2D},
\]

we can easily calculate the parameters (2.46) as

\[
\frac{\varepsilon_n^\pm}{D} = \pm \frac{1}{2} \left( 1 + \Lambda^{-1} \right) \Lambda^{-n}, \quad |\gamma_n^\pm|^2 = \frac{1}{2} \left( 1 - \Lambda^{-1} \right) \Lambda^{-n}.
\]

As this procedure does not affect the \( d \)-operators at all, we can simply use the initial interaction part of the undiscretized Hamiltonian

\[
H = \sum_{s=\pm n,\sigma} \varepsilon_n^s c_{n\sigma,s}^\dagger c_{n\sigma,s} + \sum_{s=\pm n,\sigma} V \gamma_n^s \left( c_{n\sigma,s}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{n\sigma,s} \right)
\]

\[
+ \varepsilon_d \sum_{\sigma} d_{\sigma}^\dagger d_{\sigma} + U d_{\uparrow}^\dagger d_{\downarrow} + d_{\downarrow}^\dagger d_{\uparrow}.
\]

This discretization scheme is very well established and was extensively used throughout the last decades. For further information, the reader is referred to Refs. [8, 10].
2.6. LOGARITHM DISCRETIZATION

2.6.2 Discretization of the Lorentzian Density Of States

We can also construct a different discretized approximation for the continuum Hamiltonian (2.43). The approach in the last section focused on the flat density of states of the bath electrons. The resulting Hamiltonian still contains a hybridization term and is thus not diagonal for \( U = 0 \).

Now we want to construct a discretized approximation so that the Hamiltonian is diagonal for \( U = 0 \). The influence of the hybridization is then shifted to the dispersion and the \( d \)-operators. The density of states of the Anderson model without interaction is given by the Lorentzian DOS [1]

\[
\rho_{\dd} = \frac{1}{\pi \Delta^2 + \omega^2}
\]

where \( \Delta = \pi \rho_0 V^2 \). In contrast to the previous approach, the \( d \)-operators must be transformed so that the Hamiltonian is diagonal. The transformation will be chosen in a way that the discretized model reproduces the density of states (2.52). We denote the transformation of the impurity operator by

\[
d^\dagger_\sigma = \sum_{\alpha = \pm} \sum_n \gamma^\dagger_n e^\dagger_{n,\sigma,\alpha}.
\]

The \( \gamma^\pm_n \) are chosen so that the density of states of the free Hamiltonian \( \rho_{\dd}^0 \) can be reconstructed from the discretized model. The \( \dd \)-Green’s function of the discretized model

\[
G_{\dd}^\pm = \langle gs|d_\sigma \frac{1}{\omega - (H - E_{gs}) \pm is} d^\dagger_\sigma|gs\rangle + \langle gs|d_\sigma \frac{1}{\omega + (H - E_{gs}) \pm is} d^\dagger_\sigma|gs\rangle
\]

can be calculated by exploiting Eq. (2.53) and using the Fermi sea as the ground state. The density of states can then be calculated by using the Sokhotsky-Weierstrass theorem and focusing on the imaginary part

\[
\rho_{\dd}^0 (\omega) = - \lim_{s \to 0^+} \frac{1}{\pi} \text{Im} G_{\dd}^+ = \sum_{s = \pm} \sum_n |\gamma_n|^2 \delta (\omega - \epsilon_n^s).
\]

In the spirit of the last section, we choose for the on-site energies \( \epsilon_n^\pm \) the energy average with respect to the Lorentzian density of states over an interval \( I_n^\pm \). From Eq. (2.55) we see that the \( |\gamma_n^\pm|^2 \) must be the collected weight of the Lorentzian density of states of an interval \( I_n^\pm \)

\[
\epsilon_n^\pm = \frac{1}{|\gamma_n^\pm|^2} \int_{I_n^\pm} \epsilon \rho_{\dd}^0 (\epsilon) \, d\epsilon, \quad |\gamma_n^\pm|^2 = \int_{I_n^\pm} \rho_{\dd}^0 (\epsilon) \, d\epsilon.
\]

For the Lorentzian density of states, these parameters can still be calculated analytically as

\[
|\gamma_n^\pm|^2 = \frac{1}{\pi} \tan^{-1} \left( \frac{D}{\Delta} \Lambda^{-n} \right) - \frac{1}{\pi} \tan^{-1} \left( \frac{D}{\Delta} \Lambda^{-n-1} \right)
\]

\[
\frac{\epsilon_n^\pm}{D} = \pm \frac{1}{2\pi |\gamma_n^\pm|^2} \frac{\Delta}{D} \ln \left( \frac{\Lambda^{-2n} + (\frac{\Lambda}{\Delta})^2}{\Lambda^{-2n-2} + (\frac{\Lambda}{\Delta})^2} \right).
\]
The major difference to the approach of the last section is the transformation of the $d$-operator which leads to a completely non-local Hamiltonian. The discretized effective Hamiltonian is of the form

$$H = \sum_{j=s,\bar{s},\bar{s}} \varepsilon_{n,j} c_{n,j}^\dagger c_{n,j} + \varepsilon_d \sum_{s_1,s_2=\bar{s}} \sum_{n_1,n_2,\sigma} \gamma_{n_1,n_2}^{s_1,s_2} c_{n_1,\sigma}^\dagger c_{n_2,\bar{\sigma}} + U \sum_{\{n_1,s_1=\bar{s},\bar{s}\}} \gamma_{n_1,n_2}^{s_1,s_2} c_{n_1,\bar{\sigma}}^\dagger c_{n_2,\bar{\sigma}} + \varepsilon_d \sum_{n_3,n_4,\bar{\sigma}} c_{n_3,\bar{\sigma}} c_{n_4,\bar{\sigma}}$$  \hspace{1cm} (2.58)

This representation is well suited for an expansion in the interaction parameter $U$. Additionally, the ground state of the non-interacting Hamiltonian is a Fermi sea. On the other hand, the resulting Hamiltonian exhibits a strong non-locality as all combinations of the sites appear in the interaction part.

We will use both approaches in this thesis and try to construct an effective Hamiltonian using Continuous Unitary Transformations. The representation (2.58) can be mapped to a local problem using a Lanczos tridiagonalization which is described in Chap. 5.

### 2.7 Energy Regimes of the SIAM

The physics of the Anderson model strongly depends on the considered energy scales. In the symmetric Anderson model ($\varepsilon_d = -\frac{U}{2}$) there are three different energy regimes with distinct features which will be explained briefly in the following. For an extensive discussion, see Ref. [8].

**A. Free-orbital (FO) regime ($E \gg U, \Delta$)**

On high energy scales (larger than the $U$-energy scale) the interaction does not play a significant role. Excitations on these energy scales are not affected by the small interaction on the impurity. This leads to an impurity that behaves effectively as if it were non-interacting. Hence, in this regime we look at free bath electrons and an effectively free impurity orbital which gives rise to the name of this regime. The energy levels of the Hamiltonian in this regime can be constructed from the non-interacting Hamiltonian for $U,V = 0$. Of course, one can use the interaction term $U$ and the hybridization $V$ as small perturbations which only provides satisfying results for large temperatures well above the $U$- and $\Delta$-energy scale. When the temperature is lowered, perturbation theory breaks down. The effect of $U$ lifts the quadruple degeneracy of the possible impurity configurations while the hybridization shifts the energies by a factor proportional to $V^2$. As mentioned earlier, these effects are very small on the considered energy scales.

**B. Local-moment (LM) regime ($U \gg E \gg T_K$)**

As energies are reduced below the $U$-energy scale, it becomes important that the quadruple degeneracy of the possible impurity configurations is lifted by the interaction. Well below the $U$-energy scale, charge fluctuations are frozen out by the interaction $U$ as the empty or doubly occupied states lie with an energy $\frac{U}{2}$ above the singly occupied state. Consequently, in the local-moment regime the impurity is singly occupied and a localized spin-carrying state is present at the impurity. As we already know from the Schrieffer-Wolff transformation, this energy regime can be described by an effective Kondo Hamiltonian where the singly occupied impurity is coupled to the bath with an effective coupling $J = \frac{4V^2}{U}$ close to the Fermi level. As the effective coupling $J$ is small while the
C. Strong-coupling (SC) regime \((E \ll T_K)\)

When energies are decreased even further below the exponentially small Kondo temperature \(T_K\), the spin-spin interaction \(J\), induced by the hybridization \(V\) and interaction \(U\), leads to the formation of a singlet state of the local moment on the impurity and a bath electron’s spin. Well below the Kondo energy scale \(T_K\), where excitation energies are smaller than the binding energy of the singlet, one can use the effective Kondo model in the strong-coupling limit \(J \rightarrow \infty\). In this limit the excitation energies are too small to break up the singlet state. This additionally freezes out spin-fluctuations on the impurity and results in the complete screening of the impurity.

There are two more energy regimes in the case of the asymmetric Anderson model \((\epsilon_d \neq -\frac{U}{2})\) [9]. Because the asymmetric Anderson model is not discussed in this thesis, the additional energy regimes are only mentioned very briefly.

D. Valence-fluctuation regime

The valence-fluctuation regime corresponds to the case where the doubly occupied state is thermally depopulated while the remaining empty and singly occupied levels are degenerate and decoupled from the bath electrons. When energies are lowered, the free-orbital regime crosses to the valence-fluctuation regime which itself crosses to the local-moment regime when energies are decreased further. The basic physics well inside this regime can be understood by using the limit \(\Delta, \epsilon_d = 0\) and \(U \rightarrow \infty\).

E. Frozen-impurity regime

In the asymmetric case, there is also the stable frozen-impurity regime in which additionally the doubly occupied state becomes thermally depopulated while only the empty impurity level remains. Well inside this regime, one can use an effective Hamiltonian which is given by the free-electron Hamiltonian and an empty impurity state which corresponds to the limit \(\Delta, U = 0\) and \(\epsilon_d \rightarrow \infty\).

### 2.8 Density Of States (DOS)

The above mentioned energy scales for the symmetric Anderson model are also manifest in the density of states (DOS). For \(U = 0\), the DOS can be calculated analytically. The interested reader is referred to Ref. [1]. For the bath electrons, a flat density of states

\[
\rho_0 (\omega) = \rho_0 \Theta (D - |\omega|), \quad \rho_0 = \frac{1}{2D}
\]

(2.59)
with a bandwidth $2D$ is used. In this case, the hybridization leads to a Lorentzian density of states

$$\rho(\omega) = \frac{1}{\pi} \frac{\Delta}{\Delta^2 + \omega^2}$$

with the width $\Delta = \pi \rho_0 V^2$ where $\rho_0 = \frac{1}{2D}$. Introducing the interaction changes the appearance of the DOS. The width of the Kondo peak around the Fermi level becomes exponentially small and is given by the Kondo temperature $T_K$. This many-body resonance is induced by magnetic scattering at the Fermi level and can be understood in a Fermi liquid quasi-particle picture [1] which is appropriate in the strong-coupling regime below the exponentially small Kondo temperature $T_K$. The interactions of the quasi-particles can be absorbed into renormalizations of the resonance width of the non-interacting model by replacing $\Delta$ from Eq. (2.60) by $\Delta \sim T_K$. The height of the Kondo peak of the interacting Anderson model at the Fermi level remains constant, although the peak’s width is reduced. There is additionally a new feature, the so-called Hubbard satellites which arise symmetrically around the Kondo peak. For the atomic limit $\Delta = 0$, it can be shown that the Hubbard satellites occur at the positions $\epsilon = \pm U/2$ [1].

Figure 2.4: Density of states for the non-interacting (left) and the interacting symmetric Anderson model (right). For $U = 0$, the density of states is a Lorentzian with width $\Delta = \pi \rho_0 V^2$ where $\rho_0 = \frac{1}{2D}$. For $U > 0$, the width of the Kondo peak around the Fermi level becomes exponentially small and is given by the Kondo temperature $T_K$. Additionally, the so-called Hubbard satellites occur on the $U$-energy scale.
3 Scaling Theory

In the following sections we refer to scaling theory as the construction of a series of effective Hamiltonians, each of the same form but with a reduced bandwidth and renormalized parameters. Anderson termed this method in the context of the Kondo model a "poor man's scaling approach" [15]. This method is able to reveal the exponential character of the Kondo temperature but fails to solve the Kondo problem due to diverging couplings.

This chapter is supposed to give the reader that is not familiar with conventional scaling enough information in order to understand the similarity between scaling and the CUT approach explained in Chap. 4.

The forerunners of this scaling approach came from a series of papers in which Anderson et. al. showed the equivalence between the Kondo model and a one-dimensional statistical problem [33–36] for which they derived scaling laws. Anderson reproduced these results with the new version of scaling [15]. Further information on the history of scaling and renormalization can be found in the literature given in Sec. 3.3.

The idea of scaling theory is to construct an effective Hamiltonian with an effective bandwidth $D_{\text{eff}} < D$ which contains the same low-energy physics as the initial model. In order to construct this effective model, all couplings to energies larger than the effective bandwidth are eliminated first. In the "poor man's version" the couplings to higher energies are eliminated in second-order perturbation theory. For further information on the scaling approach, see Refs. [16, 54]. The first example of a very similar procedure was used in the context of the construction of an effective potential in superconductivity theory [55]. This work inspired Anderson to develop the "poor man's scaling" for the Kondo model [15, 35, 36]. The method was also applied to the Anderson model [56, 57]. We will revisit the examples discussed in this chapter later in the context of Continuous Unitary Transformations in Sec. 4.6.

In the scaling approach the Hilbert space is separated in a subspace of low and a subspace of high energies

$$H_D |p\rangle = E_p |p\rangle \quad \text{where} \ |p\rangle \in \text{subspace of low energies} \ |E_p| < \frac{D}{s} \ (3.1)$$

$$H_D |q\rangle = E_q |q\rangle \quad \text{where} \ |q\rangle \in \text{subspace of high energies} \ |E_q| > \frac{D}{s}$$

with $s > 1$ and where $H_D$ describes the diagonal part of the Hamiltonian. We introduce projectors $P$ and $Q = 1 - P$, where $P$ projects on the low-energy subspace $H_P$ while $Q$ projects on the high-energy subspace $H_Q$. By using these projectors the Hamiltonian can be written in the form

$$H = PHP + QHQ + PHQ + QHP. \ (3.2)$$

The most crude approximation would be to neglect all parts but that projected to small energies

$$\tilde{H} = PHP. \ (3.3)$$

In most cases, the successive application of $H$ leads to hopping processes from small to high energies and back. Those terms already occur in second order and therefore the approximation
(3.3) would neglect physically important contributions to the low-energy physics even in second order.

A much better approximation is to eliminate the couplings between low- and high-energy states in second-order perturbation theory first, before projecting on the low-energy subspace. A single-step transformation was already introduced for the Schrieffer-Wolff transformation in Sec. 2.4. We can again use the expansion (2.20) for the Hamiltonian

$$ H_{\text{eff}} = e^{\lambda \delta} H e^{-\lambda \delta}. $$  \hspace{1cm} (3.4)

The Hamiltonian is split into a diagonal part and a non-diagonal part

$$ H = H_D + \lambda H_V $$  \hspace{1cm} (3.5)

while the generator is determined by

$$ [\hat{S}, H_D] = -\hat{H}_V $$  \hspace{1cm} (3.6)

where $\hat{H}_V$ contains all parts of $H_V$ that couple the high- and the low-energy part of the Hamiltonian. This choice leads to the effective Hamiltonian

$$ H_{\text{eff}} = H_D + \lambda \left( H_V - \hat{H}_V \right) + O(\lambda^2). $$  \hspace{1cm} (3.7)

The Hamiltonian $H_{\text{eff}}$ (before projecting on the low-energy subspace) does not couple the low- and high-energy subspaces in linear order anymore and thus hopping processes from small to high energies and back do not occur in second order.

![Figure 3.1: Sketch of the separation of the high and small energy subspaces in the scaling approach. The part $H_V = \text{PHQ} + \text{QHP}$ is eliminated by a second-order one-step transformation before neglecting the parts $\text{QHP}, \text{PQH}$ and $\text{QHP}$.](image)

Projecting the effective Hamiltonian (3.7) on small energies

$$ PH_{\text{eff}} P = P (H_D + \lambda H_V) P + \frac{\lambda^2}{2} P [\hat{S}, H_V] P + O(\lambda^3) $$  \hspace{1cm} (3.8)

yields a much better approximation than the one from Eq. (3.3). If the effective Hamiltonian is of the same form as the initial Hamiltonian, we can take the limit $s \to 1$ and derive the change of the couplings induced by an infinitesimally small step $\delta D = (1 - \frac{1}{s}) D$. From this we can derive a scaling equation which describes the flow of the parameters to smaller energies.

In the next sections some examples for the scaling approach are discussed. We will revisit these examples in the context of Continuous Unitary Transformations in Sec. 4.6.
3.1 Potential Scattering Model

In order to introduce the scaling approach, one might start with an elementary but very instructive example [16] which also provides insights on the interpretation of the results obtained from the scaling of the Kondo model.

We turn to a simple bilinear, non-interacting Hamiltonian in the form

\[ H = \sum_k \varepsilon_k c_k^\dagger c_k + g \sum_{k,k'} c_k^\dagger c_{k'} \]  

which is also known as the potential scattering model. We further assume a constant density of states for \( g = 0 \)

\[ \rho = \begin{cases} \frac{1}{D} & \text{if } 0 < \varepsilon < D \\ 0 & \text{otherwise} \end{cases} \]  

Before solving the scaling equation we want to look at some characteristics we already know of the potential scattering model.

**Analytical results**

The exact solution (cf. Ref. [16]) can be found by using a \( N \times N \) representation of the Hamiltonian (3.9) and applying it to a not yet determined eigenvector \( \mathbf{v} \). Determining the components \( v_i \) and the eigenvalues \( E_i \) from the resulting equations has been achieved in Ref. [16]. For a repulsive potential \( g > 0 \), the exact one-particle energies \( E_k = \varepsilon_k + \Delta \varepsilon_k \) are given by

\[ \Delta \varepsilon_k = \frac{g}{1 + \rho g \ln(D/\varepsilon_k)} \]  

For an attractive potential \( g < 0 \), a bound state with an energy

\[ E = -D e^{-\frac{1}{|\rho|}} \]  

forms close below the band edge [16]. The binding energy of this bound state is very small for \( |\rho g| \ll 1 \).

**Perturbation theory**

If we want to tackle the potential scattering model with standard second-order perturbation theory, we have to calculate

\[ E_k = \varepsilon_k + \langle k | H_{\text{int}} | k \rangle + \sum_{q \neq k} \frac{|\langle k | H_{\text{int}} | q \rangle|^2}{\varepsilon_k - \varepsilon_q} \]  

Applying \( H_{\text{int}} = g \sum_{k,k'} c_k^\dagger c_{k'} \) in Eq. (3.13) yields

\[ E_k = \varepsilon_k + g + g^2 \sum_{q \neq k} \frac{1}{\varepsilon_k - \varepsilon_q} = \varepsilon_k + g - \rho g^2 \ln \left( \frac{D - \varepsilon_k}{\varepsilon_k} \right) \]  

where the sum was calculated in the continuum limit. For energies much smaller than the bandwidth \( \varepsilon \ll D \), this is simply the second-order expansion of the exact result (3.11)

\[ \Delta \varepsilon_k = g - \rho g^2 \ln \left( \frac{D}{\varepsilon_k} \right) \]
As we are in a quasi-continuum, we can always find an energy scale for which perturbation theory breaks down, even for an arbitrarily small coupling $g$. A negative energy shift is predicted which disagrees completely with the exact result. Thus, one is unable to describe the low-energy physics in second-order perturbation theory, even for very small couplings $g$ where one would naively expect reliable results.

This is interesting because problems of the same kind occur in the Kondo model where standard perturbation theory also breaks down on the exponentially small Kondo energy scale $T_K$. This requires the development of new ways for using perturbation theory which better meet the challenges of such problems.

**Scaling theory**

We want to eliminate the terms that couple the low- and high-energy subspaces. We will focus on a continuum limit of the model

$$H = \int_0^D \varepsilon \, c_\varepsilon^\dagger c_\varepsilon \, d\varepsilon + \rho g \int_0^D c_\varepsilon^\dagger c_{\varepsilon'} \, d\varepsilon \, d\varepsilon'.$$

The generator

$$\mathcal{S} = \rho \int_0^D S_{\varepsilon \varepsilon'} c_\varepsilon^\dagger c_{\varepsilon'} \, d\varepsilon \, d\varepsilon'$$

with

$$S_{\varepsilon \varepsilon'} = \begin{cases} \frac{g}{\varepsilon - \varepsilon'} & \text{if either } \varepsilon \text{ or } \varepsilon' > \frac{D}{s} \\ 0 & \text{otherwise} \end{cases}$$

fulfills Eq. (3.6) where $H_D$ is the Hamiltonian for $g = 0$ and $H_V$ the residual part. By calculating the commutator in Eq. (3.8), already projecting to low energies $\varepsilon \in H_P$ via the projector $P$ from Eq. (3.2) and focusing on small energies, we can determine the effective Hamiltonian (3.8)

$$P H_{\text{eff}} P = \int_0^{D/s} \varepsilon \, c_\varepsilon^\dagger c_\varepsilon \, d\varepsilon + \left[ \rho g - \rho^2 g^2 \int_0^{D/s} \frac{1}{z} \, dz \right] \int_0^{D/s} c_\varepsilon^\dagger c_{\varepsilon'} \, d\varepsilon \, d\varepsilon'.$$

The effective Hamiltonian is of the same form as the initial Hamiltonian but with a reduced bandwidth $D/s$ and an effective renormalized coupling

$$\rho g_{\text{eff}} = \rho g - \rho^2 g^2 \frac{\delta D}{D}$$

where the limit $s \to 1$ was used. $\delta D$ describes the reduction of the bandwidth $D_{\text{eff}} = D - \delta D$ or

$$\delta D = \left( 1 - \frac{1}{s} \right) D.$$  

We can now repeat this procedure, each time reducing the bandwidth by $\delta D$ and rescaling the parameters of the Hamiltonian. From Eq. (3.20) we can deduce a *scaling equation* for $s \to 1$ which describes the change of the renormalized coupling during the flow to smaller effective bandwidths via

$$\frac{dg}{dD} = \frac{\rho g^2}{D}.$$
Such scaling equations are often written in the form
\[ \frac{dg}{d\ln D} = \rho g^2. \tag{3.23} \]

This differential equation can be solved by separation of variables
\[ g_{\text{eff}} = \frac{g}{1 + \rho g \ln \left( \frac{D}{D_{\text{eff}}} \right)}. \tag{3.24} \]

For a repulsive coupling $g > 0$, the effective coupling becomes weaker when decreasing the effective bandwidth. The coupling $g_{\text{eff}}$ is the energy shift $\Delta \varepsilon$ on the energy scale $D_{\text{eff}}$. Surprisingly enough, this result agrees perfectly with the exact result (3.11), although we only used second-order perturbation theory. This is a property of this special model and certainly not true in general. Nevertheless, the scaling approach rearranges perturbation theory in a way that enables us to derive correct results up to a certain order, even when standard perturbation theory breaks down.

If we take a closer look at the result (3.24), we see that the scaling equation does not always lead to a satisfying effective Hamiltonian. If we consider an attractive coupling constant $g < 0$, the effective coupling will increase and eventually diverge on an energy scale
\[ D_{\text{eff}} = D e^{-\frac{1}{|\rho g|}} \tag{3.25} \]

which we recognize from Eq. (3.12). Thus, we can link the break-down of the scaling approach to the appearance of a bound state. The break-down occurs on the energy scale which corresponds to the binding energy of the bound state. This is a very interesting result and gives significant insights into the physics of the Kondo model as will be described in the following section.

### 3.2 Scaling for the Kondo Model

The scaling approach for the Kondo model is discussed in Refs. [15, 35, 36] and summarized in Refs. [1, 16]. We start from the Kondo Hamiltonian (2.5) in integral representation
\[ H = \sum_{\sigma} \int_{-D}^{D} x : c_{x\sigma} c_{x\bar{\sigma}} : dx + \rho_0 \sum_{\mu \in x, y, z} \sum_{\alpha, \beta} \int_{-D}^{D} J_{\mu}^{\alpha \beta} \tau^{\mu} : c_{x_1}^{\dagger} c_{x_2} : dx_1 dx_2 \tag{3.26} \]

where we use a flat density of states $\rho_0 = \frac{1}{2D}$ for the bath electrons. The colons denote normal-ordering with respect to the Fermi sea (cf. Sec. 4.5). The generator of the transformation is chosen to be of the form
\[ \hat{S} = \rho_0 \sum_{\mu \in x, y, z} \sum_{\alpha, \beta} \int_{-D}^{D} S_{x_1 x_2}^{\mu} \sigma_{\alpha \beta}^{\mu} \tau^{\mu} : c_{x_1}^{\dagger} c_{x_2} : dx_1 dx_2 \tag{3.27} \]

where
\[ S_{x_1 x_2}^{\mu} = \begin{cases} \frac{J_{\mu}^{\alpha \beta}}{x_1 - x_2} & \text{if either } |x_1| \text{ or } |x_2| > \frac{D}{2} \smallsetminus \pi \smallsetminus \frac{x_1}{x_2} \\ 0 & \text{otherwise} \end{cases} \tag{3.28} \]
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Calculating the commutator between $\hat{S}$ and $H_f$

$$\frac{1}{2} P \left[ \hat{S}, H_f \right] P$$

$$= \rho_0 \sum_{\mu \in x,y,z; \alpha, \beta} \int_{-D_f}^{D_f} dx_1 dx_2 \left[ \rho_0 \sum_{i,j} | e_{ij\mu} | \left[ \int_{D_f}^{D} \frac{n(-z) - n(z)}{z} dz \right] j^i j^j \right] \sigma^\mu_{\alpha\beta} \tau^\mu_{\gamma\delta} : c^\dagger_{x_1\alpha} c_{x_2\beta} :$$

with the occupation number

$$n(z) = \langle FS | c^\dagger_{z\sigma} c_{z\sigma} | FS \rangle$$

(3.29)
yields the effective Hamiltonian (3.7) projected to small energies. The effective Hamiltonian is of the same form as the initial Hamiltonian but with a renormalized coupling

$$\tilde{j}^\mu = j^\mu - \rho_0 \sum_{i,j} | e_{ij\mu} | \left( \frac{n(D) - n(-D)}{D} \right) j^i j^j \delta D.$$  (3.30)

The $x$-dependence of the expression in the integral over $z$ is neglected which is justified when focusing on the renormalization at very small energies around the Fermi level. Additionally, the couplings $j^i$ would exhibit an energy dependence at higher energies when applying the scaling step. Focusing only on the couplings at the Fermi level is an essential approximation of the scaling approach as analytical solutions could not be derived otherwise. This approximation is systematically justified in Sec. 6.8.2.

For zero temperature the occupation number is given by the Heaviside function $n(\varepsilon) = \Theta(\varepsilon)$ and thus the scaling equations for the Kondo model become

$$\frac{dJ^x}{dD} = -\frac{2 \rho_0 J^x \varepsilon}{D}$$

(3.31)

$$\frac{dJ^y}{dD} = -\frac{2 \rho_0 J^y \varepsilon}{D}$$

$$\frac{dJ^z}{dD} = -\frac{2 \rho_0 J^z \varepsilon}{D}.$$

In order to gain some insights into the behavior of these scaling equations, we consider the case

$$J^x = J^y = J^z$$

(3.32)

for which the scaling equations simplify to

$$\frac{dJ_\perp}{d\ln D} = -2 \rho_0 J_\perp, \quad \frac{dJ_z}{d\ln D} = -2 \rho_0 J_z^2.$$  (3.33)

The hyperbolic scaling trajectory

$$J_\perp^2 - J_z^2 = \text{const.}$$  (3.34)

is constant during the flow to a smaller effective bandwidth $D_{\text{eff}}$. The flow trajectories are sketched in Fig. 3.2.
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Figure 3.2: Scaling trajectories $J^2 J^2 - J^4 = c$ of the Kondo model with $J^2 = J^4 = J_\perp$. A fixed point of the equation (3.33) is $J_\perp = 0$. As we see from Eq. (3.33), $J_\perp$ is always increasing for decreasing bandwidth. If initially $J_\perp = |J_z|$, we find the special trajectory $J_\perp = |J_z|$. This trajectory separates the regions where $J_\perp < |J_z|$ and $J_\perp > |J_z|$. In the first region in which $J_\perp < |J_z|$, the coupling $J_\perp$ scales to zero for a ferromagnetic coupling $J_z < 0$ and to ever stronger couplings for an antiferromagnetic coupling $J_z > 0$. The region where $J_\perp > |J_z|$ leads to a decreasing $J_\perp$ for $J_z < 0$ but flows towards a constant value $J_\perp > 0$ for $J_z \to 0^-$ and increases for $J_z > 0$ as the bandwidth decreases.

Finally, we want to study an isotropic coupling $J_\perp = J_z = J$. The scaling equation for the coupling is

$$\frac{dJ_{\text{eff}}}{d\ln D_{\text{eff}}} = -2\rho_0 J_{\text{eff}}^2. \quad (3.35)$$

Integrating this differential equation by separation of variables leads to

$$J_{\text{eff}}(D_{\text{eff}}) = \frac{J}{1 + 2\rho_0 J \ln(D_{\text{eff}}/D_0)}. \quad (3.36)$$

For a ferromagnetic coupling $J < 0$, the scaling equation converges and scales to zero for $D_{\text{eff}} \to 0$. An antiferromagnetic coupling $J > 0$, on the other hand, leads to a divergence on the Kondo energy scale

$$T_K = D e^{-\frac{1}{2\rho_0 J}}. \quad (3.37)$$

We already encountered such a behavior in Eq. (3.24). We know from the potential scattering model that a bound state induces such a behavior so that we can suppose that a very similar mechanism leads to the divergence in the case of the Kondo model, i.e., in the case of an antiferromagnetic coupling we find a bound state with a binding energy that is given by the Kondo temperature $T_K$. We also know that the coupling is growing stronger during the flow to smaller energy scales, i.e., spin-flip contributions will dominate at small energies which results in the occurrence of a singlet ground state [58], the so-called Kondo singlet.

In conclusion, the "poor man’s scaling" fails to solve the Kondo problem as it only leads to satisfying solutions as long as no bound state is present. In the case of the potential scattering model, we find the exact low-lying single-particle energies for $g > 0$ while the scaling approach fails for an attractive coupling $g < 0$. In the Kondo model the scaling equations converge for a ferromagnetic coupling $J < 0$ but lead to a divergent coupling $J_{\text{eff}}$ for an antiferromagnetic coupling $J > 0$. Nevertheless, the method is able to reveal the exponential character of the Kondo temperature $T_K$.

A method that is able to solve the Kondo problem is the numerical renormalization group (NRG) where, in contrast to earlier methods, the renormalization step is performed numerically.
3.3 Numerical Renormalization Group (NRG)

The numerical renormalization group (NRG) is a very powerful tool that is able to deal with the challenges of the Kondo problem. We will compare some results obtained by CUT with NRG calculations in Chap. 5. For this reason, the main ideas of the NRG approach are briefly outlined in the following. For a detailed discussion of the method, the reader is referred to the literature given in this section, especially to the recent review [10].

Renormalization group (RG) ideas were first developed in high energy physics in order to deal with UV-divergences occurring in perturbative treatments. For a historical overview, see for example Ref. [59]. The first applications in statistical physics were in the context of phase transitions and critical exponents and were first introduced by Wilson [60, 61]. For an overview, see for example Refs. [7, 62–65]. A RG transformation (RG T) \( R \) is of the form

\[
H_{N+1} = R(H_N)
\]  

(3.38)

where \( R \) transforms the Hamiltonian \( H_N \), which describes the physics on a characteristic energy scale, onto another Hamiltonian \( H_{N+1} \) describing the physics on another (usually smaller) energy scale. Applying \( R \) successively leads to a RG flow which starts at high energies while it approaches ever smaller energies in the subsequent flow.

In the "poor man's version" of the earlier sections the RGT transforms the initial Hamiltonian into a Hamiltonian of the same form with the sole difference that the high-energy excitations of the bath electrons are absorbed in the renormalizations of the parameters.

The difference of Wilson's NRG approach [8–10, 46] to most other RG approaches is that the RG step is performed numerically. The general strategy in NRG is to use the logarithmic discretization from Sec. 2.6.1 and to transform the Hamiltonian to a semi-infinite chain by a Lanczos tridiagonalization which is discussed in Sec. 5.1. The RG transformation for the chain can be defined as the extension of the chain by one further site (and rescaling all energies by a factor \( \sqrt{\lambda} \)) which corresponds to the inclusion of a smaller energy scale (and rescaling the current energy scale to be of the order \( O(1) \)). Starting from a finite chain length, which can be diagonalized exactly, the Hilbert space increases by a constant factor in each RG step. In order for the NRG approach to remain numerically tractable, one has to truncate a certain fraction of the highest-lying eigenstates which are obtained after each diagonalization. This truncation relies on the separation of energy scales and the exponentially decreasing hopping elements \( t_n \) (5.11) of the chain representation.

A very important subject connected to the RG flow is the notion of fixed points

\[
H^* = R(H^*).
\]

(3.39)

The fixed points of the Anderson model are related to the energy regimes discussed in Sec. 2.7. Note that only \( R^2 \) (applying \( R \) twice) has fixed points as the results differ for even and odd chain lengths \( N \). As a result, applying \( R \) once – which extends the chain length by one – does not fulfill Eq. (3.39). During the RG flow the Hamiltonian comes close to different fixed point Hamiltonians \( H^* \) which can be described by fairly simple effective Hamiltonians. For the symmetric Anderson model, these fixed points are the unstable free-orbital and local-moment fixed points as well as the stable strong-coupling fixed point to which the flow finally converges. The physics of these fixed points is described in Sec. 2.7 and the simple effective Hamiltonians describing them are further explained in Sec. 5.4.4.
4 Continuous Unitary Transformations

4.1 Flow Equation

The method of Continuous Unitary Transformations provides a theoretical tool that transforms a Hamiltonian closer (or even completely) to diagonal form. Continuous Unitary Transformations were first introduced by Wilson and Glazek [66, 67] under the title similarity renormalization scheme in the context of high energy physics and independently by Wegner [11] under the name flow equation method in the context of condensed matter theory. Around the same time a similar approach was investigated by mathematicians under the name Double Bracket Flow [68] and Isospectral Flow [69, 70]. We will focus on the branch laid by Wegner. For more information about the similarity renormalization scheme, see Refs. [71, 72].

For easy problems, as for example Hamiltonians in the form of small finite matrices or non-interacting fermionic systems, the method of Continuous Unitary Transformations can be carried out without any approximations providing exact results. In terms of numerical accuracy and calculation effort, however, it is less efficient than most conventional methods such as the various numerical procedures for exact diagonalization. But with increasing complexity most methods, especially exact ones, start to become impractical while Continuous Unitary Transformations can still be a very powerful tool for constructing effective models describing the physical aspects under consideration.

The CUT approach was used for a wide range of problems in many-body theory including electron-phonon couplings [73, 74], dissipative quantum systems and the spin-boson model [75–78], the Hubbard model [79–82], the Anderson impurity model [21–23], spin-systems [13, 83–87], one-dimensional spinless fermions [88], the sine-Gordon model [89, 90], interacting bosonic systems [91], heavy fermions [92], Fermi and Luttinger liquids [93], and the Kondo model [18–20, 94, 95]. A very broad overview on further applications of CUT is given in Ref. [96]. The quartic oscillator [97] can be used as a pedagogical introduction to CUT. Further details on the method are outlined in Ref. [16].

The aim of CUT is to construct a Hamiltonian closer to diagonality which is connected to the initial Hamiltonian by a unitary transformation. In principle, a self-adjoint operator can always be brought to diagonality by a unitary transformation. Finding this transformation, however, is a major problem of theoretical quantum mechanics and, in general, a challenging task. The idea of CUT is to introduce a unitary transformation that changes continuously as a function of a flow parameter \( t \). One might picture this procedure thinking of a piecewise transformation of a finite set of unitary transformations

\[
H_{N+1} = U_N H_N U_N^\dagger
\]

where the transformation \( U_N \) is constructed from \( H_N \) so that \( \lim_{N \to \infty} H_N \) is closer to diagonality. The unitary transformation that connects the initial Hamiltonian \( H_0 \) with the Hamiltonian \( H_N \) is given by

\[
U_N^{\text{full}} = U_{N-1} U_{N-2} \ldots U_1 U_0.
\]
Approaching problems with a finite set of unitary transformations is used in the projector-based renormalization method (PRM) [98, 99]. Instead of performing a finite set of single unitary transformations, Wegner introduced a continuous parameter $l$ which describes the change of the Hamiltonian induced by a sequence of infinitesimal unitary transformations. This procedure can still be expressed as one single unitary transformation connecting the initial Hamiltonian at $l = 0$ and the Hamiltonian at the current point of the flow

$$H(l) = U(l)H(0)U^+(l).$$  \hspace{1cm} (4.3)

From Eq. (4.3) one finds $U(0) = \mathbb{1}$. Taking the derivative of Eq. (4.3) leads to

$$\partial_l H(l) = [\eta(l), H(l)]$$  \hspace{1cm} (4.4)

with the anti-hermitian generator

$$\eta(l) = \frac{\partial U(l)}{\partial l}U^+(l).$$  \hspace{1cm} (4.5)

The anti-hermiticity can be shown using the unitarity of $U$ by calculating the derivative of $U^*U = \mathbb{1}$. Equation (4.4) is called flow equation and is the heart of the Continuous Unitary Transformation approach. The transformation $U(l)$ from Eq. (4.3) can be constructed from the flow of the generator. Multiplying Eq. (4.5) with $U$ from the right yields

$$\frac{\partial U(l)}{\partial l} = \eta(l)U(l).$$  \hspace{1cm} (4.6)

The formal solution of the resulting equation (4.6) is given by

$$U(l) = \mathcal{L}e^{\int_0^l \eta(l')dl'}$$  \hspace{1cm} (4.7)

where $\mathcal{L}$ is an $l$-ordering super-operator which orders products of operators depending on $l$ from left to right in descending order in $l$. The $l$-ordering is important because, in general,

$$[\eta(l), \eta(l')] \neq 0.$$  \hspace{1cm} (4.8)

Constructing $U$ from Eq. (4.7) for further calculations of an observable $\hat{O}$

$$\hat{O}(l) = U(l)\hat{O}U^+(l)$$  \hspace{1cm} (4.9)

is not efficient. Instead, we can solve the flow equation for observables

$$\partial_t \hat{O}(l) = [\eta(l), \hat{O}(l)]$$  \hspace{1cm} (4.10)

with the initial condition $\hat{O}(0) = \hat{O}$. The flow equation for observables (4.10) can be deduced by taking the derivative of Eq. (4.9) and by identifying the generator (4.5) in the resulting expression. In order to set up the flow equation, we need to know how to choose the generator (4.5). There are a number of different possibilities and in the following sections the most common ones are discussed.
4.2 Generators

4.2.1 Wegner’s Generator

The first suggestion for the choice of a generator was given by Wegner [11]. He separated the Hamiltonian into a diagonal part \( H_d \) and a non-diagonal part \( H_e \). The generator is then chosen as

\[
\eta_W(l) = [H_d(l), H_e(l)].
\]

(4.11)

Note that we do not need more information than we already have at the current state of the flow. If we write the Hamiltonian in matrix representation with the matrix elements

\[
h_{nm} = \langle n|H|m \rangle, \quad \epsilon_n = \langle n|H|n \rangle,
\]

(4.12)

then the matrix elements of Wegner’s generator are of the form

\[
\eta_{W,nm} = (\epsilon_n - \epsilon_m) h_{nm}.
\]

(4.13)

The flow equation (4.4) becomes

\[
\partial_t h_{nm} = - (\epsilon_n - \epsilon_m)^2 h_{nm} + \sum_{r \neq n,m} (\epsilon_n + \epsilon_m - 2\epsilon_r) h_{nr} h_{rm}.
\]

(4.14)

From this simple calculation we can draw very insightful conclusions. If we calculate the derivative of the square sum of the non-diagonal elements, we find

\[
\partial_t \sum_{n,m \neq m^n,m} |h_{nm}|^2 = -2 \sum_{n,m \neq m^n,m} (\epsilon_n - \epsilon_m)^2 |h_{nm}|^2 \leq 0.
\]

(4.15)

The norm of the off-diagonal elements is monotonically decreasing and finally even vanishing for the limit \( l \to \infty \) as long as no degeneracies\(^1\) occur. Terms that couple degenerate states are not eliminated by Wegner’s generator while all terms that couple non-degenerate states will eventually vanish for \( l \to \infty \). Thus, Wegner’s generator fulfills all the required properties. We can already identify the energy separation of the CUT approach as matrix elements with large energy differences converge faster than those with small energy differences.

Since a matrix representation is, in general, not very well suited to describe realistic problems in many-body theory because of the exponentially large size of the considered Hilbert space, a representation in second quantization is often used. One can then still construct Wegner’s generator from Eq. (4.11).

4.2.2 Mielke’s Generator

Mielke used another generator [12] that has the special advantage that matrices which are initially band diagonal, i.e.,

\[
h_{nm} = 0 \quad \forall |n - m| > N_c
\]

(4.16)

maintain this property during the flow. The generator he proposed is based on a sign function and its matrix elements are given by

\[
\eta_{M,nm} = \text{sgn}(n - m) h_{nm}.
\]

(4.17)

\(^1\)By degeneracies we refer to \( \epsilon_n(l) = \epsilon_m(l) \).
The flow equation induced by this choice of the generator is of the form
\[
\partial_l h_{nm} = -\text{sgn} (n - m) (\varepsilon_n - \varepsilon_m) h_{nm} + \sum_{s \neq n,m} \left[ \text{sgn} (n - s) - \text{sgn} (s - m) \right] h_{ns} h_{sm}. 
\] (4.18)

By setting \( m = n + N_c + r \) with \( r > 0 \) and using Eq. (4.16) for \( l = 0 \) we find
\[
\partial_l h_{n,n+N_c+r} = 0 \quad \forall \ r > 0, 
\] (4.19)
i.e., the band structure (4.16) is indeed conserved during the whole flow. From the flow equation (4.18) we can construct
\[
\partial_l \sum_{n=0}^{r} \varepsilon_n = -2 \sum_{n=0}^{r} \sum_{s=r+1}^{N_c} |h_{ns}|^2 \leq 0 
\] (4.20)
where all elements for \( s < r + 1 \) cancel because of the sign function and the hermiticity of \( H \). If the Hamiltonian is bounded from below, which is always true for finite matrices, Eq. (4.20) implies that the differential equation (DEQ) must converge. In this case, the non-diagonal matrix elements \( h_{nm} \) must tend to zero for \( l \to \infty \) for all \( n \) and \( m \) as \( r \) is arbitrary.

In contrast to the flow induced by Wegner’s generator, the derivative of the square sum over the non-diagonal elements is not necessarily negative, i.e., the norm of the off-diagonal elements \( h_{nm} \) is not a monotonically decreasing function of \( l \) and thus the Hamiltonian can be less diagonal at finite \( l \) than it is for \( l = 0 \). In the limit \( l \to \infty \), however, the Hamiltonian will become diagonal as the non-diagonal elements tend to zero.

We can analyze the asymptotic behavior of the flow. If the non-diagonal elements vanish for large \( l \), the quadratic term in Eq. (4.18) becomes negligible at some point during the flow. For large values of \( l \), we can then write
\[
\partial_l h_{nm} = -\text{sgn} (n - m) (\varepsilon_n - \varepsilon_m) h_{nm}. 
\] (4.21)

We already know that the \( h_{nm} \) must tend to zero and thus we conclude
\[
\text{sgn} (n - m) (\varepsilon_n - \varepsilon_m) > 0 
\] (4.22)
for large \( l \). As we did not require this ordering of the diagonal elements for \( l = 0 \), Mielke’s generator must order the diagonal elements in ascending order during the flow so that \( n < m \Rightarrow \varepsilon_n < \varepsilon_m \).

### 4.2.3 Knetter and Uhrig’s Generator

**Particle Conserving Generator**

Knetter and Uhrig suggested a generator suited for Hamiltonians in second quantization [13, 14]. Their choice leads to a particle conserving effective Hamiltonian for \( l \to \infty \). This generator can be considered a generalization of Mielke’s generator for Hamiltonians in second quantization and is thus often referred to as MKU- (Mielke-Knetter-Uhrig) or pc- (particle-conserving) generator. A detailed discussion of the MKU- and further generators described in this section can be found in Refs. [81, 100]. A Hamiltonian in second quantization can always be written in the form
\[
H = \sum_{i,j} H_i^j 
\] (4.23)
where $H_{ij}^j$ contains all contributions that annihilate $i$ and create $j$ particles. Then the pc-generator is defined as

$$\eta_{pc} = \sum_{i,j} \text{sgn}(j-i) H_{ij}^j$$

or in the eigenbasis $\{ |n\rangle \}$ of the particle-counting operator $Q$ with $Q |n\rangle = q_n |n\rangle$

$$\eta_{pc,ij} = \text{sgn}(q_i - q_j) h_{ij}$$

where $h_{ij} = \langle i | H | j \rangle$ is the coefficient of the operator that changes from the state $|j\rangle$ to the state $|i\rangle$. Without loss of generality, the eigenstates shall be ordered as follows

$$i > j \implies q_i \geq q_j.$$

(4.26)

One can again construct the flow equation (4.4) which is of a very similar formal structure as for the generators before

$$\partial_t h_{ij} = -\text{sgn}(q_i - q_j) (h_{ii} - h_{jj}) h_{ij} + \sum_{s\neq i,j} [\text{sgn}(q_i - q_s) - \text{sgn}(q_s - q_j)] h_{is}h_{sj}.$$  

(4.27)

In order to analyze properties of the pc-generator, we investigate the derivative of the first $r + 1$ diagonal elements

$$\partial_t \sum_{i=0}^r h_{ii} = 2 \sum_{i=0}^r \sum_{s=r+1}^N \text{sgn}(q_i - q_s) |h_{is}|^2$$

(4.28)

where again all terms with $s < r + 1$ cancel because of the anti-hermiticity of the generator. From the ordering (4.26) we find

$$\partial_t \sum_{i=0}^r h_{ii} < 0.$$  

(4.29)

From Eq. (4.29) we can deduce that the DEQ must converge if the Hamiltonian is bounded from below and thus

$$\lim_{l \to \infty} \text{sgn}(q_i - q_j) |h_{ij}|^2 = 0 \quad \forall \ i, j.$$  

(4.30)

The limit holds true for all $i$ and $j$ because $r$ is arbitrary. Equation (4.30) implies that the effective model will contain no terms that switch from one subspace with a fixed number of particles to another one. Only terms that conserve the number of particles survive the flow, i.e.,

$$[Q, H_{\text{eff}}] = 0.$$  

(4.31)

This is a major simplification as one can treat all subspaces with a fixed number of particles separately.

We can again analyze the asymptotic behavior and look at $i$ and $j$ with $q_i \neq q_j$. Then the elements $h_{ij}$ tend to zero for large $l$ and the quadratic term in Eq. (4.27) can be neglected which yields

$$\partial_t h_{ij} = -\text{sgn}(q_i - q_j) (h_{ii} - h_{jj}) h_{ij}.$$  

(4.32)

From Eq. (4.30) we know that these elements have to vanish for $l \to \infty$ and thus

$$\text{sgn}(q_i - q_j) (h_{ii} - h_{jj}) > 0.$$  

(4.33)

for large $l$. As we do not rely on the ordering (4.26) (we just introduced it to verify that the generator converges), we know from Eq. (4.33) that the pc-generator orders the diagonal elements in ascending order of the particle number of the eigenstates [12, 88, 100].
CHAPTER 4. CONTINUOUS UNITARY TRANSFORMATIONS

**Sign-Generator**

If the considered Hamiltonian is already particle conserving, the pc-generator is obviously not very well suited for the problem. One can use the sign-generator in such a case.

We split the Hamiltonian in a part $H_d$ (which we know how to treat) and the residual part $H_r$. We switch to the eigenbasis of $H_d$

$$H_d |n\rangle = \varepsilon_n |n\rangle.$$  \hspace{1cm} (4.34)

Without loss of generality, the basis states shall be ordered such that

$$m > n \Rightarrow \varepsilon_m \geq \varepsilon_n.$$  \hspace{1cm} (4.35)

Then the matrix elements of the sign-generator have the form

$$\eta_{\text{sign},nm} = \text{sgn} (\varepsilon_n - \varepsilon_m) h_{nm}$$  \hspace{1cm} (4.36)

where $h_{nm}$ are the coefficients of the operators connecting the states $|n\rangle$ and $|m\rangle$. The flow equation is of the well-known structure

$$\partial_t h_{nm} = - |\varepsilon_n - \varepsilon_m| h_{nm} + \sum_{x\neq n,m} \text{sgn} (\varepsilon_x - \varepsilon_n, \varepsilon_x - \varepsilon_m) h_{nx} h_{xm}$$  \hspace{1cm} (4.37)

and again we find

$$\partial_t \sum_{n=0}^{r} \varepsilon_n = 2 \sum_{n=0}^{r} \sum_{s=r+1}^{N} \text{sgn} (\varepsilon_s - \varepsilon_n) |h_{ns}|^2 < 0$$  \hspace{1cm} (4.38)

where the inequality holds true because of the ordering (4.35). If the Hamiltonian is bounded from below, it follows from Eq. (4.38) that the DEQ must converge and that

$$\lim_{t \to \infty} \text{sgn} (\varepsilon_n - \varepsilon_m) |h_{nm}|^2 = 0 \quad \forall \ n, m$$  \hspace{1cm} (4.39)

as $r$ is arbitrary. Consequently, operators that couple two non-degenerate states must vanish in the limit $t \to \infty$.

Next, we take a closer look at the asymptotic behavior. Again, terms which couple two non-degenerate states must vanish for large $l$. When these elements become small, the quadratic term in Eq. (4.37) is negligible and leads to the asymptotic behavior

$$\partial_t h_{nm} = - |\varepsilon_n - \varepsilon_m| h_{nm}$$  \hspace{1cm} (4.40)

where $\varepsilon_n$ and $\varepsilon_m$ have already converged, i.e., their $l$-dependence can be neglected in leading order. Thus, the matrix elements exhibit an exponential behavior for large $l$

$$h_{nm} = \tilde{h}_{nm} e^{-|\varepsilon_n - \varepsilon_m| l}$$  \hspace{1cm} (4.41)

where $\tilde{h}_{nm}$ is a constant with respect to the flow parameter $l$. As $\varepsilon_n$ is an energy, we now find a physical interpretation of the flow parameter which is an inverse energy in the case of the sign-generator. Thus, while $l$ increases during the flow, we proceed to smaller energy differences of the range $l^{-1}$. When the flow has proceeded to an energy scale $l^{-1}$, coefficients of operators contributing to the generator and connecting two states with higher energy difference than $l^{-1}$ have commonly already approached their asymptotic behavior and vanish exponentially. On the other hand, coefficients of operators which are not present in the generator and which correspond to higher energy differences than $l^{-1}$ have already converged, i.e., their $l$-dependence is negligible in the subsequent flow. This again is a property of the flow equation method which is similar to the energy separation of RG approaches and which is demonstrated in Chap. 5 explicitly.
4.2.4 Ground-State Generator

There are further variants of the generator. One of the most important ones is the ground-state (gs-) generator (see e.g. Refs. [81, 100–102]). If the transformation eliminates all terms that couple the reference state, which is chosen as the ground state of \(H_d\), to higher excited states, the generator features gs-generator properties. In this case, the reference state becomes the ground state of the effective Hamiltonian for \(l \to \infty\). If the minimal requirements for a gs-generator are fulfilled, the generator can be referred to as the gs-generator. All generators introduced so far fulfill gs-generator properties (and more).

In general, the gs-generator can be expressed as

\[
\eta_{gs} = \sum_{i > 0} (H_{0i} - H_{i0})
\]

where \(H_{0i}\) denotes all terms that couple the ground state of \(H_d\) (denoted by the index 0) to an excitation above it (denoted by the index \(i > 0\)).

If all creation operators from the chosen operator basis in which \(H_d\) is diagonal create excitations, the reference state is the vacuum with respect to the respective operator basis. In this case, all terms that contain only creation or only annihilation operators have to be included in the generator as far as the operators are normal-ordered with respect to the vacuum state. This generator is used explicitly in Chap. 5.

If, on the other hand, the chosen operator basis in which \(H_d\) is diagonal contains creation operators which create particles on a level with negative energy, all negative levels in the reference state are occupied. In this case, all terms that result in an excitation above the Fermi sea must be eliminated for \(l \to \infty\). As far as the operators are normal-ordered with respect to the Fermi sea, a term is included into the generator if all energy differences occurring in this term are of the same sign. This generator is explicitly used in Chap. 6.

The gs-generator converges if the energy spectrum is bounded from below. A detailed discussion and a proof of convergence of the gs-generator can be found in Ref. [101] and an overview is given in Ref. [81].

The ground-state generator in the context of a zero-particle state suggests other variants of generators. One could, for example, include all terms that couple the zero-particle vacuum state and all states including one particle to states with more particles. This generator is often referred to as \(\eta_{gs,1p}\) or simply \(\eta_{1p}\). These kind of generators are also discussed in the references given above.

4.3 Variants of Continuous Unitary Transformations

So far we presented a general theoretical framework for the method of Continuous Unitary Transformations. We know how to set up the flow equation and how to construct the generator. When we commute the generator and the Hamiltonian in order to derive the flow equation (4.4), in general, new terms arise which are not present in the initial Hamiltonian. These new terms arise during the flow and must be commuted with the generator as well which leads to further terms and so on. For an infinitely large system, the number of arising terms is often arbitrarily

\(^{2}\)An example is the separation of particle and hole states. In this case, the Fermi sea corresponds to a vacuum with respect to particles and holes.
large while in finite systems the number of arising terms is growing exponentially. This leads to practical problems and the necessity to introduce approximations at some point.

Different more or less systematic ways of determining how to find sensible approximations have been developed. Famous examples are the self-similar CUT (sCUT) that was used in the original work by Wegner [11] and which was extensively used in Refs. [81, 100–107], the perturbative CUT (pCUT) [13, 108, 109] and the enhanced perturbative CUT (epCUT) with its non-perturbative extrapolation: the directly evaluated enhanced perturbative CUT (deepCUT) [110, 111]. A further branch is a graph-theory based version called gCUT [112].

In this thesis the sCUT approach is used in Chap. 5, and in Chaps. 6 and 7 the employed truncation schemes are justified by deepCUT. A brief overview of the different approaches is given in the following (except gCUT).

### 4.3.1 Self-Similar CUT (sCUT)

A self-similar approach to CUT can be applied by choosing a fixed class of basis operators \( \hat{O}_n \) beforehand (most commonly by a truncation scheme that determines the classes of terms which are discarded) and then performing all commutations between the generator and the Hamiltonian as long as new terms emerge.

Determining which terms to keep and which to neglect is one of the main problems within this CUT approach. Common criteria are, for example, the distance between two operators (e.g. in real space or energy) or the number of operators that a term includes. Of course, a physical understanding of the problem helps to decide which terms are important and which ones are not, but such rules vary from model to model and cannot be deduced generally.

Another common and more systematic way of deciding if a term is important or not is to count how many commutations it takes until the term emerges first. This procedure is justified if the coefficients of the commuted terms are small. In this case, every commutation increases the order of the small parameter in which the new term emerges. This procedure sounds perturbative but it is not. Self-similar CUTs are non-perturbative in nature, even when truncated in orders of a small parameter. Because of the truncation, one can find a closed system of differential equations. The Hamiltonian during the flow is expressed as

\[
H(l) = \sum_n h_n(l) \hat{O}_n
\]

where only the coefficients \( h_n \) depend on \( l \) while the operator basis \( \hat{O}_n \) is fixed. Although the construction of the flow equation is, in general, a hard task, it is easy to write down the general structure of the resulting differential equation which is bilinear

\[
\partial_l h_n(l) = \sum_{i,j} D^n_{ij} h_i(l) h_j(l).
\]

The main task is to calculate the explicit form of the \( D^n_{ij} \) which depend on the choice of the generator and stem from the commutations of the basis operators \( \hat{O}_n \). In most problems the \( D^n_{ij} \) must be calculated numerically by a program which is able to calculate the needed commutators and add newly arising terms to the Hamiltonian. Such a program was originally developed by S. Dufier [102] (see Sec. 5.4.1).

The non-perturbative character of the sCUT approach is explicitly required when encountering the Kondo problem as perturbative approaches result in IR-divergences and are not able to describe the crossover from one energy regime (described in Sec. 2.7) to another.
4.3.2 Perturbative CUT (pCUT)

In contrast to the non-perturbative sCUT approach, Continuous Unitary Transformations can also be performed perturbatively [13, 108, 109]. As the Kondo problem needs non-perturbative tools, a pCUT approach is not suitable for the challenges faced in this thesis. Nevertheless, the pCUT approach shall be mentioned because deepCUT ideas stemming from perturbative ideas are used in this thesis. A pCUT can be applied to systems which can be written in the form

\[ H = H_0 + \lambda \sum_{m=-N}^{N} T_m \quad \text{with} \quad [H_0, T_m] = mT_m \]  \hspace{1cm} (4.45)

where \( \lambda \) is a small parameter and \( T_m \) contains all terms that create \( m \) particles (annihilate \( m \) particles if \( n < 0 \)). The pCUT approach relies on two prerequisites which the Hamiltonian must fulfill

1. The unperturbed energy spectrum of \( H_0 \) must be equidistant with a lower boundary. The eigenenergies of \( H_0 \) are proportional to the particle number.

2. The perturbation is of the form \( V = \lambda \sum_{m=-N}^{N} T_m \) (cf. Eq. (4.45)).

The initial generator is chosen to be

\[ \eta = \lambda \sum_{m=-N}^{N} \text{sgn}(m) T_m. \]  \hspace{1cm} (4.46)

Calculating the commutator between \( \eta \) and \( H \) yields products of the \( T_m \) which are denoted by

\[ T(\mathbf{m}) = T_{m_1}T_{m_2}...T_{m_k} \]  \hspace{1cm} (4.47)

where \( \mathbf{m} \) is an index vector

\[ \mathbf{m} = (m_1, m_2, ..., m_k) \]  \hspace{1cm} (4.48)

with dimension \( |\mathbf{m}| = k \) and where the \( m_i \in \{0, \pm 1, \pm 2, ..., \pm N\} \). One can define the netto particle number that is created (annihilated) by \( T(\mathbf{m}) \) as

\[ M(\mathbf{m}) = \sum_{i=1}^{k} m_i. \]  \hspace{1cm} (4.49)

Then the complete Hamiltonian during the flow can be written in the form

\[ H = H_0 + \sum_{k=1}^{\infty} \lambda^k \sum_{|\mathbf{m}|=k} F(l, \mathbf{m}) T(\mathbf{m}) \]  \hspace{1cm} (4.50)

while the full generator is given by

\[ \eta = \sum_{k=1}^{\infty} \lambda^k \sum_{|\mathbf{m}|=k} \text{sgn}(M(\mathbf{m})) F(l, \mathbf{m}) T(\mathbf{m}) \]  \hspace{1cm} (4.51)

where \( |\mathbf{m}| \) denotes the dimension of \( \mathbf{m} \). The perturbative character lies within the ansatz in which, in contrast to the sCUT approach, the coefficients are compared with respect to the
order of $\lambda$. Calculating the commutator of the generator and the Hamiltonian and comparing the coefficients leads to a differential equation for the coefficients

$$\partial_t F(l, m) = -[M(m)]F(l, m) + \sum_{m = (m_1, m_2)} [\text{sgn}(M(m_1)) - \text{sgn}(M(m_2))] F(l, m_1) F(l, m_2)$$

which does not depend on the specific model at hand. The structure of the differential equation is recursive with respect to the order in which the coefficients appear. Consequently, if the orders are not too large, one finds closed systems of differential equations.

### 4.3.3 Enhanced Perturbative CUT (epCUT)

The enhanced perturbative CUT [110, 111] is again constructed for Hamiltonians of the form

$$H = H_0 + \lambda H_N.$$  

The Hamiltonian and the generator are represented in second quantization

$$H(l) = \sum_i h_i(l) \hat{O}_i$$

$$\eta(l) = \sum_i \eta_i(l) \hat{O}_i$$

and the DEQ is given by

$$\partial_t h_n(l) = \sum_{i,j} D_{ij}^n h_i(l) h_j(l)$$

which is so far non-perturbative. As the $D_{ij}^n$ have to be calculated just as in the sCUT approach, one could ask for the advantage of the enhanced perturbative CUT compared to the sCUT. The answer is that epCUT intrinsically delivers a truncation scheme so that the calculated coefficients are exact up to a certain order (as long as not combined with an additional truncation scheme). The coefficients are expanded in a small parameter $\lambda$

$$h_n(l) = \sum_k \lambda^k h_n^{(k)}(l)$$

through which the perturbative character becomes obvious. Inserting Eq. (4.56) in Eq. (4.55) and comparing the coefficients in orders of $\lambda$ yields

$$\partial_t h_n^{(m)}(l) = \sum_{i,j} \sum_{p+q=m} D_{ij}^n h_i^{(p)}(l) h_j^{(q)}(l).$$

We can see from Eq. (4.57) that only coefficients up to order $m$ act on the $m$-th order. Thus, we know that we can truncate all terms that emerge in higher orders and still be correct up to order $m$. For a systematic analysis, one defines the minimal order $O_{\min}(n)$ in which a term emerges. From Eq. (4.55) one finds

$$O_{\min}(n) = \min_{\{i,j|D_{ij}^n \neq 0\}} [O_{\min}(i) + O_{\min}(j)].$$
A useful truncation scheme can then be used by choosing an order \( O_c \) up to which one wants to calculate the targeted quantities and truncate all terms for which

\[
O_{\text{min}}(n) > O_c. \tag{4.59}
\]

One can even optimize the truncation scheme further if one is interested in a special quantity of the flow, e.g., the ground-state energy or the dispersion. It may very well be that terms are included so far which only act in a higher order than \( O_c \) on the targeted quantities. Such terms can be neglected while still being correct up to order \( O_c \) for the targeted quantities.

The maximal order \( O_{\text{max}}(n) \) [110], which is the order up to which one needs to know \( h_n \) so that the targeted quantity is still correct up to order \( O_c \), can be calculated from

\[
O_{\text{max}}(i) = \max_{\{n,j \mid D_{ij}^n \neq 0\}} [O_{\text{max}}(n) - O_{\text{min}}(j)]. \tag{4.60}
\]

Terms for which

\[
O_{\text{min}}(n) > O_{\text{max}}(n) \tag{4.61}
\]

can additionally be truncated. Furthermore, contributions to the right-hand side of the DEQ can be neglected. The contribution on the right-hand side with a coefficient \( D_{ij}^n \) can be neglected if

\[
O_{\text{max}}(n) < O_{\text{min}}(i) + O_{\text{min}}(j). \tag{4.62}
\]

This process leads to a differential equation with less entries than before and which is still exact in the chosen order \( O_c \), at least for the quantities in question. The coefficients of the thus truncated minimal system of differential equations are denoted by \( \tilde{D}_{ij}^n \) (cf. Eqs. (4.55) and (4.63)).

A clear advantage of the epCUT in contrast to the pCUT approach is that it also works for an unperturbed Hamiltonian \( H_0 \) with a non-equidistant spectrum. On the other hand, one has to calculate the \( D_{ij}^n \) which is not necessary within the pCUT approach.

### 4.3.4 Directly Evaluated Enhanced Perturbative CUT (deepCUT)

The directly evaluated enhanced perturbative CUT [110, 111] follows the epCUT idea. After determining the minimal system of differential equations \( \tilde{D}_{ij}^n \) based on epCUT ideas (cf. Sec. 4.3.3), one can simply use it in the full differential equation (4.55)

\[
\partial_l h_n(l) = \sum_{i,j} \tilde{D}_{ij}^n h_i(l) h_j(l). \tag{4.63}
\]

This approach is not perturbative anymore and the resulting coefficients can be of a much more complicated structure than a polynomial in the chosen order. Roughly, the deepCUT method is a version of sCUT with a clever and systematic way of truncating the system of differential equations.

In this thesis the deepCUT idea is used in Chap. 7 in order to optimize the reproduction of the Schrieffer-Wolff transformation and also to justify truncation schemes at various points in Chaps. 6 and 7.
4.4 Residual Off-Diagonality

The residual off-diagonality (ROD) \([101–103, 113, 114]\) is defined as the square root of the sum of the squared absolute values of all coefficients contributing to the generator

\[
\text{ROD} = \left( \sum_{n, h_n \in \eta} |h_n|^2 \right)^{\frac{1}{2}}
\]  

(4.64)

where the \(h_n\) are the coefficients of the Hamiltonian in second quantization. For a matrix representation the definition is analogous and corresponds to the sum running over all matrix elements \(h_{nm}\) that contribute to the generator. The square root in Eq. (4.64) is introduced so that the ROD is an energy.

The residual-off diagonality tracks the convergence of the flow. From the flow equation (4.4) we know that there is no further change of the Hamiltonian as soon as the residual off-diagonality is zero. Consequently, if the ROD tends to zero for \(l \to \infty\), the differential equations converge. For the proposed generators from Sec. 4.2, this is always the case as long as the system can be written in the form of finite matrices and no truncation is incorporated.

For infinite matrices or when a truncation scheme is introduced, the situation is not that clear anymore. In such a case, one might encounter diverging differential equations and thus a divergent residual off-diagonality. These divergences can be an intrinsic feature of the truncated flow equations but can also stem from numerical instabilities.

4.5 Reference State and Normal-Ordering

In order to set up the CUT approach for realistic many-body problems, we need to introduce normal-ordering with respect to an adequate reference state. The need for a normal-ordering scheme can be understood when looking at the example of the commutator of two quartic fermionic operators

\[
\left[ c_1^+ c_2^+ c_3^+ c_4^+, c_1^+ c_2^+ c_3^+ c_4^+ \right] = c_1^+ c_2^+ c_3^+ c_4^+ \delta_{4,3'} - c_1^+ c_2^+ c_3^+ c_4^+ \delta_{4,3'} - c_1^+ c_2^+ c_3^+ c_4^+ \delta_{3,2'} + c_1^+ c_2^+ c_3^+ c_4^+ \delta_{3,2'} - c_1^+ c_2^+ c_3^+ c_4^+ \delta_{1,4'} + c_1^+ c_2^+ c_3^+ c_4^+ \delta_{1,4'} - c_1^+ c_2^+ c_3^+ c_4^+ \delta_{2,3'} + c_1^+ c_2^+ c_3^+ c_4^+ \delta_{2,3'} - c_1^+ c_2^+ c_3^+ c_4^+ \delta_{2,1'} + c_1^+ c_2^+ c_3^+ c_4^+ \delta_{2,1'}.
\]

(4.65)

At first sight, only terms with six operators occur but this depends on the ordering of the operators, e.g., ordering all creation operators to the left would also produce terms with four operators or less. Thus, truncating terms with six operators is problematic as there is still a feedback to terms with less operators.

In order to organize the operators in a way that we can truncate higher-order interaction terms in a well-behaved manner, we introduce normal-ordering of the operators which is chosen with respect to a reference state \(|\text{ref}\rangle\) so that

\[
\langle \text{ref} | : \hat{A} : | \text{ref} \rangle = 0.
\]

(4.66)

For the choice of the reference state during the flow, the Hamiltonian is split in two parts

\[
H = H_d + H_t
\]

(4.67)
where the ground state of $H_d$ is known. The reference state is chosen to be the ground state of $H_d$. If the generator fulfills at least gs-generator properties, the reference state will become the ground state of the effective Hamiltonian for $l \to \infty$ (convergence assumed).

Normal-ordering is based on Wick’s theorem [115, 116] and is explained in App. 9.7. If the operator basis is chosen such that all creation operators create excitations (cf. Sec. 4.2.4), the reference state is a vacuum with respect to these operators. In this case, normal-ordering coincides with the rule to shift all creation operators to the left. If there are creation operators in the chosen operator basis which create particles on a level with negative energy, the reference state is a Fermi sea with respect to these operators. In this case, the normal-ordering prescription is more complicated\(^3\) and is explained in the following.

The normal-ordering of a bilinear operator is defined by subtracting the expectation value with respect to the reference state

\[ :c_1^\dagger c_2 : = c_1^\dagger c_2 - \langle c_1^\dagger c_2 \rangle \quad (4.68) \]

with

\[ \langle c_1^\dagger c_2 \rangle = \langle \text{ref} | c_1^\dagger c_2 | \text{ref} \rangle \quad (4.69) \]

The definition (4.68) obviously fulfills Eq. (4.66). For terms containing more operators, all contractions have to be calculated (where a contraction denotes the expectation value with respect to the reference state). Normal-ordering for operators consisting of four operators takes the form

\[ c_1^\dagger c_2^\dagger c_3 c_4 = :c_1^\dagger c_2^\dagger c_3 c_4:+:c_3 c_4 :\langle c_1^\dagger c_2 \rangle - :c_2^\dagger c_3 :\langle c_1^\dagger c_4 \rangle + :c_2^\dagger c_3 :\langle c_1^\dagger c_4 \rangle \]

\[ + c_1^\dagger c_4 :\langle c_2^\dagger c_3 \rangle - :c_1^\dagger c_3 :\langle c_2^\dagger c_4 \rangle + :c_1^\dagger c_3 :\langle c_2^\dagger c_4 \rangle - \langle c_1^\dagger c_3 \rangle \langle c_2^\dagger c_4 \rangle + \langle c_1^\dagger c_3 \rangle \langle c_2^\dagger c_4 \rangle \]

(4.70)

where all normal-ordered operators on the right-hand side also fulfill Eq. (4.66). The signs in Eq. (4.70) stem from the fermionic character of the operators. Every time a fermionic operator that is part of a contraction must be swapped with another fermionic operator in order to bring the contracted operators side by side, a minus sign is introduced.

One important feature of normal-ordered operators is that the order of the operators can be changed and only a sign appears every time two fermionic operators are swapped, e.g.,

\[ :c_1^\dagger c_2^\dagger c_3^\dagger c_4 c_5 c_6 : = - :c_1^\dagger c_2^\dagger c_3^\dagger c_4 c_5 c_6 : = :c_1^\dagger c_2^\dagger c_3^\dagger c_4 c_5 c_6 : \]

(4.71)

This means that there is no further direct feedback of such terms on terms including less operators. Hence, the truncation of such terms is controlled.

If the ground state of $H_d$ is degenerate, as for example for the $V = 0$ Anderson model where the impurity level has a spin degree of freedom in the ground state, we can use a reference ensemble

\[ \langle \uparrow | : \hat{A} : \uparrow \rangle + \langle \downarrow | : \hat{A} : \downarrow \rangle = 0 \quad (4.72) \]

A local impurity operator basis that fulfills Eq. (4.72) is introduced in Chap. 7.

Note that Wick’s theorem only works for Slater determinants. A singlet state, for instance, cannot be normal-ordered using Wick’s theorem.

\(^3\)The normal-ordering prescription for the vacuum state, i.e. shifting all creation operators to the left, is a special case of the more general normal-ordering scheme outlined in Sec. 4.5.
4.6 Renormalization with CUT

The last part of this chapter outlines some similarities between conventional scaling discussed in Chap. 3 and the CUT approach. As mentioned earlier, it is a well-known fact that there is an intrinsic energy separation in the flow equation approach. In fact, we can obtain almost identical results as we did for the conventional scaling in Chap. 3.

Before we discuss how to reach beyond "poor man’s scaling" with CUT in Chaps. 5-7, we reexamine the models from Chap. 3 in the light of Continuous Unitary Transformations.

4.6.1 Potential Scattering Model

A CUT of the potential scattering model (3.16) is given in Ref. [16]. We start from a continuum limit of the potential scattering model (3.16)

\[ H = \int_0^D \epsilon c_\epsilon^\dagger c_\epsilon \, d\epsilon + \rho \int_0^D g(\epsilon, \epsilon') c_\epsilon^\dagger c_{\epsilon'} \, d\epsilon \, d\epsilon'. \]  

(4.73)

The initial coupling for \( l = 0 \) is given by \( g(\epsilon, \epsilon', l = 0) = g \). Introducing the sign-generator

\[ \eta = \rho \int_0^D \text{sgn}(\epsilon - \epsilon') g(\epsilon, \epsilon') c_\epsilon^\dagger c_{\epsilon'} \, d\epsilon \, d\epsilon', \]  

(4.74)

calculating the commutator between \( \eta \) and \( H \) and comparing the coefficients in Eq. (4.4) leads to the differential equation

\[ \partial_l g(\epsilon, \epsilon') = -|\epsilon - \epsilon'| g(\epsilon, \epsilon') + \rho \int_0^D \left[ \text{sgn}(\epsilon - z) - \text{sgn}(z - \epsilon') \right] g(\epsilon, z) g(z, \epsilon') \, dz. \]  

(4.75)

We can write the coefficient in the form

\[ g(\epsilon, \epsilon') = \tilde{g}(\epsilon, \epsilon') e^{-|\epsilon - \epsilon'| l} \]  

(4.76)

in order to absorb the linear term on the right-hand side of Eq. (4.75) into the coefficient. We introduce the so-called infrared (IR-) approximation

\[ g(\epsilon, \epsilon') = \tilde{g} e^{-|\epsilon - \epsilon'| l} \]  

(4.77)

where \( \tilde{g} = \tilde{g}(\epsilon_F, \epsilon_F) \) is evaluated at the Fermi level \( \epsilon_F \). By using Eq. (4.77) in Eq. (4.75) for \( \epsilon = \epsilon' = 0 \) we find the differential equation for the coupling \( \tilde{g} \) that will be renormalized during the flow to smaller energies

\[ \partial_l \tilde{g} = -2\rho \int_0^D \text{sgn}(z) e^{-2|z| l} \, dz \tilde{g}^2. \]  

(4.78)

The integral can be calculated and the resulting differential equation for the renormalized coupling becomes

\[ \partial_l \tilde{g} = -\frac{\rho \tilde{g}^2}{l} \left[ 1 - e^{-2dl} \right]. \]  

(4.79)

The exponential function will quickly tend to zero because \( D \) is the largest energy scale in the system and can be neglected as long as the integration starts from \( l_0 > 0 \). Note that the
exponential function is important for convergence for \( l \to 0 \). Nevertheless, taking the early flow into account only changes the prefactor in the result and not the exponent of the exponential function which is the object of interest. The different sign in Eq. (4.79) compared to Eq. (3.22) is due to the fact that \( l \) is an inverse energy and is thus increasing when energies are lowered. In order to compare the result (4.79) to the scaling equation (3.22), we have to substitute

\[
\dot{l} = \frac{1}{D_{\text{eff}}} \tag{4.80}
\]

which leads to the flow equation for the renormalized coupling

\[
\dot{g}_{\text{eff}} = \frac{\partial \bar{g}^2}{D_{\text{eff}}} \tag{4.81}
\]

This is of the same form as the scaling equation for the potential scattering model (3.22). The IR-approximation is very similar to the procedure in the scaling approach and it is used later in this thesis in order to analyze the low-energy behavior of different systems.

Note that it is the IR-approximation that leads to the divergence in this example and not the CUT approach itself. Solving Eq. (4.75) numerically would lead to perfect agreement with exact results. This is due to the simplicity of the model and will change in the Kondo problem where the CUT approach itself will lead to a divergence just as the scaling approach does.

### 4.6.2 Kondo Model

A CUT approach reproducing the "poor man’s scaling" results for an isotropic coupling using the IR-approximation has been accomplished in Ref. [16]. We will, however, reproduce the scaling equations for a general anisotropic coupling.

In order to use the IR-approximation in the CUT approach for the Kondo model, the flow equation has to be derived first. When commuting the generator (4.83) and the Hamiltonian (4.82), new terms emerge. On the one hand, we find terms with a quartic bath-operator structure while, on the other hand, bilinear terms emerge. Terms that are quartic in the bath operators are dismissed while hopping terms are included for the derivation of the flow equation as quartic terms scale faster to zero than bilinear ones (cf. Sec. 6.8.1). We also dismiss the hopping terms in the scaling approach of this chapter as their action on the spin-spin interaction is of order \( J^3 \) while we only include terms up to order \( J^2 \). We will revisit the differential equation including the hopping terms in Chap. 7.

#### Flow Equation

We start from the Kondo Hamiltonian in which the non-diagonal bilinear terms \( t_{nm} \) that emerge during the flow for \( l > 0 \) are already included

\[
H = \sum_{n,m,\sigma} t_{nm} : c_{n\sigma}^\dagger c_{m\sigma} : + \sum_{\mu} \sum_{x,y,z,n,m,\alpha,\beta} f_{nm}^{\mu} \sigma_\mu^{\alpha_\beta} : c_{n\alpha}^\dagger c_{m\beta} : \tag{4.82}
\]

The generator is chosen to be

\[
\eta = \sum_{n,m,\sigma} \eta_{nm}^{\dagger} : c_{n\sigma}^\dagger c_{m\sigma} : + \sum_{\mu} \sum_{x,y,z,n,m,\alpha,\beta} \eta_{nm}^{\mu} \sigma_\mu^{\alpha_\beta} : c_{n\alpha}^\dagger c_{m\beta} : \tag{4.83}
\]
with the coefficients
\[ \eta^l_{nm} = \text{sgn} (\epsilon_n - \epsilon_m) t_{nm}, \quad \eta^u_{nm} = \text{sgn} (\epsilon_n - \epsilon_m) J^\mu_{nm}. \] (4.84)

Commuting the generator \( \eta \) with the Hamiltonian and comparing the coefficients in order to derive the flow equation (4.44) while neglecting all terms with quartic bath operators leads to the flow equation (for a more detailed calculation see App. 9.5)
\[ \partial_t J^\mu_{nm} = \sum_x \left( \eta^l_{nx} t_{nx} - \eta^u_{nx} J^\mu_{nx} + \eta^l_{nx} J^\mu_{nx} - \eta^u_{nx} J^\mu_{nx} \right) \] (4.85)
\[ - \sum_x \sum_{k,q \in x,y,z} \left[ \frac{1}{2} \left| \epsilon_{kq} \right|^2 \right] \left( \eta^k_{nx} J^q_{nx} - \eta^q_{nx} J^k_{nx} \right) (1 - 2\theta_x) \]
\[ \partial_t t_{nm} = \sum_x \left( \eta^l_{nx} t_{nx} - \eta^l_{nx} t_{nx} \right) + \frac{1}{4} \sum_{\mu \in x,y,z} \sum_x \left[ \eta^\mu_{nx} J^\mu_{nx} - \eta^\mu_{nx} J^\mu_{nx} \right] \]

where the occupation number
\[ \theta_x = \left< \epsilon^\dagger \sigma \epsilon_{x\sigma} \right> \] (4.86)

stems from the normal-ordering with respect to the Fermi sea. In the case of an isotropic coupling \( J^\mu_{nm} = J_{nm} \), the flow equation becomes
\[ \partial_t J_{nm} = \sum_x \left( \eta^l_{nx} t_{nx} - \eta^l_{nx} t_{nx} + \eta^l_{nx} t_{nx} - \eta^l_{nx} t_{nx} \right) \] (4.87)
\[ - \sum_x \left( \eta^l_{nx} t_{nx} - \eta^l_{nx} t_{nx} \right) (1 - 2\theta_x) \]
\[ \partial_t t_{nm} = \sum_x \left( \eta^l_{nx} t_{nx} - \eta^l_{nx} t_{nx} \right) + \frac{3}{4} \sum_x \left[ \eta^\mu_{nx} J^\mu_{nx} - \eta^\mu_{nx} J^\mu_{nx} \right]. \]

The starting values for Eqs. (4.85) and (4.87) are both given by
\[ J^\mu_{nm} = J^\mu \gamma_n \gamma_m, \quad t_{nm} = \epsilon_n \delta_{nm} \] (4.88)

where in Eq. (4.87) \( J^\mu = J \) while \( \epsilon_n \) and \( \gamma_n \) are given by Eq. (2.50). Truncating the hopping elements as well leads to the DEQ
\[ \partial_t J_{nm} = (\epsilon_m - \epsilon_n) \eta^l_{nm} - \sum_x \left( \eta^l_{nx} t_{nx} - \eta^l_{nx} t_{nx} \right) (1 - 2\theta_x). \] (4.89)

In the next section we will apply an IR-approximation to the DEQ (4.89).

**Continuum Limit and IR-Approximation**

For the IR-approximation, we will also dismiss the bilinear terms in Eq. (4.84) and thus use Eq. (4.89). We use the continuum limit (cf. Sec. 2.6 and Sec. 6.8.4)
\[ \epsilon_x \to \epsilon, \quad \gamma_x \to \rho_0 d\epsilon, \quad \frac{J^\mu_{x_1 x_2}}{\gamma_1 \gamma_2} \to J^\mu (\epsilon, \epsilon') \] (4.90)
which leads to the differential equation
\begin{equation}
\partial_t j_{\mu}^{\text{ee}'} = -|\epsilon - \epsilon'| j_{ee'}^\mu + \rho_0 \sum_{k,q} |\epsilon_{kq}\mu| \int_{-D}^D \left[ \text{sgn} (\epsilon - z) - \text{sgn} (\epsilon' - z) \right] j_k^{\text{ee}'} f_q^\mu (1 - 2 \theta(z)) \, dz \tag{4.91}
\end{equation}
for a constant DOS $\rho_0 = \frac{1}{2D}$ of the bath electrons. The starting values are given by
\begin{equation}
j_{\mu}^{\text{ee}'} (\epsilon, \epsilon') = j_{\mu}^{\text{ee}'}. \tag{4.92}
\end{equation}
Introducing the IR-approximation
\begin{equation}
j_{\mu}^{\text{ee}'} = \bar{j}_\mu \epsilon^{-|\epsilon - \epsilon'|}, \tag{4.93}
\end{equation}
where the renormalized coupling $\bar{j}_\mu$ is calculated using $\epsilon = \epsilon' = \epsilon_F = 0$ in Eq. (4.91), leads to the flow equation for the coupling at the Fermi level
\begin{equation}
\partial_t \bar{j}_\mu = \rho_0 \sum_{k,q} |\epsilon_{kq}\mu| \int_{-D}^D \text{sgn}(z) (1 - 2 \theta(z)) \epsilon^{-2|\epsilon'|} \, dz \bar{j}_k f_q^\mu. \tag{4.94}
\end{equation}
The integral can be solved analytically which finally yields the flow equation for the couplings at small energies
\begin{equation}
\partial_t \bar{j}_\mu = \frac{\rho_0}{l} \sum_{k,q} |\epsilon_{kq}\mu| \bar{j}_k f_q^\mu \left[ 1 - \epsilon^{-2Dl} \right] \tag{4.95}
\end{equation}
or for an isotropic coupling
\begin{equation}
\partial_t \bar{j} = \frac{2\rho_0 \bar{j}^2}{l} \left[ 1 - \epsilon^{-2Dl} \right]. \tag{4.96}
\end{equation}
We can neglect the exponential function and substitute the flow parameter by an inverse energy $l = D_{\text{eff}}^{-1}$. Following the argument which leads from Eq. (4.79) to Eq. (4.81) results in the flow equation for the anisotropic couplings from Eq. (4.95)
\begin{equation}
\partial_{D_{\text{eff}}} \bar{f}_x = -\frac{2\rho_0}{D_{\text{eff}}} \bar{f}_x \bar{f}_x \tag{4.97}
\end{equation}
\begin{equation}
\partial_{D_{\text{eff}}} \bar{f}_y = -\frac{2\rho_0}{D_{\text{eff}}} \bar{f}_y \bar{f}_y \tag{4.98}
\end{equation}
\begin{equation}
\partial_{D_{\text{eff}}} \bar{f}_z = -\frac{2\rho_0}{D_{\text{eff}}} \bar{f}_z \bar{f}_z. \tag{4.99}
\end{equation}
This is exactly the scaling behavior (3.31) that we found with the conventional scaling approach.

We will revisit the DEQ (4.87) in Chap. 7 and analyze the full DEQ without the IR-approximation. In contrast to the potential scattering model, the differential equation (4.87) leads to a divergence on the Kondo energy scale even for the full numerical solution without the IR-approximation. In Chap. 7 we will modify this approach in order to find an effective model with small finite coefficients arbitrarily close to the Fermi level.
5 Chain Representation

5.1 Tridiagonalization

The NRG approach (cf. Sec. 3.3) relies on a semi-infinite chain representation of the Anderson Hamiltonian [10]. This representation is obtained by a Lanczos tridiagonalization [117]. We use a similar starting point and study how far the CUT approach is able to describe the crossover between the energy regimes mentioned in Sec. 2.7. The standard way of deriving the chain representation is to use the discretization (2.51) which leads to

\[ H = \sum_{n, \sigma} \epsilon_n c_{n\sigma}^\dagger c_{n\sigma} + V \sum_{\sigma} \left( c_{0\sigma}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{0\sigma} \right) + U d_{\uparrow}^\dagger d_{\downarrow}^\dagger d_{\downarrow} d_{\uparrow} + \epsilon_0 \sum_{\sigma} d_{\sigma}^\dagger d_{\sigma} \]  

(5.1)

where the new operator

\[ c_{0\sigma}^\dagger = \frac{1}{V} \sum_n V_n c_{n\sigma}^\dagger \quad \text{with} \quad V^2 = \sum_n V_n^2 \]  

(5.2)

was introduced. If we choose the starting vector

\[ |n_0\rangle = \frac{1}{V} \sum_n V_n c_{n\sigma}^\dagger |0\rangle, \]  

(5.3)

the operator (5.2) will act on the zeroth site of the chain. The notation \( |n_i\rangle \) denotes that the \( i \)-th site of the chain is occupied. Through the choice (5.2) the hybridization is absorbed into the coupling \( V \) between the impurity and the zeroth site of the chain. Hence, we only need to transform the diagonal part

\[ H_D = \sum_{n, \sigma} \epsilon_n c_{n\sigma}^\dagger c_{n\sigma} \]  

(5.4)

in order to obtain a semi-infinite chain. We can successively construct a basis in which the Hamiltonian \( H_D \) is tridiagonal by using the Lanczos algorithm.

A chain representation can be a huge advantage when the interaction is taken into account. The NRG, for example, relies on this representation in order to successively add a new site to the chain before diagonalizing the Hamiltonian. Such a representation seems also promising for the Continuous Unitary Transformation approach as we can truncate the system in a way that the Hamiltonian remains local during the flow. This resembles RG-like ideas where a certain locality of the energy scales is also assumed.

The aim of the Lanczos tridiagonalization is to find the parameters \( t_n \) and \( \epsilon_n \) for a tridiagonalized form of \( H_D \) from Eq. (5.4)

\[ H_c = \sum_{n, \sigma} \epsilon_n c_{n\sigma}^\dagger c_{n\sigma} + \sum_{n, \sigma} t_n \left( c_{n\sigma}^\dagger c_{n+1\sigma} + c_{n+1\sigma}^\dagger c_{n\sigma} \right). \]  

(5.5)

If the Hamiltonian (5.5) acts on a normalized state \( |n_i\rangle \), one finds

\[ H_c |n_0\rangle = \epsilon_0 |n_0\rangle + t_0 |n_1\rangle, \quad i = 0 \]  

\[ H_c |n_i\rangle = \epsilon_i |n_i\rangle + t_i |n_{i+1}\rangle + t_{i-1} |n_{i-1}\rangle, \quad i > 0. \]  

(5.6)
Thus, we can construct the basis states after choosing the starting vector \( |n_0\rangle \) by calculating
\[
\varepsilon_0 = \langle n_0 | H_c | n_0 \rangle
\]
\[
|\tilde{n}_1\rangle = H_c |n_0\rangle - \varepsilon_0 |n_0\rangle = t_0 |n_1\rangle
\]
and successively constructing all further basis states \( |n_i\rangle \) and parameters \( \varepsilon_i \) and \( t_i \) for \( i \geq 1 \) by the iterative algorithm
\[
t_{i-1}^2 = \langle \tilde{n}_i | \tilde{n}_i \rangle \tag{5.8}
\]
\[
|n_i\rangle = \frac{1}{t_{i-1}} |\tilde{n}_i\rangle
\]
\[
\varepsilon_i = \langle n_i | H_c | n_i \rangle - \varepsilon_i |n_i\rangle - t_{i-1} |n_{i-1}\rangle.
\]
For a symmetric density of states the tridiagonalized Hamiltonian including the interaction is of the form
\[
H = V \sum_{\sigma} \left( d^{\dagger}_\sigma c_{0\sigma} + c^{\dagger}_{0\sigma} d_\sigma \right) + \sum_{n, \sigma} t_n \left( c^{\dagger}_{n\sigma} c_{n+1\sigma} + c^{\dagger}_{n+1\sigma} c_{n\sigma} \right) + U d^{\dagger}_\uparrow d^{\dagger}_\downarrow d_\uparrow d_\downarrow + \varepsilon_d \sum_{\sigma} d^{\dagger}_\sigma d_\sigma. \tag{5.9}
\]
In the following, we refer to this representation as \( c\text{-chain} \). If the density of states is symmetric, all on-site energies are zero, i.e.,
\[
\varepsilon_n = 0 \quad \forall n. \tag{5.10}
\]
We choose a flat density of states for the bath electrons with a bandwidth \( 2D \) which is symmetric around the Fermi level, i.e., on-site energies vanish. In the case of a flat DOS (2.59), analytical results [46] for the hopping elements are known
\[
t_n = \frac{(1 + \Lambda^{-1}) (1 - \Lambda^{-n-1})}{2 \sqrt{1 - \Lambda^{-2n-1}} \sqrt{1 - \Lambda^{-2n-3}}} \Lambda^{-\frac{n}{2}}. \tag{5.11}
\]
The Hamiltonian (5.9) describes a semi-infinite chain where the sites are coupled by the hopping elements \( t_n \) while the first site of the chain is coupled to the impurity via the hybridization \( V \). Fig. 5.1 depicts the Hamiltonian (5.9).

![Diagram](image)

Figure 5.1: Chain representation of the Anderson Hamiltonian (5.9). The bath Hamiltonian \( H_B \) from Eq. (5.4) is mapped on a semi-infinite chain (5.5) with hopping elements \( t_n \) from Eq. (5.11) and on-site energies \( \varepsilon_n = 0 \) due to the symmetric DOS. The chain for the bath electrons is coupled to the impurity via the hybridization element \( V = \sqrt{\sum_{n} |V_n|^{2}} \). In the following, we refer to this representation as \( c\text{-chain} \).

This representation is widely used but not very well suited for a CUT as all on-site energies are zero. Thus, we have no criterion to determine the sign in the generator.

In the next section we modify the chain representation by separating particle and hole states which will result in a Hamiltonian (referred to as \( ph\text{-chain} \)) that is appropriate for a CUT.
5.2 Separation of Particle and Hole States

We will separate particle and hole states by applying two separate Lanczos tridiagonalizations in order to find a chain representation that is better suited for a CUT. In this case, all creation operators $p_{n\sigma}^\dagger$ for particles as well as $h_{n\sigma}^\dagger$ for holes create excitations and the vacuum is the ground state of $H_D$. Instead of using the Hamiltonian (2.51), which is discretized with respect to the flat DOS, we will use the Hamiltonian (2.58) which is discretized with respect to the Lorentzian DOS. The coefficients $\tilde{e}_n$ and $\gamma_n$ are given by Eq. (2.57). The non-interacting Hamiltonian is diagonal for this discretization, i.e.,

$$H_D = H_D^+ + H_D^-$$  \hspace{1cm} (5.12)

with

$$H_D^\pm = \sum_{n,\sigma} \tilde{e}_n^{\pm} c_{n\sigma,\pm}^\dagger c_{n\sigma,\pm}$$  \hspace{1cm} (5.13)

while the $d$-operator is given by

$$d_{\sigma}^\dagger = \sum_{n,\pm} \sum_{s=\pm} \gamma_n^{s} c_{n\sigma,s}^\dagger.$$  \hspace{1cm} (5.14)

In the next step we separate particle and hole states by using two separate Lanczos tridiagonalizations for the part with positive $\tilde{e}_n^+$ and the one with negative $\tilde{e}_n^-$, respectively. We introduce

$$c_{n\sigma,+,+}^\dagger = p_{n\sigma}^\dagger, \quad c_{n\sigma,+,=}^\dagger = h_{n\sigma}$$  \hspace{1cm} (5.15)

and choose the starting vectors

$$|p_{0,\sigma}\rangle = \sqrt{2} \sum_n \gamma_n^{+} p_{n\sigma}^\dagger |0\rangle$$  \hspace{1cm} (5.16)

$$|h_{0,\sigma}\rangle = \sqrt{2} \sum_n \gamma_n^{-} h_{n\sigma} |h_{1\sigma},\cdots,h_{N\sigma}\rangle$$

for the separate tridiagonalizations. Note that the factor $\sqrt{2}$ is needed in order to normalize the states as each part for positive and negative energy carries only half the spectral weight. We can identify the $d$-operator from Eq. (5.14) as

$$d_{\sigma}^\dagger = \sum_n \gamma_n^{+} p_{n\sigma}^\dagger + \sum_n \gamma_n^{-} h_{n\sigma} = \frac{1}{\sqrt{2}} \left( p_{0\sigma}^\dagger + h_{0\sigma} \right)$$  \hspace{1cm} (5.17)

where the operators $p_{0\sigma}^\dagger$ and $h_{0\sigma}$ denote the operators acting on the zeroth site of the chain. The second equality in Eq. (5.17) holds true because of the choice of the starting vectors (5.16) through which the tridiagonalized Hamiltonian (5.18) is kept local.

Tridiagonalizing the Hamiltonians from Eq. (5.12) separately using the Lanczos algorithm (5.7) and (5.8) with the starting vectors (5.16) yields the non-interacting part of the Hamiltonian as two separated linear chains

$$H_c = \sum_{n,\sigma} \epsilon_n \left( p_{n\sigma}^\dagger p_{n\sigma} + h_{n\sigma} h_{n\sigma} \right) + \sum_{n,\sigma} \gamma_n \left( p_{n\sigma}^\dagger p_{n+1\sigma} + h_{n\sigma} h_{n+1\sigma} + h.c. \right),$$  \hspace{1cm} (5.18)

\footnote{Referring to the state without particles and holes.}
one for the particles and one for the holes. In the following, we refer to this representation as **ph-chain**. Fig. 5.2 depicts the Hamiltonian (5.18) where the two chains are coupled by the interaction term (5.21). The sites are each coupled by the hopping elements $t_n$.

![Figure 5.2: Chain representation of the Anderson Hamiltonian (5.18) with separated particle and hole states.](image)

The hybridization is already absorbed into the hopping elements $t_n$ and the on-site energies $\varepsilon_n$. The interaction from Eq. (5.21) connects the two chains. In the following, we refer to this representation as **ph-chain**.

The remaining interaction term can be determined by replacing the $d$-operators in

$$H_{imp} = \varepsilon_d \sum_\sigma d_\sigma^\dagger d_\sigma + U d_{\uparrow}^\dagger d_{\downarrow}^\dagger d_{\downarrow} d_{\uparrow}$$

by Eq. (5.17) as the starting vector (5.16) remains unchanged by the Lanczos tridiagonalization. The full Anderson Hamiltonian in chain representation with separated particle and hole states is of the form

$$H = H_c + H_{imp}$$

with $H_c$ from Eq. (5.18) and the impurity contribution

$$H_{imp} = \frac{1}{2} \sum_\sigma \left( \varepsilon_d + \frac{U}{2} \right) \left( p_{0\sigma}^\dagger p_{0\sigma} - h_{0\sigma}^\dagger h_{0\sigma} + p_{0\sigma}^\dagger h_{0\sigma}^\dagger h_{0\sigma} - h_{0\sigma}^\dagger p_{0\sigma} ight) - \frac{U}{4} \left( p_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma}^\dagger h_{0\sigma} + p_{0\sigma}^\dagger h_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma}^\dagger h_{0\sigma} - p_{0\sigma}^\dagger h_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma} + p_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma}^\dagger p_{0\sigma} - h_{0\sigma}^\dagger p_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma} + h_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} - p_{0\sigma}^\dagger h_{0\sigma}^\dagger p_{0\sigma} p_{0\sigma} - p_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma}^\dagger p_{0\sigma} + p_{0\sigma}^\dagger h_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma} - p_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} h_{0\sigma} + p_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} h_{0\sigma} - h_{0\sigma}^\dagger p_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma} + h_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} - h_{0\sigma}^\dagger p_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma} h_{0\sigma} + p_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} - p_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} h_{0\sigma} + p_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} h_{0\sigma} - h_{0\sigma}^\dagger p_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma} h_{0\sigma} + h_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} - h_{0\sigma}^\dagger p_{0\sigma}^\dagger p_{0\sigma} h_{0\sigma} h_{0\sigma} + p_{0\sigma}^\dagger p_{0\sigma}^\dagger h_{0\sigma} h_{0\sigma} \right).$$

An additional constant due to the normal-ordering of the operators was dismissed.

### 5.2.1 Normal-Ordering and Reference State

When particles and holes are separated, the ground state for $U = 0$ is given by the vacuum $|0\rangle$, i.e., the state without particles and holes. Thus, we choose the vacuum as the reference state. The basic ideas of normal-ordering operators with respect to the vacuum state were already given in Sec. 4.5. We need a normal-ordering scheme for several reasons. An obvious one is that we need a unique operator representation in order to treat the problem numerically.

The main reason, however, is that we need to organize the operators in a way that we can truncate higher interaction terms which emerge during the flow in a well-behaved manner (see Sec. 4.5).
Normal-ordering with respect to the vacuum coincides with the rule to order all creation operators to the left. A term stemming from Eq. (5.19), for instance, could be of the form

\[ P_0^\dagger h_{0\uparrow}^\dagger P_0 \tau = P_0^\dagger h_{0\uparrow}^\dagger P_0^\dagger h_{0\downarrow} \tau + P_0^\dagger P_0 \tau \]  

(5.22)

where the right-hand side is normal-ordered. With this rule the general definition of normal-ordering

\[ \langle 0 | \hat{O} | 0 \rangle = 0 \]  

(5.23)

holds true. The only terms that couple the vacuum state to states with more particles are operators that only contain annihilation or only creation operators, e.g.,

\[ p_{00}^\dagger h_{0\sigma}^\dagger, \quad p_{0\tau}^\dagger p_{0\upsilon}^\dagger h_{0\sigma}^\dagger h_{0\upsilon}^\dagger, \quad p_{0\sigma}^\dagger h_{0\sigma}^\dagger, \quad p_{0\tau}^\dagger p_{0\upsilon}^\dagger h_{0\upsilon}^\dagger. \]  

(5.24)

The gs-generator eliminates these terms and the vacuum will become the ground state of the effective model.

### 5.2.2 Starting Values

We have to calculate the starting values of the \( \varepsilon_n \) and \( t_n \) from Eq. (5.18) numerically by a Lanczos tridiagonalization as outlined in Sec. 5.2.

Fig. 5.3 compares the starting values for the conventional c-chain (5.5) (given by Eq. (5.11)) and the starting values for the ph-chain (5.18) which are derived numerically.

- **Figure 5.3**: Starting values \( \varepsilon_n \) and \( t_n \) for the tridiagonalized Hamiltonian (5.18) with \( N = 50 \), \( \Lambda = 2.5 \) and \( \frac{\Delta}{\gamma} = 4 \times 10^{-3} \) constructed from a Lanczos tridiagonalization with separated particle and hole states (ph-chain) compared to the hopping elements \( t_n \) of a tridiagonalization where particles and holes are not separated (c-chain) (5.9). In the case of the c-chain, all \( \varepsilon_n \) are zero and the hopping elements \( t_n \) decrease proportional to \( t_n \propto \Lambda^{-n/2} \) for large \( n \) (cf. Eq. (5.11)). For the ph-chain (particles and holes separated) both the \( \varepsilon_n \) as well as the \( t_n \) decrease according to \( \Lambda^{-n} \) for large \( n \).
The hopping elements $t_n$ for the ph-chain (5.18) decrease proportional to $t_n \propto \Lambda^{-n}$ for large $n$ in contrast to the hopping elements of the c-chain (5.9) which decrease according to $t_n \propto \Lambda^{-\frac{n}{2}}$ for large $n$ (cf. Eq. (5.11)). This is due to the fact that twice as much hopping elements are needed for the c-chain compared to the ph-chain in order to reach the same energy scale.

In the case of the c-chain, two hopping elements are needed (describing two energy levels - the positive and the corresponding negative one -) to step forward to the next discretized interval (2.44) corresponding to the next lower energy scale $E_N \propto \Lambda^{-n}$. For the ph-chain, every hopping element links directly to the next lower energy scale. In exchange, the Hilbert space increases twice as fast in the exponent when increasing the length $N$ of the ph-chain (factor $2^{4N}$) compared to the c-chain (factor $2^{2N}$).

### 5.3 Flow Equation for the Non-Interacting Model

We want to analyze the behavior of the non-interacting model as we can already find some characteristics that still hold true for $U > 0$. Additionally, we can see the intrinsic energy separation of the CUT approach.

We start from the Hamiltonian

$$H = \sum_{n=0}^{N} \epsilon_n p_n^\sigma p_n^\sigma + \sum_{n=0}^{N-1} t_n \left( p_{n+1}^\sigma p_{n+1}^\sigma + p_{n}^\sigma p_{n}^\sigma \right)$$

and choose the generator as

$$\eta = \sum_{n=0}^{N-1} \eta_n \left( p_{n+1}^\sigma - p_{n}^\sigma \right)$$

with the coefficients

$$\eta_n = \text{sgn} (\epsilon_n - \epsilon_{n+1}) t_n$$

in order to eliminate the hopping elements for $l \to \infty$. Because of the exponentially decreasing character of the $\epsilon_n$, we find

$$\text{sgn} (\epsilon_n - \epsilon_{n+1}) = 1.$$  

Calculating the commutator between $\eta$ from Eq. (5.26) and $H$ from Eq. (5.25) we can find the flow equation (4.4)

$$\partial_t t_n = -|\epsilon_n - \epsilon_{n+1}| t_n$$

$$\partial_t \epsilon_n = 2t_n^2 - 2t_{n-1}^2, \quad 0 < n < N$$

$$\partial_t \epsilon_0 = 2t_0^2$$

$$\partial_t \epsilon_N = -2t_{N-1}^2$$

$$\partial_t t_{n,n+2} = t_n t_{n+1} - t_{n+1} t_n = 0$$

where $t_{n,n+2}$ are the coefficients of the newly emerging terms $p_{n}^\sigma p_{n+2}^\sigma$. We would need to commute these terms again and even include them into the generator but as long as Eq. (5.28) is fulfilled they will not occur, i.e., the differential equation (5.29) is already exact.
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5.3.1 Exponential Flow Parameter

The flow parameter $l$ represents an inverse energy (cf. Sec. 4.2.3). It is useful to adjust the flow parameter to the exponentially decreasing energy scales $\varepsilon_n \propto \Lambda^{-n}$. This can be achieved by introducing a new flow parameter $b$ that leads to an exponentially decreasing energy scale when increased linearly

$$ l = \left( \Lambda^b - 1 \right) D^{-1}. $$

(5.30)

The flow equation (4.4) can be rewritten using Eq. (5.30)

$$ \partial_l H (l) = [\eta (l), H (l)] \quad \longrightarrow \quad \partial_b \hat{H} (b) = \frac{\partial l}{\partial b} \left[ \eta (b), \hat{H} (b) \right] $$

(5.31)

where $\hat{H} (b) = H (l(b))$. As $l(b = 0) = 0$, the starting Hamiltonians for $H$ and $\hat{H}$ coincide and the only change that has to be taken into account in contrast to the flow equation of the old parameter $l$ is the newly emerging term $\frac{\partial l}{\partial b} = \ln (\Lambda) \Lambda^b D^{-1}$. By using Eq. (5.31) we find

$$ \partial_b H (b) = \ln (\Lambda) \Lambda^b \left[ \eta (b), H (b) \right] D^{-1}. $$

(5.32)

When the new exponential flow parameter $b$ increases linearly, the energy scale $l^{-1} \propto \Lambda^{-b}$ decreases exponentially. As the energy scale connected to the site $n$ decreases as $\varepsilon_n \propto \Lambda^{-n}$, we can link $b$ linearly to the sites $n$ of the chain. This can also be seen in the numerical data shown in the following sections.

5.3.2 Residual Off-Diagonality of the Non-Interacting Model

A 4th-order Runge-Kutta algorithm was implemented in order to solve Eq. (5.29) numerically. In the case of $U = 0$, we have a closed system of differential equations without any approximations or truncations and thus expect to find exact results (apart from numerical errors).

At first, we can look at the residual off-diagonality (ROD) (cf. Sec. 4.4) which, for $U = 0$, is of the simple form

$$ \text{ROD} = \sqrt{\sum_n |t_n|^2}. $$

(5.33)

Fig. 5.4 depicts a typical example of the ROD which shows some oscillations for small $b$ while it exhibits an exponential decrease

$$ \text{ROD} \propto \Lambda^{-b}, \quad b < N $$

(5.34)

as long as $b < N$ and finally results in a double exponential asymptotic behavior

$$ \text{ROD} \propto e^{-\alpha \Lambda^b}, \quad b > N $$

(5.35)

for $b > N$. The double exponential behavior corresponds to the asymptotic behavior $\text{ROD} \propto e^{-\alpha l}$ for large flow parameters $l = \Lambda^b$ (cf. Eq. (4.41)) where the exponential flow parameter (5.30) is used.
Figure 5.4: Residual off-diagonality \( \text{ROD} = \sqrt{\sum |n_n|^2} \) for \( \Lambda = 2.5, \, \frac{V}{U} = 4 \cdot 10^{-3}, \, U = 0 \) and varying chain lengths \( N \) (from left to right: \( N = 20, 30, 40 \) and 50). We see an exponential decrease \( \text{ROD} \sim \Lambda^{-b} \) for \( b < N \) and a decrease of the form \( \text{ROD} \sim e^{-a\Lambda^{-b}} \) for \( b > N \). The exponential decrease corresponds to a power law \( \text{ROD} \sim l^{-1} \) for the flow parameter \( l \) while the asymptotic behavior for large \( b \) corresponds to the well-known exponential decrease for large flow parameters \( \text{ROD} \sim e^{-a l} \).

From Eq. (5.30) we find that the exponential behavior \( \text{ROD} \sim \Lambda^{-b} \) corresponds to a power law\(^5\) in the conventional flow parameter

\[
\text{ROD} \sim l^{-1}.
\]  \hspace{1cm} (5.36)

The power law is independent of the chosen discretization parameter \( \Lambda \) as can be seen from the results shown in Fig. 5.5 and occurs until the lowest energy scale in the system is reached which is linked to the chain length by \( E_N \sim \Lambda^{-N} \). The exponential flow parameter is connected to an energy scale by \( l^{-1} = \Lambda^{-b} \) for large \( b \). Thus, the lowest energy scale is reached when \( b \approx N \). On smaller energy scales the asymptotic behavior for large \( b > N \) occurs and manifests as a double exponential behavior \( \text{ROD} \sim e^{-a\Lambda^{-b}} \). If we identify \( l = \Lambda^{-b} \) for large \( b \), we see that this behavior corresponds to the well-known exponential behavior

\[
\text{ROD} \sim e^{-a l}
\]  \hspace{1cm} (5.37)

which is a general behavior of differential equations generated by Continuous Unitary Transformations for large values of \( l \) (cf. Eq. (4.41)).

\(^5\)For an analytical derivation of this power law, see App. 9.4.
Figure 5.5: Residual off-diagonality $\text{ROD} = \sqrt{\sum_n |t_n|^2}$ for $N = 50$, $\frac{\gamma}{\beta} = 4 \times 10^{-3}$ and $U = 0$ for different values of $\Lambda$. From top to bottom: $\Lambda = 1.5, 1.9, 2.5, 3.5$ and 6. For $b < N$, we see an exponential decrease $\Lambda^{-b}$ which corresponds to a power law $l^{-1}$ independent of the discretization parameter $\Lambda$.

Fig. 5.5 verifies that the prefactor in the exponent of the exponential behavior $\text{ROD} \propto \Lambda^{-b}$ is equal to one for various values of $\Lambda$ which corresponds to a power law $\text{ROD} \propto l^{-1}$ independent of the discretization parameter $\Lambda$.

For small values of $b$, the residual off-diagonality exhibits some oscillations. Each oscillation stems from a hopping element $t_n$ which initially increases when the site $n$ on which it acts is of the order of the flow parameter $b$, i.e., the energy scale corresponding to the flow parameter lies in the region of the energy scale $\epsilon_n$. If $b$ increases further, the hopping element $t_n$ decreases quickly and tends to zero. We see this effect as one oscillation because the next hopping element $t_{n+1}$ already starts to increase.

This reflects an energy separation of the flow equation as processes on higher energy scales are affected first and have already converged when lower energy scales are reached. This behavior is a feature of the CUT approach that is very similar to RG approaches as it also exhibits an intrinsic energy separation.

Fig. 5.6 shows the above described occurrence of the oscillations. All qualitative observations mentioned in this section still hold true when an interaction $U > 0$ is introduced.
5.3.3 Flow of the Single-Particle Energies

In the non-interacting case, the only remaining coefficients are the single-particle energies \( \varepsilon_n \). As the ROD tends to zero, the effective Hamiltonian becomes diagonal and we expect the on-site energies \( \varepsilon_n \) to converge to the single-particle energies \( d_n \) of the diagonalized Hamiltonian. The \( d_n \) can easily be derived from an exact diagonalization (e.g. Ref. [118]). Note that the starting values of the \( \varepsilon_n \) before the tridiagonalization also coincide with the \( d_n \).

Fig. 5.7 depicts the flow of one exemplary energy level, here \( \varepsilon_{10} \), which exemplifies that the \( \varepsilon_n \) indeed converge to the expected single-particle energies \( d_n \) of the diagonalized Hamiltonian. The single-particle energies flow from their starting values \( \varepsilon_n(0) \) to their expected value \( d_n \). The main crossover takes place when \( b \approx n \), i.e., when the energy scale connected to the flow parameter \( b \) is in the region of \( \varepsilon_n \). Beyond this value of the flow parameter, \( \varepsilon_n \) converges quickly to \( d_n \).

Fig. 5.8 depicts the flow of the difference between the \( \varepsilon_n \) and the single-particle energies \( d_n \) of the diagonalized Hamiltonian. The flow parameter \( b \) at which the \( \varepsilon_n \) quickly converge to \( d_n \) increases linearly with \( n \). This corresponds to the fact that the convergence for the respective energy level \( \varepsilon_n \) takes place when the energy scale connected to the flow parameter \( b \) is of the order of the energy scale \( \varepsilon_n \). This represents the RG-like character of the flow equation approach as higher energetic processes are treated before lower ones.
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Figure 5.7: Flow of an exemplary rescaled single-particle energy $\Lambda^{10} \varepsilon_{10}$ for $N = 20$, $\Lambda = 2.5$, $\frac{\nu}{\Lambda} = 4 \cdot 10^{-3}$ and $U = 0$. The single-particle energy flows from its starting value $\varepsilon_{10}(0)$ to the expected single-particle energy $d_{10}$ of the diagonalized Hamiltonian which is obtained from an exact diagonalization [118].

Figure 5.8: Flow of the difference $\Delta_n(b) = \Lambda^n (\varepsilon_n(b) - d_n)$ vs. the exponential flow parameter $b$ for $N = 50$, $\Lambda = 2.5$, $\frac{\nu}{\Lambda} = 4 \cdot 10^{-3}$ and $U = 0$. The $d_n$ denote the expected single-particle energies obtained from an exact diagonalization. $\Delta_n(b)$ is rescaled with a factor $\Lambda^n$ in order to bring all quantities to order $O(1)$. The exponential flow parameter $b$, at which the $\varepsilon_n$ quickly converge to the single-particle energies $d_n$ of the diagonalized Hamiltonian, increases linearly with $n$. Thus, the convergence for the respective energy levels takes place where the energy scale connected to the flow parameter $b$ is of the order of $\varepsilon_n$. This represents the RG-like character of the flow equation approach as higher energetic processes are treated before lower ones.
5.4 Influence of the Interaction

5.4.1 Derivation of the Flow Equation

The next step is to introduce the interaction $U > 0$. In this case, it becomes impossible to derive a closed system of differential equations without approximations. It was necessary to write a program that is able to commute the Hamiltonian with the generator and to identify newly emerging operators which are added to the Hamiltonian and the generator while constructing the flow equation. Such a program was originally developed by S. Duffe [102] and was further modified by T. Fischer [101, 104], S.A. Hamerla [103] and N.A. Drescher [105].

For the program used in this thesis, numerous adaptations have been incorporated to account for the fermionic algebra and the operator basis with separated particle and hole states. The main ideas, however, remain the same:

1. Set up the initial Hamiltonian $H(0)$ in the basis $\hat{O}_n$.
2. Determine if a term belongs to the generator. If it does, the commutator between the generator contribution and the Hamiltonian is carried out and the resulting operators are calculated.
3. Check which of the operators generated in step 2 are truncated.
4. Compare the remaining operators to those in the initial Hamiltonian by a hashing algorithm. If the operator is found in the initial Hamiltonian, the term $D_{ij}^n h_i(l) h_j(l)$ is added to the right-hand side of the derivative of the coefficient $h_n(l)$ belonging to the operator $\hat{O}_n$. If the operator is not found, it is added to the Hamiltonian with a new coefficient $g_n(l)$.
5. Calculate the commutators emerging from the new terms and repeat step 2 to 5 until no new terms emerge.

The resulting differential equations are solved numerically, e.g., by a 4th-order Runge-Kutta algorithm [118]. We use the exponential flow parameter $\beta$ (5.30) in order to solve the DEqs and thus the resulting flow equations have to be modified by the factor $\ln (\Lambda) \Lambda^b$ from Eq. (5.32).

5.4.2 Generator

The generator of choice should at least fulfill gs-generator properties (cf. Sec. 4.2.4) so that the ground state of the effective Hamiltonian becomes the vacuum $|0\rangle$, i.e., the state without particles and holes. Additionally, we want to eliminate the hopping elements $t_n$ in order to study the influence of the interaction $U$ on the single-particle energies $\varepsilon_n$.

Terms that must be included into the generator are terms that consist only of creation or only of annihilation operators because a normal-ordered term yields zero acting on the vacuum as soon as there is at least one annihilation operator present. Examples of operators included into the generator are

\[
\begin{align*}
&c_{n_1\alpha_1}^\dagger c_{n_2\alpha_2}^\dagger, \quad c_{n_1\alpha_1}^\dagger c_{n_2\alpha_2} c_{n_3\alpha_3}^\dagger c_{n_4\alpha_4}^\dagger, \quad c_{n_1\alpha_1}^\dagger c_{n_2\alpha_2} c_{n_3\alpha_3} c_{n_4\alpha_4} c_{n_5\alpha_5}^\dagger c_{n_6\alpha_6}^\dagger, \quad \cdots
\end{align*}
\]

\[
\begin{align*}
&c_{n_1\alpha_1} c_{n_2\alpha_2}^\dagger, \quad c_{n_1\alpha_1} c_{n_2\alpha_2} c_{n_3\alpha_3} c_{n_4\alpha_4}, \quad c_{n_1\alpha_1} c_{n_2\alpha_2} c_{n_3\alpha_3} c_{n_4\alpha_4} c_{n_5\alpha_5} c_{n_6\alpha_6}, \quad \cdots
\end{align*}
\]
where the $c$-operators can be both, particle- or hole-operators (if $c_{n\sigma}^{\dagger}$ is a hole-operator, the notation also denotes $h_{n\sigma}^{\dagger}$ and not the hermitian conjugated!). The sign in the generator is chosen according to the change of the particle number induced by the respective operator. If the particle number is increased, a sign $+1$ is chosen and a sign $-1$ if the number of particles is decreased. So, if $\hat{\mathcal{O}}_{i,gs}$ denotes an operator that only consists of creation operators and $h_i$ is its coefficient in the Hamiltonian, then the gs-generator takes the form

$$\eta_{gs} = \sum_i h_i \left( \hat{\mathcal{O}}_{i,gs}^{\dagger} - \hat{\mathcal{O}}_{i,gs} \right).$$  \hfill (5.39)

Additionally, we want to eliminate the hopping elements $t_n$ in order to gain the single-particle energies $\varepsilon_n$ under the influence of the interaction $U$. Thus, we additionally include

$$\eta_{\text{hopping}} = \sum_{n,\sigma} h_{n\sigma}^{\dagger} \left( P_{n\sigma}^{\dagger} P_{n+1\sigma} - P_{n+1\sigma}^{\dagger} P_{n\sigma} \right) + \sum_{n,\sigma} h_{n\sigma} \left( h_{n\sigma}^{\dagger} h_{n+1\sigma} - h_{n+1\sigma}^{\dagger} h_{n\sigma} \right)$$  \hfill (5.40)

in the full generator

$$\eta = \eta_{\text{hopping}} + \eta_{gs}.$$  \hfill (5.41)

The sign in Eq. (5.40) is given by Eq. (5.28). Commuting two quartic operators yields terms with up to six operators. Commuting these terms in turn produces terms with even eight operators and so on. Furthermore, the local character vanishes because commuting a term acting on the sites $n$ and $n+1$ with a term acting on the sites $n+1$ and $n+2$ results in a term that acts on the sites $n$ and $n+2$. The number of occurring terms becomes too large to handle very quickly. There are $16^2 = 256$ ($p_{i\uparrow}^{\dagger}$, $p_{i\downarrow}^{\dagger}$, $h_{i\uparrow}^{\dagger}$, $h_{i\downarrow}^{\dagger}$) local operators acting on one site $n$. Thus, the full number of terms increases with the chain length $N$ according to $N_{\text{terms}} = 256^N$ which necessitates an adequate truncation scheme.

### 5.4.3 Truncation Scheme

There are two major criteria by which we choose the truncation scheme. On the one hand, we look at the range $d$ (defined in Eq. (5.43)) of an occurring operator. On the other hand, the number of operators $N_{\text{ops}}$ of the terms is considered. Our aim is to keep the operators local during the whole flow and thus we will truncate all terms that act on non-neighboring sites and study the influence of the number of operators.

As we truncate all operators with a range $d > 1$, all remaining terms act either on a site $n$ or on the sites $n$ and $n+1$. We do not include any further truncations and track the norm of terms with a fixed number of operators $N_{\text{ops}}$. The norm is plotted against the smallest site $n$ on which the term acts and is defined as

$$G_{N_{\text{ops}},n} = \sqrt{\sum_i \left| h_i (N_{\text{ops}},n) \right|^2}$$  \hfill (5.42)

where $h_i (N_{\text{ops}},n)$ are the coefficients of terms containing $N_{\text{ops}}$ operators and the smallest site the term acts on is $n$. We solve the resulting flow equation numerically by a 4th-order Runge-Kutta algorithm and consider the norm (5.42) at large $b$ where the differential equation has already converged.
Figure 5.9: Norm $G_{\text{ops}, n}$ from Eq. (5.42) of terms with a fixed number of operators $N_{\text{ops}}$ and the smallest site $n$ on which the term acts vs. site $n$. The parameters of the chain are $N = 50$, $\Lambda = 2.5$, $\frac{\gamma}{N} = 4 \times 10^{-3}$, $\frac{\nu}{N} = 10^{-3}$ and from top to bottom the number of operators $N_{\text{ops}} = 2, 4, ..., 12, 14$. The larger the number of operators contained in the term, the faster the operators vanish for increasing $n$ (linked to decreasing energies), i.e., operators with a large number of operators $N_{\text{ops}}$ are irrelevant. Thus, truncating terms with a larger number of operators is a justified approximation.

Operators with a large number of operators $N_{\text{ops}}$ decrease much faster for increasing $n$ which corresponds to decreasing energy scales. This is a strong indication that terms containing a large number of operators are irrelevant and do not play a significant role in the flow of low-energy contributions. Therefore, we neglect all terms containing more than six operators. Comparing the results obtained for a truncation of terms containing more than six operators to the results obtained without a truncation with respect to the number of operators yields almost indistinguishable results.

A much harder question to answer is how far it is justified to truncate terms with higher ranges $d$. The range of a term is defined as

$$d = \sum_i (n_i - n_0)$$  \hspace{1cm} (5.43)

where $n_0$ is the smallest site occurring in the term while $n_i$ denotes the other sites on which the operators act. We will consider results for $d > 1$ in Sec. 5.4.8 and discuss the influence of the interaction-range.
5.4.4 Effective Fixed-Point Hamiltonians

In order to study how far the Continuous Unitary Transformation approach as outlined in this chapter is able to describe the crossover between the different energy regimes of the Anderson model, explained in Sec. 2.7, we have to find a good criterion by which we can decide if we see the crossover between the energy regimes. Well inside the different energy regimes, the Anderson model can be approximated by simple single-particle Hamiltonians which can be found from the chain representation (5.5) (c-chain representation). The energy regimes as well as the fixed-point Hamiltonians are discussed in Refs. [1, 8].

As the flow parameter \( l \) can be interpreted as an inverse energy, we will start the flow at high energies corresponding to the energy scales of the free-orbital regime. In this regime we can construct the single-particle energies from the \( U = 0 \) Anderson model

\[
H_{\text{FO}} = V \sum_\sigma \left( d_\sigma^\dagger c_{0\sigma} + c_{0\sigma}^\dagger d_\sigma \right) + \sum_{n=0,\sigma}^{N-1} t_n \left( c_{n\sigma}^\dagger c_{n+1\sigma} + c_{n+1\sigma}^\dagger c_{n\sigma} \right) \tag{5.44}
\]

where the \( t_n \) are given by Eq. (5.11). In principle, one can also set \( V = 0 \) which will have no significant effect on high energy scales.

When the flow parameter \( l \) increases, i.e., energies are decreasing, we will cross the \( U \)-energy scale and a singly occupied impurity becomes energetically favored. Thus, in the vicinity of the impurity a spin-carrying state will be localized. This gives rise to the local-moment regime at intermediate energy scales. As the energies are still far above the binding energy of the Kondo singlet, only charge excitations are frozen out while spin fluctuations still occur. The effective Hamiltonian describing this energy regime can be constructed from

\[
H_{\text{LM}} = \sum_{n=0,\sigma}^{N-1} t_n \left( c_{n\sigma}^\dagger c_{n+1\sigma} + c_{n+1\sigma}^\dagger c_{n\sigma} \right) + J \sum_{\alpha, \beta} \bar{\sigma}_{\alpha \beta} c_{0\alpha}^\dagger c_{0\beta} \tag{5.45}
\]

with \( J = \frac{4V^2}{U} \). At first sight, it might seem as if the effective Hamiltonian of the local-moment regime (5.45) and the one of the free-orbital regime (5.44) coincide for \( V = 0 \). But there is a subtle difference as in the free-orbital regime the impurity is still present as a free level with zero energy while the impurity is already occupied and decoupled from the rest of the chain in the local-moment regime.

Finally, if the flow parameter becomes large enough so that the corresponding energy scale lies below the Kondo temperature \( T_K \), the formation of the Kondo singlet additionally freezes out spin fluctuations on the impurity. The effective Hamiltonian describing the single-particle energies of this regime is given by

\[
H_{\text{SC}} = \sum_{n=1,\sigma}^{N-1} t_n \left( c_{n\sigma}^\dagger c_{n+1\sigma} + c_{n+1\sigma}^\dagger c_{n\sigma} \right) \tag{5.46}
\]

and can be pictured as a screening of the impurity and the first site of the chain by the formation of a singlet between them.

We can gain the expected single-particle energies in the respective energy regimes by diagonalizing the fixed-point Hamiltonians (5.44) - (5.46) – where the fixed-point Hamiltonian (5.45) is diagonalized for \( J = 0 \).
Figure 5.10: Rescaled single-particle energies $\Lambda^n \epsilon_n$ from the diagonalization of the fixed-point Hamiltonians (5.44) - (5.46) for $N = 42$, $\frac{V}{D} = 4 \cdot 10^{-3}$ and $\Lambda = 2.5$. These energy levels represent the expected single-particle energies of the effective Hamiltonian from the CUT for $b \rightarrow \infty$ in the respective energy regimes.

Fig. 5.10 shows the single-particle energies from the diagonalized fixed-point Hamiltonians (5.44) - (5.46) after rescaling the single-particle energies with a factor $\Lambda^n$ in order to bring all energy scales to the same order.

As in each fixed-point Hamiltonian one site less is present, the first site in the free-orbital regime is rescaled by a factor one while the first site in the local-moment regime is rescaled by a factor $\Lambda$ and in the strong-coupling regime by a factor $\Lambda^2$.

If the CUT is able to describe the different energy regimes, we expect that the single-particle energies $\Lambda^n \epsilon_n$ of the effective Hamiltonian for $b \rightarrow \infty$ coincide with the single-particle energies of the fixed-point Hamiltonians (5.44) - (5.46) (plotted in Fig. 5.10) in the respective energy regimes [8]. We expect the crossover between the energy levels of the free-orbital fixed-point Hamiltonian and the local-moment fixed-point Hamiltonian around the $U$-energy scale and the crossover from the local-moment fixed-point Hamiltonian $H_{LM}$ to the strong-coupling fixed-point Hamiltonian $H_{SC}$ in the region of the the Kondo energy scale $T_K$. This is our benchmark for determining if we are able to describe the crossover between the different energy regimes within the CUT approach which will be analyzed in the following sections.

### 5.4.5 Residual Off-Diagonality of the Interacting Model

If the interaction $U$ is introduced, the residual off-diagonality is at first sight of the same form as in the case of $U = 0$ (cf. Fig. 5.4). The residual off-diagonality of the interaction terms has
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Figure 5.11: Separated residual off-diagonals for $N = 40$, $\Lambda = 2.5$, $\nu = 4 \cdot 10^{-3}$ and $\nu' = 10^{-3}$. The full ROD (dominated by bilinear terms), the ROD for terms with four and the ROD for terms with six operators are shown. The ROD of terms with a larger number of operators vanishes faster than ROD $\propto \Lambda^{-b}$ for large $b$ which renders them irrelevant.

To be separated, e.g., by the number of operators in order to make their flow visible. Fig. 5.11 shows the full residual off-diagonality and the ones for four and six operators. Terms containing more than six operators are truncated.

The residual off-diagonality for terms with four or six operators vanish much faster than ROD $\propto \Lambda^{-b}$ which renders them irrelevant and indicates that the interaction terms do not play a significant role for the flow of terms acting on small energies.

This might already indicate that the correct low-energy physics of the Anderson model is not covered within the CUT approach as used in this chapter because we expect that the crossover from the local-moment to the strong-coupling regime is again driven by interactions and that the single-particle picture breaks down during the crossover.

5.4.6 Single-Particle Energies of the Effective Hamiltonian

We now turn to the single-particle energies $\varepsilon_n$ of the effective Hamiltonian for $b \to \infty$. The single-particle energies for $U = 0$ flow to the exact single-particle energies of the non-interacting model. As we now include the interaction $U$, the single-particle energies flow to a different value for $b \to \infty$ than in the non-interacting case.

The rescaled single-particle energies $\Lambda^{a} \varepsilon_n(\infty)$ are plotted in Fig. 5.12 for various values of $U$. 
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Figure 5.12: Rescaled single-particle energies $\Lambda^n \epsilon_n$ of the effective Hamiltonian for $b \to \infty$ for $N = 40$, $\Lambda = 2.5$, $\gamma = 4 \times 10^{-3}$ and from left to right: $\frac{U}{\mu} = 1, 10^{-1}, 10^{-2}, 10^{-3}, 9 \times 10^{-4}, 8 \times 10^{-4}, ..., 2 \times 10^{-4}, 1 \times 10^{-4}$. The single-particle energies of the fixed-point Hamiltonians are calculated from Eqs. (5.44) - (5.46) and are represented by the dashed red lines. We see a crossover from the single-particle energies for $U = 0$ (which coincides with the free-orbital fixed point) to the expected energy levels of the local-moment regime (cf. Sec. 5.4.4). In both regimes the norm of interaction terms calculated by Eq. (5.47) are negligible and become significantly large only in the region of the crossover. This is in agreement with the picture described in Sec. 5.4.4. The crossover to the strong-coupling regime cannot be retrieved as the single-particle energies are not reaching the reference energy levels of the strong-coupling regime (SC), although the lowest energy scale in the system is well below the Kondo temperature $T_K$.

In Fig. 5.12 we additionally plotted the norm of local interaction terms

$$G_n = \Lambda^{n-1} \sqrt{\sum_i |h_{ni}^i|^2}$$  \hspace{1cm} (5.47)

where the $h_{ni}^i$ denote the coefficients of local interaction terms acting on site $n$.

By a local interaction term we refer to a term that consists only of density operators acting on the site $n$, e.g.,

$$P_{n\uparrow} P_{n\uparrow} P_{n\downarrow} P_{n\downarrow}, \quad P_{n\uparrow} P_{n\uparrow} P_{n\uparrow} h_{n\uparrow} h_{n\uparrow}, \quad P_{n\uparrow} P_{n\uparrow} P_{n\uparrow} P_{n\downarrow} h_{n\uparrow} h_{n\uparrow}.$$  \hspace{1cm} (5.48)

The local interaction terms are also rescaled with a factor $\Lambda^{n-1}$ in order to compare them to the single-particle energies. Even after rescaling the local interaction terms they are almost zero everywhere except for the crossover region on the $U$-energy scale where we see a shift of the single-particle energies due to the interaction. We see two distinct regions linked to
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Figure 5.13: NRG results for the flow of the lowest non-zero many-particle energies with odd $N$ and total charge $Q = 1$ (with respect to half-filling) and total spin $S = 0$ (cf. Ref. [8, 10]). The lowest-lying energy level from a state with one particle added to the ground state ($Q = 1$), where the ground-state energy is set to zero, is plotted for $\frac{U}{U_T} = 4 \cdot 10^{-3}$ and from left to right: $\frac{U}{U_T} = 1$, $10^{-1}$, $10^{-2}$, $10^{-3}$, $8 \cdot 10^{-4}$, $6 \cdot 10^{-4}$, $4 \cdot 10^{-4}$, $2 \cdot 10^{-4}$ and $1 \cdot 10^{-4}$. The different expected many-particle energies represented by the red dashed lines can be understood by the fixed-point Hamiltonians (5.44) - (5.46). If the number of sites for the free-orbital regime $N + 1$ is odd, then the additional particle is added to a zero energy level. The same is true for the strong-coupling regime as $N - 1$ must be odd as well. In the local-moment regime $N$ is even and by adding a particle to the ground state the energy is increased by the lowest positive single-particle energy.

The free-orbital and the local-moment regime where a single-particle picture holds well inside the respective regimes and the single-particle Hamiltonians are well described by the effective fixed-point Hamiltonians (5.44) and (5.45). The single-particle energies after diagonalizing the fixed-point Hamiltonians are shown in Fig. 5.12 as the red dashed lines. The single-particle picture breaks down in the crossover region between the free-orbital and the local-moment regime where local interaction terms are not negligible anymore.

The appearance of the single-particle energies of the effective Hamiltonian is very similar to NRG results (cf. Ref. [8, 10] or Fig. 5.13) when focusing on states where one particle is added to the ground state (denoted by the total charge $Q = 1$ with respect to half-filling). We derived the flow of the lowest non-zero many-particle energies from states with total charge $Q = 1$ and total spin $S = 0$ (cf. Ref. [10]) of the Anderson model with a NRG program originally developed by F.B. Anders which was kindly provided to us by S. Schmitt in order to compare our results to those obtained by NRG calculations.

Fig. 5.13 shows the flow of the lowest-lying many-particle levels of states with $Q = 1$ and $S = 0$. The reference energy levels of the different fixed-point Hamiltonians (5.44) - (5.46) can
be obtained by the following reasoning.

The chain lengths of the effective fixed-point Hamiltonians (5.44) and (5.46) are \( N + 1 \) and \( N - 1 \) which shall be odd. In this case, the chain length for the fixed-point Hamiltonian (5.45) is \( N \) and must be even. Because the spectrum is symmetric around the Fermi level, a zero energy level is present in the case of an odd number of sites and thus adding a particle results in the same energy as the ground-state energy – which is set to zero. For an even \( N \) (in the local-moment regime), the zero energy level is not present and thus adding a particle increases the energy by the lowest single-particle energy present in the effective Hamiltonian. The expected energy levels of the respective fixed-point Hamiltonians obtained from this reasoning are shown as the red dashed lines in Fig. 5.13. The general structure of the results obtained with NRG is very similar to the one gained with CUT.

For smaller interactions, below \( \frac{U}{D} = 10^{-3} \), the local-moment regime is not as clearly distinct in the CUT data as it is in the NRG data. Additionally, the local interaction terms are decreasing very quickly with decreasing \( U \) and are already small for \( \frac{U}{D} = 10^{-3} \) while they are almost zero for \( \frac{U}{D} = 10^{-4} \). For such small \( \frac{U}{D} \lesssim 10^{-4} \), we see almost no development of the local-moment regime within the CUT data while it is still clearly distinct in the NRG data. If we pass further to ever smaller energies, we expect to see the single-particle energies reaching the \( U = 0 \) energy levels again when crossing to the strong-coupling regime which is not observed in the data obtained with the CUT approach.

It seems that the rapid decrease of the interaction terms with decreasing energies results in an effective model that misses the correct low-energy physics of the Anderson model. This result is not completely satisfying but we can, nonetheless, clearly identify the crossover from the free-orbital to the local-moment regime.

### 5.4.7 Crossover from the Free-Orbital to the Local-Moment Regime

We want to study the crossover from the free-orbital to the local-moment regime further. On the one hand, we are interested in the question how far the crossover region coincides with already known results while, on the other hand, we want to study how far the interaction-range \( d \) from Eq. (5.43) influences the results.

From NRG calculations [8] we know that the crossover between the free-orbital and the local-moment regime occurs on an energy scale between \( \frac{U}{20} \) and \( \frac{U}{2} \). The site \( n \) of the chain is linked to the energy scale by

\[
\varepsilon_n = \frac{1}{2} \left( 1 + \Lambda^{-1} \right) \Lambda^{-n}. \tag{5.49}
\]

Thus, a given energy \( \varepsilon_n \) corresponds to the site

\[
n = -\frac{\ln \left( \frac{2\varepsilon_n}{1 + \Lambda^{-1}} \right)}{\ln \Lambda}. \tag{5.50}
\]

In Fig. 5.14 we compare the crossover regions obtained with the CUT to the sites \( n \) connected to the energy scales \( \frac{U}{20} \) and \( \frac{U}{2} \). We find an almost perfect agreement of the crossover region for large values of \( U \). In the energy interval in which we expect the crossover between the free-orbital and the local-moment regime to occur, the single-particle energies switch from the single-particle energies of the free-orbital fixed-point Hamiltonian (5.44) to the single-particle energies of the local-moment fixed-point Hamiltonian (5.45).
For smaller values of $U$, we again observe that the crossover is less distinct than it is in the NRG data. Additionally, the crossover takes place beyond the expected energy scale which is an additional hint towards the fact that we might lose some important information during the flow due to the truncation.

### 5.4.8 Influence of the Interaction-Range

In Fig. 5.15 the single-particle energies with an interaction-range $d = 7$ are shown. Terms with more than six operators are truncated just as before but this time terms with an interaction-range up to $d = 7$ are also taken into account. The dotted lines show the single-particle energies from Fig. 5.14 with $d = 1$ in order to illustrate the improvement of the results for higher interaction ranges.

The results for larger values of $U$ are already in good agreement with the NRG data and are thus not significantly affected by the interaction-range. When we consider smaller values of $U$, the results for $d = 7$ show a much more distinct crossover than for $d = 1$ which is in good agreement with NRG calculations. Furthermore, we see a shift of the energy scale of the
crossover between the results for $d = 1$ and $d = 7$ towards the correct crossover region. Thus, we are able to improve the results by including larger interaction-ranges $d$.

In summary, we can state that the CUT approach as used in this chapter is able to describe the crossover from the free-orbital to the local-moment regime. The approach works very well for larger values of $U$ on higher energy scales. The calculation effort for these parameters is decent and the results fit the NRG data. For smaller values of $U$, however, the numerical effort increases significantly as large interaction-ranges $d$ are required. If we wanted to approach smaller values of $U$, we would need even larger values of $d$, i.e., we would have to include even more terms which would increase the calculation effort further.

We find no indication that the strong-coupling physics is captured within this approach. Thus, we limit our analysis to the crossover between the free-orbital and the local-moment regime. In the next chapters we investigate two different approaches with the aim of capturing the strong-coupling regime.
6 Truncation in Orders of the Coulomb Interaction $U$

6.1 Parametrization and Reference State

In this chapter we use the energy parametrization (2.58) and choose the ground state for $U = 0$ as the reference state which is given by the Fermi sea

$$|\text{ref}\rangle = |\text{FS}\rangle.$$  \hspace{1cm} (6.1)

The single-particle energies $\varepsilon_n$ and the weights $\gamma_n$ are given by Eq. (2.57) where the hybridization is already absorbed into the parameters $\varepsilon_n$ and $\gamma_n$. We normal-order the operators with respect to the Fermi sea which results in the Hamiltonian

$$H = \sum_{n_1, n_2, \sigma} t_{n_1 n_2} \cdot c_{n_1}^\dagger c_{n_2} \sigma \cdot + \sum_{\{n_i\}} U_{n_1 n_2 n_3 n_4} \cdot c_{n_1 \uparrow}^\dagger c_{n_2 \uparrow} c_{n_3 \downarrow} c_{n_4 \downarrow} \cdot + E_0 \mathbb{1},$$  \hspace{1cm} (6.2)

cf. Eq. (2.58), where an additional energy constant due to the normal-ordering was dismissed so that $E_0 = 0$ and the coefficients for the starting Hamiltonian are given by

$$t_{n_1 n_2} = \varepsilon_n \delta_{n_1 n_2} + \left( \varepsilon_d + \frac{U}{2} \right) \gamma_{n_1} \gamma_{n_2}, \quad U_{n_1 n_2 n_3 n_4} = U \gamma_{n_1} \gamma_{n_2} \gamma_{n_3} \gamma_{n_4}, \quad E_0 = 0.$$  \hspace{1cm} (6.3)

The single-particle energies $\varepsilon_n$ and the weights $\gamma_n$ are given by Eq. (2.57). In order to derive the coefficients in the form (6.3), we use

$$\sum_n |\gamma_n|^2 \langle c_{n \sigma}^\dagger c_{n \sigma} \rangle = \frac{1}{2}.$$  \hspace{1cm} (6.4)

Note that the hopping terms $t_{n_1 n_2}$ vanish in the particle-hole symmetric case $\varepsilon_d = -\frac{U}{2}$.

In this chapter we will derive the impurity contribution to the susceptibility $\chi_d$ so that we need to apply a magnetic field to the impurity which can be achieved by the substitution

$$\varepsilon_d \longleftrightarrow \varepsilon_d - \sigma h$$  \hspace{1cm} (6.5)

where $\sigma = \pm 1$ is the sign connected to the spin index of the operator $n_{d, \sigma}$. The energy $h$ is connected to a magnetic field $B$ via $h = \frac{1}{2} g_e \mu_B B$ where $g_e$ is the Landé g-factor while $\mu_B$ denotes the Bohr magneton. In the following, we refer to the energy $h$ as the magnetic field.

6.2 Flow Equation and Truncation

The flow equations in this chapter are derived analytically. Since we will apply a magnetic field to the impurity, we consider a spin-symmetry broken case and thus explicitly use spin-dependent
coefficients. The generator is chosen to be of the general structure

$$\eta = \sum_{n_1, n_2, n_3, n_4} \eta_{n_1 n_2, \sigma} \uparrow \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \Lambda \downarrow + \sum_{n_1} \eta_{n_1 n_2 n_3 n_4} \uparrow \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \Lambda \downarrow \varepsilon_{n_3, \sigma} \varepsilon_{n_4, \sigma} \Lambda \downarrow \downarrow \downarrow$$

(6.6)

with the coefficients

$$\eta_{n_1 n_2, \sigma} = \delta_{n_1 n_2, \sigma} \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma}, \quad \eta_{n_1 n_2 n_3 n_4} = \delta_{n_1 n_2 n_3 n_4} U_{n_1 n_2 n_3 n_4}, \quad \eta_{n_1 n_2 n_3 n_4}^R = \delta_{n_1 n_2 n_3 n_4} R_{n_1 n_2 n_3 n_4} \downarrow.$$

(6.7)

The coefficients $\delta_{n_1 n_2, \sigma}$, $\delta_{n_1 n_2 n_3 n_4}$ and $\delta_{n_1 n_2 n_3 n_4}^R$ are arbitrary so far and will be specified later when calculating explicit results. The third interaction term, where all operators have the same spin, is not present in the initial Hamiltonian but will emerge during the flow. We will eliminate some of these terms and thus include them in the generator.

We calculate the commutator of $\eta$ from Eq. (6.6) and $H$ from Eq. (6.2) and derive the flow equation (4.4). New terms emerge during the flow which are discussed later (cf. Eq. (6.10)). The flow equation stemming from the initial Hamiltonian (6.2) is of the form

$$\partial_t E_0 = 2 \sum_{x_1, x_2, x_3} \delta_{x_1, x_2, x_3} \theta_{x_1} \theta_{x_2} \left(1 - \theta_{x_3} \right) \left(1 - \theta_{x_4} \right) \frac{U_{x_1, x_2, x_3, x_4}}{U_{x_1, x_2, x_3, x_4}}$$

(6.8a)

$$\partial_t \delta_{n_1 n_2} = \sum_{n_1} \left( \delta_{n_1 n_2} - \delta_{n_1, \sigma} \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \right) \frac{t_{n_1} \downarrow}{t_{n_1} \uparrow} \frac{t_{n_2} \uparrow}{t_{n_2} \downarrow} + \sum_{n_1, n_2} \left( \delta_{n_1, \sigma} \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \Lambda \downarrow - \delta_{n_1 n_2 n_3} U_{n_1 n_2 n_3} \right) \left( \theta_{n_1} \uparrow - \theta_{n_2} \downarrow \right) \frac{t_{n_1} \downarrow}{t_{n_1} \uparrow} \frac{t_{n_2} \uparrow}{t_{n_2} \downarrow}$$

(6.8b)

$$\partial_t \delta_{n_1 n_2} = \sum_{n_1} \left( \delta_{n_1 n_2} - \delta_{n_1, \sigma} \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \right) \frac{t_{n_1} \downarrow}{t_{n_1} \uparrow} \frac{t_{n_2} \uparrow}{t_{n_2} \downarrow} + \sum_{n_1, n_2} \left( \delta_{n_1, \sigma} \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \Lambda \downarrow - \delta_{n_1 n_2 n_3} U_{n_1 n_2 n_3} \right) \left( \theta_{n_1} \uparrow - \theta_{n_2} \downarrow \right) \frac{t_{n_1} \downarrow}{t_{n_1} \uparrow} \frac{t_{n_2} \uparrow}{t_{n_2} \downarrow}$$

(6.8c)

$$\partial_t U_{n_1 n_2 n_3 n_4} = \sum_{n_1} \left( \delta_{n_1 n_2 n_3 n_4} - \delta_{n_1, \sigma} \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \varepsilon_{n_3, \sigma} \varepsilon_{n_4, \sigma} \Lambda \downarrow \downarrow \downarrow \downarrow \right) \frac{t_{n_1} \downarrow}{t_{n_1} \uparrow} \frac{t_{n_2} \uparrow}{t_{n_2} \downarrow} \frac{t_{n_3} \uparrow}{t_{n_3} \downarrow} \frac{t_{n_4} \downarrow}{t_{n_4} \uparrow} + \sum_{n_1} \left( \delta_{n_1 n_2 n_3 n_4} - \delta_{n_1, \sigma} \varepsilon_{n_1, \sigma} \varepsilon_{n_2, \sigma} \varepsilon_{n_3, \sigma} \varepsilon_{n_4, \sigma} \Lambda \downarrow \downarrow \downarrow \downarrow \right) \frac{t_{n_1} \downarrow}{t_{n_1} \uparrow} \frac{t_{n_2} \uparrow}{t_{n_2} \downarrow} \frac{t_{n_3} \uparrow}{t_{n_3} \downarrow} \frac{t_{n_4} \downarrow}{t_{n_4} \uparrow}$$

(6.8d)
where the starting values are given by Eqs. (6.3) and (2.57) while
\[
\theta_n^\sigma = \langle c_{n\sigma}^\dagger c_{n\sigma} \rangle
\] (6.9)

stems from the normal-ordering with respect to the Fermi sea. The starting value for \( E_0 \) is set to zero because we are only interested in the dependence on the magnetic field \( h \) which does not affect the dismissed constant as the magnetic field cancels due to the different signs for different spin. All emerging terms are normal-ordered with respect to the Fermi sea in order to capture all feedback of newly emerging terms. Useful calculation rules for products of normal-ordered operators are described in App. 9.7.

When calculating the commutator of two quartic terms with the coefficient \( U_{n_1n_2n_3n_4} \), new terms emerge which are of the form
\[
H_{\text{new}} = \sum_{\sigma} \sum_{n_1, n_2, n_3, n_4} R_{n_1n_2n_3n_4}^\sigma : c_{n_1\sigma}^\dagger c_{n_2\sigma}^\dagger c_{n_3\sigma} c_{n_4\sigma} : + \sum_{\sigma} \sum_{n_1, n_6, n_3, n_4, n_5} \Gamma_{n_1n_2n_3n_4n_6}^\sigma : c_{n_1\sigma}^\dagger c_{n_2\sigma}^\dagger c_{n_3\sigma} c_{n_4\sigma} c_{n_6\sigma} c_{n_5\sigma} : .
\] (6.10)

The flow of the newly emerging \( R \)- and \( \Gamma \)-terms from Eq. (6.10) are given in Eqs. (6.11a) - (6.11d). The DEQ describing the generation of the \( R \)- and \( \Gamma \)-terms during the flow is given by
\[
\partial_t R_{n_1n_2n_3n_4}^\tau = \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_3}^U U_{n_1x_2n_1x_1n_4} - \eta_{n_1x_2n_1x_1n_4}^U U_{n_2x_1n_3}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)
\] (6.11a)

\[- \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_4}^U U_{n_1x_2n_1x_1n_3} - \eta_{n_1x_2n_1x_1n_3}^U U_{n_2x_2n_4}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)\]

\[- \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_3}^U U_{n_2x_2n_1x_1n_4} - \eta_{n_2x_2n_1x_1n_4}^U U_{n_1x_1n_3}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)\]

\[+ \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_4}^U U_{n_2x_2n_1x_1n_3} - \eta_{n_2x_2n_1x_1n_3}^U U_{n_1x_1n_4}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)\]

\[
\partial_t R_{n_1n_2n_3n_4}^\tau = \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_3}^U U_{x_2n_1n_4x_1} - \eta_{x_2n_1n_4x_1}^U U_{n_1x_2n_2x_3}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)
\] (6.11b)

\[- \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_3}^U U_{x_2n_1n_3x_1} - \eta_{x_2n_1n_3x_1}^U U_{n_1x_2n_2x_3}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)\]

\[- \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_3}^U U_{x_2n_1n_3x_1} - \eta_{x_2n_1n_3x_1}^U U_{n_1x_2n_2x_3}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)\]

\[+ \frac{1}{2} \sum_{x_1, x_2} (\eta_{n_1x_1n_2x_2n_3}^U U_{x_2n_1n_3x_1} - \eta_{x_2n_1n_3x_1}^U U_{n_1x_2n_2x_3}) (\theta_{x_1}^\tau - \theta_{x_2}^\tau)\]
In order to justify a truncation scheme, we want to use deepCUT ideas (cf. Sec. 4.3.4) targeting the ground-state energy \( E_0 \). We are interested in the second derivative of \( E_0 \) with respect to the magnetic field \( h \) (cf. Sec. 6.6) and thus we want to be exact up to order \( h^2 \) for \( E_0 \). Additionally, we want the second derivative of \( E_0 \) to be correct up to order \( U^2 \) and thus \( E_0 \) must be correct for the orders \( h^nU^m \) with \( n, m \leq 2 \). In the following, we mean by correct in order \( h^nU^m \) that we are correct in all orders for which \( h^nU^m \) with \( n \leq x \) and \( m \leq y \). For the order \( hT^2 \), for example, these are the orders \( U, U^2, h, hU \) and \( hU^2 \).

In this case, the \( \Gamma \)-terms can be neglected as they act in lowest order \( h^3U^2 \) or \( h^2U^3 \) on the ground-state energy \( E_0 \) while we only want to include terms up to order \( h^2U^2 \). Additionally, we can argue from a scaling perspective that terms with a higher number of operators will scale faster to zero than terms with less operators (cf. Sec. 6.8). The \( R \)-terms, on the other hand, are quartic operators and thus not negligible from a scaling perspective. Additionally, there is an action on the constant \( E_0 \) in order \( h^2U^2 \) from \( R \)-terms, i.e., there is no justification to neglect such terms. Nevertheless, from a deepCUT point of view we only need to take the commutation of \( R \)-terms with bilinear terms into account because the commutation between a \( R \)-term and another quartic term is at least of order \( U^3 \).

The commutation of an \( R \)-term and a bilinear term is at least of order \( hU^2 \) and the resulting terms will contribute to the right-hand side of the flow equation for the bilinear terms and the \( R \)-terms. Since we are using deepCUT ideas, we are only interested in the orders \( h^nU^m \) with \( n, m \leq 2 \) for \( E_0 \). The action induced by the order \( hU^2 \) of the hopping terms on \( E_0 \) is at least of order \( h^2U^2 \) (one additional commutation with bilinear terms increases the order of \( h \) by one) while the order \( hU^2 \) from the \( R \)-terms acts at least in order \( h^3U^2 \) on \( E_0 \) (one commutation with a bilinear term affects the order \( h^2U^2 \) of the bilinear terms while one further commutation with a bilinear term affects the order \( h^3U^2 \) of \( E_0 \)). A commutation with a quartic term would result in an expression which is of order \( U^3 \). Thus, we have to include the right-hand side of the
flow equation stemming from the commutation of bilinear terms with $R$-terms for the derivative of bilinear terms but we can neglect them for the derivative of the $R$-terms. The remaining commutations described above result in the additional differential equation

$$
\partial_t R_{n_1 n_2 n_3 n_4}^\sigma = (t_{n_4 n_4}^\sigma + i t_{n_3 n_3}^\sigma - i t_{n_2 n_2}^\sigma - i t_{n_1 n_1}^\sigma) \eta_{n_1 n_2 n_3 n_4, \sigma}^R
$$ (6.12a)

$$
\partial_t i_{n_1 n_2}^\sigma = \sum_{x_1 < n_1, x_2 < n_2} (s_{x_2 x_1}^\sigma - s_{x_1 x_2}^R) t_{x_2 x_1}^\sigma R_{x_1 x_2 n_1 n_2, \sigma}^\sigma (\theta_{x_1} - \theta_{x_2})
$$ (6.12b)

$$
- \sum_{x_1 > n_1, x_2 < n_2} (s_{x_2 x_1}^\sigma - s_{x_1 x_2}^R) t_{x_2 x_1}^\sigma R_{x_1 x_2 n_1 n_2, \sigma}^\sigma (\theta_{x_1} - \theta_{x_2})
$$

where the action on the hopping elements (6.12b) stems from the commutation of the $R$- and the hopping terms. In App. 9.8 the truncation scheme is outlined further. We use the DEQs (6.8a)-(6.8d), (6.11a), (6.11b), (6.12a) and (6.12b) and solve them by a 4th-order Runge-Kutta algorithm. With this system of differential equations the targeted quantity $E_0$ is exact for the orders $h^n U^m$ with $n, m \leq 2$.

### 6.3 Symmetries

There are two symmetries in the system which are conserved during the whole flow and can be used to increase the efficiency of the calculation. Without applying a magnetic field ($h = 0$) the system conserves spin symmetry

$$
t_{n_1 n_2}^\sigma = t_{n_1 n_2}^\sigma, \quad U_{n_1 n_2 n_3 n_4} = U_{n_2 n_1 n_3 n_4}, \quad R_{n_1 n_2 n_3 n_4}^\sigma = R_{n_1 n_2 n_3 n_4}^\sigma
$$ (6.13)

and in the particle-hole symmetric case ($\varepsilon_d = -\frac{U}{2}$) without a magnetic field ($h = 0$) the coefficients additionally exhibit particle-hole symmetry

$$
t_{n_1 n_2}^\sigma = -t_{\bar{n}_1 \bar{n}_2}^\sigma, \quad U_{n_1 n_2 n_3 n_4} = U_{\bar{n}_4 \bar{n}_3 \bar{n}_1 \bar{n}_2}, \quad R_{n_1 n_2 n_3 n_4}^\sigma = R_{\bar{n}_4 \bar{n}_3 \bar{n}_1 \bar{n}_2}^\sigma
$$ (6.14)

where $\bar{n}_i$ denotes the site for which

$$
\varepsilon_{\bar{n}_i}^\sigma = -\varepsilon_{n_i}^\sigma.
$$ (6.15)

Of course, the fact that the Hamiltonian is self-adjoint\(^6\) additionally implies

$$
t_{n_1 n_2}^\sigma = t_{n_2 n_1}^\sigma, \quad U_{n_1 n_2 n_3 n_4} = U_{n_4 n_3 n_2 n_1}, \quad R_{n_1 n_2 n_3 n_4}^\sigma = R_{n_3 n_4 n_1 n_2}^\sigma
$$ (6.16)

If a magnetic field is introduced, the symmetries are reduced to Eq. (6.16) and the symmetry $\varepsilon_{n_\sigma}^\dagger \leftrightarrow \varepsilon_{\bar{n}_{\bar{\sigma}}}$ which implies

$$
t_{n_1 n_2}^\sigma = -t_{\bar{n}_1 \bar{n}_2}^\sigma, \quad U_{n_1 n_2 n_3 n_4} = U_{\bar{n}_1 \bar{n}_4 \bar{n}_3 \bar{n}_2}, \quad R_{n_1 n_2 n_3 n_4}^\sigma = R_{\bar{n}_1 \bar{n}_4 \bar{n}_3 \bar{n}_2}^\sigma
$$ (6.17)

\(^6\)The hermiticity of the Hamiltonian is not really a proper symmetry but manifests in the coefficients in a similar way.
6.4 Choice of the Generator

The generator should at least fulfill gs-generator properties (cf. Sec. 4.2.4). The bilinear part of the generator is chosen to be

$$
\eta^\sigma_{n_1n_2,\sigma} = \text{sgn} \left( \epsilon_{n_1}^\sigma - \epsilon_{n_2}^\sigma \right) t_{n_1n_2}^\sigma.
$$
(6.18)

The criteria for the sign of quartic terms are chosen by the signs of the energy differences

$$
\epsilon_{n_1} - \epsilon_{n_4}, \quad \epsilon_{n_2} - \epsilon_{n_3}, \quad \epsilon_{n_1} - \epsilon_{n_3}, \quad \epsilon_{n_2} - \epsilon_{n_4}.
$$
(6.19)

If all energy differences from Eq. (6.19) are positive, then we choose a positive sign +1. If, on the other hand, all energy differences (6.19) are negative, then a sign −1 is chosen. Through this choice the generator fulfills gs-generator properties. Thus, the sign in the generator is defined as

$$
\eta^U_{n_1n_2n_3n_4} = \begin{cases} +1 & \text{if } \epsilon_{n_1} - \epsilon_{n_4} > 0, \quad \epsilon_{n_2} - \epsilon_{n_3} > 0, \quad \epsilon_{n_1} - \epsilon_{n_3} > 0, \quad \epsilon_{n_2} - \epsilon_{n_4} > 0 \\ -1 & \text{if } \epsilon_{n_1} - \epsilon_{n_4} < 0, \quad \epsilon_{n_2} - \epsilon_{n_3} < 0, \quad \epsilon_{n_1} - \epsilon_{n_3} < 0, \quad \epsilon_{n_2} - \epsilon_{n_4} < 0 \\ 0 & \text{otherwise} \end{cases}.
$$
(6.20)

We also need to eliminate some of the emerging R-terms from Eq. (6.10) as well in order to eliminate all terms that couple to the Fermi sea and thus

$$
\eta^R_{n_1n_2n_3n_4,\sigma} = \begin{cases} +1 & \text{if } \epsilon_{n_1}^\sigma - \epsilon_{n_4}^\sigma > 0, \quad \epsilon_{n_2}^\sigma - \epsilon_{n_3}^\sigma > 0, \quad \epsilon_{n_1}^\sigma - \epsilon_{n_3}^\sigma > 0, \quad \epsilon_{n_2}^\sigma - \epsilon_{n_4}^\sigma > 0 \\ -1 & \text{if } \epsilon_{n_1}^\sigma - \epsilon_{n_4}^\sigma < 0, \quad \epsilon_{n_2}^\sigma - \epsilon_{n_3}^\sigma < 0, \quad \epsilon_{n_1}^\sigma - \epsilon_{n_3}^\sigma < 0, \quad \epsilon_{n_2}^\sigma - \epsilon_{n_4}^\sigma < 0 \\ 0 & \text{otherwise} \end{cases}.
$$
(6.21)

The generator (6.6) with the sign functions (6.18), (6.20) and (6.21) fulfills gs-generator properties because all remaining terms in the effective model yield zero acting on the Fermi sea. If the resulting DEQ converges, the ground state of the effective Hamiltonian will be the Fermi sea.

6.5 Numerical Results of the Flow without Magnetic Field

6.5.1 Residual Off-Diagonality

At first, we will focus on the particle-hole symmetric case ($\epsilon_d = -\frac{U}{2}$) without a magnetic field ($h = 0$). The coefficients $t_{n_1n_2}$ for $n_1 \neq n_2$ are zero for $l = 0$ (cf. Eq. (6.3)) and thus emerge in lowest order $U^2$.

Fig. 6.1 shows the residual off-diagonality for the different coefficients of the Hamiltonian (6.2) and (6.10). The residual off-diagonality converges and thus results in an effective model with the Fermi sea as its ground state. We separate the residual off-diagonality of the different contributions (bilinear, $U$- and $R$-terms), i.e., for the ROD of the bilinear terms only bilinear contributions are included into the generator while only $U$-terms are included in the ROD for $U$-terms and the same applies to the ROD of $R$-terms.
The hopping terms as well as the $R$-terms are zero for $l = 0$ and remain smaller than the interaction contribution of the $U$-terms during the whole flow. The full ROD almost completely coincides with the ROD of the $U$-terms throughout the whole flow.

### 6.5.2 Interaction Vertex at the Fermi Level

Hewson developed a renormalized perturbation theory (cf. e.g. Ref. [50]) from which he constructs an effective low-energy Hamiltonian describing the correct strong-coupling physics. He finds a renormalized interaction strength $\tilde{U} = 4T_K$ for large enough values of $\frac{V}{V_H}$. Motivated by this finding, we investigate the behavior of the low-energy interaction vertex $\tilde{P}_{\nu n \nu m \nu m}$ as it describes the interaction of quasi-particles at the Fermi level. Note that there is no need for the two approaches to agree on this point. Nevertheless, similarities or differences between these two approaches are worthwhile to study.

Fig. 6.2 depicts the flow of the $U_{\nu \nu \nu \nu}$ for various initial interaction strengths $U$. 
The interaction vertices $U_{nnnn}$ are normalized to their initial value

$$u_n(l) = \frac{U_{nnnn}(l)}{U_{nnnn}(0)} \quad (6.22)$$

so that we can compare them for different $U$. Instead of an exponential behavior, we rather find a linear one and the interaction $u_{np}(\infty)$ becomes even attractive when $U$ increases. At some point, the linear behavior ceases and $u_{np}(\infty)$ starts to increase again. This is an inconclusive result because, as stated earlier, it is unclear if the two approaches necessarily have to coincide in this point. Nevertheless, we can state that we do not find an exponential behavior for the low-energy vertex $u_{np}(\infty)$.

### 6.5.3 Interaction Vertex on Different Energy Scales

Fig. 6.3 shows the $u_n$ defined in Eq. (6.22) for different $n$. The smaller the energy scales on which $u_n$ acts, the larger the renormalization of $u_n$ during the flow. At large energy scales the $u_n$ show almost no renormalization which corresponds to the free-orbital regime. For small energies, the $u_n$ exhibit the same flow.
As the results are inconclusive so far, we need a better criterion to decide if we have taken the important contributions into account in order to describe the strong-coupling physics. In the next sections we will apply a magnetic field $h$ in order to calculate the impurity contribution to the magnetic susceptibility $\chi_d$ for small $h$.

### 6.6 Magnetization and Susceptibility

The calculation of the impurity contribution to the susceptibility $\chi_d$ is a good criterion to decide if we are able to describe the Kondo effect. On the one hand, we are able to calculate this quantity without an observable transformation while, on the other hand, we know precisely what to expect if we capture the low-energy physics correctly [50, 119].

The impurity contribution to the susceptibility $\chi_d$ is given by

$$\chi_d = \frac{g^2 \mu_B^2}{4T_K}$$  \hspace{1cm} (6.23)$$

for large enough values of $\frac{U}{\Delta}$. We can calculate this quantity within our approach by applying a magnetic field $h$ to the impurity in order to capture the impurity contribution alone. The
magnetic field $h$ is incorporated into the Hamiltonian (6.2) through the substitution

$$\varepsilon_d \leftrightarrow \varepsilon_d - \sigma h.$$  \hspace{1cm} (6.24)

Note that the substitution will lead to bilinear terms in order $h$ in the initial Hamiltonian, even for the particle-hole symmetric case $\varepsilon_d = -\frac{\mu_B}{2}$, cf. Eq. (6.3). Thus, not only the spin symmetry is broken by applying a magnetic field but the particle-hole symmetry as well. We determine the susceptibility by starting from the Anderson model in the form

$$H (h) = H (h = 0) - \sum_\sigma \sigma h n_{d,\sigma}$$  \hspace{1cm} (6.25)

where the substitution (6.24) was used. Calculating the ground-state energy $E_0$ results in

$$E_0 = \langle gs | H | gs \rangle = \langle gs | \left( H (h = 0) - \sum_\sigma \sigma h n_{d,\sigma} \right) | gs \rangle.$$  \hspace{1cm} (6.26)

Taking the derivative with respect to the magnetic field yields

$$\frac{dE_0}{dh} = E_0 \frac{d\langle gs | gs \rangle}{dh} - \langle gs | n_{d,\uparrow} - n_{d,\downarrow} | gs \rangle.$$  \hspace{1cm} (6.27)

The norm of the ground state is independent of the magnetic field as it is normalized to one. Using additionally the definition of the magnetization of the impurity

$$m (h) = \frac{g_e \mu_B}{2} \langle gs | n_{d,\uparrow} - n_{d,\downarrow} | gs \rangle$$  \hspace{1cm} (6.28)

we find

$$m (h) = -\frac{g_e \mu_B}{2} \frac{dE_0}{dh}.$$  \hspace{1cm} (6.29)

As the generator outlined in Sec. 6.4 fulfills gs-generator properties and we normal-order the operators with respect to the Fermi sea (chosen as the ground state of the Hamiltonian (6.2) for $\varepsilon_d$, $U$ and $h = 0$), the Fermi sea becomes the ground state of the effective Hamiltonian. Additionally, all remaining operators yield zero acting on the Fermi sea and thus the constant $E_0$ must converge to the ground-state energy of the effective model.

We can find the susceptibility for $h = 0$ by differentiating Eq. (6.29)

$$\chi_d = -\left. \frac{g_e^2 \mu_B^2 d^2 E_0}{4} \right|_{h=0}.$$  \hspace{1cm} (6.30)

Thus, we expect to find

$$-\left. \frac{d^2 E_0}{dh^2} \right|_{h=0} = \frac{1}{T_K}.$$  \hspace{1cm} (6.31)

The next sections present the results for the flow in the case of a finite magnetic field.
6.7 Numerical Results of the Flow in Finite Magnetic Field

6.7.1 Residual Off-Diagonality

When a magnetic field is applied, the starting values remain the same as in Eq. (6.3) but with the additional term

$$i_{nm}^\sigma = -\sigma \hbar \gamma_n \gamma_m$$  \hspace{1cm} (6.32)

which stems from the substitution (6.24). The term (6.32) explicitly breaks the spin symmetry as well as the particle-hole symmetry.

Fig. 6.4 depicts the residual off-diagonality for a finite magnetic field $\frac{\hbar}{B} = 10^{-5}$.

![Graph showing residual off-diagonality for various terms](image)

Figure 6.4: Residual off-diagonality for the Anderson model with $N = 16$, $\Lambda = 6$, $\frac{\hbar}{\nu} = 0.01414$, $\frac{\nu}{\hbar} = 10^{-3}$ and a magnetic field $\frac{\hbar}{B} = 10^{-5}$. In contrast to Fig. 6.1 (where $h = 0$), the bilinear terms are non-zero for $l = 0$. In the early flow, the interaction terms $U_{\pi,\pi_0,\pi_0}$ dominate while the bilinear terms take over at larger $l$. The DEQ converges for finite magnetic fields and yields an effective model with the Fermi sea as the ground state.

In contrast to the residual off-diagonality for $h = 0$ (cf. Fig. 6.1), bilinear terms in order $h$ are already present for $l = 0$ (cf. Eq. (6.3)). For $h = 0$, the interaction term dominates the residual off-diagonality throughout the whole flow while for $h \neq 0$ the hopping will become the most dominant part for large $l$. The differential equations (6.8a)-(6.8d), (6.11a), (6.11b), (6.12a) and (6.12b) still yield an effective model for $h > 0$.  
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6.7.2 Ground-State Energy and Susceptibility

For now we are interested in the constant $E_0$ which converges to the ground-state energy of the effective Hamiltonian.

Fig. 6.5 shows the flow of $E_0$ for different magnetic fields $h$. The influence of the magnetic field is very small so that we need to look at the inset of Fig. 6.5 in order to see its influence. As expected, the ground-state energy is reduced by the magnetic field $h$.

Figure 6.5: Flow of the constant $E_0$ from Eq. (6.2) for the Anderson model with $N = 16$, $\Lambda = 6$, $\frac{h}{\mathcal{F}} = 0.01414$, $\frac{\mu_r}{\mathcal{F}} = 10^{-3}$ and from top to bottom $10^4 \frac{B}{\mathcal{F}} = 1, 2, \ldots, 9, 10$. The inset shows the flow for large $l$ with a higher resolution in order to see the very small influence of the magnetic field. As we expect from second-order perturbation theory, the ground-state energy is reduced by the magnetic field.

The inset shows the numerical difference ratio of the effective model

\[ \frac{\Delta E_0 (h)}{\Delta h} = \frac{E_0 (h + \Delta h) - E_0 (h)}{\Delta h}. \]

(6.33)

If we assume the form

\[ E_0 (h) = \alpha + \beta h + \gamma h^2 \]

(6.34)

for the ground-state energy, we find for the numerical difference ratio (6.33)

\[ \frac{\Delta E_0 (h)}{\Delta h} = \beta + \gamma \Delta h + 2 \gamma h \]

(6.35)

where the coefficients are given by

\[ \alpha = E_0 (h = 0), \quad \beta = - \frac{2m (0)}{g_e \mu_B}, \quad \gamma = - \frac{4 \chi_d}{g_s^2 \mu_B^2}. \]

(6.36)
Figure 6.6: Ground-state energy $E_0(\infty)$ of the effective model for $l \to \infty$ for the Anderson model with $N = 16$, $\Lambda = 6, \frac{V}{U} = 0.01414, \frac{\mu}{h} = 10^{-3}$ and $\frac{\Delta h}{h} = 10^{-6}$. The ground-state energy is reduced with increasing magnetic field $h$. It is well approximated by $E_0(h) = \alpha + \beta h + \gamma h^2$ with $\beta \approx -0.0007585$ and $\gamma \approx -2042 D^{-1}$. The inset shows the difference ratio (6.33). We see that the approximation (6.34) is quite accurate for the chosen values of $h$ and $\Delta h$. $\beta' = \beta + 2\gamma h \approx -0.0028$ is also in agreement with Eq. (6.37). Thus, we can indeed determine the susceptibility by Eq. (6.30) using the numerical results.

As long as $\Delta h$ is small enough so that Eq. (6.34) is appropriate, we can derive the susceptibility from the slope of the numerical difference ratio (6.33) with respect to the magnetic field (cf. Fig. 6.6).

Fig. 6.6 depicts the ground-state energy $E_0$ in dependence of the magnetic field. A discretization error in order $\Delta h$ influences the linear contribution $\beta$ in Eq. (6.34) according to

$$\beta' = \beta + \gamma \Delta h$$

(6.37)

which, however, is not of interest when calculating the susceptibility $\chi_d$ as the susceptibility is only determined by the second-order contribution $\gamma$. Thus, Fig. 6.6 shows that Eq. (6.34) is a good approximation for the chosen values of $h$ and $\Delta h$ in order to calculate the susceptibility $\chi_d$ which can be determined by Eq. (6.30) as the slope of the difference ratio (6.33).

So far the numerical results show the expected behavior for the ground-state energy $E_0(\infty)$. Thus, we can study how far the strong-coupling physics of the Anderson model is captured by the differential equations (6.8a)-(6.8b), (6.11a), (6.11b), (6.12a) and (6.12b).

In Fig. 6.7 we calculate the ground-state energy for different values of $h$ with $\frac{\Delta h}{h} = 10^{-6}$ and derive the susceptibility $\chi_d$ from Eq. (6.30) for various values of $U$ and $V$. 
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We find an exponential increase for the curvature of the ground-state energy \( E_0 (\infty) \) with increasing \( U \) and thus an exponentially increasing susceptibility

\[
\chi_d = \alpha e^{-\frac{1}{2} A_A \frac{U}{8 \mu_B^2}}
\]  

which is in agreement with the expected qualitative behavior (6.23) but differs by a factor \( \frac{1}{2} \) in the exponent. The factor

\[
A_A = \frac{1}{2} \Lambda + \frac{1}{2} \Lambda - 1 \ln \Lambda
\]  

included in Eq. (6.38) is an expected discretization effect [8].

In conclusion, we can state that it is a promising observation that the CUT approach is able to capture the exponential dependence on the interaction \( U \) as this is a good benchmark for the successful description of the strong-coupling behavior of the Anderson model. However, the exponent differs by a factor \( \frac{1}{2} \) from the expected exponent and the results become worse for larger values of \( U \).
Further investigations are required to identify the origin of the missing factor of two. An obvious possible source is the truncation scheme. By applying deepCUT we intended to use a systematic way of deciding which terms to neglect. But, of course, we still might miss some important contributions. We used various variations of the truncation scheme, e.g., either by completely neglecting the $R$-terms or by taking them fully into account. Such variations have only a minor influence on the susceptibility and do not affect the exponent. Including the $\Gamma$-terms with six operators is not realistic as the calculation effort is already very large when only including quartic terms.

It could also be necessary to modify the generator in order to eliminate more terms. To this end, one could study the sign-generator

$$s_{n_1n_2n_3n_4}^U = \text{sgn} \left( \epsilon_{n_1}^\uparrow + \epsilon_{n_2}^\downarrow - \epsilon_{n_3}^\downarrow - \epsilon_{n_4}^\uparrow \right).$$

(6.40)

Because of the huge calculation effort of this approach, we want to reduce the system of differential equations by introducing a scaling expansion which is presented in the next sections.

### 6.8 Scaling Approach to the Flow Equation

In the previous sections we were able to derive an exponential increase with respect to the interaction $U$ for the susceptibility $\chi_d$ over some parameter regime. Therefore, it is interesting to investigate the differential equations (6.8a)-(6.8d), (6.11a), (6.11b), (6.12a) and (6.12b) further. In the present section we do not justify the truncation scheme in orders of a small parameter, which so far was $U$, but use scaling arguments instead.

The scaling approach results in a small system of differential equations which can be solved easily. The aim of the following sections is to introduce a new kind of systematic expansion in the scaling parameter $\lambda$ and examine if this generates an appropriate approximation scheme.

All calculations in this chapter, the numerical treatment of the last sections as well as the scaling approach of the following sections, are new and have not been reported so far.

#### 6.8.1 Scaling Dimension

We introduce a new quantity, the so-called scaling dimension $d$, by studying a simple example of a diagonal Hamiltonian

$$H_D = \sum_{\sigma} \int_{-D}^D x : c_{\sigma}^\dagger c_{\sigma} : dx.$$  

(6.41)

In the spirit of the scaling approach from Chap. 3, we focus on smaller energy scales and look at a model with a reduced bandwidth

$$H_D^\lambda = \sum_{\sigma} \int_{-\lambda D}^{\lambda D} x : c_{\sigma}^\dagger c_{\sigma} : dx$$

(6.42)

with $\lambda \in [0,1]$. We can now rescale the Hamiltonian with the substitution $u = \frac{x}{\lambda}$ in Eq. (6.42) which leads to

$$\tilde{H}_D^\lambda = \sum_{\sigma} \int_{-D}^D u : \tilde{c}_{u\sigma}^\dagger \tilde{c}_{u\sigma} : du$$

(6.43)
with
\[ \tilde{H}^\lambda_D = \frac{H^\lambda_D}{\lambda}, \quad \tilde{c}^\dagger_{\lambda\sigma} = \sqrt{\lambda} c^\dagger_{\lambda\sigma}. \] (6.44)

The new operators \( \tilde{c}^\dagger_{\lambda\sigma} \) fulfill standard fermionic anticommutator relations. We also rescale the Hamiltonian so that the diagonal part has scaling dimension zero
\[ \tilde{H}^\lambda_D = \lambda^0 \tilde{H}_D. \] (6.45)

\( \tilde{H}_D \) denotes a Hamiltonian of the form (6.41) but with the rescaled operators (6.44). Next, we analyze the scaling dimension of an operator of the general structure
\[ H_{2N} = \sum_{\{\sigma_i\}} \int \cdots \int_{-D} \left[ \prod_{i=1}^{2N} \rho(x_i) \right]^{\frac{1}{2}} \Gamma_{\sigma}(x_1, \ldots, x_{2N}) : \prod_{i=1}^{N} c^\dagger_{x_i\sigma_i} \prod_{i=N+1}^{2N} c_{x_i\sigma_i} : dx_1 \ldots dx_{2N}. \] (6.46)

Following the scaling steps (6.41) - (6.43) leads to
\[ \tilde{H}^\lambda_{2N} = \lambda^{N-1} \sum_{\{\sigma_i\}} \int \cdots \int_{-D} \left[ \prod_{i=1}^{2N} \rho(\lambda u_i) \right]^{\frac{1}{2}} \Gamma_{\tilde{\sigma}}(\lambda \bar{u}) : \prod_{i=1}^{N} \tilde{c}^\dagger_{u_i\sigma_i} \prod_{i=N+1}^{2N} \tilde{c}_{u_i\sigma_i} : du_1 \ldots du_{2N} \] (6.47)
from which we can see that an operator of the form (6.46) has scaling dimension \( d = N - 1 \) as
\[ \tilde{H}^\lambda_{2N} = \lambda^{N-1} \tilde{H}_{2N} \] (6.48)
when focusing only on the leading order of the coefficients in Eq. (6.47)
\[ \Gamma_{\tilde{\sigma}}(x_1, \ldots, x_{2N}) \leftrightarrow \Gamma_{\tilde{\sigma}}(\epsilon_F, \ldots, \epsilon_F) = \Gamma_{\tilde{\sigma}}. \] (6.49)
Thus, the major finding is that the more operators a term contains, the faster it scales to zero and the less important it is for the low-energy physics.

In order to account for the \( \lambda \)-dependence of the coefficients, we use a Taylor expansion. The only contribution of the expansion that does not increase the scaling dimension is the leading order. From the result (6.48) we find the scaling dimensions for bilinear and quartic terms
\[ \tilde{H}^\lambda_2 = \lambda^0 \tilde{H}_2, \quad \tilde{H}^\lambda_4 = \lambda^1 \tilde{H}_4. \] (6.50)
The diagonal part from Eq. (6.45) has scaling dimension \( d = 0 \) by definition. The bilinear terms with constant \( \Gamma \) also have scaling dimension \( d = 0 \) while quartic terms scale with \( d = 1 \).

### 6.8.2 IR-Approximation and Scaling Expansion

The argument used in Eq. (6.49) gives a systematic justification for the approximation in the "poor man's scaling" from Sec. 3.2 and for the IR-approximation of the Continuous Unitary Transformation approach from Sec. 4.6, respectively.

The argument for the "poor man's scaling" approach is straightforward. The interaction term in the Kondo model is bilinear with respect to the bath operators and has thus the same scaling dimension as the diagonal part when focusing on the leading order of
\[ J^\mu(x_1, x_2) \leftrightarrow J^\mu(\epsilon_F, \epsilon_F) = \tilde{J}^\mu. \] (6.51)
This is precisely what is done in the "poor man's scaling" approach.

In order to understand the IR-approximation in the light of a scaling perspective, we first have to investigate generic terms stemming from Continuous Unitary Transformations

\[ J^\mu (x_1, x_2) = \tilde{J}^\mu (x_1, x_2) e^{-|x_1 - x_2| l}. \]  

(6.52)

When we scale the energies \( x_i \rightarrow \lambda x_i \), we find

\[ J^\mu (\lambda x_1, \lambda x_2) = \tilde{J}^\mu (\lambda x_1, \lambda x_2) e^{-|x_1 - x_2| \lambda l}. \]  

(6.53)

We can absorb the factor \( \lambda \) in the exponent into the flow parameter

\[ l' = \lambda l \]  

(6.54)

which is convenient as we scale all energies with a factor \( \lambda \). In this case, the exponential factor does not affect the scaling dimension and we can use

\[ J^\mu (x_1, x_2) = \tilde{J}^\mu (\tilde{\epsilon}_F, \tilde{\epsilon}_F) e^{-|x_1 - x_2| l'}. \]  

(6.55)

This is precisely the IR-approximation from Eq. (4.93).

In the next sections we set up a scaling expansion in order to justify a reduced closed system of differential equations.

### 6.8.3 Expansion in the Scaling Parameter \( \lambda \)

We want to expand the coefficients so that we can truncate in orders of \( \lambda \). We will study the flow equation in first order so that we only need to track the first-order expansion of the coefficients

\[ \Gamma (\bar{x}) = \Gamma (\bar{\epsilon}_F) + \bar{\nabla} \Gamma (\bar{\epsilon}_F) \cdot (\bar{x} - \bar{\epsilon}_F) \]  

(6.56)

as all higher terms scale at least in second order in \( \lambda \). The vector \( \bar{\epsilon}_F \) denotes the vector where all entries correspond to the Fermi energy \( \epsilon_F = 0 \). The operator structure so far is

\[ H = H_D + H_i + H_U + H_R + H_\Gamma \]  

(6.57)

with the contributions

\[ H_D = \sum_\sigma \int_{-D}^D \epsilon : c^\dagger_{\epsilon\sigma} c_{\epsilon\sigma} : d\epsilon \]  

(6.58)

\[ H_i = \sum_\sigma \int \int_{-D}^D \left[ \prod_{i=1}^2 \rho (\epsilon_i) \right]^{1/2} l_{\sigma} (\bar{\epsilon}) : c^\dagger_{\epsilon_1\sigma} c_{\epsilon_2\sigma} : d\epsilon_1 d\epsilon_2 \]

\[ H_U = \int \int \int_{-D}^D \left[ \prod_{i=1}^4 \rho (\epsilon_i) \right]^{1/2} U (\bar{\epsilon}) : c^\dagger_{\epsilon_{11}\sigma} c^\dagger_{\epsilon_{12}\sigma} c_{\epsilon_{21}\sigma} c_{\epsilon_{22}\sigma} : d\epsilon_1 d\epsilon_2 d\epsilon_3 d\epsilon_4 \]

\[ H_R = \sum_\sigma \int \int \int_{-D}^D \left[ \prod_{i=1}^4 \rho (\epsilon_i) \right]^{1/2} R_{\sigma} (\bar{\epsilon}) : c^\dagger_{\epsilon_{1\sigma}} c^\dagger_{\epsilon_{2\sigma}} c_{\epsilon_{3\sigma}} c_{\epsilon_{4\sigma}} : d\epsilon_1 d\epsilon_2 d\epsilon_3 d\epsilon_4 \]

\[ H_\Gamma = \sum_\sigma \int \int \int_{-D}^D \left[ \prod_{i=1}^6 \rho (\epsilon_i) \right]^{1/2} \Gamma_{\sigma} (\bar{\epsilon}) : c^\dagger_{\epsilon_{1\sigma}} c^\dagger_{\epsilon_{2\sigma}} c^\dagger_{\epsilon_{3\sigma}} c_{\epsilon_{4\sigma}} c_{\epsilon_{5\sigma}} c_{\epsilon_{6\sigma}} : d\epsilon_1 \ldots d\epsilon_6. \]
In addition to these terms, only terms with at least six operators occur which have a scaling dimension higher than one so that we do not need to discuss them. Applying the scaling steps (6.41) - (6.43) leads to the scaling dimensions for the terms from Eq. (6.58)

\[ \tilde{H}_D^\lambda = \lambda^0 \sum_\sigma \int_{-D}^D \varepsilon : \tilde{e}_{\sigma} \tilde{e}_{\sigma} : \, d\varepsilon \]  

\[ \tilde{H}_I^\lambda = \lambda^0 \sum_\sigma \int_{-D}^D \left[ \prod_{i=1}^2 \rho (\lambda \varepsilon_i) \right] \frac{1}{2} t_\sigma (\lambda \varepsilon) : \tilde{e}_{i_1 \sigma} \tilde{e}_{i_2 \sigma} : \, d\varepsilon_1 d\varepsilon_2 \]  

\[ \tilde{H}_U^\lambda = \lambda^1 \int_{-D}^D \int_{-D}^D \left[ \prod_{i=1}^4 \rho (\lambda \varepsilon_i) \right] \frac{1}{2} U (\lambda \varepsilon) : \tilde{e}_{i_1 \sigma}^\dagger \tilde{e}_{i_2 \sigma}^\dagger \tilde{e}_{i_3 \sigma} \tilde{e}_{i_4 \sigma} : \, d\varepsilon_1 d\varepsilon_2 d\varepsilon_3 d\varepsilon_4 \]  

\[ \tilde{H}_R^\lambda = \lambda^1 \sum_\sigma \int_{-D}^D \int_{-D}^D \left[ \prod_{i=1}^4 \rho (\lambda \varepsilon_i) \right] \frac{1}{2} R_\sigma (\lambda \varepsilon) : \tilde{e}_{i_1 \sigma}^\dagger \tilde{e}_{i_2 \sigma}^\dagger \tilde{e}_{i_3 \sigma} \tilde{e}_{i_4 \sigma} \tilde{e}_{i_5 \sigma} : \, d\varepsilon_1 d\varepsilon_2 d\varepsilon_3 d\varepsilon_4 d\varepsilon_5 \]  

\[ \tilde{H}_I^\lambda = \lambda^2 \sum_\sigma \int_{-D}^D \int_{-D}^D \left[ \prod_{i=1}^6 \rho (\lambda \varepsilon_i) \right] \frac{1}{2} \Gamma_\sigma (\lambda \varepsilon) : \tilde{e}_{i_1 \sigma}^\dagger \tilde{e}_{i_2 \sigma}^\dagger \tilde{e}_{i_3 \sigma}^\dagger \tilde{e}_{i_4 \sigma}^\dagger \tilde{e}_{i_5 \sigma}^\dagger \tilde{e}_{i_6 \sigma} : \, d\varepsilon_1 \ldots d\varepsilon_6 \]

We see that we can neglect \( H_I \) and all contributions of the coefficients beyond the leading order for \( H_U \) and \( H_R \) while we need additionally the linear order of the coefficients of the bilinear Hamiltonian when we focus on orders up to \( \lambda \).

The major difference to the truncation scheme from the last sections is that we will expand the coefficients and thus reduce the huge system of coupled differential equations to only a few coefficients while we will neglect further contributions of the right-hand side of the DEQ which scale faster to zero than the linear order in \( \lambda \). In order to find these terms, we have to analyze the flow equation itself from a scaling perspective as explained in the next section.

### 6.8.4 Scaling Approximation to the Flow Equation

We explain how we analyze the flow equation by discussing the procedure explicitly for the DEQ (6.8b) and (6.8c), respectively.

We focus on the part which stems from the commutation of the bilinear terms (which is already the full DEQ for \( U = 0 \))

\[ \partial t_{n_1 n_2}^\sigma = -|\varepsilon_{n_1} - \varepsilon_{n_2}| t_{n_1 n_2}^\sigma + \sum_{x_1 \neq n_1, n_2} \left( s_{n_1, x_1}^\sigma - s_{x_1, n_2}^\sigma \right) t_{n_1 x_1}^\sigma t_{x_1 n_2}^\sigma \]  

(6.60)

where we separated the part on the right-hand side that is linear in \( t_{n_1 n_2}^\sigma \). First, we introduce the continuum limit

\[ \sum_{n_1, n_2, \sigma} t_{n_1 n_2}^\sigma : c_{n_1 \sigma}^\dagger c_{n_2 \sigma} : = \sum_{n_1, n_2, \sigma, \gamma_1, \gamma_2} t_{n_1 n_2}^\sigma : c_{n_1 \sigma}^\dagger c_{n_2 \sigma} : \gamma_1^\gamma_2 \gamma_2^\gamma_1 \]  

(6.61)

\[ \rightarrow \sum_\sigma \int_{-D}^D \sqrt{\rho (\varepsilon) \rho (\varepsilon')} t_\sigma (\varepsilon, \varepsilon') : c_{\varepsilon \sigma}^\dagger c_{\varepsilon' \sigma} : \, d\varepsilon d\varepsilon' \]
where we used
\[ \varepsilon_n \rightarrow \varepsilon, \quad \gamma_n^2 \rightarrow \rho(\varepsilon) \, d\varepsilon, \quad \frac{t_{\sigma_{n1}n2}}{\gamma_{n1} \gamma_{n2}} \rightarrow t_\sigma(\varepsilon_1, \varepsilon_2), \quad \frac{1}{\gamma_{n1}} c_{1\sigma}^\dagger \rightarrow \frac{1}{\sqrt{\rho(\varepsilon)}} c_{\varepsilon_\sigma}^\dagger. \] (6.62)

The new operators $c_{\varepsilon_\sigma}^\dagger$ fulfill anticommutation relations in the continuum while the factors $\rho(\varepsilon)^{-\frac{1}{2}}$ cancel with the density of states $\rho(\varepsilon)$ to the generic factor $\sqrt{\rho(\varepsilon)}$ of each integral\(^7\) in the continuum limit (cf. Eq. (2.42)). The continuum limit (6.62) for the DEQ (6.60) results in
\[ \partial\tilde{t}_\sigma(\varepsilon, \varepsilon') = -|\varepsilon - \varepsilon'| t_\sigma(\varepsilon, \varepsilon') \] (6.63)
\[ + \int_D^0 \rho(z) \left[ \text{sgn}(\varepsilon - z) - \text{sgn}(z - \varepsilon') \right] t_\sigma(\varepsilon, z) t_\sigma(z, \varepsilon') \, dz. \]

Scaling all energies with a factor $\lambda$ (including the flow parameter $l' = \lambda l$) and substituting $u = \frac{\varepsilon}{\lambda}$ yields
\[ \partial_l t_\sigma(\lambda \varepsilon, \lambda \varepsilon') = -\lambda |\varepsilon - \varepsilon'| t_\sigma(\lambda \varepsilon, \lambda \varepsilon') \] (6.64)
\[ + \lambda \int_0^{\infty} \rho(\lambda u) \left[ \text{sgn}(\lambda \varepsilon - \lambda u) - \text{sgn}(\lambda u - \lambda \varepsilon') \right] t_\sigma(\lambda \varepsilon, \lambda u) t_\sigma(\lambda u, \lambda \varepsilon') \, du. \]

The boundaries of the integrals are set to infinity because for finite $l$ the coefficients $t_\sigma(\varepsilon, \varepsilon')$ are exponentially suppressed (cf. Eq. (6.67)) and thus the contributions beyond the bandwidth $D$ are negligible.

We see that the scaling dimension is reduced by one due to the scaling of the flow parameter as
\[ \frac{\partial l'}{\partial l} = \lambda. \] (6.65)

This observation leads to
\[ \partial_l t_\sigma(\lambda \varepsilon, \lambda \varepsilon') = -\lambda^0 |\varepsilon - \varepsilon'| t_\sigma(\lambda \varepsilon, \lambda \varepsilon') \] (6.66)
\[ + \lambda^0 \int_0^{\infty} \rho(\lambda u) \left[ \text{sgn}(\lambda \varepsilon - \lambda u) - \text{sgn}(\lambda u - \lambda \varepsilon') \right] t_\sigma(\lambda \varepsilon, \lambda u) t_\sigma(\lambda u, \lambda \varepsilon') \, du. \]

Thus, if we want to expand in linear order in $\lambda$, we have to expand the coefficients $t_\sigma$ in linear order as well. To this end, we introduce
\[ t_\sigma(\varepsilon, \varepsilon') = \tilde{t}_\sigma(\varepsilon, \varepsilon') e^{-|\varepsilon - \varepsilon'| \lambda} \] (6.67)
in order to account for the linear term in Eq. (6.63) and focus on small energies close to the Fermi level
\[ |\delta \varepsilon| = |\varepsilon - \varepsilon_F| \ll D \] (6.68)
which yields
\[ \partial\tilde{t}_\sigma(\delta \varepsilon, \delta \varepsilon') = -2 \int_{-D}^D \rho(z) \text{sgn}(z) \tilde{t}_\sigma(\delta \varepsilon, z) \tilde{t}_\sigma(z, \delta \varepsilon') e^{-2|\varepsilon'| \lambda} \, dz. \] (6.69)

\(^7\)A quartic term in the continuum limit, for instance, is of the form
\[ \int \int \int_D \sqrt{\prod_{i=1}^4 \rho(\varepsilon_i)} \, U(\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4) : c_{\varepsilon_1}^\dagger c_{\varepsilon_2}^\dagger c_{\varepsilon_3}^\dagger c_{\varepsilon_4}^\dagger : d\varepsilon_1 d\varepsilon_2 d\varepsilon_3 d\varepsilon_4. \]
Next, we expand the coefficient in linear order

$$i_\sigma (\epsilon, \epsilon') = i_\sigma + \alpha_\sigma (\epsilon + \epsilon').$$  \hfill(6.70)

The expansion takes the form (6.70) as the coefficients must fulfill $i_\sigma (\epsilon, \epsilon') = i_\sigma (\epsilon', \epsilon)$ due to hermiticity. From Eqs. (6.70) and (6.69) we obtain

$$\partial_l \left[ i_\sigma + \alpha_\sigma (\delta \epsilon + \delta \epsilon') \right] = -2 \int_{-\infty}^{\infty} \rho (z) sgn (z) e^{-2|z'|l} dz_2 \sigma - 4 \int_{-\infty}^{\infty} \rho (z) sgn (z) e^{-2|z'|l} dz \sigma \alpha_\sigma$$ \hfill(6.71)

$$- 2 \int_{-\infty}^{\infty} \rho (z) sgn (z) e^{-2|z'|l} dz \sigma \alpha_\sigma (\delta \epsilon + \delta \epsilon')$$

where we dismissed all quadratic terms in $\delta \epsilon$ and $z$. Comparing the coefficients in Eq. (6.71) results in the DEQs for the expansion coefficients from Eq. (6.70)

$$\partial_l i_\sigma = -2 \int_{-\infty}^{\infty} \rho (z) sgn (z) e^{-2|z'|l} dz_2 \sigma - 4 \int_{-\infty}^{\infty} \rho (z) |z| e^{-2|z'|l} dz \sigma \alpha_\sigma$$ \hfill(6.72)

$$\partial_l \alpha_\sigma = -2 \int_{-\infty}^{\infty} \rho (z) sgn (z) e^{-2|z'|l} dz \sigma \alpha_\sigma.$$

The starting values for the differential equation are given by

$$i_\sigma = -\sigma h, \quad \alpha_\sigma = 0.$$  \hfill(6.73)

If we examine Eq. (6.72) and bear in mind that $\alpha_\sigma (l = 0) = 0$, we find

$$\alpha_\sigma = 0 \quad \forall \ l.$$  \hfill(6.74)

### 6.8.5 First-Order Expansion for the Non-Interacting Model

In the last section we already derived the full flow equation (6.72) for $U = 0$ in a first-order scaling expansion. We now want to examine if we can obtain reasonable results from this expansion.

Introducing a continuum limit (6.62) in the differential equation (6.8a) - (6.8c) for $U = 0$ yields

$$\partial_l E_0 = \sum_\sigma \int_{-D}^{D} \rho (z_1) sgn (z_1 - z_2) \left[ \theta (-z_1) - \theta (-z_2) \right] \rho (z_1) \rho (z_2) e^{-2|z_1 - z_2|l} dz_1 dz_2 i_\sigma$$

$$\partial_l i_\sigma = -2 \int_{-D}^{D} \rho (z) sgn (z) e^{-2|z'|l} dz_2 \sigma - 4 \int_{-D}^{D} \rho (z) |z| e^{-2|z'|l} dz \sigma \alpha_\sigma$$ \hfill(6.75)

$$\partial_l \alpha_\sigma = -2 \int_{-D}^{D} \rho (z) sgn (z) e^{-2|z'|l} dz \sigma \alpha_\sigma$$

with the starting values

$$i_\sigma = -\sigma h, \quad \alpha_\sigma = 0, \quad E_0 = 0.$$ \hfill(6.76)
Using \( \rho(z) = \rho(-z) \) and the substitution \( z \leftrightarrow -z \) results in

\[
\begin{align*}
\partial_t E_0 &= -2 \sum_{\sigma} \int_0^D \int_0^D \rho(z_1) \rho(z_2) e^{-2(z_1+z_2)/l} dz_1 dz_2 i_\sigma^2 \\
\partial_t i_\sigma &= 0 \\
\partial_t \alpha_\sigma &= 0
\end{align*}
\] (6.77)

where we used Eq. (6.74) which holds true because of the starting values (6.76). The remaining integral in the derivative of \( i_\sigma \) in Eq. (6.75) yields zero and thus \( i_\sigma \) is not renormalized during the flow. We replace \( i_\sigma \) by its starting value (6.76) in the differential equation for \( E_0 \) from Eq. (6.77). If we additionally use the Lorentzian density of states (2.60), we find

\[
\begin{align*}
\partial_t E_0 &= -\frac{2}{\pi^2} h^2 \sum_{\sigma} \int_0^D \int_0^D \frac{e^{-2(u_1+u_2)\Delta/l}}{(1+u_1^2)(1+u_2^2)} du_1 du_2
\end{align*}
\] (6.78)

where we substituted \( u_i = \frac{z_i}{\Delta} \). As the bandwidth \( D \) is the largest energy scale in the system and

\[
\Delta = \frac{\pi V^2}{2D}
\] (6.79)

is very small, we can set the upper boundary of the integrals to infinity. Additionally, we integrate \( E_0 \) and send \( l \to \infty \)

\[
E_0(\infty) = -\frac{2h^2}{\pi^2 \Delta} \int_0^\infty \int_0^\infty \frac{1}{(u_1+u_2)(1+u_1^2)(1+u_2^2)} du_1 du_2.
\] (6.80)

The only approximation so far is to set the boundaries of the integral to infinity which is well-justified. The integral can be calculated analytically

\[
\int_0^\infty \int_0^\infty \frac{1}{(u_1+u_2)(1+u_1^2)(1+u_2^2)} du_1 du_2 = \frac{\pi}{2}
\] (6.81)

which leads to a simple expression for the ground-state energy

\[
E_0(\infty, h) = -\frac{h^2}{\pi \Delta}.
\] (6.82)

This, of course, is not the correct formula for the ground-state energy as it would lead to a linear dependence of the magnetization. However, we do not expect to find the full magnetization from our approach because we only focused on small energies. We calculate the susceptibility from Eq. (6.30) as the second derivative of the ground-state energy (6.82) and find

\[
\chi_d = \frac{g_e^2 \mu_B^2}{2\pi \Delta}
\] (6.83)

which is in perfect agreement with the analytical formula for \( U = 0 \) [1].

This is an important result as we can obtain it from an analytic calculation with a systematic truncation criterion in orders of the scaling parameter \( \lambda \). In the next section we analyze if we are able to capture interaction effects on the susceptibility \( \chi_d \) when including the interaction \( U \).
6.8.6 First-Order Expansion for the Interacting Model

In this section we analyze the differential equations (6.8a)-(6.8d), (6.11a), (6.11b), (6.12a) and (6.12b) from a scaling perspective in linear order including the interaction $U$.

We use the continuum limit (cf. Eq. (6.62)) and the procedure outlined in Sec. 6.8.4. Thus, we rescale $x_i \leftrightarrow \lambda x_i$ and $l' = \lambda l$ and analyze the DEQ using the expansion (6.56). We can immediately identify terms that can be neglected. Each integral contributes $+1$ (cf. Eq. (6.47)) to the scaling dimension and the rescaling of the flow parameter reduces it by one (cf. Eq. (6.64)). Thus, the lowest scaling dimension of a contribution on the right-hand side of the DEQ is

$$d_{\text{min}} = N - 1$$  \hspace{1cm} (6.84)

where $N$ denotes the number of integrals. When we focus on terms up to linear order, we can dismiss all contributions that have three integrals or more because such contributions scale at least in order $\lambda^3$. We can additionally dismiss further contributions as we already know that we need $U$- and $R$-terms only in zeroth order because their leading order already scales linearly due to the quartic bath operator structure. Hence, for these terms we can additionally dismiss all terms with at least two integrals (cf. Eq. (6.84)). This renders $R$-terms negligible in linear order as they emerge due to terms including two integrals (cf. Eq. (6.11a)). $U$-terms, on the other hand, will affect the results and must be taken into consideration. The difference between the $R$- and $U$-terms (and with it their asymmetric treatment) stems from the fact that $U$-terms are already present in the initial Hamiltonian while $R$-terms have to emerge first.

We expand the coefficients

$$\bar{i}_{\sigma} (\varepsilon, \varepsilon') = i_{\sigma} + \alpha_{\sigma} (\varepsilon + \varepsilon'), \quad \bar{U} (\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4) = \bar{U}$$  \hspace{1cm} (6.85)

with

$$t_{\sigma} (\varepsilon, \varepsilon') = i_{\sigma} (\varepsilon, \varepsilon') e^{-|\varepsilon - \varepsilon'| l}$$  \hspace{1cm} (6.86)

$$U (\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4) = \bar{U} (\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4) e^{-|\varepsilon_1 + \varepsilon_2 - \varepsilon_3 - \varepsilon_4| l}.$$  

We use the sign-function

$$s^U (\varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4) = \text{sgn} (\varepsilon_1 + \varepsilon_2 - \varepsilon_3 - \varepsilon_4)$$  \hspace{1cm} (6.87)

for the generator and analyze the flow equations (6.8a)-(6.8d) in a first-order scaling expansion as outlined in Sec. 6.8.4 which yields after a comparison of the coefficients

$$\partial_t E_0 = \sum_{\sigma} \int_{-D}^{D} sgn (z_1 - z_2) [\theta (-z_1) - \theta (-z_2)] \rho (z_1) \rho (z_2) e^{-2|z_1 - z_2| l} dz_1 dz_2 i_{\sigma}$$

$$\partial_t i_{\sigma} = 2 \int_{-D}^{D} \rho (z_1) \rho (z_2) sgn (z_1 - z_2) [\theta (-z_1) - \theta (-z_2)] e^{-2|z_1 - z_2| l} dz_1 dz_2 i_{\sigma} \bar{U}$$

$$- 2 \int_{-D}^{D} \rho (z) sgn (z) e^{-2|z| l} dz i_{\sigma} - 4 \int_{-D}^{D} \rho (z) |z| e^{-2|z| l} dz i_{\sigma} \alpha_{\sigma}$$

(6.88)

$$\partial_t \alpha_{\sigma} = -2 \int_{-D}^{D} \rho (z) sgn (z) e^{-2|z| l} dz i_{\sigma} \alpha_{\sigma}$$

$$\partial_t \bar{U} = -4 \sum_{\sigma} \int_{-D}^{D} \rho (z) sgn (z) e^{-2|z| l} dz i_{\sigma} \bar{U}.$$
The DEQ (6.88) can be simplified using \( \rho (z) = \rho (-z) \) and substituting \( z \leftrightarrow -z \)

\[
\partial_t E_0 = -2 \sum_{\sigma} \int_0^D \int_0^D \rho (z_1) \rho (z_2) e^{-2(z_1+z_2)l} dz_1 dz_2 \tilde{\tau}_\sigma^2 
\]

(6.89)

\[
\partial_t \tilde{\tau}_\sigma = -4 \int_0^D \int_0^D \rho (z_1) \rho (z_2) e^{-2(z_1+z_2)l} dz_1 dz_2 \tilde{\tau}_\sigma \tilde{U} 
\]

\[
\partial_t \alpha_\sigma = 0 
\]

\[
\partial_t \tilde{U} = 0. 
\]

The flow of \( \alpha_\sigma \) is zero because \( \alpha_\sigma (0) = 0 \) which results in

\[
\alpha_\sigma (l) = 0 \quad \forall \ l. 
\]

(6.90)

Additionally, as the derivative of \( \tilde{U} \) is zero, we can simply replace it by its starting value

\[
\tilde{U} (l) = U 
\]

(6.91)

and use the symmetry

\[
\tilde{\tau}_\delta = -\tilde{\tau}_\sigma 
\]

(6.92)

which holds true during the whole flow. The differential equation for the renormalized coupling \( \tilde{\tau}_\sigma \) then becomes

\[
\partial_t \tilde{\tau}_\sigma = 4U \int_0^D \int_0^D \rho (z_1) \rho (z_2) e^{-2(z_1+z_2)l} dz_1 dz_2 \tilde{\tau}_\sigma. 
\]

(6.93)

Using the Lorentzian density of states (2.52) and substituting \( u = \frac{z}{\Lambda} \) while using the limit \( \frac{D}{\Lambda} \to \infty \) for the upper boundaries of the integral (cf. Sec. 6.8.5) and integrating \( \tilde{\tau}_\sigma \) yields

\[
\ln \left( \frac{\tilde{\tau}_\sigma (0)}{\tilde{\tau}_\sigma} \right) = \frac{2U}{\pi^2 \Delta} a \int_0^\infty \int_0^\infty \frac{1-e^{-2(u_1+u_2)\Delta l}}{(u_1+u_2) (1+u_1^2) (1+u_2^2)} du_1 du_2. 
\]

(6.94)

For \( l \to \infty \), we find the renormalized coupling

\[
\tilde{\tau}_\sigma = -\sigma h e \frac{U}{\pi \Lambda} 
\]

(6.95)

where the integral was calculated using Eq. (6.81). We again used no approximation apart from \( \frac{D}{\Lambda} \to \infty \) for the integral boundaries.

Now we want to calculate the ground-state energy \( E_0 (\infty) \). If we take a closer look at Eq. (6.89), we find

\[
\partial_t E_0 = -\frac{1}{2U} \sum_\sigma \tilde{\tau}_\sigma \partial_t \tilde{\tau}_\sigma 
\]

(6.96)

which can be written in the form

\[
\partial_t E_0 = -\frac{1}{4U} \sum_\sigma \partial_t \tilde{\tau}_\sigma^2. 
\]

(6.97)
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Integrating Eq. (6.97) yields

\[ E_0(\infty) - E_0(0) = -\frac{1}{4U} \sum_\sigma (\bar{t}_\sigma^2(\infty) - \bar{t}_\sigma^2(0)) . \] (6.98)

Using the starting values (6.76) and the final result for \( \bar{t}_\sigma \) from Eq. (6.95), we find

\[ E_0(\infty, h) = \frac{\hbar^2}{2U} \left( 1 - e^{\frac{2U}{\hbar}} \right) . \] (6.99)

The susceptibility is calculated from Eq. (6.30) as

\[ \chi_d = \frac{g_e^2\mu_B^2}{4U} \left( \frac{4}{\pi^2} \frac{U}{8\rho_0 V^2} - 1 \right) . \] (6.100)

For \( U \to 0 \), we find

\[ \lim_{U \to 0} \chi_d = \frac{g_e^2\mu_B^2}{2\pi^2} \] (6.101)

which is in agreement with Eq. (6.83). For large enough values of \( \frac{U}{\pi A} \), we find an exponential increase of the susceptibility in the interaction \( U \). This is in accordance with the correct result. The exponent, however, does not perfectly agree with the correct exponent \( \frac{U}{8\rho_0 V^2} \). Our result differs by a factor \( \frac{16}{\pi^2} \approx 1.62 \) from the correct exponent.

In summary, we can state that the scaling expansion yields the correct result for \( \chi_d \) in the non-interacting case which is not trivial as we use a scaling approximation, i.e., we only focus on low energies. Additionally, we are able to capture the exponential strong-coupling behavior of the susceptibility while the exponent differs by a factor of \( \frac{16}{\pi^2} \approx 1.62 \) but depends on the correct ratio \( \frac{U}{\pi A} \). The coefficient \( C(U, V) \) of the Kondo temperature

\[ T_K \propto C(U, V) e^{-\frac{U}{8\rho_0 V^2}} \] (6.102)

is not in perfect agreement with the correct result which is \( C(U, V) = C = \text{const.} \) in leading order in \( J \) and given by

\[ C(U, V) \propto \sqrt{4\rho_0 V^2 U} \] (6.103)

when including the first-order corrections in \( J \) (cf. App. 9.3). In contrast, we find a coefficient \( C(U, V) \propto U \). Nevertheless, the scaling expansion is able to derive the exponential dependence of the susceptibility analytically by a systematic approach which does not rely on any a priori knowledge.

Further investigations are required in order to understand the origin of the factor \( \frac{16}{\pi^2} \) in the exponent. Investigating higher order expansions in \( \lambda \) might improve the result.

However, it might be more interesting to better understand the flow for \( h = 0 \) and to include the renormalization of \( \bar{U} \) induced by the commutation of \( U \)-terms with themselves which is neglected in the approach so far. This renormalization might influence the exponent and thus might improve the results.
7 Truncation in Orders of the Hybridization Element $V$

7.1 Parametrization and Local Operator Basis

In this chapter we deal with a third parametrization of the Anderson model. We use the discretization with respect to the flat DOS (2.51) and choose the ground state of

$$H_D = \sum_{n,\sigma} \varepsilon_n c_{n\sigma}^\dagger c_{n\sigma} + \varepsilon_d \sum_\sigma n_{d,\sigma} + U n_{d,\uparrow} n_{d,\downarrow}$$ (7.1)

as the reference state where $n_{d,\sigma}$ is the particle-counting operator

$$n_{d,\sigma} = d_{\sigma}^\dagger d_{\sigma}.$$ (7.2)

The singly occupied impurity state is the lowest-lying eigenstate of the Hamiltonian (7.1) and thus the reference state is degenerate with a spin degree of freedom on the impurity. Because of this spin degree of freedom, we have to use a reference ensemble for the impurity operators and thus the normal-ordering scheme is defined as

$$\langle \uparrow : \hat{A} : \uparrow \rangle + \langle \downarrow : \hat{A} : \downarrow \rangle = 0.$$ (7.3)

An operator basis which is normal-ordered with respect to the reference ensemble (7.3) has already been applied successfully, e.g., to the Hubbard model [81, 103]. The chosen operator basis is shown in Tab. 7.1.

<table>
<thead>
<tr>
<th>bosonic operators</th>
<th>fermionic operators</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$F_{1,\uparrow} = (1 - n_{d,\downarrow}) d_{\uparrow}$</td>
</tr>
<tr>
<td>$n_z = n_{d,\uparrow} - n_{d,\downarrow}$</td>
<td>$F_{1,\downarrow} = (1 - n_{d,\uparrow}) d_{\downarrow}$</td>
</tr>
<tr>
<td>$d_{\downarrow}^\dagger d_{\downarrow}$</td>
<td>$F_{2,\uparrow} = n_{d,\downarrow} d_{\uparrow}$</td>
</tr>
<tr>
<td>$d_{\downarrow}^\dagger d_{\uparrow}$</td>
<td>$F_{2,\downarrow} = n_{d,\downarrow} d_{\downarrow}$</td>
</tr>
<tr>
<td>$d_{\downarrow} d_{\uparrow}$</td>
<td>$F_{3,\uparrow} = n_{d,\downarrow} d_{\uparrow}$</td>
</tr>
<tr>
<td>$d_{\uparrow}^\dagger d_{\downarrow}$</td>
<td>$F_{3,\downarrow} = n_{d,\downarrow} d_{\downarrow}$</td>
</tr>
<tr>
<td>$\bar{n} = n_{d,\uparrow} + n_{d,\downarrow} - 1$</td>
<td>$F_{4,\uparrow} = (1 - n_{d,\downarrow}) d_{\uparrow}$</td>
</tr>
<tr>
<td>$\bar{D} = 2n_{d,\uparrow} n_{d,\downarrow} - \bar{n}$</td>
<td>$F_{4,\downarrow} = (1 - n_{d,\uparrow}) d_{\downarrow}$</td>
</tr>
</tbody>
</table>

Table 7.1: Impurity operator basis with $n_{d,\sigma} = d_{\sigma}^\dagger d_{\sigma}$.

The reason for this choice of the fermionic operators becomes evident upon inspecting the local impurity configurations which are connected by these operators. As the energy difference between the empty and the singly occupied state is different from the singly to the doubly occupied state, we have no unique energy change which we can attribute to the operator $d_{\sigma}^\dagger$. 
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The $d^\sigma_\sigma$-operator connects the empty to the singly occupied state and the singly occupied to the doubly occupied state. The superposed operator $F_{1,\sigma}^\dagger = (1 - n_\sigma) d^\dagger_\sigma$ only connects the empty with the singly occupied state while the superposed operator $F_{2,\sigma}^\dagger = n_\sigma d^\dagger_\sigma$ only connects the singly occupied with the doubly occupied state. Thus, we can attribute a unique energy difference to both superposed operators which are given by

$$\Delta E_1 = \varepsilon_d = \tilde{\varepsilon}_d - \tilde{U}$$
$$\Delta E_2 = \varepsilon_d + U = \tilde{\varepsilon}_d + \tilde{U}$$

where the coefficients $\tilde{U}$ and $\tilde{\varepsilon}_d$ are the coefficients of the Anderson Hamiltonian (2.51) expressed in the new operator basis from Tab. 7.1

$$H = H_D + H_R$$

with the diagonal Hamiltonian $H_D$ and the hybridization part $H_R$

$$H_D = \sum_{n,\sigma} \varepsilon_n \cdot c^\dagger_{n\sigma} c_{n\sigma} : + \tilde{\varepsilon}_d \tilde{n} + \tilde{U} \tilde{D}$$
$$H_R = \sum_{n,\sigma} V_n \left( F_{1,\sigma}^\dagger c_{n\sigma} + c^\dagger_{n\sigma} F_{1,\sigma} \right) + \sum_{n,\sigma} \Gamma_n \left( F_{2,\sigma}^\dagger c_{n\sigma} + c^\dagger_{n\sigma} F_{2,\sigma} \right).$$

The coefficients in the new operator basis are given by

$$V_n = V_n, \quad \Gamma_n = V_n, \quad \tilde{\varepsilon}_d = \varepsilon_d + \frac{U}{2}, \quad \tilde{U} = \frac{U}{2}$$

with the parameters $\varepsilon_n$ and $\gamma_n$ from Eq. (2.50). The bath operators are still normal-ordered with respect to the Fermi sea. If the reader is interested in performing own calculations, App. 9.9 provides useful local commutators and products for this operator basis.

### 7.2 The Schrieffer-Wolff Transformation Revisited

In order to become familiar with the new operator basis and the basic differential equations of this approach, we will start by reproducing the Schrieffer-Wolff transformation (cf. Sec. 2.4) with different generators.

This has already been accomplished in a slightly different approach [22] using a very specific generator only constructed for this problem which is similar to the original generator of the Schrieffer-Wolff transformation (2.26).
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The procedure outlined in this section is reminiscent of the Fröhlich transformation [120] which reveals an attractive interaction between two electrons induced by an electron-phonon interaction. The Fröhlich transformation is a one-step transformation which can also be constructed from Continuous Unitary Transformations [73, 74] with a less singular result. Reproducing the Schrieffer-Wolff transformation with Continuous Unitary Transformations also results in a less singular spin-spin exchange interaction than from the one-step transformation itself. We want to study the influence of the choice of the generator on the effective spin-spin exchange interaction $J_{nn}$ and we will simplify the transformation using deepCUT ideas so that we are able to calculate the resulting $J_{nn}$ analytically in a simpler manner than it is done in the original work [22]. From the approach in Ref. [22] one finds for the effective spin-spin exchange coupling

$$J_{nn} = V_n V_m U \frac{(\epsilon_d - \epsilon_n)(\epsilon_d - \epsilon_n + U) + (\epsilon_d - \epsilon_m)(\epsilon_d - \epsilon_m + U)}{(\epsilon_d - \epsilon_n)^2(\epsilon_d - \epsilon_n + U)^2 + (\epsilon_d - \epsilon_m)^2(\epsilon_d - \epsilon_m + U)^2}. \quad (7.8)$$

The parameters $\epsilon_d$ and $U$ in Eq. (7.8) differ from the initial parameters as their flow is also taken into account. Nevertheless, one can use the initial parameters (7.7) in order to compare them to the results obtained with our approach.

In principle, one can argue from deepCUT ideas (cf. the argument that leads from Eq. (7.14) to Eq. (7.18)) that the flow of the parameters $\epsilon_n$, $\epsilon_d$ and $U$ can and even should be neglected when targeting the lowest order of the spin-spin interaction. In this case, the initial parameters should indeed be used in this formula. Otherwise, the final result for the coupling $J_{nn_p}$ at the Fermi level $\epsilon_{n_p}$ differs in order $V^4$ from the result obtained by the one-step Schrieffer-Wolff transformation.

Using the symmetric Anderson model $\epsilon_d = -\frac{U}{2}$ and focusing on the couplings $J_{nn_p}$ − where $n_p$ denotes the index corresponding to the Fermi level $\epsilon_{n_p} = 0$ − and further using $V_n = V \gamma_n$, one finds

$$J_{nn_p} = \frac{V^2 U}{\gamma_n \gamma_{n_p}} \frac{\epsilon_n^2 - \frac{U^2}{4}}{\left(\epsilon_n^2 - \frac{U^2}{4}\right)^2 + \frac{U^4}{16}}. \quad (7.9)$$

In contrast to the result from the one-step Schrieffer-Wolff transformation (2.34), one can see that the coupling exhibits no divergences. Nevertheless, one should mention that there are still divergences in some couplings on the $U$-energy scale, e.g., in the diagonal couplings $J_{nn}$ for an index $n$ which corresponds to an energy $\epsilon_n = \frac{U}{2}$. The most interesting coupling is the one at the Fermi level

$$J_{nn_p} = \frac{4V^2}{U} \frac{\gamma_n^2}{\gamma_{n_p}}. \quad (7.10)$$

which coincides with the result from the Schrieffer-Wolff transformation (2.36). It should be mentioned that the original paper [22] stays in $k$-space and uses the operator basis from Eq. (2.14) instead of the one from Tab. 7.1. Here the results from Ref. [22] are presented in a slightly different manner in order to reach a better comparability to results obtained with our approach.

In the next section we will revisit the Schrieffer-Wolff transformation for different generators in order to further pursue our goal of finding an adequate description for the Kondo regime within the CUT approach.
7.2.1 Flow Equation

We want to eliminate the hybridization elements and analyze the thereby induced spin-spin interaction and thus we choose the generator

\[ \eta = \sum_{n,\sigma} \eta_n^V \left( F_{1,\sigma}^+ c_{n\sigma} - c_{n\sigma}^+ F_{1,\sigma} \right) + \sum_{n,\sigma} \eta_n^\Gamma \left( F_{2,\sigma}^+ c_{n\sigma} - c_{n\sigma}^+ F_{2,\sigma} \right) + \sum_{n,m,\sigma} \eta_{nm}^I c_{n\sigma}^+ c_{m\sigma}^+ :. \]  \hspace{1cm} (7.11)

In order to find the flow equation (4.4), we have to commute the generator (7.11) and the Hamiltonian (7.5). By calculating the commutators we find that new terms emerge during the flow which are of the form

\[ H_1 = \sum_{n,m,\sigma} t_{nm} : c_{n\sigma}^+ c_{m\sigma}^+ : \]  \hspace{1cm} (7.12)

\[ H_1 = \sum_{n,m,\sigma} J_{nm}^{n\sigma} d_{n\sigma}^+ d_{n\sigma} c_{m\sigma}^+ c_{m\sigma} + \sum_{n,m,\sigma} J_{nm}^{n\sigma} \eta_n^\Gamma c_{n\sigma} c_{m\sigma} : + \sum_{n,m,\sigma} J_{nm}^{n\sigma} \eta_{nm}^I c_{n\sigma}^+ c_{m\sigma}^+ : + \sum_{n,m,\sigma} J_{nm}^{n\sigma} \left( d_{n\sigma}^+ d_{n\sigma} c_{m\sigma}^+ + c_{m\sigma}^+ d_{n\sigma}^+ d_{n\sigma} \right). \]

All newly emerging terms are of order \( V^2 \) and coincide with the newly emerging terms in the Schrieffer-Wolff transformation (2.30) which contain the effective spin-spin interaction, albeit with a different sign. Through the additional sign a positive coupling corresponds to an antiferromagnetic coupling.

We target the couplings \( J_{nm}^{(i)} \) from Eq. (7.12) in order \( V^2 \). To this end, we have to calculate the commutators

\[ [\eta_R, H_D + H_R] \quad \text{and} \quad [\eta_I, H_D] \]  \hspace{1cm} (7.13)

as all other commutations are of order \( V^3 \) or higher.

By comparing the commutators from Eq. (7.13) to the derivatives of the Hamiltonians (7.5) and (7.12) we deduce the flow equation (4.4) for the parameters

\[ \partial_t E_0 = \sum_{n,\sigma} \left( (1 - \theta_n) \eta_n^V V_n - \theta_n \eta_n^\Gamma \Gamma_n \right) \]  \hspace{1cm} (7.14)

\[ \partial_t \varepsilon_d = \sum_{n,\sigma} \left( \eta_n^V V_n \theta_n + (1 - \theta_n) \eta_n^\Gamma \Gamma_n \right) \]

\[ \partial_t U = \sum_{n,\sigma} \left( \eta_n^\Gamma \Gamma_n - \eta_n^V V_n \right) \]

\[ \partial_t V_n = \eta_n^V \left( \varepsilon_n - \varepsilon_d + \dot{U} \right) \]

\[ \partial_t \Gamma_n = \eta_n^\Gamma \left( \varepsilon_n - \varepsilon_d - \dot{U} \right) \]

\[ \partial_t J_{nm}^{n\sigma} = \eta_{nm}^{(i)} \left( \varepsilon_m - \varepsilon_n \right) - \frac{1}{2} \left( \eta_n^V V_m + \eta_m^V V_n + \eta_n^\Gamma \Gamma_m + \eta_m^\Gamma \Gamma_n \right) \]

\[ \partial_t J_{nm}^{n\sigma} = \frac{1}{2} \left( \eta_n^V V_m + \eta_m^V V_n - \eta_n^\Gamma \Gamma_m - \eta_m^\Gamma \Gamma_n \right) \]

\[ \partial_t J_{nm,\sigma}^{n\sigma} = \frac{1}{2} \sigma \left( \eta_n^\Gamma \Gamma_m + \eta_m^\Gamma \Gamma_n - \eta_n^V V_m - \eta_m^V V_n \right) \]
\[ \partial_t J_{nm}^\uparrow = \eta_n^\Gamma \Gamma_m + \eta_m^\Gamma \Gamma_n - \eta_n^V V_m - \eta_m^V V_n \]
\[ \partial_t J_{nm}^\pm = \eta_n^\Gamma V_m + \eta_m^\Gamma V_n - \eta_n^V \Gamma_m - \eta_m^V \Gamma_n \]

where \( \theta_n \) is the occupation number with respect to the Fermi sea

\[ \theta_n = \langle c_{n\sigma}^+ c_{n\sigma} \rangle \]  
(7.15)

which stems from the normal-ordering of the bath electrons. The coefficients \( J_{nm, \sigma}^\uparrow \) and \( J_{nm}^\pm \) fulfill the spin-rotation symmetry

\[ \sigma J_{nm, \sigma}^\uparrow = \frac{1}{2} J_{nm}^\uparrow \]  
(7.16)

and \( J_{nm}^\sigma \) can be deduced from \( J_{nm, \sigma}^\uparrow \) as long as no further terms are added to the generator

\[ \sigma J_{nm, \sigma}^\uparrow = -\frac{1}{2} J_{nm}^\sigma. \]  
(7.17)

The symmetries (7.16) and (7.17) are conserved during the whole flow as one can see from the flow equation (7.14). The coefficients \( V_n \) and \( \Gamma_n \) coincide for \( l = 0 \) but as soon as \( l \) increases they deviate from each other. This is why we introduced them as two independent parameters. The coefficients in the generator (7.11) are still arbitrary.

We want to analyze the influence of two standard generators, namely Wegner’s and the sign-generator (cf. Sec. 4.2), which have not been used so far in order to reproduce the Schrieffer-Wolff transformation. However, before we choose special generators we want to simplify the DEQ (7.14) using deepCUT ideas from Sec. 4.3.4. We target \( H_f \) from Eq. (7.12) in order \( V^2 \) and neglect all terms which act in order \( V^3 \) on \( H_f \). In this case, we can neglect the flow of \( H_D \) and the newly emerging hopping terms \( t_{nm} \) as their corrections to \( H_f \) are of order \( V^3 \). The differential equation simplifies to

\[ \partial_t V_n = \eta_n^V (\varepsilon_n - \bar{\varepsilon}_d + \bar{U}) \]  
(7.18)
\[ \partial_t \Gamma_n = \eta_n^\Gamma (\varepsilon_n - \bar{\varepsilon}_d - \bar{U}) \]
\[ \partial_t J_{nm}^\uparrow = \eta_n^\Gamma \Gamma_m + \eta_m^\Gamma \Gamma_n - \eta_n^V V_m - \eta_m^V V_n \]
\[ \partial_t J_{nm}^\pm = \eta_n^\Gamma V_m + \eta_m^\Gamma V_n - \eta_n^V \Gamma_m - \eta_m^V \Gamma_n \]

where we only need to calculate \( J_{nm}^\uparrow \) because of the symmetries (7.16) and (7.17). At first sight, this approximation might seem a bit crude and perhaps one wants to analyze the full differential equation (7.14) in order to obtain the full Hamiltonian in order \( V^2 \). However, it is an experience from deepCUT calculations that the minimal system of differential equations, which is correct up to a given order for a targeted quantity, yields the best results [110, 111]. Furthermore, the DEQ (7.18) is still correct up to order \( V^2 \) for the targeted quantity \( H_f \). The simplification (7.18) renders it much easier to calculate the coupling \( J_{nm}^\uparrow \) and also leads to a coupling at the Fermi level which is in perfect agreement with the result from the Schrieffer-Wolff transformation.
7.2.2 Generators

Wegner’s generator (cf. Sec. 4.2.1) is given by

\[ \eta_{\text{Wegner}} = [H_D, H_R] \]
\[ = \sum_{n, \sigma} \left[ - (\epsilon_n - \tilde{\epsilon}_d + \tilde{U}) V_n \right] \left( F_{1, \sigma}^+ c_{n \sigma} - c_{n \sigma}^+ F_{1, \sigma} \right) \]
\[ + \sum_{n, \sigma} \left[ - (\epsilon_n - \tilde{\epsilon}_d - \tilde{U}) \Gamma_n \right] \left( F_{2, \sigma}^+ c_{n \sigma} - c_{n \sigma}^+ F_{2, \sigma} \right) \]  

(7.19)

while the sign-generator (cf. Eq. (7.22) and Sec. 4.2.3) uses the sign of the energy difference between the states that are connected by the operator. The operator \( F_{1, \sigma}^+ \) connects the empty impurity state to the singly occupied one (cf. Eq. (7.4)) while annihilating a particle with energy \( \epsilon_n \) in the bath (cf. Eq. (7.6)) which leads to an energy difference

\[ \Delta E_{1, n} = \tilde{\epsilon}_d - \tilde{U} - \epsilon_n. \]  

(7.20)

The operator \( F_{2, \sigma}^+ \) connects the singly occupied to the doubly occupied impurity level (cf. Eq. (7.4)) and annihilates a particle with energy \( \epsilon_n \) in the bath which leads to an energy difference

\[ \Delta E_{2, n} = \tilde{\epsilon}_d + \tilde{U} - \epsilon_n. \]  

(7.21)

Thus, the sign-generator is of the form

\[ \eta_{\text{sign}} = \sum_{n, \sigma} \left[ - \text{sgn} (\epsilon_n - \tilde{\epsilon}_d + \tilde{U}) V_n \right] \left( F_{1, \sigma}^+ c_{n \sigma} - c_{n \sigma}^+ F_{1, \sigma} \right) \]
\[ + \sum_{n, \sigma} \left[ - \text{sgn} (\epsilon_n - \tilde{\epsilon}_d - \tilde{U}) \Gamma_n \right] \left( F_{2, \sigma}^+ c_{n \sigma} - c_{n \sigma}^+ F_{2, \sigma} \right). \]  

(7.22)

Since both generators have a very similar structure, it is useful to define the generator in the form

\[ \eta_n^V = -f_n^+ V_n, \quad \eta_n^\Gamma = -f_n^- \Gamma_n \]  

(7.23)

with

\[ f_n^\pm = \begin{cases} \epsilon_n - \tilde{\epsilon}_d \pm \tilde{U} & \text{Wegner’s generator} \\ \text{sgn} (\epsilon_n - \tilde{\epsilon}_d \pm \tilde{U}) & \text{sign-generator} \end{cases} \]  

(7.24)

In the next section we will solve the DEQ (7.18) and analyze the induced spin-spin interaction.

7.2.3 The Induced Spin-Spin Interaction

As the flow of \( H_D \) (and hence the flow of the parameters \( \epsilon_n, \tilde{\epsilon}_d \) and \( \tilde{U} \)) has been neglected, the prefactors \( f_n^\pm \) remain constant during the flow and from the DEQ (7.18) we find

\[ V_n = V \gamma_n e^{-f_n^+ (\epsilon_n - \tilde{\epsilon}_d + \tilde{U})}, \quad \Gamma_n = V \gamma_n e^{-f_n^- (\epsilon_n - \tilde{\epsilon}_d - \tilde{U})}. \]  

(7.25)
We can further calculate the effective spin-spin exchange interaction from the DEQ (7.18) by using Eq. (7.25)

\[
\partial_t J_{nm}^{\uparrow \downarrow} = \left[ f_{n+}^{\uparrow} + f_{m+}^{\downarrow} \right] V^2 e^{-[f_{n+}^{\uparrow}(\epsilon_n - \bar{\epsilon}_d + U) + f_{m+}^{\downarrow}(\epsilon_m - \bar{\epsilon}_d + \bar{U})]} |\gamma_n \gamma_m \rangle \langle \gamma_n \gamma_m | \tag{7.26}
\]

Integrating Eq. (7.26) yields for Wegner’s generator

\[
J_{nm,\text{Wegner}}^{\uparrow \downarrow} = \sum_{\sigma = \pm 1} \sigma \frac{\epsilon_n + \epsilon_m - 2\bar{\epsilon}_d + 2\sigma\bar{U}}{(\epsilon_n - \bar{\epsilon}_d + \sigma\bar{U})^2 + (\epsilon_m - \bar{\epsilon}_d + \sigma\bar{U})^2} V^2 |\gamma_n \gamma_m \rangle \langle \gamma_n \gamma_m | \tag{7.27}
\]

and for the sign-generator

\[
J_{nm,\text{sign}}^{\uparrow \downarrow} = \sum_{\sigma = \pm 1} \sigma \frac{s\text{gn}(\epsilon_n - \bar{\epsilon}_d + \sigma\bar{U}) + s\text{gn}(\epsilon_m - \bar{\epsilon}_d + \sigma\bar{U})}{|\epsilon_n - \bar{\epsilon}_d + \sigma\bar{U}| + |\epsilon_m - \bar{\epsilon}_d + \sigma\bar{U}|} V^2 |\gamma_n \gamma_m \rangle \langle \gamma_n \gamma_m | \tag{7.28}
\]

Focusing on the couplings with \( m = n_F \) and \( \epsilon_{np} = 0 \) in the particle-hole symmetric case (\( \bar{\epsilon}_d = 0 \)) with \( \bar{U} = \frac{U}{2} \) yields the couplings (including those already derived in literature)

\[
\bar{J}_{nm,\text{SW}} = \frac{1}{4} \left[ \frac{1}{x_n - 1} - \frac{1}{x_n + 1} - 2 \right] \tag{7.29}
\]

\[
\bar{J}_{nm,\text{Kehrein}} = \frac{x_n^2 - 2}{(x_n - 1)^2 + 1}
\]

\[
-\bar{J}_{nm,\text{Wegner}}^{\uparrow \downarrow}(\infty) = -\frac{1}{2} \left[ \frac{x_n + 2}{(x_n + 1)^2 + 1} - \frac{x_n - 2}{(x_n - 1)^2 + 1} \right]
\]

\[
-\bar{J}_{nm,\text{sign}}^{\uparrow \downarrow}(\infty) = -\frac{1}{2} \left[ \frac{s\text{gn}(x_n + 1) + 1}{|x_n + 1| + 1} - \frac{s\text{gn}(x_n - 1) - 1}{|x_n - 1| + 1} \right]
\]

with the parameters

\[
x_n = \frac{2\epsilon_n}{U}, \quad \bar{J}_{nm} = \frac{J_{nm}}{J_0 \gamma_n \gamma_m}, \quad J_0 = \frac{4V^2}{U} \tag{7.30}
\]

which were introduced in order to obtain simple expressions. \( \bar{J}_{np,\text{SW}} \) denotes the result of the Schrieffer-Wolff transformation (2.34) while \( \bar{J}_{np,\text{Kehrein}} \) denotes the coupling (7.9) derived by Kehrein and Mielke [22]. The additional sign in Wegner’s and the sign-generator is due to a different definition of the sign of the induced spin-spin interaction (cf. Sec. 7.2.1). On small energy scales, close to the Fermi level \( \epsilon_F = 0 \), all approaches coincide and yield the famous Schrieffer-Wolff result

\[
\bar{J}_{np} = -1 \quad \Leftrightarrow \quad \frac{\bar{J}_{np}}{\gamma_{np}^2} = -\frac{4V^2}{U}. \tag{7.31}
\]

As this coupling describes an on-shell process at the Fermi level, all approaches have to coincide while away from the Fermi level the couplings describe virtual processes which can differ when using different transformations. The results for all four transformations presented in this section are compared in Fig. 7.2
Figure 7.2: Comparison of the induced spin-spin interaction for Wegner’s and the sign-generator, the generator used by Kehrein and Mielke [22] as well as the result obtained by the original Schrieffer-Wolff transformation from Eq. (7.29). The coupling $J_{nn'} = \frac{J_{nn'}}{\epsilon_{n'} \epsilon_{n}}$ with $J_0 = \frac{4e^2}{U}$ is plotted vs. $x_n = \frac{2\epsilon_n}{U}$. Close to the Fermi level $x_n = 0$ all approaches coincide and yield $J_{nn'} = -1$ which is equivalent to $\frac{J_{nn'}}{\epsilon_{n'} \epsilon_{n}} = -\frac{4e^2}{U}$. The results obtained by CUT are less singular than those from the Schrieffer-Wolff transformation. Wegner’s and the sign-generator yield results which are antiferromagnetic over the full energy spectrum in contrast to the one-step Schrieffer-Wolff transformation and the approach used by Kehrein and Mielke [22]. This represents no disagreement as different transformations are used.

All results obtained by CUT are less singular than the result obtained by the one-step Schrieffer-Wolff transformation. Nevertheless, the CUT result still exhibits some divergences, e.g., on the $U$-energy scale in the diagonal couplings $J_{nn}$ for $n$ corresponding to an energy $\epsilon_n = \frac{U}{2}$. The result for $J_{nn}$ obtained from Wegner’s and the sign-generator are antiferromagnetic over the full energy spectrum in contrast to the one-step Schrieffer-Wolff transformation and the approach used by Kehrein and Mielke. This is no disagreement as the respective couplings describe virtual processes. The coupling at the Fermi level, on the other hand, describes a real process and thus all approaches have to coincide at this point, which they do.

Fig. 7.3 depicts a case with broken particle-hole symmetry in the limit $U \to \infty$. The dimensionless parameters

$$y_n = \frac{\epsilon_n}{\epsilon_d}, \quad f_{nm} = \frac{\epsilon_d J_{nm}}{V^2 y_n y_m}$$  \hspace{1cm} (7.32)

are chosen because again all results become simple functions of these parameters.
Figure 7.3: Comparison of the induced spin-spin interaction for Wegner’s and the sign-generator, the generator used by Kehrein and Mielke [22] as well as the original Schrieffer-Wolff transformation from Eq. (7.33). The coupling $\tilde{J}_{n\sigma\sigma} = \frac{J_{n\sigma\sigma}}{2c_0 c_{\tau\eta_\sigma}}$ with $J_0 = \frac{\nu^2}{\epsilon_d}$ is plotted vs. $y_n = \frac{\epsilon_n}{\epsilon_d}$ in the limit $U \to \infty$ with $\epsilon_d < 0$. Kehrein and Mielke’s approach coincides in this special case with the result obtained by Wegner’s generator. The sign-generator yields exactly zero for $\epsilon < \epsilon_d$. Again, the results obtained by CUT are less singular.

The couplings with the parameters from Eq. (7.32) become

$$-\tilde{J}_{n\eta\eta,SW} = \frac{1}{2} \left[ \frac{1}{y_n - 1} - 1 \right]$$

$$-\tilde{J}_{n\eta\eta,Kehrein} = \frac{2 - y_n}{(1 - y_n)^2 + 1}$$

$$\tilde{J}_{n\eta\eta,Wegner} = \frac{2 - y_n}{(1 - y_n)^2 + 1}$$

$$\tilde{J}_{n\eta\eta,sign} = \frac{\text{sgn} (1 - y_n) + 1}{|1 - y_n| + 1}.$$  

The signs in Eq. (7.33) are chosen differently than in Eq. (7.29) because an additional sign is introduced in the coupling (7.32) due to the fact that $\epsilon_d < 0$. Thus, a negative coupling in Fig. 7.3 still corresponds to an antiferromagnetic one. We find a divergence of the couplings obtained from the one-step transformation at $\epsilon = \epsilon_d$. The result obtained by Wegner’s generator and the one used by Kehrein and Mielke coincide in this special case. The sign-generator yields a result that exhibits no ferromagnetic coupling and which is exactly zero beyond $\epsilon_d$. 
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7.3 Diagonalization of the Spin-Spin Interaction

So far we succeeded in mapping the Anderson Hamiltonian to an effective Kondo model.

Next, we try to diagonalize the induced spin-spin interaction at the same time as it is built up due to the elimination of the hybridization elements which has not been done for the Anderson model so far.

We add new terms to the generator

\[ \eta_I = \sum_{n,m,\sigma} \eta^\uparrow_{nm} d_{\sigma}^\dagger c_{n\sigma}^\dagger c_{m\sigma} + \sum_{n,m,\sigma} \eta^\downarrow_{nm,\sigma} n_z : c_{n\sigma}^\dagger c_{m\sigma} : + \sum_{n,m,\sigma} \eta^\tilde{n}_{nm} \tilde{n} : c_{n\sigma}^\dagger c_{m\sigma} : + \sum_{n,m} \eta^\pm_{nm} \left( d_{\uparrow}^\dagger c_{n\downarrow}^\dagger c_{m\uparrow}^\dagger - c_{m\uparrow}^\dagger c_{n\uparrow}^\dagger d_{\downarrow} \right). \] (7.34)

In the following, we use the sign-generator which is given by

\[ \eta^\uparrow_{nm} = \text{sgn} (\epsilon_n - \epsilon_m) J^\uparrow_{nm}, \]
\[ \eta^\downarrow_{nm,\sigma} = \text{sgn} (\epsilon_n - \epsilon_m) J^\downarrow_{nm,\sigma}, \]
\[ \eta^\tilde{n}_{nm} = \text{sgn} (\epsilon_n - \epsilon_m) J^\tilde{n}_{nm}, \]
\[ \eta^\pm_{nm} = -\text{sgn} (\epsilon_n + \epsilon_m) J^\pm_{nm}. \]

We only include terms that act in lowest order \( J^2 \) on the spin-spin interaction and thus we have to calculate the commutators

\[ [\eta_I, H_D + H_I] \] (7.36)

from which we only include terms that act on \( H_I \). All further terms are neglected as their feedback on the spin-spin interaction is at least of order \( J^3 \).

Calculating the commutators and comparing the coefficients in the flow equation (4.4) yields additional terms to the differential equation (7.18)

\[ \partial_t J^\uparrow_{nm,\sigma} = (\epsilon_m - \epsilon_n) \eta^\uparrow_{nm,\sigma} - \frac{1}{2} \sum_x \sigma \left( \eta^\uparrow_{nx} J^\uparrow_{sx} - \eta^\uparrow_{sx} J^\uparrow_{nx} \right) (1 - 2\theta_x) \] (7.37)
\[ \partial_t J^\downarrow_{nm} = (\epsilon_m - \epsilon_n) \eta^\downarrow_{nm} + \sum_x \sigma \left( \eta^\downarrow_{nx} J^\downarrow_{sx} - \eta^\downarrow_{sx} J^\downarrow_{nx} \right) (1 - 2\theta_x) \]
\[ \partial_t J^\tilde{n}_{nm} = (\epsilon_m - \epsilon_n) \eta^\tilde{n}_{nm} - \frac{1}{2} \sum_x \left( \eta^\pm_{nx} J^\pm_{sx} + \eta^\pm_{sx} J^\pm_{nx} \right) (1 - 2\theta_x) \]
\[ \partial_t J^\pm_{nm} = (\epsilon_n + \epsilon_m) \eta^\pm_{nm} + \sum_x \left( \eta^\pm_{nx} J^\pm_{sx} + \eta^\pm_{sx} J^\pm_{nx} \right) (1 - 2\theta_x) \]

where \( \sigma \) as an index labels the spin while it has the value \( \sigma = \pm 1 \) as a coefficient. The occupation number

\[ \theta_x = \langle \epsilon^\dagger_{x\alpha} \epsilon_{x\alpha} \rangle \] (7.38)

is calculated with respect to the Fermi sea and stems from the normal-ordering of the bath operators. Note that the \( \sigma \)-dependence in the derivative of \( J^\pm_{nm} \) in Eq. (7.37) cancels due to the spin-rotation symmetry (7.39) (cf. Eq. (7.40)).

100
7.3. **Diagonalization of the Spin-Spin Interaction**

Taking a closer look at the differential equation (7.37) reveals that $J_{n\alpha}$ and $J_{\alpha\alpha}$ interact only with each other and do not couple to $J_{\pm}$ or $J_{\text{R}}$ which also only interact with each other. The spin-rotation symmetry

$$\sigma J_{nm,\sigma} = \frac{1}{2} J_{nm}^\perp$$  \hspace{1cm} (7.39)

still holds true during the whole flow which simplifies the differential equation for $J_{nm}^\perp$ to

$$\partial_t J_{nm}^\perp = (\varepsilon_m - \varepsilon_n) \eta_{nm}^\perp - \sum_x \left( \eta_{nx}^\perp J_{xm}^\perp - \eta_{xm}^\perp J_{nx}^\perp \right) \left( 1 - 2 \theta_x \right).$$  \hspace{1cm} (7.40)

This differential equation is the same as Eq. (4.89) with an isotropic coupling

$$J_{nm}^\mu = J_{nm}^\perp$$  \hspace{1cm} (7.41)

which is the flow equation for the diagonalization of the spin-spin interactions of the Kondo model.

In the last sections this differential equation was only analyzed at small energies very close to the Fermi level $\varepsilon_F = 0$ by introducing the IR-approximation

$$J_{nm}^\perp = \tilde{J} e^{-|\varepsilon_n - \varepsilon_m|/\lambda} \gamma_n \gamma_m$$  \hspace{1cm} (7.42)

which leads to the flow (cf. Sec. 4.6.2) for the coupling at the Fermi level

$$\partial_t \tilde{J} = \frac{2\rho_0 \tilde{J}^2}{l}.$$  \hspace{1cm} (7.43)

This coincides with the scaling equation from the "poor man's scaling" (3.35) with $l^{-1} = D_{\text{eff}}'$ which diverges on the Kondo energy scale $l^{-1} = T_K$ (cf. Sec. 4.6.2).

Analyzing the full differential equation (7.40) numerically not only confirms the results obtained by the IR-approximation but additionally reveals the Kondo energy scale as a crossover between diverging and non-diverging couplings, i.e., diagonal couplings $J_{nn}$ with an index $n$ that corresponds to an energy $|\varepsilon_n| > T_K$ converge while those with $|\varepsilon_n| < T_K$ diverge. This insight has not been reported so far and is missed when focusing only on energies at the Fermi level.

In contrast to the potential scattering model (cf. Sec. 4.6.1), where the divergence is a result of the IR-approximation, the divergence in the case of the Kondo model is also present in the full numerical solution of the differential equation (7.40).

In the following, we want to analyze the Kondo model first before we turn to the Anderson model. At first, we solve the differential equation (7.40) numerically by a 4th-order Runge-Kutta algorithm with the starting values

$$J_{nm}^\perp (0) = J\gamma_n \gamma_m$$  \hspace{1cm} (7.44)

which corresponds to diagonalizing the spin-spin interaction of the Kondo model.

Fig. 7.4 shows the residual off-diagonality for different interaction strengths $J$. 
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Figure 7.4: Residual off-diagonality $\text{ROD} = \sqrt{\sum_{n \neq m}|J_{nm}|^2}$ for the Kondo model. The DEQ (7.40) with the starting values (7.44) is solved for $N = 80$, $\Lambda = 2$ and from left to right: $2\rho_{0}J = 0.2$, $0.19$, $0.18$, ..., $0.09$, $0.08$, $0.07$. The residual off-diagonality decreases first until the energy scales come close to the Kondo temperature $T_{K}$ where the ROD quickly increases until it finally diverges on the Kondo energy scale.

First, the residual off-diagonality decreases as a result of the linear term in Eq. (7.40). As soon as the energy scale comes close to the Kondo temperature $T_{K}$, the quadratic term in Eq. (7.40) starts to dominate and leads to divergence.

Fig. 7.5 shows the energy scale on which the coupling $J_{n\gamma,n'\nu}^\uparrow\downarrow$ diverges. We see that the divergence indeed occurs on the Kondo energy scale

$$T_{K} \propto e^{-\frac{A_{A}}{2\rho_{0}J}}$$

(7.45)

where $A_{A}$ is a known effect of the discretization [8] and is given by Eq. (6.39). Fig. 7.5 also verifies that the value of $A_{A}$ coincides with Eq. (6.39) by varying the discretization parameter $\Lambda$. When $\Lambda$ is reduced, $A_{A}$ converges to one.

The IR-approximation is a very useful approach in order to gain insights into the behavior of the differential equation at the Fermi level. On the other hand, one misses another interesting and for our further purposes very important point. The IR-approximation only reveals that the coupling diverges at the Fermi level $\varepsilon_{F} = 0$. A remaining question is how the couplings behave on other energy scales. Solving the DEQ (7.40) numerically can answer this question.
7.3. **DIAGONALIZATION OF THE SPIN-SPIN INTERACTION**

![Graphs showing point of divergence $l_0$ vs. Kondo coupling $J$.](image)

**Figure 7.5:** Point of divergence $l_0$ vs. the Kondo coupling $J$ for the Kondo model. The inverse of $l_0$ coincides with the Kondo energy scale $1/T_K$. We investigate different discretization parameters $\Lambda$ (left top: $N = 60$, $\Lambda = 2.5$, right top: $N = 80$, $\Lambda = 2$, left bottom: $N = 120$, $\Lambda = 1.5$, right bottom: $N = 240$, $\Lambda = 1.2$) in order to verify that the discretization effect on the Kondo energy scale coincides with Eq. (6.39). The modification of the exponent of $T_K$ is in perfect agreement with the known influence of the discretization (6.39) [8].

Fig. 7.6 shows the flow of the couplings $J_{nn}$ for different $n$. Only couplings $J_{nn}$ with an index $n$ for which $|\epsilon_n| < T_K$ diverge in contrast to those corresponding to $|\epsilon_n| > T_K$ which converge towards a finite value.

We see this effect even clearer if we analyze the derivative of the couplings $J_{nn}$ with respect to the flow parameter $l$ shown in Fig. 7.7. The derivative diverges for $|\epsilon_n| < T_K$ and tends to zero for $|\epsilon_n| > T_K$.

This observation is very interesting as it shows that the spin-flip contributions will only play a dominant role below the Kondo energy scale and ensures that the Kondo singlet will form below the Kondo temperature $T_K$. We will return to this point when we discuss our new approach in Sec. 7.5.
Figure 7.6: Flow of the diagonal couplings $J_{nn}/|\gamma_n|^2$ of the Kondo model for $N = 80$, $\Lambda = 2$ and $2\rho_0J = 0.1$. The point of divergence for these parameters is $l_0 \approx 21825D^{-1}$ which corresponds to the Kondo energy scale $T_K \approx 4.85 \cdot 10^{-5}D$. The black lines show the couplings with an index $n$ for which $|\epsilon_n| < T_K$ while the red lines show the couplings with an index $n$ for which $|\epsilon_n| > T_K$. We can see that only couplings with $|\epsilon_n| < T_K$ diverge while those corresponding to $|\epsilon_n| > T_K$ converge towards a constant value.

Figure 7.7: Flow of the derivative of the diagonal couplings $\frac{dJ_{nn}}{dl}/|\gamma_n|^2$ of the Kondo model for $N = 80$, $\Lambda = 2$ and $2\rho_0J = 0.1$. The point of divergence for these parameters is $l_0 \approx 21825D^{-1}$ which corresponds to the Kondo temperature $T_K \approx 4.85 \cdot 10^{-5}D$. The black lines show the derivative of the couplings with an index $n$ for which $|\epsilon_n| < T_K$ while the red lines show the derivative of the couplings with an index $n$ for which $|\epsilon_n| > T_K$. We can see that only couplings with $|\epsilon_n| < T_K$ diverge while those corresponding to $|\epsilon_n| > T_K$ converge towards a finite value.
We started this section with the Anderson model and derived a differential equation for the induced spin-spin interaction which we already knew from the diagonalization of the spin-spin interaction of the Kondo model. This led us to analyze the flow for the Kondo model first.

Next, we want to analyze if we can directly start from the Anderson model and still find the Kondo energy scale $T_K$ as the inverse flow parameter on which the differential equations diverge. This has not been studied so far. We want to eliminate the charge fluctuations induced by the hybridization $V_{nm}$ and diagonalize the induced spin-spin interaction $J_{nm}$ at the same time. Note that this is not in one-to-one correspondence with applying a Schrieffer-Wolff transformation first and then diagonalizing the effective Kondo Hamiltonian as we perform both transformations simultaneously.

Fig. 7.8 shows the point of divergence $l_0$ vs. the interaction $U$.

![Graphs showing point of divergence vs. interaction for different values of $N$ and $\Delta$.](image)

Figure 7.8: Point of divergence $l_0$ for the Anderson model vs. the Coulomb interaction $U$ for $\frac{V}{T} = 0.01414$. The inverse of $l_0$ coincides with the Kondo energy scale $l_0^{-1} = T_K$. We look at different discretization parameters $\Delta$ (left top: $N = 60$, $\Delta = 2$, right top: $N = 80$, $\Delta = 1.8$, left bottom: $N = 100$, $\Delta = 1.5$, right bottom: $N = 200$, $\Delta = 1.2$) in order to see the discretization effect on the Kondo temperature $T_K$. The dotted vertical lines show the interaction strengths $U$ for which $\frac{V}{T} = \epsilon_n$. The exponent of the energy scale is influenced by the discretization precisely by $A_\Delta$ from (6.39) which is the well-known discretization effect on the Kondo temperature [8]. Additionally, discontinuities occur each time $\frac{V}{T}$ crosses an energy level $\epsilon_n$ which is also a discretization effect. For smaller values of $\Delta$, there are more discontinuities as more $\epsilon_n$ lie in the considered interval. The discontinuities, however, become smaller for decreasing $\Delta$. 
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In order to find the Kondo energy scale of the Anderson Hamiltonian with Continuous Unitary Transformations, we combine Eq. (7.18), which eliminates the hybridization elements, and Eq. (7.37) which is supposed to diagonalize the induced spin-spin interaction. This DEQ also leads to divergence on an energy scale that depends on the parameters \( U \) and \( V \). There are certain values of \( U \) for which discontinuities occur. In the intervals between the discontinuities we find the correct exponential behavior of the Kondo temperature \( T_K^{-1} \propto \exp [A_A \frac{U}{\delta p_0 V^2}] \) where \( A_A \) is the discretization influence on the Kondo temperature from Eq. (6.39). The origin of the discontinuities is the discretization. Each time the interaction \( \frac{U}{2} \) crosses an energy level \( \varepsilon_n \), one sign in the generator is changed discontinuously

\[
\eta = - \sum_{n, \sigma} \left[ \text{sgn} \left( \varepsilon_n + \frac{U}{2} \right) V_n F_{1, \sigma}^\dagger c_{n \sigma} + \text{sgn} \left( \varepsilon_n - \frac{U}{2} \right) \Gamma_{2, \sigma}^\dagger c_{n \sigma} \right] - \text{h.c.} \tag{7.46}
\]

In Fig. 7.8 the dashed vertical lines show the different interactions with \( \frac{U}{2} = \varepsilon_n \). We can see that the discontinuities indeed occur exactly each time \( \frac{U}{2} \) crosses an energy level \( \varepsilon_n \). If the discretization parameter \( \Lambda \) is decreased, more energy levels lie in the considered interval and thus we see more discontinuities. On the other hand, the weight \( |\gamma_n|^2 \) carried by the respective energy level decreases which results in smaller discontinuities.

We succeeded in turning away the hybridization elements of the Anderson model while also including the induced spin-spin interaction into the generator which results in a divergence on the Kondo energy scale \( T_K \). This has so far only been accomplished for the Kondo model but not for the Anderson model. We can check that the exponent is also correct for different hybridizations \( V \).

Fig. 7.9 shows the point of divergence \( l_0 \) for varying \( U \) and different hybridizations \( V \). The exponent changes according to

\[
T_K = l_0^{-1} = C(U, V) e^{-\Lambda_A \frac{U}{\delta p_0 V^2}} \tag{7.47}
\]

where \( C(U, V) \) describes the discontinuous behavior observed in Fig. 7.8 due to the generator (7.46) and is constant in each respective interval between two discontinuities.

Finally, we use a fixed \( U \) and vary the hybridization \( V \). Our main goal is to find out whether discontinuities occur when varying \( V \). As the signs in the generator (7.46) do not depend on the hybridization \( V \), we do not expect to see such discontinuities. Fig. 7.10 shows the results for different fixed \( U \). Indeed, no discontinuities occur which supports our explanation for the origin of the discontinuities. We again find the correct behavior of the exponent \( T_K^{-1} \propto \exp [A_A \frac{U}{\delta p_0 V^2}] \) with \( A_A \) from Eq. (6.39).

The fact that the flow equations diverge shows that the approach is not able to diagonalize important parts of the Hamiltonian. The aim of the second part of this chapter is to search for a solution of this challenging problem and to provide an advanced approach that is able to produce non-diverging parameters for energies arbitrarily close to the Fermi level \( \varepsilon_F = 0 \). We suppose that the main problem and the reason for the divergence is the choice of the reference state. It might be suited for the local-moment regime (cf. Sec. 2.7) but obviously not for the strong-coupling regime where the spin of the impurity becomes completely screened. This screening cannot be achieved by the current reference state. Our new approach will focus on the change of the reference state during the flow which will lead to converging differential equations and an effective Hamiltonian without divergences at small energies.
Figure 7.9: Point of divergence $l_0$ vs. the Coulomb interaction $U$ of the Anderson model with $N = 80$, $\Lambda = 1.8$ and from top to bottom: $V/D = 0.01$, 0.01414 and 0.02. The inverse of $l_0$ coincides with the Kondo energy scale $l_0^{-1} = T_K$ with $T_K^{-1} \propto \exp \left( A_A \frac{U}{\varepsilon_D V^2} \right)$ well inside the region between two discontinuities where the modification $A_A$ from Eq. (6.39) is an effect due to the discretization.

Figure 7.10: Point of divergence $l_0$ vs. the hybridization $V$ (left panel) and vs. $D^2/V^2$ (right panel) for the Anderson model with $N = 60$, $\Lambda = 2$ and from top to bottom: $10^{1.5} \frac{U}{V^2} = 4$, 3, 2 and 1. The inverse of $l_0$ coincides with the Kondo energy scale $l_0^{-1} = T_K$. The Kondo temperature scales correctly as $T_K \propto \exp \left( -A_A \frac{U}{\varepsilon_D V^2} \right)$ with $A_A$ from Eq. (6.39). No discontinuities occur because the hybridization has no influence on the sign in the generator (7.46) in contrast to the Coulomb interaction $U$. This result is in agreement with the expected behavior.
7.4 Adapted Reference State for the Kondo Model Coupled to an Auxiliary Spin

The approach of the last sections does not allow to construct an effective model as the induced spin-spin interactions $J_{nn}$ with $|\epsilon_n| < T_K$ diverge on the Kondo energy scale. In this section we want to identify the source of this divergence and find a way to avoid it. One obvious approximation we used is the truncation of operators. However, including higher interaction terms will not solve the problem of the divergence but will only result in a better estimate of the energy scale on which the differential equation diverges [16], i.e., we find higher-order corrections to the Kondo temperature $T_K$.

We assume that the source of the problem is rather the chosen reference state which is convenient for the weak-coupling but not for the strong-coupling regime. As we cross from the weak- to the strong-coupling regime, diagonal spin-flip contributions become important and lead to a singlet which screens the impurity. The reference state so far is not able to account for this screening of the impurity so that the increase of the spin-spin interactions is not prevented and leads to the divergence. We want to establish an approach that does not rely on an a priori understanding of the problem and for this reason we do not simply assume a singlet reference state but modify the procedure so that it yields this behavior as a result.

We modify the diagonal part of the Hamiltonian $H_D$ by adding the emerging diagonal spin-spin interactions and derive the adapted reference state as the ground state of the modified diagonal part of the Hamiltonian $H_D$. In the Kondo problem the spin-spin couplings become larger during the flow which has a significant impact on the reference state. The additional terms contributing to the diagonal Hamiltonian of the Anderson model are

$$H_{\text{diag}}^{\text{Anderson}} = \sum_{n, \sigma} J_{nn}^{\sigma \sigma \downarrow} \left( d_{\sigma}^\dagger d_{\sigma} c_{n \sigma}^\dagger c_{n \sigma} + \frac{1}{2} \sigma n_z : c_{n \sigma}^\dagger c_{n \sigma} : \right)$$

and for the Kondo model

$$H_{\text{diag}}^{\text{Kondo}} = \sum_{\mu \in \{x, y, z\}} \sum_{n, \alpha, \beta} J_{nn}^{\alpha \beta} \tau^\mu : c_{n \alpha}^\dagger c_{n \beta} :$$

If we assume that the impurity is only singly occupied and that the energy scales are small enough so that charge fluctuations are negligible, then $H_{\text{diag}}^{\text{Anderson}}$ and $H_{\text{diag}}^{\text{Kondo}}$ are equivalent.

In order to find an adapted approach that avoids the divergence of the differential equations, we first study a different model in which the question of the choice of the adapted reference state is much simpler.

7.4.1 Kondo Model Coupled to an Auxiliary Spin

In this section we add an auxiliary spin $S = \frac{1}{2}$ to the Kondo model which is coupled to the impurity via an isotropic spin-spin exchange coupling $K$. In this system it is easy to decide which modified reference state to choose and thus we can study if changing the reference state prevents the divergence found in the last sections. Additionally, we find patterns which we will recognize when dealing with the Kondo Hamiltonian. The Kondo model coupled to the auxiliary spin is of the form

$$H = \sum_{n, \sigma} \epsilon_n : c_{n \sigma}^\dagger c_{n \sigma} : + \sum_{\mu \in \{x, y, z\}} \sum_{n, m, \alpha, \beta} J_{nm}^{\alpha \beta} \tau^\mu : c_{n \alpha}^\dagger c_{m \beta} : + K \vec{\tau} \cdot \vec{S}_K.$$
At first sight, this seems to complicate the problem even further as we include an additional coupling and thus also new physics. However, we are only interested in an adapted operator basis and a suitable reference state in order to construct converging flow equations. This can be achieved much easier for this model because we only need to understand the physics of the isolated additional site coupled to the impurity which boils down to the coupling of two spins $S = \frac{1}{2}$ with the eigenstates

$$
\begin{align*}
|0\rangle &= |s\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle) \\
|1\rangle &= |t_1\rangle = |\uparrow\uparrow\rangle \\
|2\rangle &= |t_2\rangle = \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle) \\
|3\rangle &= |t_3\rangle = |\downarrow\downarrow\rangle
\end{align*}
$$

(7.51)

where the first spin is associated to the impurity while the second one is the auxiliary spin. The corresponding energy levels are given by

$$
E_{t_1,t_2,t_3} = \frac{K}{4}, \quad E_s = -\frac{3K}{4}.
$$

(7.52)

The singlet state is the ground state and thus we introduce the normal-ordering scheme

$$
|k\rangle\langle q| = |k\rangle\langle q|_{\text{non-normal-ordered}} - \mathbb{I}\delta_{ks}\delta_{qs}
$$

(7.53)

where the states $|k\rangle$ and $|q\rangle$ denote the states from Eq. (7.51) and the index $s$ corresponds to the singlet state. In the next step we expand $\tau^\mu$ in this operator basis

$$
\tau^\mu = \sum_{k,q} \alpha^\mu_{kq} |k\rangle\langle q| \quad \text{with} \quad \alpha^\mu_{kq} = \langle k|\tau^\mu|q\rangle
$$

(7.54)

where the indices $k$ and $q$ again denote the states from Eq. (7.51). The expansion coefficients can be written in matrix form and are given by

$$
\begin{align*}
\alpha^x &= \frac{1}{2\sqrt{2}} \begin{pmatrix}
0 & -1 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0
\end{pmatrix} \\
\alpha^y &= \frac{1}{2\sqrt{2}i} \begin{pmatrix}
0 & 1 & 0 & 1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
-1 & 0 & -1 & 0
\end{pmatrix} \\
\alpha^z &= \frac{1}{2} \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}
\end{align*}
$$

(7.55)

We find that the matrices $\alpha^\mu$ fulfill properties very similar to the Pauli matrices

$$
\alpha^\mu \alpha^\nu = \frac{\delta_{\mu\nu}}{4} \mathbb{I} + \frac{i}{2} \sum_r \epsilon_{\mu\nu r} \alpha^r.
$$

(7.56)
The Hamiltonian in the adapted operator basis is of the form

\[ H = \sum_{n,\sigma} \epsilon_n : c^+_n \sigma c_{n\sigma} : + \sum_k E_k |k\rangle \langle k| + \sum_{n,m, k,q,\alpha,\beta} J^k_{nm} |k\rangle \langle q| : c^+_n \alpha c_{m\beta} : \]  

(7.57)

with the energy levels

\[ E_{1,2,3} = \frac{K}{4}, \quad E_0 = -\frac{3K}{4}. \]  

(7.58)

In principle, the normal-ordering (7.53) would additionally produce hopping terms but because \( J^{\mu x\alpha}_{nm}(0) = 0 \), hopping terms are not present in the initial Hamiltonian. Moreover, a constant due to the normal-ordering of the bath operators was dismissed. The starting values of the coefficients \( J^k_{nm} \) are given by

\[ J^k_{nm} = \sum_{\mu \in x,y,z} J_{nm} \alpha^\mu_{kq} \sigma^{\mu}_{\alpha\beta}. \]  

(7.59)

Their explicit values can be found in App. 9.10.1. The idea is to modify the diagonal part of \( H_D \) by using

\[ H_D = \sum_{n,\sigma} \epsilon_n : c^+_n \sigma c_{n\sigma} : + \sum_k E_k |k\rangle \langle k| \]  

(7.60)

and to choose the ground state of the Hamiltonian (7.60) as the reference state which is given by

\[ |\text{ref}\rangle = |\text{FS}\rangle|\text{singlet}\rangle. \]  

(7.61)

Note that Wick’s theorem can only be applied to the bath operators but not to the singlet state formed by the impurity and the auxiliary spin because it is not a Slater determinant.

### 7.4.2 Generator and Flow Equation

With the previous reference state, which was the Fermi sea, states of different spin are energetically degenerate while applying a spin-flip to the new reference state, which is the singlet state, requires the energy \( K \).

In order to transform the Hamiltonian, we choose the generator

\[ \eta = \sum_{n,m, k,q,\alpha,\beta} \eta_{nm}^{kq \alpha \beta} |k\rangle \langle q| : c^+_n \alpha c_{m\beta} :. \]  

(7.62)

The most obvious choice for the coefficients would be

\[ \eta_{nm}^{kq \alpha \beta} = \text{sgn} (E_k - E_q + \epsilon_n - \epsilon_m) J^k_{nm} \]  

(7.63)

We will see, however, that the the choice leads to problems because including states that couple two triplet states leads to divergence. Luckily enough, we do not necessarily need to turn these terms away as we only want to eliminate terms that couple to the ground state of \( H_D \). Thus, we
only eliminate terms that couple triplet states to the singlet. The generator in this case is of the form

\[ \eta_{mn}^{kq\alpha\beta} = f_{kq} \text{sgn} (E_k - E_q + \epsilon_n - \epsilon_m) f_{nm}^{kq\alpha\beta} \]  

(7.64)

where the coefficient

\[ f_{kq} = \begin{cases} 
1 & \text{if } E_k - E_q \neq 0 \\
1 & \text{if } k, q = 0 \\
0 & \text{otherwise}
\end{cases} \]  

(7.65)

includes all terms that couple to the singlet state. In order to construct the flow equation (4.4), we calculate the commutators between \( \eta \) from Eq. (7.62) and \( H \) from Eq. (7.57). We truncate terms that are quartic with respect to the bath operators and further neglect the normal-ordering (7.53) of the adapted operator basis because it only affects the order \( J^2 \) of \( E_k \). Additional terms which can occur in order \( J^2 \) within this approximation are of the form

\[ H_N = \sum_{k, q} V_{kq} |k\rangle \langle q|. \]  

(7.66)

Comparing the coefficients to the derivative of \( H \) leads to the flow equation (4.4)

\[ \partial_t f_{nm}^{kq\alpha\beta} = (E_q - E_k + \epsilon_m - \epsilon_n) \eta_{mn}^{kq\alpha\beta} \]  

(7.67)

\[ + \sum_{\gamma, \rho} \sum_{x} \left( \eta_{nx}^{pq\alpha\gamma} f_{xm}^{kp\gamma\beta} - \eta_{km}^{pq\gamma\beta} f_{nx}^{kp\gamma\alpha} \right) \theta_x \]

\[ + \sum_{\gamma, \rho} \sum_{x} \left( \eta_{nx}^{kp\alpha\gamma} f_{xm}^{pq\gamma\beta} - \eta_{km}^{pq\gamma\beta} f_{nx}^{kp\gamma\alpha} \right) (1 - \theta_x) \]

\[ \partial_t V_{kq} = \sum_{n, m} \left( \eta_{nm}^{p\alpha\beta} f_{mn}^{k\rho\beta\alpha} - \eta_{mn}^{p\alpha\beta} f_{nm}^{k\rho\beta\alpha} \right) (1 - \theta_m) \theta_n \]

with \( \theta_n = \langle c^\dagger_{n \sigma} c_{n \sigma} \rangle \) which stems from the normal-ordering of the bath operators with respect to the Fermi sea.

**Flow of \( E_k \) and \( V_{kq} \)**

A nice feature of Eq. (7.67) is that no terms \( V_{kq} \) occur for \( k \neq q \). The reason for this is that at least one coefficient on the right-hand side of the differential equation for \( V_{kq} \) is forbidden by spin conservation or the right-hand side cancels due to symmetry as long as \( k \neq q \). For \( k = q \), on the contrary, the change of \( E_k \) (given by the change of \( V_{kk} \)) is finite. The energies of the triplet states \( E_{1,2,3} \) remain degenerate during the whole flow which holds true for all parameters. This fact allows us to define an effective coupling \( K(l) = E_i(l) - E_0(l) \) with \( i = 1, 2, 3 \).

Fig. 7.11 shows the flow of the diagonal elements \( E_k \).
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Figure 7.11: Flow of the energy levels $E_k$ from the DEQ (7.67) for the Kondo model coupled to an auxiliary spin where $\partial_t E_k = \partial V_{kk}$ with $N = 40$, $\Lambda = 2$, $2\rho_0 J = 0.12$ and $2\rho_0 K = 0.01$. The energy levels of the triplet states $E_{1,2,3}$ remain degenerate during the flow which allows the definition of a flowing coupling $K(t)$ that increases during the flow.

7.4.3 Vanishing Coupling and Kondo Energy Scale

In order to verify whether the DEQ (7.67) is correct and to understand how the truncation schemes for the adapted and the conventional operator basis are related to each other, we study the case $K = 0$.

When we neglect the flow of the coefficients $j_{kn}^{kk\alpha\beta}$ and set

$$j_{nm}^{k\alpha\beta} = J_{nm} \sum_\mu \alpha_{k\mu}^{n\alpha} \sigma_{\alpha\beta}^\mu, \quad \eta_{nm}^{k\alpha\beta} = \eta_{nm} \sum_\mu \alpha_{k\mu}^{n\alpha} \sigma_{\alpha\beta}^\mu,$$

(7.68)

which is in agreement with the starting value (7.59), we find

$$\left[ \partial_t J_{nm} + (\varepsilon_n - \varepsilon_m) \eta_{nm} + \sum_x (\eta_{nx} J_{xm} - \eta_{xm} J_{nx}) (1 - 2 \theta_x) \right] \sum_\mu \alpha_{k\mu}^{n\alpha} \sigma_{\alpha\beta}^\mu = 0.$$

(7.69)

This shows that Eq. (7.68) holds true during the whole flow and that the differential equation for $J_{nm}$ coincides with the initial DEQ for the Kondo model without the auxiliary spin (7.40). When taking $j_{kn}^{kk\alpha\beta}$ into account and using

$$j_{nm}^{k\alpha\beta} = J_{nm} \sum_\mu \alpha_{k\mu}^{n\alpha} \sigma_{\alpha\beta}^\mu + t_{nm} \delta_{k\mu} \delta_{\alpha\beta}, \quad \eta_{nm}^{k\alpha\beta} = \eta_{nm} \sum_\mu \alpha_{k\mu}^{n\alpha} \sigma_{\alpha\beta}^\mu + \eta_{nm}^l \delta_{k\mu} \delta_{\alpha\beta},$$

(7.70)
we find the differential equation for the coefficients

\[
\partial_t J_{nm} = \sum_x \left( \eta_{nm} J_{x_m} - \eta_{nmx} J_{x_n} + \eta_{nx} J_{x_m} - \eta_{nmx} J_{x_n} \right) + \sum_x \left[ \eta_{nx} J_{x_m} - \eta_{nmx} J_{x_n} \right] (1 - 2 \theta_x)
\]

\[
\partial_t f_{nm} = \sum_x \left( \eta_{nmx} J_{x_m} - \eta_{nxm} J_{x_n} \right) + \frac{3}{4} \sum_x \left( \eta_{nx} J_{x_m} - \eta_{nmx} J_{x_n} \right).
\]

This coincides with the DEQ (4.87) in the conventional operator basis when taking hopping terms into consideration. The truncation scheme we use in the following sections is the one where the terms \( j_{nm}^{kk' \alpha \alpha'} \) are taken into account.

Note that this is, however, not the main difference to the approach before. For \( K > 0 \), we find an IR-cutoff due to the coupling \( K \) and thus converging differential equations independent of the question if we take the couplings \( j_{nm}^{kk' \alpha \alpha'} \) (which are only a small fraction of all couplings \( j_{nm}^{kk' \alpha \alpha'} \)) into account.

### 7.4.4 IR-Approximation

Before analyzing the full differential equation (7.67) numerically it is useful to study the behavior at low energies close to the Fermi level \( \varepsilon_F = 0 \). We use the continuum limit (cf. Sec. 6.8.4)

\[
\varepsilon_n \to \varepsilon, \quad \gamma_n \to \rho_0 dx, \quad \frac{j_{nm}^{kq \alpha \beta}}{\gamma_n \gamma_m} \to j_{nm}^{kq \alpha \beta} (\varepsilon, \varepsilon')
\]

of the DEQ (7.67) which leads to

\[
\partial_t j_{\varepsilon \varepsilon'}^{kq \alpha \beta} = \left( E_q - E_k + \varepsilon' - \varepsilon \right) \eta_{\varepsilon \varepsilon'}^{kq \alpha \beta}
\]

\[
+ \sum_{\gamma, \rho} \rho_0 \int_{-D}^{D} \left( \eta_{\varepsilon \gamma}^{pq \alpha \gamma} j_{\gamma \varepsilon'}^{kp \gamma \beta} - \eta_{\gamma \varepsilon'}^{kp \gamma \beta} j_{\varepsilon \gamma}^{pq \alpha \gamma} \right) \theta_z dz
\]

\[
+ \sum_{\gamma, \rho} \rho_0 \int_{-D}^{D} \left( \eta_{\varepsilon \gamma}^{kp \gamma \beta} j_{\gamma \varepsilon'}^{pq \alpha \gamma} - \eta_{\gamma \varepsilon'}^{pq \alpha \gamma} j_{\varepsilon \gamma}^{kp \gamma \beta} \right) (1 - \theta_z) dz
\]

and apply the IR-approximation in the form

\[
J_{\varepsilon \varepsilon'}^{kq \alpha \beta} = J_{\varepsilon \varepsilon'}^{kq \alpha \beta} e^{-|E_q - E_k + \varepsilon - \varepsilon'|}.
\]

Using Eq. (7.74) in Eq. (7.73) for \( \varepsilon = \varepsilon' = \varepsilon_F \) yields

\[
\partial_t j_{\varepsilon \varepsilon'}^{kq \alpha \beta} = -f_{kq} \left| E_q - E_k \right| j_{\varepsilon \varepsilon'}^{kq \alpha \beta}
\]

\[
+ \sum_{\gamma, \rho} \rho_0 \int_{0}^{D} f_{pq} \text{sgn} \left( \Delta E_{pq} + z \right) e^{-\left( f_{p} \left| \Delta E_{pq} + z \right| + f_{k} \left| \Delta E_{kp} - z \right| \right)} dz \left( J_{\varepsilon \varepsilon'}^{kq \alpha \beta} - J_{\varepsilon \varepsilon'}^{kq \alpha \beta} \right)
\]

\[
- \sum_{\gamma, \rho} \rho_0 \int_{0}^{D} f_{kp} \text{sgn} \left( \Delta E_{kp} - z \right) e^{-\left( f_{p} \left| \Delta E_{pq} + z \right| + f_{k} \left| \Delta E_{kp} - z \right| \right)} dz \left( J_{\varepsilon \varepsilon'}^{kq \alpha \beta} - J_{\varepsilon \varepsilon'}^{kq \alpha \beta} \right)
\]

where

\[
\Delta E_{kq} = E_k - E_q.
\]
The factor $f_{kq}$ equals one for all $k$ and $q$ when using the full generator (7.63) and is given by Eq. (7.65) when using the generator (7.64) which only includes terms that couple to the singlet state. We can calculate the integrals for $K \geq 0$ using the symmetries from Eq. (9.64), cf. App. 9.10.2, and by exploiting the following properties of the coefficients

$$
\begin{align*}
    f_{0i} &= f_{0j} & \text{for all } i, j > 0 \\
    f_{0i} &= f_{00} & \text{for all } i > 0 \\
    f_{ij} &= f_{i'j'} & \text{for all } i, j, i', j' > 0
\end{align*}
$$

(7.77)

which hold true for both the generators given by Eq. (7.63) and Eq. (7.64), respectively. Thus, the DEQ (7.75) simplifies to

$$
\begin{align*}
    \partial_{l} J^{01\uparrow\downarrow}_{\text{xyxy}} &= -|K| J^{01\uparrow\downarrow}_{\text{xyxy}} + \frac{4\rho_0}{l} \left[ 1 - e^{-(1+f_{11})Dl} \right] e^{-KL} f^{01\uparrow\downarrow}_{\text{xyxy}} f^{11\uparrow\uparrow}_{\text{xyxy}} \\
    \partial_{l} J^{11\uparrow\uparrow}_{\text{xyxy}} &= -\frac{\rho_0}{l} \left[ e^{-2(D-K)l} - e^{-2Kl} \right] \left( J^{01\uparrow\downarrow}_{\text{xyxy}} \right)^2 + \frac{2f_{11}\rho_0}{l} \left[ 1 - e^{-2Dl} \right] \left( J^{11\uparrow\uparrow}_{\text{xyxy}} \right)^2.
\end{align*}
$$

(7.78)

For a more detailed calculation, see App. 9.10.4. As we performed the calculation for both generators, the one from Eq. (7.63) as well as the one from Eq. (7.64), we can now study the difference between them. If we use the full generator (7.63), all $f_{kq} = 1$. In this case, a term is present that is not exponentially suppressed by a factor $e^{-KL}$ (the second term in $\partial_{l} J^{11\uparrow\uparrow}_{\text{xyxy}}$), i.e., the differential equation diverges due to an integral over $l^{-1}$.

If we use the generator (7.64) which does not include terms that connect different triplet states, the factor $f_{11}$ is zero. Consequently, the term that is not exponentially suppressed vanishes and thus we expect convergence. This result is convenient as only terms which couple non-degenerate states will eventually converge. When using the adapted reference state, the excitation from the singlet to a triplet state requires an energy $K$ and thus leads to a term $e^{-KL}$. The triplet states are degenerate and thus no factor occurs that could lead to convergence as the exponent is zero.

Using the generator (7.64) that only includes terms that couple to the singlet state yields the final DEQ

$$
\begin{align*}
    \partial_{l} J^{01\uparrow\downarrow}_{\text{xyxy}} &= -|K| J^{01\uparrow\downarrow}_{\text{xyxy}} + \frac{4\rho_0}{l} \left[ 1 - e^{-Dl} \right] e^{-KL} J^{01\uparrow\downarrow}_{\text{xyxy}} J^{11\uparrow\uparrow}_{\text{xyxy}} \\
    \partial_{l} J^{11\uparrow\uparrow}_{\text{xyxy}} &= -\frac{\rho_0}{l} \left[ e^{-2(D-K)l} - e^{-2Kl} \right] \left( J^{01\uparrow\downarrow}_{\text{xyxy}} \right)^2
\end{align*}
$$

where all terms are suppressed by a factor $e^{-KL}$. This factor suppresses the integrals over $l^{-1}$ exponentially and thus implies convergence.

**Kondo Energy Scale**

We can verify that Eq. (7.78) for $K = 0$ and the full generator (7.63), where all $f_{kq} = 1$, yields the same results as the approach without the auxiliary spin. Eq. (7.78) then becomes

$$
\begin{align*}
    \partial_{l} J^{01\uparrow\downarrow}_{\text{xyxy}} &= \frac{4\rho_0}{l} \left[ 1 - e^{-2Dl} \right] J^{01\uparrow\downarrow}_{\text{xyxy}} J^{11\uparrow\uparrow}_{\text{xyxy}} \\
    \partial_{l} J^{11\uparrow\uparrow}_{\text{xyxy}} &= \frac{\rho_0}{l} \left[ 1 - e^{-2Dl} \right] \left( J^{01\uparrow\downarrow}_{\text{xyxy}} \right)^2 + 2 \left( J^{11\uparrow\uparrow}_{\text{xyxy}} \right)^2.
\end{align*}
$$

(7.80)
Multiplying the first equation with $-\frac{1}{\sqrt{2}}$ and adding the two equations yields

$$\partial_t \tilde{J} = \frac{2\rho_0}{l} \left[ 1 - e^{-2Dl} \right] \tilde{J}^2$$  \hspace{1cm} (7.81)

With

$$\tilde{J} = J_{\uparrow\downarrow}^{\uparrow\downarrow} - \frac{1}{\sqrt{2}} J_{\uparrow\downarrow}^{0\downarrow\downarrow}.$$  \hspace{1cm} (7.82)

From the starting values (7.59) (cf. App. 9.10.1) we find that the starting value for $\tilde{J}$ coincides with the initial $J$ of the conventional Kondo model. Thus Eq. (7.81) is the well-known scaling equation (4.96) of the Kondo model with an isotropic coupling, i.e., the new DEQ (7.67) diverges on the Kondo energy scale for $K = 0$, just as expected.

### 7.4.5 Numerical Residual Off-Diagonality

The IR-approximation of the last section predicts that the DEQ (7.67) converges. In order to verify this prediction, we additionally solve the full DEQ (7.67) without the IR-approximation numerically and examine the residual off-diagonality.

Fig. 7.12 shows the residual off-diagonality of Eq. (7.67) for the generator (7.64).

![Figure 7.12: Residual off-diagonality for the Kondo model coupled to an auxiliary spin for $\Lambda = 2$, $2\rho_0 J = 0.12$, $2\rho_0 K = 1$ and from left to right: number of energy levels $N = 10, 12, 14, \ldots, 38, 40$. The differential equation (7.67) converges for $K > 0$ while it diverges for $K = 0$ (dashed line). For intermediate $l$, the residual off-diagonality is described by a power law $\alpha l^{-2}$. For large $l$ (beyond the inverse of the lowest energy scale in the system $E_N \sim \Lambda^{-\frac{3}{2}}$), the ROD decreases exponentially.](image)
We find a power law $\text{ROD} \propto l^{-2}$ for the residual off-diagonality for intermediate $l$. At some point beyond the lowest energy scale in the system the residual off-diagonality decreases exponentially. The point beyond which the large $l$-limit behavior occurs increases exponentially as $\Lambda l^N$ where $N$ denotes the number of energy levels included. The lowest energy scale decreases proportional to $\Lambda^{-\frac{N}{2}}$ and thus the point for which we find the large $l$-limit behavior is proportional to the lowest energy scale in the system. The dashed line in Fig. 7.12 shows the residual off-diagonality for $K = 0$ which diverges. This result confirms that the new reference state leads to converging differential equations for $K > 0$.

### 7.5 Adapted Reference State for the Kondo and Anderson Model

In the last sections we introduced new terms to the diagonal part of the Hamiltonian $H_D$ from which we derived the reference state as the ground state. The main difference compared to the previous Hamiltonian is that flipping a spin on the impurity requires an energy $K$ which enabled us to find converging differential equations. We achieved this, however, by introducing an auxiliary spin which forces the impurity into a singlet ground state. This made it easy to modify $H_D$ but does still not solve the Kondo or Anderson model. The question of the following sections is how to use the knowledge gained in the last sections in order to construct converging differential equations for the Kondo and Anderson model, respectively.

In order to construct converging flow equations, we include diagonal spin-spin interactions in the diagonal Hamiltonian

$$H_D = \sum_{n,\sigma} \epsilon_n : c_{n\sigma}^\dagger c_{n\sigma} : + \sum_{n,\sigma} J_{nn}\sigma_{\alpha\beta}^\mu \sigma_{\alpha\beta}^\nu : c_{n\alpha}^\dagger c_{n\beta} : \ .$$

(7.83)

We will choose the ground state of the Hamiltonian (7.83) as the reference state. Thus, we have to understand how the ground state of $H_D$ is affected by the local spin-spin interactions $J_{nn}$. In principle, we have to solve a many-body problem again that is itself almost as difficult as the original Hamiltonian.

Fortunately, we can find the ground state by a much simpler consideration. If the couplings $J_{nn}$ are small enough (like in the early flow), the ground state is the Fermi sea. The reason for this is that the spin-flip contributions have no effect on the Fermi sea as all sites are either empty or doubly occupied. Thus, in order for the spin-flip contributions to affect the reference state, their action must account for the energy loss from removing a particle from the Fermi sea. This can only happen if the couplings $J_{nn}$ are large enough. The couplings $J_{nn}$ increase during the flow until it becomes energetically favorable at one specific site to remove a particle from the Fermi sea so that the spin-flip contribution can act. This happens on one specific site first while the residual part still forms a Fermi sea and is unaffected by the spin-flip contributions.

In order to understand how the ground state will change, we only have to focus on the impurity and the specific site where it becomes energetically favorable to remove a particle. However, we need to include three sites to our analysis because if the negative level $\epsilon_r = -\epsilon_\tau$ is a level where it is energetically favored to remove a particle from the Fermi sea, then the positive level $\epsilon_r$ yields the same energy when adding a particle to the Fermi sea due to particle-hole symmetry.
7.5. ADAPTED REFERENCE STATE FOR THE KONDO AND ANDERSON MODEL

\[ H_r = \sum_\sigma \varepsilon_\sigma \left( c_{\sigma \uparrow}^\dagger c_{\sigma \downarrow} - c_{\bar{\sigma} \uparrow}^\dagger c_{\bar{\sigma} \downarrow} \right) + J_{rr} \sum_{\alpha, \beta} \sigma_\alpha^\mu \tau_\beta^\nu \left( c_{\alpha \sigma}^\dagger c_{\beta \bar{\sigma}} + c_{\beta \sigma}^\dagger c_{\alpha \bar{\sigma}} \right) \] (7.84)

where \( \tau \) labels operators acting on the site with energy \( \varepsilon_\tau = -\varepsilon_r \). This is a problem that can be solved by exact diagonalization and we find 32 eigenstates\(^6\) which are given in App. 9.11.1.

In order to test the adapted approach and in order to keep the numerical calculation effort tractable, we will neglect some of these eigenstates. The states that are not neglected are:

1. The ones which describe the spin-spin coupling, namely the singlet state \( |s^+\rangle \) and the triplet states \( |t_{\pm}\rangle \).
2. The Fermi sea \( |FS, \sigma\rangle \) because the reference state is changed when the singlet and the Fermi sea have the same energy, i.e., these states compete to become the ground state.
3. The state \( |\bar{\sigma}\rangle \) (cf. Eq. (7.86)) because it has also the potential to become the ground state.

These are 12 (cf. Eqs. (7.85) and (7.86)) out of the 32 eigenstates of the Hamiltonian (7.84). We neglect the remaining 20 eigenstates in order to keep the numerical calculation effort tractable. The method does not rely on this approximation but expanding in the full adapted operator basis would be less transparent (e.g. finding all symmetries) and the computational effort would increase significantly. This approximation is very useful in order to understand the approach and to verify if it works. Nevertheless, it would be an interesting task for following works to implement the flow equations without this approximation in order to study its influence or to study if one can neglect even more states.

App. 9.11.1 shows all eigenstates of the Hamiltonian (7.84) and also the ones that are discarded. We neglect all states with an energy that is higher-lying than the energies of the triplet states. The remaining states are

\[
|0\rangle = |s^-\rangle \quad \frac{1}{\sqrt{2}} \left( |0, \uparrow, \downarrow\rangle - |0, \downarrow, \uparrow\rangle \right) \quad |4\rangle = |s^+\rangle \quad \frac{1}{\sqrt{2}} \left( |\downarrow, \uparrow, \uparrow\rangle - |\uparrow, \downarrow, \downarrow\rangle \right) \\
|1\rangle = |t_{1\downarrow}\rangle \quad |0, \uparrow, \uparrow\rangle \quad |5\rangle = |t_{1\uparrow}\rangle \quad |\uparrow, \uparrow, \downarrow\rangle \\
|2\rangle = |t_{2\downarrow}\rangle \quad \frac{1}{\sqrt{2}} \left( |0, \uparrow, \downarrow\rangle + |0, \downarrow, \uparrow\rangle \right) \quad |6\rangle = |t_{2\uparrow}\rangle \quad \frac{1}{\sqrt{2}} \left( |\downarrow, \uparrow, \downarrow\rangle + |\uparrow, \downarrow, \uparrow\rangle \right) \\
|3\rangle = |t_{3\downarrow}\rangle \quad |0, \downarrow, \downarrow\rangle \quad |7\rangle = |t_{3\uparrow}\rangle \quad |\downarrow, \downarrow, \uparrow\rangle.
\]

\(^6\)Following the same procedure for the Anderson model would, in principle, lead to 64 eigenstates but as we project on a singly occupied impurity state before changing the reference state, we also find 32 eigenstates.
and further

\[ |8 \rangle = |\text{FS}, \uparrow \rangle = |0, \uparrow, \uparrow, \downarrow \rangle \]  
(7.86)

\[ |9 \rangle = |\text{FS}, \downarrow \rangle = |0, \downarrow, \uparrow, \downarrow \rangle \]

\[ |10 \rangle = |\uparrow \rangle = \frac{1}{\sqrt{6}} [ | \uparrow, \uparrow, \downarrow \rangle - 2 | \uparrow, \downarrow, \uparrow \rangle + | \downarrow, \uparrow, \uparrow \rangle ] \]

\[ |11 \rangle = |\downarrow \rangle = \frac{1}{\sqrt{6}} [ | \downarrow, \downarrow, \uparrow \rangle - 2 | \downarrow, \uparrow, \downarrow \rangle + | \uparrow, \downarrow, \downarrow \rangle ] \].

The notation refers to the following levels

\[ |\text{positive level } \varepsilon_r, \text{impurity level } \varepsilon_d, \text{negative level } \varepsilon_r \rangle \]  
(7.87)

with \( \varepsilon_r > 0 \) and \( \varepsilon_r = -\varepsilon_r \). The eigenvalues of these states are given by

\[ E_{\sigma^\pm} = -\frac{3J_{rr}}{2} - \varepsilon_r \quad , \quad E_{\varepsilon_i^\pm} = \frac{J_{rr}}{2} - \varepsilon_r \quad (i = 1, 2, 3) \]  
(7.88)

\[ E_{\text{FS}, \sigma} = -2\varepsilon_r \quad , \quad E_{\tilde{\sigma}} = -2J_{rr} \]

and thus out of the eigenstates (7.85) and (7.86) possible ground states are

\[ |\text{FS}, \sigma \rangle = |0, \sigma, \uparrow, \downarrow \rangle \quad , \quad E_{\text{FS}, \sigma} = -2\varepsilon_r \]  
(7.89)

\[ |s^- \rangle = \frac{1}{\sqrt{2}} (|0, \uparrow, \downarrow \rangle - |0, \downarrow, \uparrow \rangle) \quad , \quad E_s^- = -\frac{3J_{rr}}{2} - \varepsilon_r \]

\[ |s^+ \rangle = \frac{1}{\sqrt{2}} (| \downarrow, \uparrow, \downarrow \rangle - | \uparrow, \downarrow, \uparrow \rangle) \quad , \quad E_{s^+} = -\frac{3J_{rr}}{2} - \varepsilon_r \]

\[ |\tilde{\sigma} \rangle = \frac{1}{\sqrt{6}} [ | \sigma, \sigma, \tilde{\sigma} \rangle - 2 | \sigma, \tilde{\sigma}, \sigma \rangle + | \tilde{\sigma}, \sigma, \sigma \rangle ] \quad , \quad E_{\tilde{\sigma}} = -2J_{rr} \].

The Fermi sea \( |\text{FS}, \sigma \rangle \) is the lowest-lying state in the early flow while the singlet state \( |s^\pm \rangle \) – formed by the impurity and the positive level \( \varepsilon_r \) or the negative level \( \varepsilon_r \), respectively – decreases during the ongoing flow until it eventually become smaller than the Fermi sea. The state \( |\tilde{\sigma} \rangle \) becomes the ground state for larger values of \( J_{rr} \) and, in contrast to the singlet state, it is a spin carrying state, i.e., the impurity spin is not screened. It is important to note that the singlet state becomes the ground state before the state \( |\tilde{\sigma} \rangle \) does when we continuously increase \( J_{rr} \). If this was not the case, the physics would be completely different as the spin of the impurity would not be screened and an effectively ferromagnetic coupling to the remaining bath would arise. But this is not the physics of the Kondo model as in this case the singlet state forms first. The parameter regimes with their respective ground states are given by

- \( J_{rr} < \frac{2\varepsilon_r}{3} \): ground state: \( |\text{FS}, \sigma \rangle \)
- \( \frac{2\varepsilon_r}{3} < J_{rr} < 2\varepsilon_r \): ground state: \( |s^\pm \rangle \)
- \( J_{rr} > 2\varepsilon_r \): ground state: \( |\tilde{\sigma} \rangle \).
Figure 7.14: Energy difference between the singlet state and the Fermi sea $\Delta E(n) = E_r(n) - E_{FS}(n)$ from Eq. (7.89) for the Kondo model with $N = 40$, $\Lambda = 2$ and $2\rho_0 J = 0.14$. The sites $n$ belong to the negative energy levels and the absolute values of the energies are decreasing from top to bottom. The flow parameter at which the DEQ diverges if the reference state is not changed is given by $l_0 \approx 1127D^{-1}$ which corresponds to a Kondo temperature $T_K \approx 8.873 \cdot 10^{-4}$. The black lines mark the flow of $\Delta E(n)$ at a site $n$ for which $|\varepsilon_n| > T_K$ while the red lines mark the flow of $\Delta E(n)$ at a site $n$ for which $|\varepsilon_n| < T_K$. At the point where one $\Delta E(n)$ crosses zero, the reference state is changed and the singlet state forms at the site $n$. The green line shows $\Delta E(n_F)$ at the site closest to the Fermi level. The inset shows that the site that is closest to the Fermi level forms the singlet first. Because of the particle-hole symmetry, the singlet can be formed equally well at both the positive as well as the negative energy level.

As soon as we reach the point where

$$J_{rf}(l_0) = \frac{2\varepsilon_r}{3},$$

(7.90)

the singlet state $|s^+\rangle$ will become the ground state. The singlet state cannot be expressed as a product state and thus Wick’s theorem cannot be applied to the respective sites involved in the formation of the singlet. The remaining bath, of course, can still be normal-ordered as before. At the point where the singlet state becomes energetically favorable, we choose the singlet state as the reference state and use the states from Eqs. (7.85) and (7.86) as a new basis. We solve the DEQ (7.40) in the initial operator basis with the Fermi sea as the reference state using the starting values (7.44) which belong to the Kondo model.

We follow the ratio $\frac{\varepsilon_n}{\varepsilon_n}$ at each site and as soon as the ratio becomes $\frac{\varepsilon_n}{\varepsilon_n} = \frac{2}{3}$ (cf. Eq. (7.90)) at one energy level $\varepsilon_r$, we change the reference state. The procedure is further explained in Sec. 7.5.4.
Fig. 7.14 depicts the energy difference between the singlet state and the Fermi sea for the Kondo model. At the point where this difference crosses zero at one site, the reference state is changed. The couplings \( J_{nm} \) only diverge for indices \( n \) with \( |\epsilon_n| < T_K \) (cf. Sec. 7.3), i.e., only couplings below the Kondo energy scale become large enough to account for the energy loss from removing a particle from the Fermi sea by forming a singlet state. Thus, the approach ensures intrinsically that the singlet will form below the Kondo energy scale. We already know from the results of Fig. 7.6 that the smaller the energy \( \epsilon_n \), the faster the ratio \( \frac{\Delta E}{\epsilon_n} \) increases. Thus, the singlet forms at the lowest energy scale in the system. In a continuum this would be directly at the Fermi level \( \varepsilon_F \).

Note that the site at which the singlet is formed might change during the subsequent flow. However, this possibility is neglected in the following due to practical reasons. If the site at which the singlet forms changed during the subsequent flow, we would have to change the basis again for the new site while the old site is still expressed in the adapted operator basis. This
would lead to very cumbersome basis changes. Nevertheless, it is a very interesting question at which energy scale the singlet will finally form. For now, however, we are only interested in the question if the approach works at all and not in possible optimizations. Hence, the possible shift of the site which forms the singlet ground state is neglected and we use the site that forms the singlet first throughout the whole flow.

Fig. 7.15 depicts the energy difference between the singlet state and the Fermi sea for the Anderson model. In principle, the procedure is the same as for the Kondo model except that we have to eliminate the hybridization elements additionally. We solve the DEQ (7.18) in order to eliminate the hybridization elements and thereby build up the induced spin-spin interaction which is diagonalized by the DEQ (7.40) at the same time. The further procedure coincides with that of the Kondo model (the procedure is further explained in Sec. 7.5.4).

The spin-spin couplings again increase below the Kondo energy scale until at some point the formation of a singlet state becomes energetically favorable. The singlet always forms at the site closest to the Fermi level because the ratio \( \frac{J_{ss}}{\epsilon_n} \) increases faster at smaller energies \( \epsilon_n \approx 0 \).

### 7.5.1 Hamiltonian in the Adapted Operator Basis

In the next step we determine the effective Hamiltonian and the adapted flow equation after the reference state is changed. We denote the site which is part of the adapted operator basis by \( r \) and the flow parameter at which the reference state is changed by \( l_0 \). If the flow parameter reaches the point \( l_0 \), the effective Hamiltonian is of the form

\[
H(l_0) = \sum_{n,\sigma} \epsilon_n : \, c_{n\sigma}^\dagger c_{n\sigma} : + \sum_{\mu, n, m, \alpha, \beta} J_{nm}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{n\alpha}^\dagger c_{m\beta} : . \tag{7.91}
\]

We separate the sites denoted by \( r \) and \( \bar{r} \) (with \( \epsilon_r = -\epsilon_r \)) which form the singlet state

\[
H(l_0) = \sum_{n \neq \pm r, \sigma} \epsilon_n : \, c_{n\sigma}^\dagger c_{n\sigma} : + \epsilon_r \left( : \, c_{r\sigma}^\dagger c_{r\sigma} : - : \, c_{\bar{r}\sigma}^\dagger c_{\bar{r}\sigma} : \right) \tag{7.92}
\]

\[
+ \sum_{\mu, \alpha, \beta} \left[ J_{rr}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{r\alpha}^\dagger c_{r\beta} : + J_{\bar{r}r}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{\bar{r}\alpha}^\dagger c_{r\beta} : \right] \]

\[
+ \sum_{\mu, \alpha, \beta} \left[ J_{r\bar{r}}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{r\alpha}^\dagger c_{\bar{r}\beta} : + J_{\bar{r}\bar{r}}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{\bar{r}\alpha}^\dagger c_{\bar{r}\beta} : \right] \]

\[
+ \sum_{\mu, \alpha, \beta} \sum_{n, m \neq \pm r} J_{nm}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{n\alpha}^\dagger c_{m\beta} : \]

\[
+ \sum_{\mu, \alpha, \beta} \sum_{n \neq \pm r} \left[ J_{nr}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{n\alpha}^\dagger c_{r\beta} : + J_{rn}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{r\alpha}^\dagger c_{n\beta} : \right] \]

\[
+ \sum_{\mu, \alpha, \beta} \sum_{n \neq \pm r} \left[ J_{\bar{n}r}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{n\alpha}^\dagger c_{\bar{r}\beta} : + J_{\bar{r}n}(l_0) \sigma_{\alpha\beta}^\mu \tau^\mu : \, c_{\bar{r}\alpha}^\dagger c_{n\beta} : \right] .
\]

Next, we introduce the adapted operator basis

\[
|k\rangle \langle q| = |k\rangle \langle q|_{\text{non-normal-ordered}} - |l(\delta_{ks} - \delta_{qs} + \delta_{ks} + \delta_{qs})\rangle \tag{7.93}
\]
where \( k \) and \( q \) denote the basis states from Eqs. (7.85) and (7.86). We expand all respective operators in this operator basis which yields

\[
H(l_0) = \sum_{n \neq \pm r, \sigma} \epsilon_n : c_{n\sigma}^\dagger c_{n\sigma} : + \sum_k E_k |k\rangle \langle k| + \sum_{k, q, k \neq q} E_{kq} |k\rangle \langle q| + \sum_{k, q, n \neq \pm r, \alpha, \beta} J_{nm}^{kq\alpha\beta} |k\rangle \langle q| : c_{n\alpha}^\dagger c_{m\beta} : \\
+ \sum_{k, q, n \neq \pm r, \alpha, \beta} \Gamma_n^{kq\sigma} |k\rangle \langle q| c_{n\sigma}^\dagger c_{q\sigma} |k\rangle \langle q|.
\]

(7.94)

As we have chosen the basis states so that terms which act only on the site \( r \) or only on the site \( \bar{r} \) are diagonal, we already know that the \( E_k \) are given by the eigenvalues (7.88) where \( J_{rr} = J_{r\bar{r}} (l_0) \) while the starting values for the other coefficients have to be determined from

\[
J_{nn}^{kq\alpha\beta} (l_0) = J_{nm} (l_0) \sum_{\mu} \sigma_{k\alpha\beta}^{\mu} |k\rangle \langle \tau|^{\mu} |q\rangle
\]

(7.95)

\[
\Gamma_n^{kq\sigma} (l_0) = J_{nr} (l_0) \sum_{\mu, \alpha} \sigma_{k\alpha\beta}^{\mu} |k\rangle \langle \tau|^{\mu} c_{r\alpha}^\dagger |q\rangle + J_{nr} (l_0) \sum_{\mu, \alpha} \sigma_{k\alpha\beta}^{\mu} |k\rangle \langle \tau|^{\mu} c_{r\alpha}^\dagger |q\rangle
\]

\[
E_{kq} (l_0) = \sum_{\mu, \alpha, \beta} J_{nr} (l_0) \sigma_{k\alpha\beta}^{\mu} |k\rangle \langle \tau|^{\mu} c_{r\alpha}^\dagger c_{r\alpha} |k\rangle + \left( \sigma_{k\alpha\beta}^{\mu} |q\rangle \langle \tau|^{\mu} c_{r\alpha}^\dagger c_{r\alpha} |k\rangle \right)^*.
\]

The starting values for terms that couple the triplet and singlet states \( s^\pm \) and \( t^\pm \) from Eq. (7.85) are identical to the starting values for the Kondo model coupled to an auxiliary spin

\[
J_{nn}^{kq\alpha\beta} (l_0) = \sum_{\mu} J_{nm} (l_0) \alpha_{kq}^{\mu} \sigma_{k\alpha\beta}^{\mu} \quad \text{for} \quad k, q \in s^\pm, t^\pm
\]

(7.96)

where \( \alpha_{kq}^{\mu} \) is given by Eq. (7.55). Only states with the same number of particles couple via \( J_{nm}^{kq\alpha\beta} (l_0) \), i.e., \( t^- \) with \( s^\pm \) and \( t^+ \) with \( s^\pm \), respectively. The terms that couple the Fermi sea states with different spins are given by

\[
J_{nn}^{kq\alpha\beta} (l_0) = \frac{1}{2} \sum_{\mu} J_{nm} (l_0) \sigma_{k\alpha\beta}^{\mu} \sigma_{k\alpha\beta}^{\mu} \quad \text{for} \quad k, q \in \text{FS, } \sigma
\]

(7.97)

where \( \sigma_k \) and \( \sigma_q \) denote the spin of the states \( k \) and \( q \). Additionally, there is a coupling between the three-particle states \( |\tilde{\sigma}\rangle \) where both the positive as well as the negative level are singly occupied

\[
J_{nn}^{kq\alpha\beta} (l_0) = \frac{1}{6} \sum_{\mu} J_{nm} (l_0) s^\mu \sigma_{k\alpha\beta}^{\mu} \sigma_{k\alpha\beta}^{\mu} \quad \text{for} \quad k, q \in \tilde{\sigma}
\]

(7.98)

with \( s^+ = s^- = 1 \) and \( s^\sigma = -1 \). No further terms are allowed by spin conservation for the couplings \( J_{nn}^{kq\alpha\beta} \). The explicit starting values of all non-zero couplings \( J_{nn}^{kq\alpha\beta} (l_0) \) are given in App. 9.11.2. Because there is a term in the Hamiltonian (7.92) that couples the sites \( r \) and \( \bar{r} \) before the reference state is changed, there is a term that couples the Fermi sea to the \( |\tilde{\sigma}\rangle \)-states from Eq. (7.86). Thus, the only non-zero starting values for \( E_{kq} \) are given by

\[
E_{8,10} = E_{10,8} = \frac{3}{\sqrt{6}} J_{r\bar{r}} (l_0), \quad E_{9,11} = E_{11,9} = -\frac{3}{\sqrt{6}} J_{r\bar{r}} (l_0).
\]

(7.99)

The starting values for the \( \Gamma_n^{kq\sigma} \)-terms cannot be written in a compact way and thus are only given in App. 9.11.2.
7.5. ADAPTED REFERENCE STATE FOR THE KONDO AND ANDERSON MODEL

7.5.2 Generator and Reference State

The general structure of the generator is chosen to be

\[
\eta = \sum_{k,q} \eta_{kq}^E |k\rangle \langle q| + \sum_{k,q} \sum_{\alpha,\beta,n,m \neq \pm r} \eta_{nm,J}^{kq\alpha\beta} |k\rangle \langle q| : c^\dagger_n c^\dagger_{m\beta} : \quad (7.100)
\]

\[
+ \sum_{k,q,\sigma} \eta_{n,\Gamma}^{kq\sigma} \left( |k\rangle \langle q| c_{n\sigma} - c^\dagger_{n\sigma} |q\rangle \langle k| \right).
\]

We want to eliminate all terms that couple to the reference state. In contrast to the Kondo model coupled to an auxiliary spin, we have to use a reference ensemble instead of a single reference state because the states $|s^-\rangle$ and $|s^+\rangle$ are degenerate due to the particle-hole symmetry

\[
\langle \hat{O} \rangle = \frac{1}{2} \left( \langle FS| (s^-|\hat{O}|s^-) |FS \rangle + \langle FS| (s^+|\hat{O}|s^+) |FS \rangle \right). \quad (7.101)
\]

The operator basis (7.93) is normal-ordered with respect to the reference ensemble (7.101). In order to eliminate all terms that couple to states of the reference ensemble, we choose the coefficients of the generator to be of the form

\[
\eta_{kq}^E = \begin{cases} 
\text{sgn} \left( E_k - E_q \right) E_{kq} & \text{if } k \text{ or } q \in s^\pm \\
0 & \text{otherwise}
\end{cases}
\]

\[
\eta_{nm,J}^{kq\alpha\beta} = \begin{cases} 
\text{sgn} \left( E_k - E_q + \epsilon_n - \epsilon_m \right) f_{nm,kq}^{\alpha\beta} & \text{if } k \text{ or } q \in s^\pm \\
\text{sgn} \left( \epsilon_n - \epsilon_m \right) f_{nm,kq}^{\alpha\beta} & \text{if } k = q \in s^\pm \\
0 & \text{otherwise}
\end{cases}
\]

\[
\eta_{n,\Gamma}^{kq\sigma} = \begin{cases} 
\text{sgn} \left( E_k - E_q - \epsilon_n \right) \Gamma_n^{kq\sigma} & \text{if } k \text{ or } q \in s^\pm \\
0 & \text{otherwise}
\end{cases}
\] \quad (7.102)

7.5.3 Flow Equation

In order to obtain the adapted flow equation (4.4), we have to commute the generator (7.100) with the Hamiltonian (7.94). We truncate terms with a quartic bath-operator structure. The flow equation is of the form

\[
\partial_t E_{kq} = \left( E_{qq} - E_{kk} \right) \eta_{kq}^E + \sum_{p \neq q} \eta_{kp}^E \Delta_{pq} - \sum_{p \neq k} \eta_{pq}^E E_{kp}
\]

\[
+ \sum_{p} \sum_{\alpha,\beta,n,m \neq \pm r} \left( \eta_{nm,J}^{kq\alpha\beta} j_{nm,kp}^{\alpha\beta} - \eta_{nm,J}^{pq\alpha\beta} j_{nm,kp}^{\alpha\beta} \right) \theta_n (1 - \theta_m)
\]

\[
- \sum_{n \neq \pm r} \sum_{p \neq q,\Gamma} \left( \eta_{n,\Gamma}^{kq\sigma} \Gamma_{n,pq} + \eta_{n,\Gamma}^{pq\sigma} \Gamma_{n,kq} \right) \theta_n
\]

\[
+ \sum_{n \neq \pm r} \sum_{p \neq q} \left( \eta_{n,\Gamma}^{kq\sigma} \Gamma_{n,pq} + \eta_{n,\Gamma}^{pq\sigma} \Gamma_{n,kq} \right) (1 - \theta_n)
\] \quad (7.103a)
\[ \partial_t \Gamma^{kq}_{n} = (\varepsilon_n + E_{qq} - E_{kk}) \eta^{kq}_{n,1} \]  
\[ + \sum_{p \neq q} \left( \eta^{kp}_{n,1} E_{pq} - \eta^{Ep}_{pq} \Gamma^{kp}_{n} \right) \]  
\[ - \sum_{p \neq k} \left( \eta^{pq}_{n,1} E_{kp} - \eta^{Ep}_{kp} \Gamma^{pq}_{n} \right) \]  
\[ + \sum_{p} \sum_{x \neq \pm r, y} \left( \eta^{pq}_{x,1} J^k_{x,n} - \eta^{kp}_{x,n} J^q_{x} \right) \theta_x \]  
\[ + \sum_{p} \sum_{x \neq \pm r, y} \left( \eta^{pq}_{x,1} J^k_{x,n} - \eta^{kp}_{x,n} J^q_{x} \right) (1 - \theta_x) \]  

\[ \partial_t J^{kq\alpha\beta}_{nm} = (\varepsilon_m - \varepsilon_n + E_{qq} - E_{kk}) \eta^{kq\alpha\beta}_{nm,1} \]  
\[ + \sum_{p \neq q} \left( \eta^{kp\alpha\beta}_{nm,1} E_{pq} - \eta^{Ep\alpha\beta}_{pq} \Gamma^{kp\alpha\beta}_{nm} \right) \]  
\[ - \sum_{p \neq k} \left( \eta^{pq\alpha\beta}_{nm,1} E_{kp} - \eta^{Ep\alpha\beta}_{kp} \Gamma^{pq\alpha\beta}_{nm} \right) \]  
\[ + \sum_{x \neq \pm r, y, p} \left( \eta^{pq\alpha\beta}_{nx,j} J^k_{x,m} - \eta^{kp\alpha\beta}_{x,m} J^q_{x} \right) \theta_x \]  
\[ + \sum_{x \neq \pm r, y, p} \left( \eta^{pq\alpha\beta}_{nx,j} J^k_{x,m} - \eta^{kp\alpha\beta}_{x,m} J^q_{x} \right) (1 - \theta_x) \]  
\[ - \sum_{p} \left( \eta^{pk\alpha\beta}_{n,1} G^{pq\beta}_{m} + \eta^{pq\alpha\beta}_{m,1} G^{pk\beta}_{n} + \eta^{qp\alpha\beta}_{n,1} G^{kp\beta}_{m} + \eta^{kp\alpha\beta}_{m,1} G^{qp\beta}_{n} \right). \]  

Note that parts of the flow equation for \( J^{kq\alpha\beta}_{nm} \) are of the same structure as for the Kondo model coupled to an auxiliary spin (cf. Eq. (7.67)). In principle, due to the normal-ordering (7.93) hopping terms would emerge which would induce a flow of the on-site energies. The normal-ordering scheme is chosen such that terms emerging in this way always couple to \( J^{pq\alpha\beta}_{nm} \). As \( J^{pq\alpha\beta}_{nm} \) is not present in the initial Hamiltonian at \( l_0 \), it is of order \( J^2 \). The feedback of such terms on \( E_k \) are of order \( J^3 \). Thus, we neglect the normal-ordering (7.93) as well.

The number of indices is very large and one should optimize the differential equation by exploiting symmetries. A lot of combinations of the \( k \) and \( q \) indices, for example, are forbidden by spin conservation which can be used to reduce the numerical calculation effort. The symmetries are given in App. 9.11.3.

### 7.5.4 Residual Off-Diagonality

In the following sections the results obtained with the adapted approach are presented.
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Fig. 7.16 depicts the residual off-diagonality of the Kondo model with the adapted approach in order to check if the differential equations (7.103a) - (7.103c) converge. We start from the Kondo Hamiltonian and solve the differential equation (7.40) with the starting values (7.44) and the Fermi sea as the reference state while following the spin-spin couplings $J_{nn}$ numerically at each site.

For small values of $l$, the ratio $\frac{\Delta E_n}{\Delta E}$ is significantly smaller than $\frac{2}{3}$ (cf. Eq. (7.90)). At some energy scale $l_0$ the spin-spin coupling $J_{nn}$ becomes large enough so that $\frac{\Delta E_n}{\Delta E} = \frac{2}{3}$ is fulfilled. As soon as this happens, we change the reference state and rewrite the Hamiltonian to the form (7.94) in the adapted operator basis (7.85) and (7.86). Additionally, we use the adapted differential equations (7.103a) - (7.103c) and continue with the flow starting at $l_0$. The differential equations are solved by a 4th-order Runge-Kutta algorithm.

For small values of $l$, the residual off-diagonality is the same as for the previous DEQ (7.40) because the reference state is not changed yet. When we switch to the adapted reference state, the residual off-diagonality changes discontinuously because the generator is changed and thus different types of terms are included in the residual off-diagonality.
Figure 7.17: Residual off-diagonality for the Anderson model with $N = 52$, $\Delta = 2$, $\frac{U}{J} = 3.2e-3$ and $\gamma = 0.01414$. The first part of the flow only shows the ROD of the DEQ (7.40) for the induced spin-spin interaction $J_{nm}^l$ from Eq. (7.12). At first, the ROD is increasing because the spin-spin interaction is zero for $l = 0$ and builds up when turning away the hybridization. The diagonalization of the induced spin-spin interaction leads to divergence (dashed black line). The couplings below the Kondo temperature $T_K$ are increasing during the flow which leads to a change of the reference state at some flow parameter $l_0$. Subsequently, we solve the DEQs (7.103a) - (7.103c) which converge in contrast to the initial DEQ (7.40). The adapted approach leads to converging differential equations.

One might wonder why the residual off-diagonality increases after changing the reference state as we turn away less terms than before (we only turn away terms that couple to the singlet state). But one must also bear in mind that we include completely different types of terms into the generator.

Especially, new terms appear in the ROD after changing the reference state which are diagonal in the bath operators. We illustrate this for terms of the form

$$ f_{nn}^{\alpha\beta} |t_i^{\alpha\beta} \langle s_i^{\alpha\beta} | : c_n^\dagger c_n : $$

which have starting values at $l_0$ that are proportional to $J_{nm}(l_0)$. These terms were not turned away by the Continuous Unitary Transformation in the previous operator basis. Thus, these terms are large compared to the terms in the generator before the reference state is changed which are suppressed by a factor $e^{-|E_n - E_m|/l}$. After the reference state is changed, terms that include diagonal elements in the bath operators are included in the residual off-diagonality.
Thus, the residual off-diagonality increases abruptly when changing the reference state and using the adapted generator.

The dashed line shows the behavior of the residual off-diagonality when the reference state is not changed. In this case, the residual off-diagonality diverges on the Kondo temperature $T_K$. The adapted flow equations (7.103a) - (7.103c) are able to prevent this divergence and lead to an effective Hamiltonian with small finite couplings at the Fermi level $\epsilon_F = 0$.

Fig. 7.17 shows the residual off-diagonality of the Anderson impurity model obtained with the adapted approach. We start from the Anderson Hamiltonian in the form (7.5) and eliminate the hybridization elements and diagonalize the thereby induced spin-spin interaction $H_I$ from Eq. (7.12) simultaneously by using the differential equations (7.18) and (7.40).

We only plot the ROD of the spin-spin couplings $J^a_{nm}$ from Eq. (7.40) because the hybridization elements – which would in principle also contribute to the ROD – are given analytically by Eq. (7.25). For small values of $l$, the residual off-diagonality increases as the spin-spin couplings $J^a_{nm}$ are generated due to the elimination of the hybridization elements which are given by Eq. (7.25). At some point during the flow, the hybridization elements become negligible. The action of the induced spin-spin interaction on its own from Eq. (7.40) is now the driving part of the flow equation which leads to diverging couplings (dashed black line).

When the formation of a singlet state becomes energetically favorable, we first project the Anderson Hamiltonian to a singly occupied impurity state. This can be done because $l_0$ is far beyond the $U$-energy scale and thus the charge fluctuations of the impurity will not play a significant role in the subsequent flow.

The couplings $J^\pm_{nm}$ and $J^R_{nm}$ vanish due to this projection. Using the spin-rotation symmetry (7.39) for $J^\pm_{nm,\sigma}$ and $J^R_{nm}$ leads to an effective Kondo Hamiltonian with the couplings $J_{nm} = J^R_{nm}$. Subsequently, we can follow the same procedure as used for the Kondo model. Again, the adapted approach is able to construct an effective low-energy model for the single impurity Anderson model without infrared divergences as shown in Fig. 7.17.

To conclude, so far we achieved our goal of finding a way to construct converging DEQs within the CUT approach when truncating in orders of the hybridization $V$ and the spin-spin interaction $J$, respectively. Diagonalizing important contributions of the spin-spin interaction in this way and still providing an effective model with small finite parameters arbitrarily close to the Fermi level has not been achieved so far. There are no previous works in the case of the Anderson model which diagonalize the induced spin-spin interaction and in the case of the Kondo model previous works resulted either in diverging DEQs [16] or still exhibit IR-divergent parameters [17] or rely on bosonization before applying the CUT [18–20].

### 7.5.5 Kondo Energy Scale in the Effective Model

We succeeded to provide a method that yields an effective Hamiltonian with (small) finite parameters for $\epsilon \rightarrow \epsilon_F$. The major question is, however, if our effective Hamiltonian is able to describe the important strong-coupling physics. With the previous approach we found the Kondo temperature $T_K$ only as the energy scale at which the differential equation diverges.

In order to study whether we capture the strong-coupling physics or not, we analyze two interesting energy scales of the flow:

1. The flow parameter $l_0$ at which the reference state is changed.
2. The binding energy of the singlet state.
Fig. 7.18 depicts the flow parameter $l_0$ at which the reference state is changed for the Kondo model. From the numerical data presented in Fig. 7.18 we find that the energy scale at which the reference state is changed shows an exponential behavior in the form

$$ l_0^{-1} \propto e^{-\frac{A_{\Lambda}}{2\rho_0 J}} \quad (7.105) $$

where the factor $A_{\Lambda}$ in the exponent is an effect of the discretization and is given by Eq. (6.39). It is manifest in the discretized Kondo model regardless of the applied method [8]. Thus, we find that the energy scale at which the reference state is changed is proportional to the Kondo temperature $T_K$.

Following the procedure outlined in the last sections, we can also analyze the energy scale $l_0^{-1}$ at which the new reference state is formed for the Anderson model. We again find discontinuities that we already found in Fig. 7.8. The explanation is the same as before.

Every time $\frac{U}{2}$ crosses an energy level $\varepsilon_n$, one sign in the generator changes discontinuously (cf. Eq. (7.46)). However, for decreasing $\Lambda$ the discontinuities become smaller (cf. Fig. 7.8).

Between the discontinuities, we find (at least for large enough values of $U$) the exponential behavior

$$ l_0^{-1} \propto e^{-\frac{A_{\Lambda} U}{4\rho_0 J^2}}. \quad (7.106) $$

Fig. 7.19 shows the flow parameter $l_0$ at which the reference state is changed for the Anderson model.
Fig. 7.19: Inverse energy scale $l_0$ at which the reference state is changed for the Anderson model with $N = 52$, $\lambda = 2$ and $\frac{U}{T} = 0.01414$. The inverse energy scale $l_0$ is increasing proportional to the inverse of the Kondo temperature $T_K^{-1}$ for large enough values of $U$. The factor $A_K$ from Eq. (6.39) as well as the discontinuities at $\epsilon_n = \frac{U}{2}$ (cf. Fig. 7.8) are effects of the discretization.

The second energy scale we want to study is the binding energy of the singlet. It is an advantage of our approach that we can identify this quantity easily as the energy difference of the two lowest energies $E_s$ and $E_\downarrow$ from the diagonal part $E_k$ from Eq. (7.109) of the Hamiltonian (7.108) (cf. Eq. (7.88)) for $l \to \infty$

$$\Delta_s = E_\downarrow - E_s.$$  \hspace{1cm} (7.107)

If we forget about the interaction part for a moment and consider the form of the effective Hamiltonian

$$H_{\text{eff}} = \sum_{\sigma \neq \sigma} E_{\sigma} \langle \sigma \rangle \langle \sigma \rangle + \sum_{\sigma} (E_{\sigma} \langle \sigma \rangle \langle \sigma \rangle + g \sum_{\sigma} (|FS, \sigma \rangle \langle FS, \sigma | + |FS, \sigma \rangle \langle FS, \sigma |),$$

we can identify the binding energy of the singlet state as the energy difference between the two lowest energy levels of $E_k$ where we have to diagonalize the $E_{kq}$ first (cf. Eq. (7.94)). Note that $\Delta_s$ from Eq. (7.107) can only be interpreted as the binding energy for $l \to \infty$ because the singlet is the ground state of the effective model only in this limit.
Figure 7.20: Flow of \( \Delta_s (l) = E_- (l) - E_+ (l) \) for the Kondo model with \( N = 40, \Lambda = 2 \) and from top to bottom \( 2 \rho_0 J = 0.2, 0.19, 0.18, \ldots, 0.11, 0.1, 0.091 \) where \( E_\pm \) is the energy of the singlet state and \( E_- \) is the first excitation above the singlet state (cf. Eqs. (7.109) and (7.88)). The lines for \( 2 \rho_0 J = 0.17 \) and 0.16 end before the other lines for numerical reasons. For these parameters a smaller stepsize is needed which increases the calculation effort. The binding energy for \( l \rightarrow \infty \) decreases as \( \Delta_s (\infty) \sim \exp \left( -\frac{A_A}{2\rho_0} \right) \) (dotted black lines) where \( A_A \) is a discretization effect and is given by Eq. (6.39). The adapted approach leads to an effective model where the Kondo temperature \( T_K \) is already manifest in the diagonal part described by the energies \( E_\pm \).

For smaller values of \( l \), there are still interaction terms present that act on the singlet state which vanish for \( l \rightarrow \infty \). Diagonalizing the terms \( |k\rangle \langle q| \) yields the eigenvalues

\[
E_{\pm}, \quad E_{t_{1,2,3}}^\pm, \quad E_{\pm} = \frac{1}{2} \left[ E_{FS,\sigma} + E_{\bar{\sigma}} \pm \sqrt{(E_{FS,\sigma} - E_{\bar{\sigma}})^2 + 4g^2} \right]
\]

(7.109)

where the lowest-lying level is the energy of the singlet \( E_\pm \) and the second lowest-lying is the energy level \( E_- \) which belongs to a linear combination of the Fermi sea and the \( |\bar{\sigma}\rangle \) states (cf. Eq. (7.88)), Fig. 7.20 depicts the flow of the resulting \( \Delta_s (l) \) from Eq. (7.107).

The energy needed to break up the singlet ground state is given by the final difference

\[
\Delta_s (\infty) = E_- (\infty) - E_+ (\infty)
\]

(7.110)

where \( E_\pm \) is the singlet’s energy (which is the lowest lying) and \( E_- \) is given by Eq. (7.109).

For increasing \( l \), we find a rapid increase of \( \Delta_s (l) \) until it converges towards the binding energy of the singlet state \( \Delta_s (\infty) \). The binding energy is analyzed in Fig. 7.22.
Figure 7.21: Flow of $\Delta_s(l) = E_s(l) - E_s(l)$ for the Anderson model with $N = 52$, $\Lambda = 2$, $\frac{U}{T} = 0.01414$ and in the top plot $\frac{U}{T} 10^3 = 1.463$, $1.6$, $1.8$, $2$, $2.2$, $2.4$, $2.6$, $2.8$, $2.93$ (values of $\frac{U}{T}$ are lying between $\varepsilon_9$ and $\varepsilon_{10}$) and in the bottom plot $\frac{U}{T} 10^3 = 3.2$, $3.4$, $3.6$, $3.8$, $4$, $4.2$, $4.4$, $4.6$, $4.8$, $5$ (values of $\frac{U}{T}$ are lying between $\varepsilon_9$ and $\varepsilon_{10}$) where $E_s$ is the energy of the singlet state and $E_1$ the first excitation above the singlet state (cf. Eqs. (7.109) and (7.88)). The binding energy $\Delta_s(\infty)$ is further analyzed in Fig. 7.23. The dashed lines end before the others for numerical reasons. For these parameters a smaller step size is needed which increases the calculation effort.

In Fig. 7.21 we also analyze the flow of $\Delta_s$ for the Anderson model. Here we have to bear in mind that we find discontinuities when an energy level $\varepsilon_n$ crosses $\frac{U}{2}$. For reasons of clarity, the regions between two $\varepsilon_n$ are depicted separately in Fig. 7.21.

For $l \to \infty$, we find an exponential decrease of the form

$$\Delta_s(\infty) \approx e^{-\frac{\Delta_s}{\hbar \omega_0 T}} \quad (7.111)$$

for the Kondo model and an exponential decrease of the form

$$\Delta_s(\infty) \approx e^{-\frac{\Delta_s U}{8\hbar \omega_0 D^2}} \quad (7.112)$$

for the Anderson model.

In Figs. 7.22 and 7.23 the exponential behavior (7.111) and (7.112) of the binding energy $\Delta_s(\infty)$ is shown.
Figure 7.22: Binding energy of the singlet $\Delta_s(\infty) = E_\uparrow(\infty) - E_\downarrow(\infty)$ for the Kondo model with $N = 40$ and $\Lambda = 2$ where $E_\uparrow$ is the energy of the singlet state and $E_\downarrow$ is the first excitation above the singlet state (7.109).

Figure 7.23: Binding energy of the singlet $\Delta_s(\infty) = E_\uparrow(\infty) - E_\downarrow(\infty)$ for the Anderson model with $N = 52$, $\Lambda = 2$ and $V_D = 0.01414$ where $E_\uparrow$ is the energy of the singlet state and $E_\downarrow$ is the first excitation above the singlet state (7.109).
To conclude, it is fair to state that the adapted approach not only yields a finite, well-defined effective Hamiltonian but also results in a model where the Kondo energy scale is already manifest in the diagonal part. It is no longer hidden in the interplay between kinetic energy and interaction. If we forget about the remaining interactions, which do not couple the singlet state to other states anymore, the effective model is of a very simple structure. The physics of a screened impurity spin due to the formation of a singlet with a binding energy given by the Kondo temperature $T_K$ is evident and confirms the results obtained with other methods, e.g., NRG [1, 8].

In the calculations presented in this chapter we used the site which forms the singlet first – which is the site closest to the Fermi level – throughout the whole flow. For test purposes, we also fixed the singlet at another site $n$ with $|\varepsilon_n| \approx T_K$ which has only a minor influence on the results presented in this chapter. Especially the binding energy of the singlet is almost independent of the site at which the singlet forms.

### 7.5.6 Specific Heat of the Effective Model

![Graphs showing specific heat comparison](image)

Figure 7.24: Comparison of the specific heat of the Kondo model taken from Ref. [121] (left panel) and the specific heat from Eq. (7.116) (right panel) where a low-temperature approximation was used and the influence of the bath electrons was not taken into consideration. Thus, we do not expect to find the correct high-temperature behavior or the linear behavior for $T \to 0$. The only information used is the result from Fig. 7.22, namely that the binding energy of the singlet is given by the Kondo temperature $T_K$. This is already enough information to find the maximum close below the Kondo temperature $T_K$.

In this section we want to analyze the specific heat of the effective Hamiltonian and compare it to the specific heat of the Kondo model. We use a very simple calculation in which we only want to use the information from Fig. 7.22, namely that the binding energy of the singlet is given by the Kondo temperature $T_K$. 
We calculate the expectation value of $H$

$$
\langle H \rangle - \langle H_0 \rangle = \frac{E_r e^{-\beta E_r} + E_- e^{-\beta E_-}}{e^{-\beta E_r} + e^{-\beta E_-}}
$$

(7.113)

where $H_0$ denotes the Hamiltonian for $J = 0$. We only used the two lowest energy levels $E_k$ from Eq. (7.109) and neglected the higher-lying ones. From the numerical results we know that

$$
E_- - E_r = T_k
$$

(7.114)

which we use in the next step

$$
\langle H \rangle - \langle H_0 \rangle = \frac{E_r + (E_r + T_k) e^{-\beta T_k}}{1 + e^{-\beta T_k}}.
$$

(7.115)

Hence, the impurity contribution to the specific heat is given by

$$
c_{V, \text{imp}} = \frac{d}{dT} \left( \langle H \rangle - \langle H_0 \rangle \right) = \frac{T_k^2}{T^2} \frac{e^{-\frac{T_k}{T}}}{\left(1 + e^{-\frac{T_k}{T}}\right)^2}.
$$

(7.116)

We notice that this is a universal function depending only on $\frac{T}{T_k}$.

Fig. 7.24 compares the specific heat (7.116) (right panel) with the specific heat of the Kondo model [121] (left panel). With our straightforward calculation we already find the maximum close below the Kondo temperature. As we used a low-temperature approximation, we are not expecting to find the correct high-temperature behavior. The specific heat (7.116) decreases much faster than the correct specific heat for higher temperatures. We also miss the linear behavior $c_{V, \text{imp}} \propto \frac{T}{T_k}$ for $T \to 0$ which is not surprising as we neglected the influence of the bath electrons which is ultimately the reason for the linear behavior for $T \to 0$. One could try to capture this effect treating the remaining interaction terms in the effective model perturbatively or taking the flow of the $e_n$ into account.
8 Conclusion and Outlook

In this thesis we applied the method of Continuous Unitary Transformations to the single impurity Anderson and the Kondo model. Our aim was to study if the Continuous Unitary Transformation approach is able to deal with the challenges of the Kondo problem and to construct effective models describing the Kondo effect. We investigated three different approaches.

Chapter 5 Conclusion: Chap. 5 describes our first approach to the Anderson impurity model. We map the Hamiltonian to a semi-infinite chain representation and separate particle and hole states by applying two separate Lanczos tridiagonalizations. This is important as in this case $p$ and $h^\dagger$ both create excitations. We wrote a CUT program that was developed in order to set up the flow equations which are solved by a 4th-order Runge-Kutta algorithm.

We truncate terms with more than six operators and additionally all terms with an interaction-range further than nearest-neighbors ($d = 1$). We compare the single-particle energies of the effective model to the lowest non-zero many-particle flow (total charge $Q = 1$ and total spin $S = 0$) derived from NRG calculations (cf. Ref. [10]) and further to the single-particle energies obtained from effective fixed-point Hamiltonians describing the respective energy regimes.

We try to identify the different energy regimes of the Anderson impurity model and find very good agreement for larger values of $U$ in the free-orbital and the local-moment regime. We also find the crossover between these two regimes in the expected regions. For smaller values of $U$, the crossover is less distinct than expected and occurs a bit beyond the expected energy regime. Increasing the interaction-range $d$ beyond nearest-neighbor interactions improves the results. For $d = 7$, the results for $U_D = 10^{-3}$ are also in very good agreement with NRG calculations.

However, the most interesting crossover to the strong-coupling regime is not covered with this approach. Thus, we focus on two other approaches in order to capture the strong-coupling regime as well.

Chapter 6 Conclusion: In Chap. 6 we investigate an approach which starts from a parametrization in which the Hamiltonian is diagonal for $U = 0$ and consequently the initial interaction Hamiltonian becomes completely non-local due to the diagonalization of the hybridization term.

We are able to derive the flow equations analytically by truncating emerging operators in orders of the interaction $U$. We solve the differential equations numerically and find converging differential equations and an effective model with small finite parameters on all energy scales.

We analyze the flow of the low-energy interaction vertex $U_{npnpnq}$ and the constant $E_0$ which converges to the ground-state energy. The low-energy interaction vertex of the effective model becomes attractive over some parameter regime.

In order to study if we are able to describe the low-energy strong-coupling behavior, we calculate the impurity contribution to the susceptibility $\chi_d$. We apply a magnetic field to the impurity level and calculate the ground-state energy $E_0 (h)$ in dependence of the magnetic field $h$. We calculate the susceptibility by the second derivative of the ground-state energy with respect to the magnetic field.

At first, we calculate the susceptibility numerically by solving the full differential equation
where the ground-state energy is derived in second order \( U^2 \). We find an exponential increase of the susceptibility

\[
\chi_d = \alpha e^{\frac{1}{2} A_{\lambda} \frac{U}{\lambda^{1/2}}} \tag{8.1}
\]

where \( A_{\lambda} \) is an expected discretization effect and is given by Eq. (6.39). The exponential behavior is a good benchmark whether the strong-coupling physics is captured or not. However, our result differs by a factor \( \frac{1}{2} \) in the exponent.

In the second part of Chap. 6 we apply a scaling expansion to the flow equation. We expand in a scaling parameter \( \lambda \) and discard terms that scale faster to zero than a chosen order in \( \lambda \) when lowering energies. A systematic low-order expansion in first order in \( \lambda \) is investigated which leads to a system of differential equations that can be solved analytically. The susceptibility \( \chi_d \) calculated from the scaling expansion is in perfect agreement with the exact result for \( U = 0 \) which is not trivial as the scaling expansion is an approximation, even for the non-interacting case. By including the interaction and expanding in linear order in \( \lambda \), we are already able to derive the exponential behavior of the susceptibility analytically without approximations

\[
\chi_d = \frac{g_c^2 \mu_B^2}{4U} \left( e^{\frac{16}{\pi^2} \lambda^{1/2} \frac{U}{\lambda^{1/2}}} - 1 \right). \tag{8.2}
\]

The exponent differs from the expected exponent by a factor \( \frac{16}{\pi^2} \approx 1.62 \) but exhibits the correct ratio \( \frac{U}{\lambda^{1/2}} \).

**Chapter 6 Outlook:** The promising results from the scaling expansion suggest further investigations.

An obvious open task would be to include higher orders in the scaling parameter \( \lambda \) and to study if the results thereby improve. This is an entirely realistic aim as we can still neglect terms with six operators when targeting the ground-state energy in second order in \( \lambda \).

However, it might also be interesting to better understand the flow for \( h = 0 \) and to include the renormalization of \( \tilde{U} \) induced by the commutation of \( U \)-terms with themselves. This renormalization might influence the exponent and thus might improve the results.

Another interesting question would be if the calculation of further observables (e.g. the specific heat or the density of states) yields reasonable results in the framework of a scaling expansion.

As the scaling expansion is not entirely developed for the Kondo problem, it would be an interesting question to study if it can be applied to further problems as well.

**Chapter 7 Conclusion:** Chap. 7 describes our third approach to the Anderson and Kondo model. This time we truncate in orders of the hybridization element \( V \) and in orders of the spin-spin interaction \( J \), respectively. An approach using a similar parametrization was already used in the context of the Kondo model [16]. With this approach the conventional scaling results were reproduced, i.e., differential equations were derived which, however, diverge on the Kondo energy scale \( T_K \). This approach fails to solve the Kondo problem due to diverging spin-spin couplings just as found in the “poor man’s scaling”. Our aim in Chap. 7 is to modify this approach in a way that enables us to derive an effective model without infrared divergences.

In the first part of Chap. 7 we reproduce the Schrieffer-Wolff transformation by using the sign-as well as Wegner’s generator in order to have a starting point to develop our improved approach.
We compare the resulting spin-spin interaction to the one-step Schrieffer-Wolff transformation and the CUT approach already used by Kehrein and Mielke [22]. We use deepCUT ideas in order to justify a truncation scheme which enables us to derive the induced spin-spin interaction $J_{nm}$ analytically without approximations. The results from Continuous Unitary Transformations are less singular than those from the one-step transformation. The induced spin-spin couplings $J_{nmp}$ from the sign- as well as from Wegner’s generator are antiferromagnetic over the full energy spectrum while the couplings from the Schrieffer-Wolff Transformation as well as from the generator used by Kehrein and Mielke are not. This is no disagreement as long as the couplings coincide at the Fermi level because different transformations are considered.

In the next step we aim at diagonalizing the induced spin-spin interaction. By exploiting the spin-rotation symmetry we are able to find a differential equation for the induced spin-spin interaction of the Anderson model which coincides with the one already known for the Kondo model. Trying to diagonalize the induced spin-spin interaction results in diverging differential equations where the energy scale on which the DEQ diverges is the Kondo temperature $T_K$. We analyze if we can simultaneously eliminate the hybridization $V$ and the induced spin-spin interaction $J$ in the Anderson model. We find the exponential behavior in the Coulomb interaction $U$ of the Kondo temperature $T_K$ given by the energy scale on which the flow equation diverges.

Our main goal of this chapter, however, is to find a way to construct effective models without infrared divergences. We identify the origin of the divergence and modify the approach so that the divergence is prevented. In order to achieve this goal, we first study the Kondo model coupled to an auxiliary spin $S = \frac{1}{2}$ via an isotropic spin-spin coupling $K$. The impurity and the auxiliary spin form a singlet ground state with triplets as excitations. We choose the operators $|k\rangle\langle q|$, where $|k\rangle$ and $|q\rangle$ denote the singlet and triplet states, as a new operator basis and include the thereby diagonalized spin-spin interaction between the impurity and the auxiliary spin to the diagonal part of the Hamiltonian $H_D$ from which the reference state is deduced. The main difference in the adapted approach is that flipping a spin on the impurity requires the energy $K$ while it requires no energy in the conventional approach. This leads to an IR-cutoff and finally to convergence. We derived the flow equation for the improved approach and found converging differential equations from a numerical treatment. Additionally, we applied the IR-approximation to the flow equation in order to verify the numerical result analytically. For $K = 0$, the IR-approximation yields diverging integrals over $l^{-1}$ which become exponentially suppressed by a factor $e^{-|K|/l}$ for $K > 0$ and thus converge.

In the next step we apply this improved approach to the Anderson and the Kondo model. The main idea is to include the emerging diagonal spin-spin interactions $J_{nn}$ to the diagonal part of the Hamiltonian $H_D$ from which the reference state is determined. We follow the diagonal spin-spin interactions $J_{nn}$ and change the reference state as soon as they become large enough so that the singlet state, instead of the Fermi sea, becomes the ground state of $H_D$. When the energy scale connected to the flow parameter $l$ approaches the Kondo temperature $T_K$, a singlet state forms below the Kondo temperature. We use the same procedure as for the Kondo model coupled to the auxiliary spin and expand all respective operators in the basis operators of $H_D$. In the case of the Kondo model, there are further charge fluctuations in the bath (in contrast to the auxiliary spin which was by construction a fixed local moment) so that besides the singlet and triplets more states, e.g. the Fermi sea, are present in the operator basis of $H_D$ which renders the problem more difficult.

Nevertheless, the adapted operator basis is transparent and intuitively accessible as the singlet state is directly labeled which can be seen as an advantage of our approach. In the course of the
flow the singlet state becomes the lowest-lying state and thus one can define the energy difference between this state and the first excitation above it as the binding energy of the singlet. This exemplifies how easily the parameters can be interpreted in this representation. The reference state is changed just when the singlet state becomes the lowest-lying state. Thus, the difference between the singlet’s energy and the state that was the lowest-lying before is zero at this point. The energy difference increases throughout the subsequent flow and finally converges to the Kondo temperature $T_K$. We find perfect agreement, at least in leading order in $J$ (cf. App. 9.3), to the Kondo temperature $T_K \propto e^{-A_{\lambda}/2\rho_0}J$ for the Kondo model and $T_K \propto e^{-A_{\lambda}U/8\rho_0 V^2}$ for the Anderson model.

Finally, we calculate the impurity contribution to the specific heat only using the binding energy of the Kondo singlet derived from the numerical results. The specific heat is a universal function of the ratio $T/T_K$ and we can already identify the maximum close below the Kondo temperature $T_K$.

Chapter 7 Outlook: A very interesting project would be to apply the scaling expansion (from Chap. 6) to the adapted flow equations. The main question in this context would be if the exponential strong-coupling behavior is also captured in a low-order scaling expansion. Once the scaling expansion is applied, the numerical calculation effort becomes very small because the remaining coupled coefficients would be of the order of $\sim 40$ coefficients.

Another remaining question is the final energy scale of the bath electrons which form the singlet with the impurity. We use the site which forms the singlet first (which is the site closest to the Fermi level) throughout the whole flow as the new reference state. It would be interesting to analyze if the singlet remains at the Fermi level or whether it becomes energetically favorable for the singlet to form on another site during the subsequent flow.

In the result for $c_V$ we miss the linear behavior $c_{V,\text{imp}} \propto T/T_K$ for $T \to 0$ which we cannot hope to find within our approximation. This is due to the fact that we neglected the remaining interaction part of the effective model as well as the flow of the single-particle energies $\varepsilon_n$. It would be interesting to see if one can extract the necessary information in order to find the linear behavior, e.g., by a perturbative treatment of the remaining interaction terms in the effective model or by investigating the flow of $\varepsilon_n$.

To keep things as simple as possible, we discard 20 of the 32 states of the adapted operator basis. It would be interesting to use all basis states and study the influence of this approximation or to find out if one can neglect even more states.

In order to verify further that the effective model exhibits the correct low-temperature behavior, it would be an interesting task to calculate other observables.

From Ref. [16] we know that truncating the conventional approach in higher orders of $J$ results in higher-order corrections to the Kondo temperature $T_K$ which corresponds to the point of divergence of the flow equation. Thus, another question is if expanding the adapted flow equations in higher orders of $J$ would also yield higher-order corrections to the Kondo temperature $T_K$. 
9 Appendix

9.1 Abbreviations

- **DEQ**: Differential EQuation

- **CUT**: Continuous Unitary Transformation
  - sCUT: self-similar CUT
  - pCUT: perturbative CUT
  - epCUT: enhanced perturbative CUT
  - deepCUT: directly evaluated enhanced perturbative CUT

- **NRG**: Numerical Renormalization Group

- **RG**: Renormalization Group

- **RGT**: Renormalization Group Transformation

- **ROD**: Residual Off-Diagonality

- **DOS**: Density Of States

- **SIAM**: Single Impurity Anderson Model

- **FO**: Free Orbital

- **LM**: Local Moment

- **SC**: Strong Coupling

9.2 Units

In this thesis natural units

\[ c = 1, \quad \hbar = 1, \quad k_B = 1 \]  \hspace{1cm} (9.1)

are used while all energies are expressed in units of the bandwidth $D$. In Chap. 6 the energy $h$ is connected to a magnetic field $B$ via $h = \frac{1}{2} g_e \mu_B B$ where $g_e$ is the Landé $g$-factor while $\mu_B$ denotes the Bohr magneton. Furthermore, the Fermi energy $\varepsilon_F$ is set to zero.
9.3 Kondo Temperature $T_K$

The Kondo temperature found by the "poor man’s scaling" [1, 15] is given by

$$T_K = D e^{-\frac{1}{2\rho U^2}}. \quad (9.2)$$

Wilson derived corrections to this formula [1]. He found

$$T_K = D_{\text{eff}}(J) e^{-\Phi(2\rho J)} \quad (9.3)$$

with

$$\Phi(y) = \frac{1}{y} - \frac{1}{2} \ln |y| + 1.58y + O(y^2). \quad (9.4)$$

For the Anderson model, the effective bandwidth $D_{\text{eff}}$ [1, 122] is given by

$$D_{\text{eff}} = 0.182U. \quad (9.5)$$

From the Bethe ansatz [52] the Kondo temperature for the Anderson model is found to be

$$T_K = \left(\frac{U\Lambda}{2}\right)^{\frac{1}{2}} e^{-\pi U/8\Delta+\pi\Delta/2U}. \quad (9.6)$$

The exponent coincides with the result of Wilson (9.3) as well as with the result from the "poor man’s scaling" (9.2) in leading order in $J$. For the Anderson model, the effective spin-spin coupling at the Fermi level is given by

$$J = \frac{4V^2}{U}. \quad (9.7)$$

When the logarithmic discretization from Sec. 2.6 is used, the Kondo temperature $T_K$ is modified [8] by introducing the coupling $J_{\text{eff}}$ in Eq. (9.3)

$$J_{\text{eff}} = \rho_0 \frac{J}{\Lambda} \quad (9.8)$$

while neglecting the term proportional to $y$ in Eq. (9.4). The factor $\Lambda$ is given by

$$\Lambda = \frac{1}{2} \ln\Lambda. \quad (9.9)$$

This results in an estimation of the Kondo temperature in leading order in $J$ at finite $\Lambda$

$$T_K \propto e^{-\frac{\Lambda}{2\rho_0 U^2}}. \quad (9.10)$$
9.4 Residual Off-Diagonality of the Non-Interacting Model

We derive the power law \( \text{ROD} \propto l^{-1} \) found in Sec. 5.3.2 analytically.

We consider the flow equation (5.29). In order to understand the power-law behavior, it is enough to focus on the exponential behavior of the hopping elements \( t_n \) and the single-particle energies \( \epsilon_n \). We use

\[
t_n^0 = \alpha_\Lambda \Lambda^{-n}, \quad \epsilon_n = \beta_\Lambda \Lambda^{-n}
\]

which is true for large enough values of \( n \) (cf. Fig. 5.3). As we want to study the behavior of the ROD for intermediate and large values of \( l \), this approximation is justified. Solving the DEQ (5.29) with these approximations we find for the hopping elements

\[
t_n = t_n^0 e^{-(\epsilon_n - \epsilon_{n+1})l} = \alpha_\Lambda \Lambda^{-n} e^{-\beta_\Lambda (\Lambda^{-n} - \Lambda^{-n-1})l}. \tag{9.12}
\]

Thus, the ROD is given by

\[
\text{ROD}^2 (l) = \sum_{n=0}^{\infty} t_n^2 = \alpha_\Lambda^2 \sum_{n=0}^{\infty} \Lambda^{-2n} e^{-2\beta_\Lambda (\Lambda^{-n} - \Lambda^{-n-1})l}. \tag{9.13}
\]

In order to see that the equation follows a power law, we will rescale \( l \) with a factor \( \Lambda \) and look how the ROD behaves\(^9\). We find

\[
\text{ROD}^2 (\Lambda l) = \alpha_\Lambda^2 \sum_{n=0}^{\infty} \Lambda^{-2n} e^{-2\beta_\Lambda (\Lambda^{-n} - \Lambda^{-n-1})\Lambda l} = \alpha_\Lambda^2 \left( \sum_{n=0}^{\infty} \Lambda^{-2n-2} e^{-2\beta_\Lambda (\Lambda^{-n} - \Lambda^{-n-1})l} + e^{-2\beta_\Lambda (\Lambda^1 - 1)l} \right),
\]

where we separated the element for \( n = 0 \) and shifted the index of the remaining sum by one in the last step. For larger values of \( l \), the last exponential function on the right-hand side is negligible as all differences \( \Lambda^{-n} - \Lambda^{-n-1} \) in the sum are smaller than \( \Lambda^1 - \Lambda^0 \). This leads to

\[
\text{ROD}^2 (\Lambda l) = \Lambda^{-2} \alpha_\Lambda^2 \sum_{n=0}^{\infty} \Lambda^{-2n} e^{-2\beta_\Lambda (\Lambda^{-n} - \Lambda^{-n-1})l} = \Lambda^{-2} \text{ROD}^2 (l). \tag{9.15}
\]

Thus, we have found the behavior

\[
\text{ROD} (l) \propto l^{-1}. \tag{9.16}
\]

Note that for small \( l \) the behavior differs as we cannot neglect the exponential function with the exponent \( \Lambda^1 - \Lambda^0 \) in Eq. (9.14). As we use an infinitely large chain, we find the power law for arbitrarily large \( l \). For a finite chain length, this calculation only works for intermediate \( l \) while for large \( l \) the exponential function for the largest \( n = N - 1 \) converges slower than the residual part so that we find an exponential asymptotic behavior for large \( l \).

\(^9\)In order to verify this behavior for arbitrary \( \gamma \), i.e., \( \text{ROD}^2 (\gamma l') = \gamma^{-2} \text{ROD}^2 (l) \), the calculation is basically the same but one has to introduce \( n' = \frac{n}{\gamma} \).
9.5 Flow Equation for the Kondo Model

The derivation of the flow equation for the isotropic Kondo model from Sec. 4.6.2 is given explicitly.

Useful rules for the product and the commutator of Pauli matrices used in this section are

\[ \sigma^\mu \sigma^\nu = \delta_{\mu\nu} I + i \sum_{k=x,y,z} \epsilon_{\mu\nu k} \sigma^k \]

\[ [\sigma^\mu, \sigma^\nu] = 2i \sum_{k=x,y,z} \epsilon_{\mu\nu k} \sigma^k. \]

In order to derive the flow equation (4.4), we have to commute the Hamiltonian

\[ H = \sum_{n, \sigma} \epsilon_n : c^{\dagger}_{n\sigma} c_{n\sigma} : + \sum_{\mu, \nu, \sigma} \sum_{n, m, \alpha, \beta} J_{nm} \sigma^\mu_{\alpha\beta} \tau^\mu : c^{\dagger}_{n\alpha} c_{m\beta} : \]

with the generator

\[ \eta = \sum_{\mu, \nu, \sigma} \sum_{n, m, \alpha, \beta} \eta_{nm} \sigma^\mu_{\alpha\beta} \tau^\mu : c^{\dagger}_{n\alpha} c_{m\beta} :. \]

The commutation of \( \eta \) with the diagonal part yields

\[ [\eta, H_D] = \sum_{\mu, n, m, \alpha, \beta} (\epsilon_n - \epsilon_m) \eta_{nm} \sigma^\mu_{\alpha\beta} \tau^\mu : c^{\dagger}_{n\alpha} c_{m\beta} : \]

while the commutator of the spin-spin interaction with itself can be derived by the following calculation

\[ [\eta, H_s] = \sum_{\mu, \nu, n, m, r, s, \alpha, \beta, \alpha', \beta'} \eta_{nmrs} \sigma^\mu_{\alpha\beta} \sigma^\nu_{\alpha'\beta'} \left[ \tau^\mu : c^{\dagger}_{n\alpha} c_{m\beta} :, \tau^\nu : c^{\dagger}_{r\alpha'} c_{s\beta'} : \right] \]

In the second step the rules for a product of normal-ordered operators from Eq. (9.40) are used.

\[ [\eta, H_s] = \sum_{\mu, \nu, n, m, r, s, \alpha, \beta, \alpha', \beta'} \eta_{nmrs} \sigma^\mu_{\alpha\beta} \sigma^\nu_{\alpha'\beta'} \left[ \tau^\mu : c^{\dagger}_{n\alpha} c_{m\beta} :, \tau^\nu : c^{\dagger}_{r\alpha'} c_{s\beta'} : \right] \]
The definition for the expectation value

\[
\langle c_{n\sigma}^+ c_{n\sigma} \rangle = \theta_n
\]  

(9.23)

is introduced. In the next step we discard the terms with quartic bath operators and use Eq. (9.17) as well as

\[
\sum_{\gamma} \sigma_{\alpha\gamma}^\mu \sigma_{\gamma\beta}^\nu = [\sigma^\mu \sigma^\nu]_{\alpha\beta} , \quad \sum_{\mu,\nu} \epsilon_{\mu\nu k} \epsilon_{\mu\nu q} = 2\delta_{kq}
\]  

(9.24)

which yields

\[
[\eta, H_1] = \sum_{\mu, n, m, \alpha, \beta} \left[ -\sum_x (1 - 2\theta_x) (\eta_{nxJ_{xm} - \eta_{xmJ_{nx}}}) \right] \sigma_{\alpha\beta}^\mu \tau^\mu : c_{n\alpha}^+ c_{m\beta}^* : \\
+ \sum_{n, m, \sigma} \left[ \frac{3}{4} \sum_x (\eta_{nxJ_{xm} - \eta_{xmJ_{nx}}}) \right] : c_{n\sigma}^+ c_{m\sigma}^* : \\
+ i \sum_{\mu, \nu, k, n, m} \eta_{nnJ_{mn}} \epsilon_{\mu\nu k} \left[ \sum_{\alpha} \sigma_{\alpha\alpha}^k \right] [\tau^\mu, \tau^\nu] \theta_m (1 - \theta_n) \\
+ i \sum_{\mu, \nu, k, n, m} \eta_{nnJ_{mn}} \epsilon_{\mu\nu k} \left[ \sum_{\alpha} \sigma_{\alpha\alpha}^k \right] \{ \tau^\mu, \tau^\nu \} \theta_n \\
+ 3 \sum_{n, m} \eta_{nnJ_{mn}} \theta_n \mathbb{I}.
\]  

(9.25)

As the trace of a Pauli matrix is zero

\[
\sum_{\alpha} \sigma_{\alpha\alpha}^k = 0,
\]  

(9.26)

the commutator finally results in

\[
[\eta, H_1] = \sum_{\mu, n, m, \alpha, \beta} \left[ -\sum_x (1 - 2\theta_x) (\eta_{nxJ_{xm} - \eta_{xmJ_{nx}}}) \right] \sigma_{\alpha\beta}^\mu \tau^\mu : c_{n\alpha}^+ c_{m\beta}^* : \\
+ \sum_{n, m, \sigma} \left[ \frac{3}{4} \sum_x (\eta_{nxJ_{xm} - \eta_{xmJ_{nx}}}) \right] : c_{n\sigma}^+ c_{m\sigma}^* : + 3 \sum_{n, m} \eta_{nnJ_{mn}} \theta_n \mathbb{I}.
\]  

(9.27)

Constructing the flow equation by comparing the coefficients in Eq. (4.4) yields the flow equation (4.87). The remaining terms in Eq. (4.87) stem from the commutation of the spin-spin interaction and the bilinear terms as well as the commutation of the hopping terms with themselves. Both calculations only require commutations of two bilinear operators.
9.6 Energy Representation

In the following, each separate step of the calculation mentioned in Sec. 2.5 is shown explicitly. At first, a continuum limit is introduced

$$\sum_{k} \rightarrow \frac{\Omega}{8\pi^3} \int d^3k$$  \hspace{1cm} \text{(9.28)}$$

where $\Omega$ is the volume of the probe. In order to maintain fermionic anticommutation relations in the continuum, new operators must be introduced

$$c^*_k \sigma \rightarrow \sqrt{\frac{8\pi^3}{\Omega}} a^{*}_{k\sigma}.$$  \hspace{1cm} \text{(9.29)}$$

Next, we use spherical coordinates and exploit that the coefficients are rotation-invariant

$$\int d^3k \rightarrow 4\pi \int dk \, k^2$$  \hspace{1cm} \text{(9.30)}$$

while we introduce the operator

$$a^{\dagger}_{k\sigma} \rightarrow \frac{a^{*}_{k\sigma}}{\sqrt{4\pi k}}.$$  \hspace{1cm} \text{(9.31)}$$

In order to justify the operator substitution, one can use a spherical harmonic expansion

$$a_{k\sigma} = \frac{1}{k} \sum_{l,m} a_{k l m, \sigma} Y_{lm} (\hat{k})$$  \hspace{1cm} \text{(9.32)}$$

$$a_{k l m, \sigma} = k \int d\Omega_{\hat{k}} Y_{lm}^* (\hat{k}) a_{k\sigma}.$$  \hspace{1cm} \text{(9.33)}$$

If the parameters $\epsilon_k$ and $V_k$ are rotation-invariant, one finds that only operators with $m = l = 0$ contribute [8]. The new operators still fulfill fermionic anticommutation relations. In the next step we switch to the energy representation. We substitute

$$k \rightarrow \epsilon (k)$$  \hspace{1cm} \text{(9.34)}$$

and use

$$a^{\dagger}_{k} = \sqrt{\frac{d\epsilon_k}{d\epsilon}} c^{\dagger}_{\epsilon(k)}.$$  \hspace{1cm} \text{(9.35)}$$

From the definition of the density of states

$$\rho (\epsilon) = \sum_{k} \delta (\epsilon - \epsilon_k)$$  \hspace{1cm} \text{(9.36)}$$

we can deduce

$$\rho (\epsilon) = \frac{\Omega}{2\pi^2} k^2 \frac{dk}{d\epsilon}.$$  \hspace{1cm} \text{(9.37)}$$

This leads to the final form (2.42).
9.7 Wick's Theorem

An operator can be normal-ordered using Wick's theorem [115]

\[
\hat{A}_1 \hat{A}_2 \ldots \hat{A}_n = : \hat{A}_1 \hat{A}_2 \ldots \hat{A}_n : + \sum_c : \hat{A}_1 \ldots \hat{A}_c \hat{A}_c^\dagger \ldots \hat{A}_n : + \ldots
\]

(9.37)

where the first sum runs over all single contractions and the second sum runs over all double contractions and so on. The contractions are given by the expectation value of the respective operators

\[
\hat{A}_c^\dagger \hat{A}_c^\dagger = \langle \hat{A}_c \hat{A}_c \rangle.
\]

(9.38)

Two contracted operators have to be brought side by side. Each time two fermionic operators are swapped, a minus sign is introduced. The normal-ordering scheme is best understood looking at a few examples

\[
\hat{A}_1 \hat{A}_2 = : \hat{A}_1 \hat{A}_2 : + \langle \hat{A}_1 \hat{A}_2 \rangle
\]

(9.39)

\[
\hat{A}_1 \hat{A}_2 \hat{A}_3 \hat{A}_4 = : \hat{A}_1 \hat{A}_2 \hat{A}_3 \hat{A}_4 : + : \hat{A}_3 \hat{A}_4 : \langle \hat{A}_1 \hat{A}_2 \rangle - : \hat{A}_2 \hat{A}_4 : \langle \hat{A}_1 \hat{A}_3 \rangle + : \hat{A}_2 \hat{A}_3 : \langle \hat{A}_1 \hat{A}_4 \rangle
\]

(9.40)

\[
- : \hat{A}_1 \hat{A}_4 : \langle \hat{A}_2 \hat{A}_3 \rangle - : \hat{A}_1 \hat{A}_3 : \langle \hat{A}_2 \hat{A}_4 \rangle + : \hat{A}_1 \hat{A}_2 : \langle \hat{A}_3 \hat{A}_4 \rangle + \langle \hat{A}_1 \hat{A}_2 \rangle \langle \hat{A}_3 \hat{A}_4 \rangle
\]

In order to calculate commutators between normal-ordered operators, one can make use of helpful rules for the products of normal-ordered operators

\[
: \hat{A}_1 \hat{A}_2 \ldots \hat{A}_n : \hat{B}_1 \hat{B}_2 \ldots \hat{B}_m : = : \hat{A}_1 \ldots \hat{A}_n \hat{B}_1 \ldots \hat{B}_m : + \sum_c : \hat{A}_1 \ldots \hat{A}_c^\dagger \ldots \hat{A}_n \hat{B}_1 \ldots \hat{B}_c^\dagger \ldots \hat{B}_m : + \ldots
\]

(9.41)

where only contractions between operators including both \( A \) and \( B \) operators are taken into account. The rule for the sign in the case of fermionic operators is the same as in Wick's theorem. Again, this rule is best explained looking at some examples. We look at the product of two bilinear normal-ordered operators

\[
: \hat{A}_1 \hat{B}_1 : = : \hat{A}_1 \hat{A}_2 \hat{B}_1 \hat{B}_2 : - : \hat{A}_2 \hat{B}_1 : \langle \hat{A}_1 \hat{B}_2 \rangle + : \hat{A}_2 \hat{B}_1 : \langle \hat{A}_1 \hat{B}_2 \rangle
\]

(9.42)

and at a product of a quartic and a bilinear term

\[
: \hat{A}_1 \hat{A}_2 \hat{A}_3 \hat{A}_4 : \hat{B}_1 \hat{B}_2 : = : \hat{A}_1 \hat{A}_2 \hat{A}_3 \hat{A}_4 \hat{B}_1 \hat{B}_2 : - : \hat{A}_2 \hat{A}_3 \hat{A}_4 \hat{B}_1 \hat{B}_2 : \langle \hat{A}_1 \hat{B}_1 \rangle + : \hat{A}_1 \hat{A}_2 \hat{A}_3 \hat{A}_4 \hat{B}_1 \hat{B}_2 : \langle \hat{A}_2 \hat{B}_1 \rangle
\]

(9.43)
9.8 Truncation Scheme in Orders of the Coulomb Interaction $U$

In this section the truncation used in Sec. 6.2 is justified systematically by an $O_{\text{min}}/O_{\text{max}}$ discussion as outlined in Sec. 4.3.3.

We will truncate in two parameters, namely $U$ and $h$. We target the constant $H_E$ from Eq. (9.44) and dismiss all terms that act on a higher order than $\hbar^2 U^2$ on $H_E$, i.e., we include all terms of order $\hbar^n U^m$ with $n, m \leq 2$. The Hamiltonian is of the form (cf. Sec. 6.1 and 6.2)

$$H = H_i + H_U + H_R + H_{\Gamma} + H_E$$  \hspace{1cm} (9.43)

where

$$H_E = E_0 \mathbb{I}$$  \hspace{1cm} (9.44)

$$H_i = \sum_{n,m,\sigma} t_{nm} : c_{n\sigma}^\dagger c_{m\sigma} :$$

$$H_U = \sum_{n_1,n_2,n_3,n_4} U_{n_1n_2n_3n_4} : c_{n_1\uparrow}^\dagger c_{n_2\downarrow}^\dagger c_{n_3\uparrow} c_{n_4 \dagger} :$$

$$H_R = \sum_{n_1,n_2,n_3,n_4} R_{n_1n_2n_3n_4}^\sigma : c_{n_1\sigma}^\dagger c_{n_2\sigma}^\dagger c_{n_3\sigma} c_{n_4 \sigma} :$$

$$H_{\Gamma} = \sum_{n_1,n_6} \sum_{n_2,n_3,n_4} \Gamma_{n_1n_2n_3n_4n_5n_6}^\sigma : c_{n_1\sigma}^\dagger c_{n_2\sigma}^\dagger c_{n_3\sigma}^\dagger c_{n_4 \sigma} c_{n_5 \sigma} c_{n_6 \sigma} :$$

All other emerging terms are at least of order $U^3$. We write the DEQ in the form

$$\partial_t H_i = \sum_{k,q} [\eta_k, H_q]_i$$  \hspace{1cm} (9.45)

where the sum runs over the different terms from Eq. (9.44) and the index of the commutator in Eq. (9.45) denotes the contribution of the commutator with the same operator structure as the Hamiltonian $H_i$ (where $i$ labels the indices from Eq. (9.44)). We focus on the constant $E_0$ and want it to be correct up to the order $\hbar^2 U^2$, i.e., we include all terms that act in an order $\hbar^n U^m$ with $n, m \leq 2$ on $E_0$. The following tables show which commutations have to be taken into account.

<table>
<thead>
<tr>
<th>$O_{\text{min}}$</th>
<th>included orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_E$</td>
<td>$\hbar^2, U^2$</td>
</tr>
<tr>
<td>$H_I$</td>
<td>$h, h^2, U, U^2, hU, hU^2$</td>
</tr>
<tr>
<td>$H_U$</td>
<td>$U, h^2, U, U^2, hU, hU^2$</td>
</tr>
<tr>
<td>$H_R$</td>
<td>$U^2, h, h^2, U, U^2$</td>
</tr>
<tr>
<td>$H_{\Gamma}$</td>
<td>$U^2, h, U, hU$</td>
</tr>
<tr>
<td>$H_{\text{residual}}$</td>
<td>$\geq U^3$</td>
</tr>
</tbody>
</table>

As $H_R$ emerges in order $U^2$, we can drop the order $h^2$ because $O_{\text{min}} > O_{\text{max}}$. The $H_{\Gamma}$-terms are dismissed as they emerge in order $U^2$ and thus $O_{\text{min}} > O_{\text{max}}$. 
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Commutators acting on the constant $H_E$

<table>
<thead>
<tr>
<th>Commutator</th>
<th>$O_{\text{min}}^2$</th>
<th>included orders</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\eta, H_E]_E$</td>
<td>$h^2$</td>
<td>$h^nU^m$ with $n, m \leq 2$</td>
<td>✓</td>
</tr>
<tr>
<td>$\eta U, H U_E$</td>
<td>$U^2$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta, H_R]_E$</td>
<td>$U^4$</td>
<td>“</td>
<td>×</td>
</tr>
<tr>
<td>$[\eta, H^*_E]$</td>
<td>$U^4$</td>
<td>“</td>
<td>×</td>
</tr>
</tbody>
</table>

Commutators acting on $H_t$

<table>
<thead>
<tr>
<th>Commutator</th>
<th>$O_{\text{min}}^2$</th>
<th>included orders</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\eta, H_t]_t$</td>
<td>$h^2$</td>
<td>$h, h^2, U, U^2, hU, hU^2$</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta, H_t]_t / [\eta U, H_t]_t$</td>
<td>$hU$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta, H_R]_t / [\eta R, H_t]_t$</td>
<td>$hU^2$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H_t]_t$</td>
<td>$U^2$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H_R]_t / [\eta R, H_t]_t$</td>
<td>$U^3$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H^<em>_t] / [\eta^</em>, H_t]_t$</td>
<td>$U^3$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta R, H_R]_t$</td>
<td>$U^4$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta R, H^<em>_t] / [\eta^</em>, H_R]_t$</td>
<td>$U^4$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta^<em>, H^</em>_t]_t$</td>
<td>$U^4$</td>
<td>“</td>
<td>✓</td>
</tr>
</tbody>
</table>

Commutators acting on $H_U$

<table>
<thead>
<tr>
<th>Commutator</th>
<th>$O_{\text{min}}^2$</th>
<th>included orders</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\eta, H_U]_U / [\eta U, H_t]_U$</td>
<td>$hU$</td>
<td>$h, h^2, U, U^2, hU, hU^2$</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta, H^<em>_U] / [\eta^</em>, H_t]_U$</td>
<td>$hU^2$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H_U]_U$</td>
<td>$U^2$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H_R]_U / [\eta R, H_t]_U$</td>
<td>$U^3$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H^<em>_U] / [\eta^</em>, H_t]_U$</td>
<td>$U^3$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta R, H_R]_U$</td>
<td>$U^4$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta R, H^<em>_U] / [\eta^</em>, H_R]_U$</td>
<td>$U^4$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta^<em>, H^</em>_U]_U$</td>
<td>$U^4$</td>
<td>“</td>
<td>✓</td>
</tr>
</tbody>
</table>

Commutators acting on $H_R$

<table>
<thead>
<tr>
<th>Commutator</th>
<th>$O_{\text{min}}^2$</th>
<th>included orders</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\eta, H_R]_R / [\eta R, H_t]_R$</td>
<td>$hU^2$</td>
<td>$U, U^2$</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta R, H^<em>_R] / [\eta^</em>, H_t]_R$</td>
<td>$hU^2$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H_U]_R$</td>
<td>$U^2$</td>
<td>“</td>
<td>✓</td>
</tr>
<tr>
<td>$[\eta U, H_R]_R / [\eta R, H_U]_R$</td>
<td>$U^3$</td>
<td>“</td>
<td>×</td>
</tr>
<tr>
<td>$[\eta U, H^<em>_R] / [\eta^</em>, H_U]_R$</td>
<td>$U^3$</td>
<td>“</td>
<td>×</td>
</tr>
<tr>
<td>$[\eta R, H_R]_R$</td>
<td>$U^4$</td>
<td>“</td>
<td>×</td>
</tr>
<tr>
<td>$[\eta R, H^<em>_R] / [\eta^</em>, H_R]_R$</td>
<td>$U^4$</td>
<td>“</td>
<td>×</td>
</tr>
<tr>
<td>$[\eta^<em>, H^</em>_R]_R$</td>
<td>$U^4$</td>
<td>“</td>
<td>×</td>
</tr>
</tbody>
</table>
As we can see from the tables above, no contribution \( H_I \) must be taken into account. Thus, we can neglect such terms and the remaining DBQ is constructed from

\[
\begin{align*}
\partial t H_E &= [\eta, H_t]_E + [\eta U, H_U]_E \\
\partial t H_I &= [\eta, H_t]_I + [\eta, H_U]_I + [\eta U, H_t]_I + [\eta U, H_U]_I + [\eta U, H_U]_I \\
\partial t H_U &= [\eta, H_t]_U + [\eta U, H_t]_U + [\eta U, H_U]_U \\
\partial t H_R &= [\eta R, H_t, \text{diag}]_R + [\eta U, H_U]_R.
\end{align*}
\]  

9.9 Local Commutators and Products for the Local Impurity Operator Basis

We present useful local commutators and products of the parametrization from Sec. 7.1. The operator basis is chosen to be

<table>
<thead>
<tr>
<th>bosonic operators</th>
<th>fermionic operators</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{I} )</td>
<td>( F_{1,\uparrow} = (1 - n_{d,\downarrow}) \ d_{\uparrow} \</td>
</tr>
<tr>
<td>( n_z = n_{d,\uparrow} - n_{d,\downarrow} )</td>
<td>( F_{1,\downarrow} = (1 - n_{d,\uparrow}) \ d_{\downarrow} \</td>
</tr>
<tr>
<td>( d_{\uparrow} d_{\downarrow} )</td>
<td>( F_{2,\uparrow} = n_{d,\uparrow} \ d_{\uparrow} \</td>
</tr>
<tr>
<td>( d_{\downarrow} d_{\uparrow} )</td>
<td>( F_{2,\downarrow} = n_{d,\downarrow} \ d_{\downarrow} \</td>
</tr>
<tr>
<td>( d_{\uparrow} d_{\downarrow} )</td>
<td>( F_{2,\uparrow} = n_{d,\uparrow} d_{\downarrow} \</td>
</tr>
<tr>
<td>( d_{\downarrow} d_{\uparrow} )</td>
<td>( F_{2,\downarrow} = n_{d,\downarrow} d_{\uparrow} \</td>
</tr>
<tr>
<td>( \bar{n} = n_{d,\uparrow} + n_{d,\downarrow} - \mathbb{I} )</td>
<td>( \bar{n} = (1 - n_{d,\uparrow}) \ d_{\downarrow} \</td>
</tr>
<tr>
<td>( \bar{\bar{D}} = 2n_{d,\uparrow} n_{d,\downarrow} - \bar{n} )</td>
<td>( \bar{\bar{D}} = (1 - n_{d,\uparrow}) \ d_{\downarrow} \</td>
</tr>
</tbody>
</table>

The operators from the initial parametrization and the new one are given by

\[
\begin{align*}
d_\sigma &= F_{1,\sigma} + F_{2,\sigma} \\
d_\sigma d_\sigma &= \frac{1}{2} (\bar{n} + \sigma n_z + \mathbb{I}) \\
d_\sigma d_\sigma d_{\sigma\bar{\sigma}} d_{\bar{\sigma}} &= \frac{1}{2} (\bar{\bar{D}} + \bar{n})
\end{align*}
\]
Basic commutators

\[
\begin{align*}
[F_{i,\sigma}^{\dagger}, \hat{n}] &= -F_{i,\sigma}^{\dagger} \\
[F_{i,\sigma}^{\dagger}, \sigma F_{i,\sigma}] &= -\sigma F_{i,\sigma}^{\dagger} \\
[F_{1,\sigma}, \hat{D}] &= F_{1,\sigma}^{\dagger} \\
[F_{2,\sigma}, \hat{D}] &= -F_{2,\sigma}^{\dagger} \\
[F_{i,\sigma}^{\dagger}, d_{\sigma} d_{\bar{\alpha}}] &= -F_{i,\sigma}^{\dagger} \delta_{\alpha \bar{\alpha}} \\
[F_{1,\sigma}^{\dagger}, d_{\sigma} d_{\bar{\alpha}}] &= -\sigma F_{2,\sigma} \\
[F_{2,\sigma}^{\dagger}, d_{\sigma} d_{\bar{\alpha}}] &= -\sigma F_{1,\sigma} \\
[F_{i,\sigma}^{\dagger}, d_{\sigma} d_{\bar{\alpha}}] &= 0 \\
[d_{\sigma} d_{\bar{\alpha}}, \hat{n}] &= 0 \\
[d_{\sigma} d_{\bar{\alpha}}, \sigma n_{z}] &= -2 \sigma d_{\sigma} d_{\bar{\alpha}} \\
[d_{\sigma} d_{\bar{\alpha}}, \hat{D}] &= 0 \\
[d_{\sigma} d_{\bar{\alpha}}, d_{\sigma} d_{\bar{\alpha}}] &= \sigma n_{z} \delta_{\alpha \bar{\alpha}} \\
[d_{\sigma} d_{\bar{\alpha}}, n_{z}] &= 0
\end{align*}
\]

Basic local products

\[
\begin{align*}
F_{1,\sigma}^{\dagger} F_{1,\sigma} &= \frac{1}{2} (\mathbb{1} + \sigma n_{z} - \hat{D}) \\
F_{1,\sigma}^{\dagger} F_{2,\alpha} &= 0 \\
F_{1,\sigma}^{\dagger} \hat{n} &= -F_{1,\sigma}^{\dagger} \\
F_{1,\sigma}^{\dagger} \sigma n_{z} &= 0 \\
F_{1,\sigma}^{\dagger} \hat{D} &= F_{1,\sigma}^{\dagger} \\
F_{1,\sigma}^{\dagger} d_{\sigma} d_{\bar{\alpha}} &= 0 \\
F_{1,\sigma}^{\dagger} \sigma d_{\sigma} d_{\bar{\alpha}} &= -\sigma F_{2,\sigma} \\
F_{1,\sigma}^{\dagger} d_{\sigma} d_{\bar{\alpha}} &= 0 \\
\tilde{n}_{z}^{2} &= \hat{D} \\
\hat{n}_{z}^{2} &= 1 - \hat{D} \\
\hat{D}_{z}^{2} &= \hat{D} \\
\hat{n}_{z} \hat{D} &= 0 \\
d_{\sigma} d_{\bar{\alpha}} \tilde{n}_{z} &= 0 \\
d_{\sigma} d_{\bar{\alpha}} n_{z} &= -\sigma d_{\sigma} d_{\bar{\alpha}} \\
d_{\sigma} d_{\bar{\alpha}} \hat{D} &= 0
\end{align*}
\]

\[
\begin{align*}
F_{2,\sigma}^{\dagger} F_{2,\sigma} &= \frac{1}{2} (\hat{D} + \tilde{n}) \\
F_{2,\sigma}^{\dagger} F_{1,\alpha} &= 0 \\
F_{2,\sigma}^{\dagger} \tilde{n} &= 0 \\
F_{2,\sigma}^{\dagger} n_{z} &= -\sigma F_{2,\sigma}^{\dagger} \\
F_{2,\sigma}^{\dagger} \hat{D} &= 0 \\
F_{2,\sigma}^{\dagger} d_{\sigma} d_{\bar{\alpha}} &= -F_{2,\sigma}^{\dagger} \delta_{\alpha \bar{\alpha}} \\
F_{2,\sigma}^{\dagger} \sigma d_{\sigma} d_{\bar{\alpha}} &= 0 \\
F_{2,\sigma}^{\dagger} d_{\sigma} d_{\bar{\alpha}} &= 0 \\
\tilde{n}_{z}^{2} &= 0 \\
\hat{n} \hat{D} &= \tilde{n} \\
n_{z} \hat{D} &= 0 \\
d_{\sigma} d_{\bar{\alpha}} \tilde{n}_{z} &= -d_{\sigma}^{\dagger} d_{\bar{\alpha}}^{\dagger} \\
d_{\sigma} d_{\bar{\alpha}} n_{z} &= 0 \\
d_{\sigma} d_{\bar{\alpha}} \hat{D} &= d_{\sigma}^{\dagger} d_{\bar{\alpha}}^{\dagger}
\end{align*}
\]
9.10 Kondo Model Coupled to an Auxiliary Spin

9.10.1 Starting Values

The starting values for the Kondo model coupled to an auxiliary spin (7.57) in the new operator basis from Sec. 7.4 are presented.

The starting values for the energy levels of the singlet and triplet states are given by

\[
E_{00} = -\frac{3\alpha}{4} \quad E_{11} = \frac{\alpha}{4} \quad E_{22} = \frac{\alpha}{4} \quad E_{33} = \frac{\alpha}{4}
\]

while the starting values for the couplings of the Hamiltonian (7.57) are of the form

\[
J_{nm}^{kq\alpha\beta} = \sum_{\mu} J_{nm}^{\alpha\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^{\mu}
\]

where \( \alpha^{\mu} \) denotes the matrices from Eq. (7.55). The explicit values of the coefficients (9.47) are given by

\[
\begin{array}{ll}
J_{nm}^{03\uparrow}(0) &= +\frac{1}{\sqrt{2}}J_{nm}(0) \\
J_{nm}^{12\uparrow}(0) &= +\frac{1}{\sqrt{2}}J_{nm}(0) \\
J_{nm}^{23\uparrow}(0) &= +\frac{1}{\sqrt{2}}J_{nm}(0) \\
J_{nm}^{01\uparrow}(0) &= -\frac{1}{\sqrt{2}}J_{nm}(0) \\
J_{nm}^{02\downarrow}(0) &= +\frac{1}{2}J_{nm}(0) \\
J_{nm}^{20\downarrow}(0) &= +\frac{1}{2}J_{nm}(0) \\
J_{nm}^{11\uparrow}(0) &= +\frac{1}{2}J_{nm}(0) \\
J_{nm}^{33\uparrow}(0) &= -\frac{1}{2}J_{nm}(0)
\end{array}
\]

The indices \( k = 0 \) belong to the singlet state and \( k = 1, 2, 3 \) belong to the triplet states \( t_{1,2,3} \) from Eq. (7.51).

9.10.2 Symmetries of the Coefficients

The symmetries of the coefficients \( J_{nm}^{kq\alpha\beta} \) from Eq. (7.57) of the Kondo model coupled to an auxiliary spin from Sec. 7.4.1 are outlined in the following.

Besides the hermiticity

\[
J_{nm}^{kq\alpha\beta} = J_{nm}^{kq\beta\alpha}
\]

the coefficients also fulfill a number of symmetries. There are 64 coefficients for each index pair \((n, m)\). However, a lot of combinations of the indices \( k, q, \alpha \) and \( \beta \) are forbidden by spin conservation. By using the \( S_z \)-spin conservation only 20 coefficients remain. The coefficients allowed by spin conservation are

\[
\begin{array}{ccccccccccccccc}
J_{nm}^{01\uparrow} & J_{nm}^{12\uparrow} & J_{nm}^{03\uparrow} & J_{nm}^{13\uparrow} & J_{nm}^{10\uparrow} & J_{nm}^{20\uparrow} & J_{nm}^{00\uparrow} & J_{nm}^{01\downarrow} & J_{nm}^{12\downarrow} & J_{nm}^{03\downarrow} & J_{nm}^{13\downarrow} & J_{nm}^{00\downarrow} & J_{nm}^{01\uparrow} & J_{nm}^{12\uparrow} & J_{nm}^{03\uparrow} & J_{nm}^{13\uparrow} & J_{nm}^{00\uparrow} \\
J_{nm}^{10\uparrow} & J_{nm}^{21\uparrow} & J_{nm}^{13\uparrow} & J_{nm}^{23\uparrow} & J_{nm}^{20\uparrow} & J_{nm}^{10\uparrow} & J_{nm}^{00\uparrow} & J_{nm}^{11\downarrow} & J_{nm}^{22\downarrow} & J_{nm}^{13\downarrow} & J_{nm}^{23\downarrow} & J_{nm}^{20\downarrow} & J_{nm}^{11\downarrow} & J_{nm}^{22\downarrow} & J_{nm}^{13\downarrow} & J_{nm}^{23\downarrow} & J_{nm}^{20\downarrow}
\end{array}
\]

where the indices \( k = 0 \) belong to the singlet state and \( k = 1, 2, 3 \) belong to the triplet states \( t_{1,2,3} \) from Eq. (7.51). All other coefficients remain zero during the whole flow. Some coefficients are connected by further symmetries.
Finally, only 10 coefficients remain which are not connected by a symmetry.

### 9.10.3 Vanishing Coupling and Kondo Energy Scale

The calculation from Sec. 7.4.3 is demonstrated explicitly.

Useful rules for the products and commutators of the matrices $\alpha^\mu$ from Eq. (7.55) used in this section are

$$\alpha^\mu \alpha^\nu = \frac{1}{4} \delta_{\mu\nu} \mathbb{1} + i \frac{1}{2} \sum_{k \in x,y,z} \epsilon_{\mu \nu k} \alpha^k$$  \hspace{1cm} (9.49)

$$[\alpha^\mu, \alpha^\nu] = i \sum_{k \in x,y,z} \epsilon_{\mu \nu k} \alpha^k.$$  \hspace{1cm}

Furthermore, the calculation rule for the Levi-Civita symbol

$$\sum_{\mu,\nu} \epsilon_{\mu \nu r} \epsilon_{\mu \nu r} = 2 \delta_{rr}$$  \hspace{1cm} (9.50)

is used. We start from the differential equation (7.67) with $K = 0$

$$\partial_t j_{nn}^{kq\alpha\beta} = (\epsilon_m - \epsilon_n) \eta_{nm}^{kq\alpha\beta} + \sum_{\gamma,\pi, x} \left( \eta_{nx}^{pq\alpha\gamma} j_{xm}^{k\gamma\beta} - \eta_{xm}^{k\pi\gamma} j_{nx}^{pq\alpha\gamma} \right) \theta_x$$

$$+ \sum_{\gamma,\pi, x} \left( \eta_{nx}^{k\pi\gamma} j_{xm}^{pq\alpha\gamma} - \eta_{xm}^{pq\gamma} j_{nx}^{k\pi\gamma} \right) \left( 1 - \theta_x \right).$$  \hspace{1cm} (9.51)

It is important to note that the flow of the single-particle energies $\epsilon_n$ is neglected in this approximation and thus we can replace $\epsilon_n$ by its starting value $\epsilon_n^0$. We make the ansatz

$$\partial_t j_{nn}^{kq\alpha\beta} = J_{nn} \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^\mu + i_n \delta_{kq} \delta_{\alpha\beta}$$  \hspace{1cm} (9.52)

$$\partial_t \eta_{nm}^{kq\alpha\beta} = \eta_{nm}^I \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^\mu + \eta_{nm}^I \delta_{kq} \delta_{\alpha\beta}$$

where $i_n$ has the starting value zero. Hence, $i_n \neq \epsilon_n$ but $\partial_t i_n = \partial_t \epsilon_n$. Thus, we can define a new quantity

$$t_{nn} = i_{nn} + \epsilon_n^0 \delta_{nn} \iff \partial_t t_{nn} = \partial_t i_{nn}.$$  \hspace{1cm} (9.53)

This quantity now coincides with the standard hopping terms used in Eq. (4.87). Introducing
the coefficients (9.52) yields
\[
\partial_t \left( J_{nm} \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^{\mu} + \tilde{t}_{nm} \delta_{kq} \delta_{\alpha\beta} \right) = \sum_x \eta_{nx} J_{xm} \sum_{\mu,\nu} [\alpha^\nu \alpha^\mu]_{kq} \left[ \sigma^\mu \sigma^\nu \right]_{\alpha\beta} \theta_x
\]
\[
- \sum_x \eta_{nx} J_{nx} \sum_{\mu,\nu} [\alpha^\mu \alpha^\nu]_{kq} \left[ \sigma^\mu \sigma^\nu \right]_{\alpha\beta} \theta_x
\]
\[
+ \sum_x \eta_{nx} J_{nx} \sum_{\mu,\nu} [\alpha^\mu \alpha^\nu]_{kq} \left[ \sigma^\mu \sigma^\nu \right]_{\alpha\beta} \left( 1 - \theta_x \right)
\]
\[
- \sum_x \eta_{nx} J_{nx} \sum_{\mu,\nu} [\alpha^\nu \alpha^\mu]_{kq} \left[ \sigma^\mu \sigma^\nu \right]_{\alpha\beta} \left( 1 - \theta_x \right)
\]
\[
+ \sum_x \left( \eta_{nx} J_{nx} - \eta_{xn} J_{nx} \right) \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^{\mu}
\]
\[
+ \left[ (\epsilon_0 - \epsilon_n) \eta_{nm} + \sum_x (\eta_{nx} \tilde{t}_{xm} - \eta_{xm} \tilde{t}_{nx}) \right] \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^{\mu}
\]
\[
+ \left[ (\epsilon_0 - \epsilon_n) \eta_{nm} + \sum_x (\eta_{nx} \tilde{t}_{xm} - \eta_{xm} \tilde{t}_{nx}) \right] \delta_{kq} \delta_{\alpha\beta}
\]
where we used
\[
\sum_{\gamma} \sigma_{\alpha\gamma} \sigma_{\gamma\beta}^{0} = [\sigma^\mu \sigma^\nu]_{\alpha\beta}, \quad \sum_{p} \alpha_{kp}^{\mu} \alpha_{pq}^{\nu} = [\alpha^\mu \alpha^\nu]_{kq}.
\]
In the next step we use Eqs. (9.17), (9.49) and (9.50) which results in
\[
\partial_t J_{nm} \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^{\mu} + \partial_t t_{nm} \delta_{kq} \delta_{\alpha\beta} = \sum_x \left( \eta_{nx} J_{xm} - \eta_{nx} J_{nx} \right) \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^{\mu}
\]
\[
+ \sum_x \left( \left( \tilde{t}_{xm} + \epsilon_x \delta_{xm} \right) \eta_{nx} - \left( \tilde{t}_{nx} + \epsilon_x \delta_{nx} \right) \eta_{xm} \right) \sum_{\mu} \alpha_{kq}^{\mu} \sigma_{\alpha\beta}^{\mu}
\]
\[
- \sum_x \left( \eta_{nx} J_{nx} - \eta_{nx} J_{nx} \right) \left( 1 - 2 \theta_x \right) \sum_{\mu} \sigma_{\alpha\beta}^{\mu} \alpha_{kq}^{\mu}
\]
\[
+ \sum_x \left( \left( \tilde{t}_{xm} + \epsilon_x \delta_{xm} \right) \eta_{nx} - \left( \tilde{t}_{nx} + \epsilon_x \delta_{nx} \right) \eta_{xm} \right) \delta_{kq} \delta_{\alpha\beta}
\]
\[
+ \frac{3}{4} \sum_x \left( \eta_{nx} J_{xm} - \eta_{mx} J_{nx} \right) \delta_{kq} \delta_{\alpha\beta}.
\]
Comparing the coefficients and using Eq. (9.53) yields the final differential equation
\[
\partial_t J_{nm} = \sum_x \left( \eta_{nx} J_{xm} - \eta_{nx} J_{nx} + \eta_{nx} J_{xm} - \eta_{xm} J_{nx} \right) (9.57)
\]
\[
- \sum_x \left( \eta_{nx} J_{xm} - \eta_{nx} J_{nx} \right) \left( 1 - 2 \theta_x \right)
\]
\[
\partial_t t_{nm} = \sum_x \left( \eta_{nx} J_{xm} - \eta_{nx} J_{nx} \right) + \frac{3}{4} \sum_x \left( \eta_{nx} J_{xm} - \eta_{xm} J_{nx} \right).
\]
This differential equation coincides with Eq. (4.87).
## 9.10.4 IR-Approximation

In the following, we give some intermediate steps for the calculation from Sec. 7.4.4.

We start from the continuum limit (7.73)

\[
\partial_t f_{q\alpha\beta}^{k\eta\epsilon\epsilon'} = (E_q - E_k + \epsilon' - \epsilon) \eta_{q\alpha\beta}^{k\eta\epsilon\epsilon'} + \sum_{\gamma, p} \rho_0 \int_{-D}^{D} \left( \eta_{q \alpha \gamma}^{k p \eta \gamma} f_{q \gamma \gamma}^{k p \eta \gamma} - \eta_{q \gamma \gamma}^{k p \eta \gamma} f_{q \gamma \gamma}^{k p \eta \gamma} \right) \theta_z \, dz \\
+ \sum_{\gamma, p} \rho_0 \int_{-D}^{D} \left( \eta_{q \alpha \gamma}^{k p \eta \gamma} f_{q \gamma \gamma}^{k p \eta \gamma} - \eta_{q \gamma \gamma}^{k p \eta \gamma} f_{q \gamma \gamma}^{k p \eta \gamma} \right) (1 - \theta_z) \, dz.
\]  

(9.58)

Applying the IR-approximation (7.74) to Eq. (9.58) yields

\[
\partial_t f_{q\alpha\beta}^{k\eta\epsilon\epsilon'} = -f_{q\eta} |E_q - E_k| f_{q\alpha\beta}^{k\eta\epsilon\epsilon'} \\
+ \sum_{\gamma, p} \rho_0 \int_{-D}^{D} f_{p\gamma\gamma} \text{sgn}(\Delta E_{pq} + z) e^{-f_{p\eta\gamma} |\Delta E_{pq} + z| + f_{p\eta \gamma} |\Delta E_{kp} - z|} \, dz \left( f_{q\alpha\gamma}^{p \eta \gamma} f_{q \gamma \gamma}^{p \eta \gamma} - f_{q \gamma \gamma}^{p \eta \gamma} f_{q \gamma \gamma}^{p \eta \gamma} \right) \\
- \sum_{\gamma, p} \rho_0 \int_{-D}^{D} f_{k\gamma\gamma} \text{sgn}(\Delta E_{kp} - z) e^{-f_{k\eta\gamma} |\Delta E_{pq} + z| + f_{k\eta \gamma} |\Delta E_{kp} - z|} \, dz \left( f_{q\alpha\gamma}^{p \eta \gamma} f_{q \gamma \gamma}^{p \eta \gamma} - f_{q \gamma \gamma}^{p \eta \gamma} f_{q \gamma \gamma}^{p \eta \gamma} \right)
\]

(9.59)

where \( f_{q\eta} = 1 \) for the full generator (7.63) and \( f_{q\eta} \) which is given by Eq. (7.65) for the generator that does not include operators which couple two triplet states. Note that the coefficient on the left-hand side as well as the coefficient in the linear term on the right-hand side have no tilde. Additionally,

\[
\Delta E_{kq} = E_k - E_q
\]

(9.60)

was introduced. Calculating the coefficients for \( K \geq 0 \), using the symmetries outlined in App. 9.10.2 yields

\[
\partial_t J_{q\eta \epsilon\epsilon'}^{11\uparrow\uparrow} = -\partial_t J_{q\eta \epsilon\epsilon'}^{11\downarrow\downarrow}
\]

(9.61)

\[
\partial_t J_{q\eta \epsilon\epsilon'}^{01\uparrow\downarrow} = -|K| J_{q\eta \epsilon\epsilon'}^{01\uparrow\downarrow} + 2(1 + f_{11}) \rho_0 \int_{0}^{D} e^{-(K + (1 + f_{11})z)} \, dz \left( f_{q\eta \epsilon\epsilon'}^{11\uparrow\uparrow} f_{q\eta \epsilon\epsilon'}^{11\uparrow\uparrow} - f_{q\eta \epsilon\epsilon'}^{11\downarrow\downarrow} f_{q\eta \epsilon\epsilon'}^{11\downarrow\downarrow} \right)
\]

\[
\partial_t J_{q\eta \epsilon\epsilon'}^{02\uparrow\uparrow} = -|K| J_{q\eta \epsilon\epsilon'}^{02\uparrow\uparrow} - 2(1 + f_{11}) \rho_0 \int_{0}^{D} e^{-(K + (1 + f_{11})z)} \, dz \left( f_{q\eta \epsilon\epsilon'}^{01\uparrow\downarrow} f_{q\eta \epsilon\epsilon'}^{01\uparrow\downarrow} + f_{q\eta \epsilon\epsilon'}^{12\downarrow\uparrow} f_{q\eta \epsilon\epsilon'}^{12\downarrow\uparrow} \right)
\]

\[
\partial_t J_{q\eta \epsilon\epsilon'}^{11\uparrow\downarrow} = 2\rho_0 \int_{0}^{D} \text{sgn}(z - K) e^{-(K + (1 + f_{11})z)} \, dz \left( f_{q\eta \epsilon\epsilon'}^{01\uparrow\downarrow} \right)^2 + 2f_{11} \rho_0 \int_{0}^{D} e^{-z} \, dz \left( f_{q\eta \epsilon\epsilon'}^{12\downarrow\uparrow} \right)^2
\]

\[
\partial_t J_{q\eta \epsilon\epsilon'}^{12\downarrow\downarrow} = 4f_{11} \rho_0 \int_{0}^{D} e^{-z} \, dz \left( f_{q\eta \epsilon\epsilon'}^{12\downarrow\downarrow} \right)^2 - 4\rho_0 \int_{0}^{D} \text{sgn}(z - K) e^{-(K + (1 + f_{11})z)} \, dz \left( f_{q\eta \epsilon\epsilon'}^{02\uparrow\downarrow} \right)^2
\]

where for both generators

\[
f_{0i} = f_{0j} \quad \text{for all } i, j > 0
\]

(9.62)

\[
f_{0i} = f_{i0} \quad \text{for all } i > 0
\]

\[
f_{ij} = f_{i'j'} \quad \text{for all } i, j, i', j' > 0
\]
as well as \( f_{01} = 1 \) was used. All other coefficients are either forbidden by spin conservation or can be calculated using a symmetry from App. 9.10.2. Calculating the integral finally yields

\[
\begin{align*}
\hat{f}^{01\uparrow\uparrow}_{\tilde{E}\tilde{E} p} &= \hat{f}^{22\uparrow\uparrow}_{\tilde{E}\tilde{E} p} = 0 \\
\hat{f}^{11\downarrow\downarrow}_{\tilde{E}\tilde{E} p} &= -\hat{f}^{11\uparrow\uparrow}_{\tilde{E}\tilde{E} p} \\
\partial_t \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} &= -|\mathbf{K}| \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} + \frac{2 \rho_0}{I} \left[ 1 - e^{-(1+\eta_1)D I} \right] e^{-\mathbf{K}I} \left( \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} - \hat{f}^{12\downarrow\uparrow}_{\tilde{E}\tilde{E} p} \hat{f}^{22\uparrow\uparrow}_{\tilde{E}\tilde{E} p} \right) \\
\partial_t \hat{f}^{02\uparrow\downarrow}_{\tilde{E}\tilde{E} p} &= -|\mathbf{K}| \hat{f}^{02\uparrow\downarrow}_{\tilde{E}\tilde{E} p} - \frac{2 \rho_0}{I} \left[ 1 - e^{-(1+\eta_1)D I} \right] e^{-\mathbf{K}I} \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} \hat{f}^{12\downarrow\uparrow}_{\tilde{E}\tilde{E} p} \\
\partial_t \hat{f}^{11\downarrow\uparrow}_{\tilde{E}\tilde{E} p} &= -\rho_0 \frac{1}{I} \left[ e^{-2(D-K)I} - e^{-2K I} \right] \left( \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} \right)^2 + \frac{f_{11} \rho_0}{I} \left[ 1 - e^{-2D I} \right] \left( \hat{f}^{12\downarrow\uparrow}_{\tilde{E}\tilde{E} p} \right)^2 \\
\partial_t \hat{f}^{22\uparrow\uparrow}_{\tilde{E}\tilde{E} p} &= \frac{2 \rho_0}{I} \left[ e^{-2(D-K)I} - e^{-2K I} \right] \hat{f}^{02\uparrow\downarrow}_{\tilde{E}\tilde{E} p} \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} + \frac{2 f_{11} \rho_0}{I} \left[ 1 - e^{-2D I} \right] \hat{f}^{12\downarrow\uparrow}_{\tilde{E}\tilde{E} p} \hat{f}^{11\downarrow\uparrow}_{\tilde{E}\tilde{E} p} \\
\end{align*}
\]

We find the symmetries

\[
\hat{f}^{02\uparrow\downarrow}_{\tilde{E}\tilde{E} p} = -\frac{1}{\sqrt{2}} \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p}, \quad \hat{f}^{12\downarrow\uparrow}_{\tilde{E}\tilde{E} p} = \sqrt{2} \hat{f}^{11\downarrow\uparrow}_{\tilde{E}\tilde{E} p}
\]

which is consistent with the starting values. Thus, we can simplify the differential equation (9.63) further

\[
\begin{align*}
\partial_t \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} &= -|\mathbf{K}| \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} + \frac{4 \rho_0}{I} \left[ 1 - e^{-(1+\eta_1)D I} \right] e^{-\mathbf{K}I} \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} \hat{f}^{11\downarrow\uparrow}_{\tilde{E}\tilde{E} p} \\
\partial_t \hat{f}^{11\downarrow\uparrow}_{\tilde{E}\tilde{E} p} &= -\rho_0 \frac{1}{I} \left[ e^{-2(D-K)I} - e^{-2K I} \right] \left( \hat{f}^{01\uparrow\downarrow}_{\tilde{E}\tilde{E} p} \right)^2 + \frac{2 f_{11} \rho_0}{I} \left[ 1 - e^{-2D I} \right] \left( \hat{f}^{12\downarrow\uparrow}_{\tilde{E}\tilde{E} p} \right)^2 \\
\end{align*}
\]

which coincides with Eq. (7.78).

### 9.11 Adapted Operator Basis for the Kondo and Anderson Model

#### 9.11.1 Basis States for the Adapted Operator Basis

The basis states of the adapted basis from Sec. 7.5 for the sites included in the formation of a singlet reference state are chosen to be the eigenstates of

\[
H_t = \sum_\sigma \varepsilon_\sigma \left( c_\sigma^\dagger c_\sigma - c_\sigma^\dagger c_\sigma^\dagger \right) + J_{rr} \sum_{\mu} \sum_{\alpha, \beta} \sigma_\alpha^\mu \tau_\mu \left( c_{r\alpha}^\dagger c_{r\beta} + c_{r\alpha}^\dagger c_{r\beta}^\dagger \right) .
\]

All eigenstates of the Hamiltonian (9.66) are shown in the following tables. We truncate basis states that are higher lying than the triplet states. The eigenstates are sorted by particle number.

**zero-particle subspace**

<table>
<thead>
<tr>
<th>( k )</th>
<th>zero-particle states</th>
<th>energy ( \varepsilon_i )</th>
<th>( \Delta E_i = \varepsilon_i - \varepsilon_s )</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>(</td>
<td>a_1\rangle =</td>
<td>0,\uparrow,\uparrow\rangle )</td>
<td>( \varepsilon_{a_1} = 0 )</td>
</tr>
<tr>
<td>-</td>
<td>(</td>
<td>a_2\rangle =</td>
<td>0,\downarrow,\downarrow\rangle )</td>
<td>( \varepsilon_{a_2} = 0 )</td>
</tr>
</tbody>
</table>
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### One-particle Subspace

<table>
<thead>
<tr>
<th>k</th>
<th>one-particle states</th>
<th>energy $\varepsilon_i$</th>
<th>$\Delta E_i = \varepsilon_i - \varepsilon_s$</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$</td>
<td>s^-\rangle = \frac{1}{\sqrt{2}} (</td>
<td>0, \uparrow, \downarrow\rangle -</td>
<td>0, \downarrow, \uparrow\rangle)$</td>
</tr>
<tr>
<td>1</td>
<td>$</td>
<td>f_+^+\rangle =</td>
<td>0, \uparrow, \uparrow, \uparrow\rangle$</td>
<td>$\varepsilon_{f_+^+} = \frac{J_{xx}}{2} - \varepsilon_r$</td>
</tr>
<tr>
<td>2</td>
<td>$</td>
<td>f_+\rangle = \frac{1}{\sqrt{2}} (</td>
<td>0, \uparrow, \downarrow\rangle +</td>
<td>0, \downarrow, \uparrow\rangle)$</td>
</tr>
<tr>
<td>3</td>
<td>$</td>
<td>g_\uparrow\rangle =</td>
<td>0, \downarrow\rangle$</td>
<td>$\varepsilon_{g_\uparrow} = \frac{J_{xx}}{2} - \varepsilon_r$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_3\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\uparrow, \downarrow, 0\rangle -</td>
<td>\downarrow, \uparrow, 0\rangle)$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_4\rangle =</td>
<td>\downarrow, \uparrow, 0\rangle$</td>
<td>$\varepsilon_{a_4} = \frac{J_{xx}}{2} + \varepsilon_r$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_5\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\uparrow, \downarrow, 0\rangle +</td>
<td>\downarrow, \uparrow, 0\rangle)$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_6\rangle =</td>
<td>\uparrow, \uparrow, 0\rangle$</td>
<td>$\varepsilon_{a_6} = \frac{J_{xx}}{2} + \varepsilon_r$</td>
</tr>
</tbody>
</table>

### Three-particle Subspace

<table>
<thead>
<tr>
<th>k</th>
<th>one-particle states</th>
<th>energy $\varepsilon_i$</th>
<th>$\Delta E_i = \varepsilon_i - \varepsilon_s$</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$</td>
<td>s^+\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\downarrow, \uparrow, \downarrow, \uparrow\rangle -</td>
<td>\uparrow, \downarrow, \uparrow, \downarrow\rangle)$</td>
</tr>
<tr>
<td>5</td>
<td>$</td>
<td>f_+^+\rangle =</td>
<td>\uparrow, \uparrow, \uparrow, \uparrow\rangle$</td>
<td>$\varepsilon_{f_+^+} = \frac{J_{xx}}{2} - \varepsilon_r$</td>
</tr>
<tr>
<td>6</td>
<td>$</td>
<td>f_+\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\downarrow, \uparrow, \uparrow, \downarrow\rangle +</td>
<td>\uparrow, \downarrow, \uparrow, \downarrow\rangle)$</td>
</tr>
<tr>
<td>7</td>
<td>$</td>
<td>g_\uparrow\rangle =</td>
<td>\downarrow, \downarrow\rangle$</td>
<td>$\varepsilon_{g_\uparrow} = \frac{J_{xx}}{2} - \varepsilon_r$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_7\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\uparrow, \downarrow, \uparrow, \downarrow\rangle -</td>
<td>\downarrow, \uparrow, \downarrow, \uparrow\rangle)$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_8\rangle =</td>
<td>\uparrow, \downarrow, \uparrow, \uparrow\rangle$</td>
<td>$\varepsilon_{a_8} = \frac{J_{xx}}{2} + \varepsilon_r$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_9\rangle =</td>
<td>\uparrow, \downarrow, \downarrow, \downarrow\rangle$</td>
<td>$\varepsilon_{a_9} = \frac{J_{xx}}{2} + \varepsilon_r$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{10}\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\uparrow, \downarrow, \uparrow, \downarrow\rangle +</td>
<td>\downarrow, \uparrow, \downarrow, \uparrow\rangle)$</td>
</tr>
</tbody>
</table>

### Two-particle Subspace

<table>
<thead>
<tr>
<th>k</th>
<th>one-particle states</th>
<th>energy $\varepsilon_i$</th>
<th>$\Delta E_i = \varepsilon_i - \varepsilon_s$</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$</td>
<td>F_S, \uparrow\rangle =</td>
<td>0, \uparrow, \downarrow, \downarrow\rangle$</td>
<td>$\varepsilon_{F_S, \uparrow} = -2\varepsilon_r$</td>
</tr>
<tr>
<td>9</td>
<td>$</td>
<td>F_S, \downarrow\rangle =</td>
<td>0, \downarrow, \uparrow, \downarrow\rangle$</td>
<td>$\varepsilon_{F_S, \downarrow} = -2\varepsilon_r$</td>
</tr>
<tr>
<td>10</td>
<td>$</td>
<td>\uparrow\rangle = \frac{1}{\sqrt{6}} (</td>
<td>\uparrow, \uparrow, \downarrow\rangle - 2</td>
<td>\uparrow, \downarrow, \uparrow\rangle +</td>
</tr>
<tr>
<td>11</td>
<td>$</td>
<td>\downarrow\rangle = \frac{1}{\sqrt{6}} (</td>
<td>\downarrow, \downarrow, \uparrow\rangle - 2</td>
<td>\downarrow, \uparrow, \downarrow\rangle +</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{11}\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\uparrow, \downarrow, \uparrow\rangle -</td>
<td>\downarrow, \uparrow, \uparrow\rangle)$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{12}\rangle = \frac{1}{\sqrt{2}} (</td>
<td>\downarrow, \uparrow, \uparrow\rangle -</td>
<td>\uparrow, \downarrow, \uparrow\rangle)$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{13}\rangle = \frac{1}{\sqrt{6}} (</td>
<td>\uparrow, \uparrow, \downarrow\rangle +</td>
<td>\uparrow, \downarrow, \uparrow\rangle +</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{14}\rangle = \frac{1}{\sqrt{6}} (</td>
<td>\downarrow, \downarrow, \uparrow\rangle +</td>
<td>\uparrow, \downarrow, \downarrow\rangle +</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{15}\rangle =</td>
<td>\uparrow, \downarrow, \uparrow\rangle$</td>
<td>$\varepsilon_{a_{15}} = J_{rr}$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{16}\rangle =</td>
<td>\downarrow, \uparrow, \downarrow\rangle$</td>
<td>$\varepsilon_{a_{16}} = J_{rr}$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{17}\rangle =</td>
<td>\uparrow, \uparrow, 0\rangle$</td>
<td>$\varepsilon_{a_{17}} = 2\varepsilon_r$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>a_{18}\rangle =</td>
<td>\downarrow, \downarrow, 0\rangle$</td>
<td>$\varepsilon_{a_{18}} = 2\varepsilon_r$</td>
</tr>
</tbody>
</table>
four-particle subspace

<table>
<thead>
<tr>
<th>k</th>
<th>one-particle states</th>
<th>energy $\epsilon_i$</th>
<th>$\Delta E_i = \epsilon_i - \epsilon_j$</th>
<th>used</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>$</td>
<td>4,\uparrow\rangle = \downarrow\downarrow, \uparrow\uparrow\rangle$</td>
<td>$\epsilon_{4\uparrow} = 0$</td>
<td>$\Delta E_{4\uparrow} = 2\epsilon_r$</td>
</tr>
<tr>
<td>-</td>
<td>$</td>
<td>4,\downarrow\rangle = \uparrow\downarrow, \downarrow\uparrow\rangle$</td>
<td>$\epsilon_{4\downarrow} = 0$</td>
<td>$\Delta E_{4\downarrow} = 2\epsilon_r$</td>
</tr>
</tbody>
</table>

### 9.11.2 Starting Values

The starting values of the Kondo (Anderson) model in the adapted operator basis (7.94) from Sec. 7.5 are given explicitly. The indices belong to the states from Sec. 9.11.1 (row $k$).

$$
\begin{align*}
E_{0,0} &= -\frac{3J_{rr}}{2} - \epsilon_r \\
E_{1,1} &= \frac{J_{rr}}{2} - \epsilon_r \\
E_{2,2} &= \frac{J_{rr}}{2} - \epsilon_r \\
E_{3,3} &= \frac{J_{rr}}{2} - \epsilon_r \\
E_{4,4} &= -\frac{3J_{rr}}{2} - \epsilon_r \\
E_{5,5} &= \frac{J_{rr}}{2} - \epsilon_r \\
E_{6,6} &= \frac{J_{rr}}{2} - \epsilon_r \\
E_{7,7} &= \frac{J_{rr}}{2} - \epsilon_r \\
E_{8,8} &= -2\epsilon_r \\
E_{9,9} &= -2\epsilon_r \\
E_{10,10} &= -2J_{rr} \\
E_{11,11} &= -2J_{rr} \\
E_{10,8} &= \frac{3}{\sqrt{6}}J_{r\bar{r}} \\
E_{8,10} &= \frac{3}{\sqrt{6}}J_{r\bar{r}} \\
E_{11,9} &= -\frac{3}{\sqrt{6}}J_{r\bar{r}} \\
E_{9,11} &= -\frac{3}{\sqrt{6}}J_{r\bar{r}} \\
\end{align*}
$$

$$
\begin{align*}
\Gamma_{n}^{10,0,\uparrow} &= -\frac{3}{2\sqrt{12}}J_{nr} \\
\Gamma_{n}^{11,0,\downarrow} &= +\frac{3}{2\sqrt{12}}J_{nr} \\
\Gamma_{n}^{8,0,\uparrow} &= +\frac{3}{2\sqrt{12}}J_{n\bar{r}} \\
\Gamma_{n}^{9,0,\downarrow} &= +\frac{3}{2\sqrt{12}}J_{n\bar{r}} \\
\Gamma_{n}^{10,2,\uparrow} &= +\frac{5}{2\sqrt{12}}J_{nr} \\
\Gamma_{n}^{10,1,\downarrow} &= -\frac{5}{2\sqrt{6}}J_{nr} \\
\Gamma_{n}^{8,2,\uparrow} &= -\frac{1}{2\sqrt{2}}J_{n\bar{r}} \\
\Gamma_{n}^{8,1,\downarrow} &= +\frac{1}{2\sqrt{2}}J_{n\bar{r}} \\
\Gamma_{n}^{11,3,\uparrow} &= -\frac{5}{2\sqrt{6}}J_{nr} \\
\Gamma_{n}^{11,2,\downarrow} &= +\frac{5}{2\sqrt{12}}J_{nr} \\
\Gamma_{n}^{9,3,\uparrow} &= -\frac{1}{2\sqrt{6}}J_{n\bar{r}} \\
\Gamma_{n}^{9,2,\downarrow} &= +\frac{1}{2\sqrt{2}}J_{n\bar{r}} \\
\Gamma_{n}^{5,8,\uparrow} &= +\frac{1}{2J_{nr}} \\
\Gamma_{n}^{5,8,\downarrow} &= +\frac{1}{2J_{nr}} \\
\Gamma_{n}^{6,9,\uparrow} &= +\frac{1}{2\sqrt{2}}J_{nr} \\
\Gamma_{n}^{6,8,\downarrow} &= -\frac{3}{2\sqrt{2}}J_{nr} \\
\Gamma_{n}^{4,9,\uparrow} &= +\frac{3}{2\sqrt{6}}J_{nr} \\
\Gamma_{n}^{4,9,\downarrow} &= +\frac{3}{2\sqrt{6}}J_{nr} \\
\Gamma_{n}^{5,10,\uparrow} &= -\frac{5}{2\sqrt{6}}J_{n\bar{r}} \\
\Gamma_{n}^{5,10,\downarrow} &= -\frac{5}{2\sqrt{12}}J_{n\bar{r}} \\
\Gamma_{n}^{6,11,\uparrow} &= +\frac{5}{2\sqrt{12}}J_{n\bar{r}} \\
\Gamma_{n}^{4,10,\downarrow} &= +\frac{3}{2\sqrt{12}}J_{n\bar{r}} \\
\Gamma_{n}^{4,11,\uparrow} &= +\frac{3}{2\sqrt{6}}J_{n\bar{r}} \\
\Gamma_{n}^{7,11,\downarrow} &= +\frac{3}{2\sqrt{6}}J_{n\bar{r}} \\
\end{align*}
$$
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\[
\begin{array}{c}
J_{nm}^{3,1\uparrow} = +\frac{1}{\sqrt{2}} J_{nm} \\
J_{nm}^{3,0\uparrow} = +\frac{1}{\sqrt{2}} J_{nm} \\
J_{nm}^{3,2\uparrow} = +\frac{1}{\sqrt{2}} J_{nm} \\
J_{nm}^{3,1\downarrow} = -\frac{1}{\sqrt{2}} J_{nm} \\
J_{nm}^{3,2\downarrow} = +\frac{1}{\sqrt{2}} J_{nm}
\end{array}
\]

9.11.3 Symmetries

Without symmetries we have \(12^2 = 144\) coefficients \(E_{k,q}\). \(2 \cdot 12^2 = 288\) coefficients \(J_{nm}^{k,q,\alpha\beta}\) for each index \(n\) and \(4 \cdot 12^2 = 576\) coefficients \(J_{nm}^{k,q,\alpha\beta}\) for each index pair \((n,m)\). However, a lot of combinations of the indices \(k, q, \alpha\) and \(\beta\) are forbidden by spin conservation. Only 20 coefficients of \(E_{k,q}\), 24 coefficients of \(J_{nm}^{k,q,\alpha\beta}\) for each index \(n\) and 64 coefficients of \(J_{nm}^{k,q,\alpha\beta}\) for each index pair \((n,m)\) remain when using \(S_z\)-spin conservation. The coefficients allowed by spin conservation are

Allowed coefficients by spin and particle conservation for \(J_{nm}^{k,q,\alpha\beta}\)

<table>
<thead>
<tr>
<th>(J_{nm}^{0,1\uparrow})</th>
<th>(J_{nm}^{1,2\uparrow})</th>
<th>(J_{nm}^{0,3\uparrow})</th>
<th>(J_{nm}^{1,2\downarrow})</th>
<th>(J_{nm}^{0,3\downarrow})</th>
<th>(J_{nm}^{1,2\uparrow})</th>
<th>(J_{nm}^{0,0\uparrow})</th>
<th>(J_{nm}^{1,1\uparrow})</th>
<th>(J_{nm}^{2,2\uparrow})</th>
<th>(J_{nm}^{3,3\uparrow})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(J_{nm}^{1,0\uparrow})</td>
<td>(J_{nm}^{2,1\uparrow})</td>
<td>(J_{nm}^{3,0\uparrow})</td>
<td>(J_{nm}^{2,1\downarrow})</td>
<td>(J_{nm}^{3,0\downarrow})</td>
<td>(J_{nm}^{2,1\uparrow})</td>
<td>(J_{nm}^{0,0\uparrow})</td>
<td>(J_{nm}^{1,1\uparrow})</td>
<td>(J_{nm}^{2,2\uparrow})</td>
<td>(J_{nm}^{3,3\uparrow})</td>
</tr>
</tbody>
</table>

\[
\begin{array}{c}
J_{nm}^{8,8\uparrow} = +\frac{1}{2} J_{nm} \\
J_{nm}^{8,9\uparrow} = +\frac{1}{2} J_{nm} \\
J_{nm}^{9,9\uparrow} = +\frac{1}{2} J_{nm}
\end{array}
\]

<table>
<thead>
<tr>
<th>(J_{nm}^{10,0\uparrow})</th>
<th>(J_{nm}^{11,1\uparrow})</th>
<th>(J_{nm}^{12,2\uparrow})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(J_{nm}^{10,0\downarrow})</td>
<td>(J_{nm}^{11,1\downarrow})</td>
<td>(J_{nm}^{12,2\downarrow})</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$J_{nm}^{8,8,\uparrow\downarrow}$</th>
<th>$J_{nm}^{8,9,\downarrow\uparrow}$</th>
<th>$J_{nm}^{8,9,\uparrow\downarrow}$</th>
<th>$J_{nm}^{10,10,\uparrow\uparrow}$</th>
<th>$J_{nm}^{10,11,\uparrow\uparrow}$</th>
<th>$J_{nm}^{11,11,\uparrow\uparrow}$</th>
<th>$J_{nm}^{8,8,\downarrow\uparrow}$</th>
<th>$J_{nm}^{8,9,\downarrow\uparrow}$</th>
<th>$J_{nm}^{8,9,\uparrow\downarrow}$</th>
<th>$J_{nm}^{10,10,\downarrow\uparrow}$</th>
<th>$J_{nm}^{10,11,\downarrow\uparrow}$</th>
<th>$J_{nm}^{11,11,\downarrow\uparrow}$</th>
</tr>
</thead>
</table>

Allowed coefficients by spin and particle conservation for $E_{k,q}$

| $E_{0,0}$ | $E_{1,1}$ | $E_{2,2}$ | $E_{3,3}$ | $E_{0,2}$ | $E_{2,0}$ |
| $E_{4,4}$ | $E_{5,5}$ | $E_{6,6}$ | $E_{7,7}$ | $E_{4,6}$ | $E_{6,4}$ |

| $E_{8,8}$ | $E_{9,9}$ | $E_{10,10}$ | $E_{11,11}$ |
| $E_{8,10}$ | $E_{10,8}$ | $E_{9,11}$ | $E_{11,9}$ |

Allowed coefficients by spin and particle conservation for $\Gamma_{n}^{k,q,\sigma}$

| $I_{n}^{8,0,\uparrow}$ | $I_{n}^{10,0,\uparrow}$ | $I_{n}^{8,2,\uparrow}$ | $I_{n}^{10,2,\uparrow}$ | $I_{n}^{8,3,\uparrow}$ | $I_{n}^{11,3,\uparrow}$ | $I_{n}^{9,0,\downarrow}$ | $I_{n}^{11,0,\downarrow}$ | $I_{n}^{8,4,\downarrow}$ | $I_{n}^{10,4,\downarrow}$ | $I_{n}^{9,4,\downarrow}$ | $I_{n}^{11,4,\downarrow}$ |
| $I_{n}^{9,1,\uparrow}$ | $I_{n}^{11,1,\uparrow}$ | $I_{n}^{9,1,\downarrow}$ | $I_{n}^{11,1,\downarrow}$ | $I_{n}^{9,2,\uparrow}$ | $I_{n}^{11,2,\uparrow}$ | $I_{n}^{9,2,\downarrow}$ | $I_{n}^{11,2,\downarrow}$ |
| $I_{n}^{9,3,\uparrow}$ | $I_{n}^{11,3,\uparrow}$ | $I_{n}^{9,3,\downarrow}$ | $I_{n}^{11,3,\downarrow}$ | $I_{n}^{9,4,\uparrow}$ | $I_{n}^{11,4,\uparrow}$ | $I_{n}^{9,4,\downarrow}$ | $I_{n}^{11,4,\downarrow}$ |
| $I_{n}^{9,5,\uparrow}$ | $I_{n}^{11,5,\uparrow}$ | $I_{n}^{9,5,\downarrow}$ | $I_{n}^{11,5,\downarrow}$ | $I_{n}^{9,6,\uparrow}$ | $I_{n}^{11,6,\uparrow}$ | $I_{n}^{9,6,\downarrow}$ | $I_{n}^{11,6,\downarrow}$ |
| $I_{n}^{9,7,\uparrow}$ | $I_{n}^{11,7,\uparrow}$ | $I_{n}^{9,7,\downarrow}$ | $I_{n}^{11,7,\downarrow}$ | $I_{n}^{9,8,\uparrow}$ | $I_{n}^{11,8,\uparrow}$ | $I_{n}^{9,8,\downarrow}$ | $I_{n}^{11,8,\downarrow}$ |
| $I_{n}^{9,9,\uparrow}$ | $I_{n}^{11,9,\uparrow}$ | $I_{n}^{9,9,\downarrow}$ | $I_{n}^{11,9,\downarrow}$ | $I_{n}^{9,10,\uparrow}$ | $I_{n}^{11,10,\uparrow}$ | $I_{n}^{9,10,\downarrow}$ | $I_{n}^{11,10,\downarrow}$ |

Hermiticity

$$E_{k,q} = E_{q,k} \quad (9.67)$$

$$j_{nm}^{k,q,\alpha,\beta} = j_{nm}^{q,k,\beta,\alpha}$$

Symmetries for the coefficients $J_{nm}^{k,q,\alpha,\beta}$

| $J_{nm}^{0,0,\uparrow\uparrow} = +J_{nm}^{0,0,\downarrow\downarrow}$ | $J_{nm}^{4,4,\uparrow\uparrow} = +J_{nm}^{4,4,\downarrow\downarrow}$ |
| $J_{nm}^{2,2,\uparrow\uparrow} = +J_{nm}^{2,2,\downarrow\downarrow}$ | $J_{nm}^{6,6,\uparrow\downarrow} = +J_{nm}^{6,6,\downarrow\uparrow}$ |
| $J_{nm}^{1,1,\uparrow\uparrow} = +J_{nm}^{1,1,\downarrow\downarrow}$ | $J_{nm}^{5,5,\uparrow\downarrow} = J_{nm}^{5,5,\downarrow\uparrow}$ |
| $J_{nm}^{3,3,\uparrow\uparrow} = +J_{nm}^{3,3,\downarrow\downarrow}$ | $J_{nm}^{7,7,\uparrow\downarrow} = +J_{nm}^{7,7,\downarrow\uparrow}$ |
| $J_{nm}^{4,2,\uparrow\uparrow} = \pm J_{nm}^{4,2,\downarrow\downarrow}$ | $J_{nm}^{6,4,\uparrow\downarrow} = J_{nm}^{6,4,\downarrow\uparrow}$ |
| $J_{nm}^{1,3,\uparrow\downarrow} = \pm J_{nm}^{1,3,\uparrow\downarrow}$ | $J_{nm}^{4,3,\uparrow\downarrow} = \pm J_{nm}^{4,3,\downarrow\uparrow}$ |
| $J_{nm}^{0,4,\uparrow\downarrow} = \pm J_{nm}^{0,4,\uparrow\downarrow}$ | $J_{nm}^{5,4,\downarrow\uparrow} = J_{nm}^{5,4,\downarrow\downarrow}$ |
| $J_{nm}^{1,2,\uparrow\downarrow} = \pm J_{nm}^{1,2,\uparrow\downarrow}$ | $J_{nm}^{5,6,\downarrow\uparrow} = J_{nm}^{5,6,\downarrow\downarrow}$ |
| $J_{nm}^{2,1,\uparrow\downarrow} = \pm J_{nm}^{2,1,\downarrow\uparrow}$ | $J_{nm}^{5,7,\downarrow\uparrow} = J_{nm}^{5,7,\uparrow\downarrow}$ |
| $J_{nm}^{3,0,\uparrow\downarrow} = \pm J_{nm}^{3,0,\downarrow\uparrow}$ | $J_{nm}^{6,4,\uparrow\downarrow} = \pm J_{nm}^{6,4,\downarrow\uparrow}$ |

| $J_{nm}^{8,8,\uparrow\uparrow} = +J_{nm}^{8,9,\downarrow\uparrow}$ | $J_{nm}^{10,8,\uparrow\uparrow} = -J_{nm}^{11,9,\downarrow\downarrow}$ |
| $J_{nm}^{8,8,\downarrow\uparrow} = +J_{nm}^{8,9,\downarrow\uparrow}$ | $J_{nm}^{10,8,\downarrow\uparrow} = -J_{nm}^{11,9,\downarrow\downarrow}$ |
| $J_{nm}^{8,9,\uparrow\uparrow} = +J_{nm}^{8,9,\uparrow\uparrow}$ | $J_{nm}^{10,9,\uparrow\uparrow} = -J_{nm}^{11,9,\downarrow\downarrow}$ |
| $J_{nm}^{8,9,\downarrow\uparrow} = +J_{nm}^{8,9,\downarrow\uparrow}$ | $J_{nm}^{10,9,\downarrow\uparrow} = -J_{nm}^{11,9,\downarrow\downarrow}$ |
| $J_{nm}^{8,10,\uparrow\uparrow} = -J_{nm}^{9,11,\downarrow\uparrow}$ | $J_{nm}^{10,10,\uparrow\uparrow} = -J_{nm}^{9,11,\downarrow\downarrow}$ |
| $J_{nm}^{8,10,\downarrow\uparrow} = -J_{nm}^{9,11,\downarrow\uparrow}$ | $J_{nm}^{10,10,\downarrow\uparrow} = -J_{nm}^{9,11,\downarrow\downarrow}$ |
| $J_{nm}^{8,11,\uparrow\uparrow} = -J_{nm}^{10,11,\downarrow\uparrow}$ | $J_{nm}^{10,11,\uparrow\uparrow} = -J_{nm}^{10,11,\downarrow\downarrow}$ |
| $J_{nm}^{8,11,\downarrow\uparrow} = -J_{nm}^{10,11,\downarrow\uparrow}$ | $J_{nm}^{10,11,\downarrow\uparrow} = -J_{nm}^{10,11,\downarrow\downarrow}$ |
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Symmetries for the coefficients $\Gamma_{n}^{k,q,\sigma}$

<table>
<thead>
<tr>
<th>$\Gamma_{n}^{4,8,\downarrow}$</th>
<th>$= -\Gamma_{n}^{4,9,\uparrow}$</th>
<th>$\Gamma_{n}^{8,0,\uparrow}$</th>
<th>$= +\Gamma_{n}^{9,0,\downarrow}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{n}^{1,10,\downarrow}$</td>
<td>$= \Gamma_{n}^{1,11,\uparrow}$</td>
<td>$\Gamma_{n}^{8,1,\uparrow}$</td>
<td>$= -\Gamma_{n}^{9,3,\downarrow}$</td>
</tr>
<tr>
<td>$\Gamma_{n}^{5,8,\downarrow}$</td>
<td>$= \Gamma_{n}^{6,9,\uparrow}$</td>
<td>$\Gamma_{n}^{8,2,\uparrow}$</td>
<td>$= -\Gamma_{n}^{9,2,\downarrow}$</td>
</tr>
<tr>
<td>$\Gamma_{n}^{5,10,\downarrow}$</td>
<td>$= \Gamma_{n}^{6,11,\uparrow}$</td>
<td>$\Gamma_{n}^{10,0,\uparrow}$</td>
<td>$= -\Gamma_{n}^{11,0,\downarrow}$</td>
</tr>
<tr>
<td>$\Gamma_{n}^{6,8,\uparrow}$</td>
<td>$= \Gamma_{n}^{7,9,\downarrow}$</td>
<td>$\Gamma_{n}^{10,1,\uparrow}$</td>
<td>$= +\Gamma_{n}^{11,3,\downarrow}$</td>
</tr>
<tr>
<td>$\Gamma_{n}^{5,10,\uparrow}$</td>
<td>$= \Gamma_{n}^{6,11,\downarrow}$</td>
<td>$\Gamma_{n}^{10,2,\uparrow}$</td>
<td>$= +\Gamma_{n}^{11,2,\downarrow}$</td>
</tr>
</tbody>
</table>

Symmetries for the coefficients $E_{k,q}$

<table>
<thead>
<tr>
<th>$E_{0,0}$</th>
<th>$= E_{4,4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{1,1}$</td>
<td>$= E_{2,2}$</td>
</tr>
<tr>
<td>$E_{3,3}$</td>
<td>$= E_{5,5}$</td>
</tr>
<tr>
<td>$E_{6,6}$</td>
<td>$= E_{7,7}$</td>
</tr>
</tbody>
</table>

The number of remaining coefficients that are not forbidden by spin conservation or connected by symmetries are 10 for $E_{k,q}$, 12 for each index $n$ of $\Gamma_{n}^{k,q,\sigma}$ and 28 for each index pair $(n,m)$ of $j_{nm}^{k,q,\alpha\beta}$.
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