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Notations

N {1, 2, . . . }

R real numbers

C complex numbers

1 indicator function

a ∧ b min{a, b} for a, b ∈ R

a ∨ b max{a, b} for a, b ∈ R

sign(x) sign-function with sign(0) = 0

f+ resp. f− positive resp. negative part of a real valued function f

defined as f+(x) := f (x) ∨ 0 resp. f−(x) := − f (x) ∨ 0

Xt− lim
s↗t

Xs

∆Xs Xs − Xs−

f (x) = O(g(x)) as x → x0 Landau-symbol, ∃C ≥ 0 such that f (x)
g(x) → C as x → x0

f (x) = o(g(x)) as x → x0 Landau-symbol, f (x)
g(x) → 0 as x → x0

f (x) ∼ g(x) ∃c > 0 such that f (x) = cg(x)

f (x) . g(x) ∃c > 0 such that f (x) ≤ cg(x)

C0
b (R) { f : R→ R| f continuous, bounded}

‖ f ‖∞ uniform norm of f

P probability measure

E expectation

ϕµ characteristic function of some distribution µ

µ ∗ ν convolution of two distributions µ and ν

Xn → X P− a.s. Xn converges to X almost surely

Xn
P→ X Xn converges in probability to X

Xn
D→ X Xn converges in distribution to X

Sm group of all permutations of the set {1, . . . , m}⊕
direct sum
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Introduction

The theory of power variation has been developed out of questions raised in mathe-

matical finance. One quantity of interest in this theory is the integrated volatility which is

important for pricing and risk assessment. It can be used for example for pricing constant

maturity swap options in stochastic volatility models as considered in [KL10]. As the

link between the mathematical concept of quadratic variation and integrated volatility

was established this was the starting point for the use of power variation. The realized

power variation was introduced by Barndorff-Nielsen and Shephard [BNS02, BNS03,

BNS04a, BNS04b] in the context of stochastic volatility models as an estimator of the

integrated volatility. The articles [BNS02, BNS03] provide limit theorems of power vari-

ations when the underlying model is some continuous time semi-martingale of the form

At +
t∫

0
σs dBs, where A satisfies some regularity conditions and is stochastically indepen-

dent of the Brownian motion B.

In various articles the limit behaviour of the realized power variation is analysed

in different models, e.g. for stochastic volatility models in [Woe05], for functionals of

semi-martingales in [Jac08] and for Gaussian processes with non-stationary increments in

[MN14]. There are also limit theorems for the bipower variation e.g. for semi-martingales

in [BNGJ+06]. Both concepts are investigated in [BNCP09, BNCPW09] for Gaussian

processes with stationary increments and in [Pod14] for ambit fields.

Our ideas are based on the article [CNW06] where limit theorems for the power vari-

ation for so-called integrated fractional processes are developed. These are processes of

the form

Zt :=
t∫

0

us dBH
s ,

where BH denotes a fractional Brownian motion with Hurst parameter H ∈ (0, 1). When

u ≡ 1 limit theorems for fractional Brownian motions are obtained. Our goal in this

thesis is to go one step further than the last cited article and drop the restriction of hav-

ing Gaussian marginal distributions. Instead of fractional Brownian motions we use its
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generalisation, the so-called fractional Lévy processes. Fractional Brownian motions are

introduced as Gaussian processes with a certain covariance structure. They also possess

a so-called moving average representation, this is

BH
t = C

∞∫
−∞

a
(
(t− s)H−1/2

+ − (−s)H−1/2
+

)
+ b

(
(t− s)H−1/2

− − (−s)H−1/2
−

)
dBs,

where a, b and C are real valued constants and B is a two-sided Brownian motion. Frac-

tional Lévy processes are obtained by replacing the Brownian motion B in the above

representation by a two-sided Lévy process L. For simplicity we consider the case a = 1

and b = 0. By linearity of the integral and symmetry of the integrand the proofs of our

results presented in Chapters 2 and 3 are the same as in the general case. This means that

the representation of fractional Lévy processes reduces to

Xγ
t :=

∞∫
−∞

(t− s)γ
+ − (−s)γ

+ dLs, t ∈ R,

where we also replace the exponent H − 1
2 in the definition of fractional Brownian mo-

tions by γ. The integral is defined in the sense of [RR89]. This article contains the con-

struction of integrals with respect to random measures, a representation of the charac-

teristic function of such integrals and it determines functions which are integrable with

respect to random measures. The article [EW13] applies those techniques to fractional

Lévy processes and provides a good overview about the properties of those processes.

In [EW13, Corollaries 2, 3 and 4] it was shown under which conditions fractional Lévy

processes are well defined. Since we need to restrict ourselves to the subclass of local

self-similar fractional Lévy processes, which is defined later, we only state existence of

local self-similar fractional Lévy processes. We derive the existence of this subclass of

fractional Lévy processes from the existence of linear fractional stable motions. These

processes were introduced by [ST00] and we will see that they are indeed fractional Lévy

processes whose integrators are symmetric, α-stable Lévy processes.

In this thesis we develop a consistency theorem for integrated fractional processes in

a pure jump model, that is, the fractional Brownian motion in the definition of the pro-

cess Z above is replaced by a pure jump fractional Lévy process LH satisfying the local
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self-similarity property. We will see that similar to the Gaussian models developed in

[BNCP09, CNW06] we can use Bernstein’s blocking technique to deduce consistency of

the realized power variation as an estimator of integrated volatility. A limit theorem for

the distributional theory is only developed for the power variation of linear fractional sta-

ble motions. The reason why we restrict ourselves to this special case of a fractional Lévy

process is that the distributional theory is much more involved than in non-Gaussian

models. In Gaussian models central and non central limit theorems are deduced with the

help of very powerful results developed in the context of Wiener/Itô/Malliavin calculus

(see e.g. [HN05]). Instead of this we use the technique of subordination to find an elegant

way to reduce the proof of a limit theorem for the power variation of linear fractional

stable motions (Theorem 3.1) to a Malliavin based limit theorem (Theorem 1.27). The

technique we use to apply this theorem is similar to the Gaussian limit theorem provided

by [MN14, Theorem 1] for the power variation of non-stationary Gaussian processes.

This thesis is structured as follows: In the first chapter we introduce all basic nota-

tions and additionally processes we are working with and their properties. Here, we

focus on fractional Lévy processes and subordination for α-stable Lévy processes. The

second chapter contains the development of a consistency theorem for integrated frac-

tional processes including an analogue statement for local self-similar fractional Lévy

processes. The last chapter includes the main result, this is the distributional limit the-

orem for linear fractional stable motions including a representation of a linear fractional

stable motion as a conditionally Gaussian process G and the application of a Malliavin

based limit theorem to the power variation of this process G.
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CHAPTER 1

Basics of Fractional Lévy processes

The scope of this chapter is to introduce the basic definitions and notations which are

important for this thesis. Mainly these are fractional Lévy processes and subordination.

In order to make the thesis self contained we also introduce ordinary Lévy processes and

infinitely divisible laws. In addition to that we give a brief survey of stable distributions

since they play a central role in this thesis. Also we introduce a limit theorem based

on Malliavin calculus which is used later. Since definitions and results presented in this

chapter are well known we restrict ourselves to a brief introduction.

We mainly consider real valued stochastic processes except for the explicit construc-

tion of two-sided Lévy processes in Chapter 3. Since in this case the two-dimensional

process is given by a pair of two one-dimensional processes we restrict ourselves to the

one-dimensional case in the definitions and formulation of results in this chapter. This

is only for the sake of simplicity and most of the results can easily be generalised to d-

dimensional random variables, distributions or stochastic processes.

We assume that all random variables are defined on a probability space (Ω,A, P). A

stochastic process X is a family of random variables X = (Xt)t∈I with parameter t ∈ I ⊆ R.

We only consider the cases I = [0, ∞) and I = R. In the latter case we call the stochastic

process X = (Xt)t∈R two-sided process. We use the notations Xt, Xt(ω), X(t) and X(t, ω)

interchangeably. The mapping t 7→ Xt(ω) is called path of the stochastic process X. A

function f : [0, ∞) → R is called càdlàg, if f (t) is right continuous in t ≥ 0 and has left

limits in t > 0. A stochastic process has some path property if P-almost every path has

the stated property (e.g. a stochastic process is continuous, Hölder-continuous, càdlàg if

almost every path is continuous, Hölder-continuous, càdlàg).
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2 1. BASICS OF FRACTIONAL LÉVY PROCESSES

Let µ be a probability distribution on R. It is called trivial if it is a Dirac distribution.

Otherwise it is called non-trivial. We denote by ϕµ : R→ C,

ϕµ(u) =
∫
R

eiux dµ(x)

the characteristic function of µ. The characteristic function of a random variable X is given

by ϕX = ϕPX , where PX denotes the law of X. We assume that the reader is familiar with

characteristic functions and its properties (see e.g. [Sat99]).

The index of notations which can be found on page ii contains other often used nota-

tions.

1. Infinitely Divisible and Stable Distributions

In this section we introduce infinitely divisible distributions and describe their char-

acteristic functions. As a particular instance of these distributions we define stable distri-

butions and state some of their basic properties. We start with the definition of infinitely

divisible distributions.

DEFINITION 1.1. A distribution µ is called infinitely divisible if for any positive integer

n ∈N there is a probability measure µn such that µ is the nth convolution of µn, that is

µ = µn ∗ . . . ∗ µn︸ ︷︷ ︸
n-times

.

The next proposition, the so-called Lévy-Khintchine formula, characterises infinitely

divisible distributions.

PROPOSITION 1.2. Let h : R→ R be a bounded measurable function satisfying

h(x) = 1 + o(|x|) as |x| → 0,

h(x) = O
(

1
|x|

)
as |x| → ∞.
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i) If µ is an infinite divisible distribution, then there exist σ2 ≥ 0, a measure ν satisfying

(1.1) ν ({0}) = 0 and
∫
R

(|x|2 ∧ 1) dν(x) < ∞,

and a real number b ∈ R such that

(1.2) ϕµ(u) = exp

−1
2

u2σ2 + ibu +
∫
R

eiux − 1− iuxh(x) dν(x)

 =: eψ(u), u ∈ R.

ii) The representation of ϕµ as given above by σ2, ν and b is unique (but depends on h, c.f.

below).

iii) Conversely, if σ2 ≥ 0, ν is a measure satisfying (1.1) and b ∈ R, then there exists an

infinitely divisible distribution µ whose characteristic function is given by (1.2).

PROOF. This proposition is an immediate consequence of [Sat99, Theorem 8.1],

where the proof is carried out in the d-dimensional case. �

DEFINITION 1.3. The triplet (b, σ2, ν) as given in the above proposition is called the

generating triplet of µ. The measure ν is called Lévy measure of µ. In the case σ2 = 0

the distribution is called purely non-Gaussian. The function ψ defined in Equation (1.2) is

called characteristic exponent of the measure µ.

The function h in the above proposition is called truncation function and it is obviously

not unique. Also the parameter b depends on h. If we use another truncation function h̃

the parameter bh̃ with respect to h̃ is obtained as follows:

bh̃ = b +
∫
R

x(h̃(x)− h(x)) dν(x).

If in addition the Lévy measure ν satisfies
∫

[−1,1]
|x| dν(x) < ∞, then the function h ≡ 0 is

a valid choice and the parameter b0 with respect to the zero function is called drift. On

the other hand, if
∫
|x|>1

x dν(x) < ∞, the corresponding parameter b1 to the truncation

function h ≡ 1 is called the centre of µ and equals the mean of µ.

Next we introduce α-stable distributions.
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DEFINITION 1.4. Let µ be a non-trivial, infinitely divisible probability measure and

α ∈ (0, 2]. The measure µ is called α-stable if for any r > 0 there exists c ∈ R such that

ϕµ(z)r = ϕµ

(
r

1
α z
)

eicz.

It is called strictly α-stable if for any r > 0

ϕµ(z)r = ϕµ

(
r

1
α z
)

.

In the one-dimensional case the characteristic function can be represented as stated

in the next proposition. After this we derive the generating triplet.

PROPOSITION 1.5. Let 0 < α < 2. If a distribution µ is non-trivial and α-stable, then there

exist c > 0, β ∈ [−1, 1] and τ ∈ R such that

(1.3) ϕµ(z) =


e−c|z|α(1−iβ tan απ

2 sign z)+iτz for α 6= 1,

e−c|z|
(

1+iβ 2
π log |z| sign z

)
+iτz for α = 1.

Conversely, for every c > 0, β ∈ [−1, 1] and τ ∈ R, there is a non-trivial α-stable distribution

µ satisfying (1.3). An α-stable distribution µ is strictly α-stable, iff τ = 0 or β = 0 according as

α 6= 1 or α = 1.

PROOF. The proof is carried out in [Sat99, Theorem 14.15] �

The generating triplet (b, σ2, ν) of an α-stable distribution is obtained as follows: in

the case α = 2 the distribution is Gaussian and the triplet is (m, σ2, 0), where m = E[µ]

and σ2 = Var(µ). For α ∈ (0, 2) the Lévy measure ν of an α-stable distribution µ is

absolutely continuous with respect to the Lebesgue measure and it holds

dν(x) =


c1x−1−αdx on (0, ∞),

c2|x|−1−αdx on (−∞, 0),

where c1, c2 ≥ 0 with c1 + c2 > 0 are obtained by c = c1 + c2 and β = c1−c2
c . Concerning

τ, if 0 < α < 1 then τ = b0, the drift of µ, and in the case 1 < α < 2 it holds τ = b1, the

centre of µ. If α < 2, it holds σ2 = 0.
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An α-stable distribution is called symmetric if c1 = c2 or equivalent β = 0.

In the next section we introduce Lévy processes.

2. Lévy Processes

Lévy processes are tightly related to infinitely divisible distributions. This will be the

content of Proposition 1.7. We define Lévy processes as follows:

DEFINITION 1.6. A stochastic process L = (Lt)t≥0 is called Lévy process if it satisfies

the following conditions:

1) L0 = 0 a.s.

2) For any n ∈N and 0 ≤ t0 < t1 < · · · < tn the random variables

Lt0 , Lt1 − Lt0 , . . . , Ltn − Ltn−1

are independent (independent increments).

3) For s, t ≥ 0 the distribution of Ls+t − Ls does not depend on s (stationary incre-

ments).

4) The paths of L are almost surely càdlàg.

The following proposition characterises the one-dimensional marginal distributions

of Lévy processes.

PROPOSITION 1.7. If L is a Lévy process, then L1 has infinitely divisible law. Let µ = PL1 .

If µ has generating triplet (b, σ2, ν), then there exists a measure µt whose generating triplet is

given by (tb, tσ2, tν). The measure µt corresponds to the t th convolution of µ and the law of Lt

is given by µt. In particular this means that if the law of L1 has characteristic exponent ψ, then

the law of Lt possesses the characteristic exponent tψ.

PROOF. By [Sat99, Example 7.3] µ is infinitely divisible and the tth convolution µt of

µ is obtained by applying [Sat99, Lemma 7.9]. The representation of the generating triplet
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of µt is a consequence of the Lévy-Khintchine formula and is stated in [Sat99, Corollary

8.3]. By [Sat99, Theorem 7.10 (i)] the law of Lt is given by µt. �

Stable Lévy processes are defined as follows:

DEFINITION 1.8. Let 0 < α < 2 and µ be a measure satisfying (1.3). A process Lα with

µ = PLα
1 is called a stable Lévy process with parameters (α, β, τ, c). Often it is simply called

α-stable Lévy process.

We also introduce the notation of spectral negative processes:

DEFINITION 1.9. A Lévy process is called spectral negative if ν((0, ∞)) = 0.

For stable processes this is the case iff β = −1.

In the next section we introduce fractional Lévy processes as processes that still pos-

sess the property of stationary increments but no longer have independent increments.

3. Local Self-Similar Fractional Lévy Processes

Fractional Lévy processes are defined as integrals of deterministic integrands (the

so-called kernel-functions or kernels) with respect to two-sided Lévy processes. Linear

fractional stable motions are one example of fractional Lévy processes. In this case the

integrator, the so-called driver, is a symmetric α-stable Lévy process. From their existence

we can derive the existence of so-called local self-similar fractional Lévy processes. Since

the property of local self-similarity is crucial in the proof of our consistency theorem

we will only introduce this subclass of fractional Lévy processes. For a more detailed

introduction to fractional Lévy processes we refer to [EW13].

In order to define fractional Lévy processes we first define two-sided Lévy processes:
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DEFINITION 1.10. Let L(1) and L(2) are independent and identically distributed Lévy

processes. The two-sided version of L(1) (two-sided Lévy process) L = (Lt)t∈R is defined by

Lt :=


L(1)

t t ≥ 0,

−L(2)
−t− t < 0.

Note that L−t− = L(−t)− .

Let Lα be a two-sided symmetric α-stable Lévy process in the sense of Definition 1.8

with α ∈ (0, 2), β = 0, c ∈ R and τ is the drift respectively the centre according as

0 < α < 1 or 1 < α < 2. In the case α = 1 we assume τ = 0 and use the truncation

function h(x) = 1|x|≤1(x). This means that the Lévy-Khintchine formula of Lα reduces to

E
[
eiuLα

t

]
= exp

ibut + t
∫
R

(
eiux − 1− iux1|x|≤1(x)

)
dν(x)

 ,

where in this case for the generating triplet (b, 0, ν) it holds

(1.4) b =



∫
|x|≤1

x dν(x) if α < 1,

∫
|x|>1

x dν(x) if α > 1,

0 if α = 1

and the Lévy measure ν is absolutely continuous with respect to the Lebesgue measure

with density g(x) = c
|x|1+α .

As mentioned in the introduction fractional Lévy processes are defined as integrals

of some deterministic functions, the so-called kernel functions, with respect to two-sided

Lévy processes, where the integral is given in the sense of [RR89, Definition 2.5]. In

this calculus the integral of a (deterministic) function f with respect to a two-sided Lévy

process is defined as follows (see e.g. [EW13]): if a < b and f = 1(a,b], then∫
R

f (s) dLs = L(b)− L(a).

Linear-combinations of functions of this type (simple functions) are treated as usual by

the linearity of the integral. The integral of a measurable function f with respect to L
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exists if f is the almost sure limit of approximating simple functions whose integrals

converge in probability. Additionally, the integral does not depend on the approximating

sequence. We later state the existence result for linear fractional stable motions.

In order to have the property of stationary increments we can choose the same kernel

functions which are used for fractional Brownian motions. These are

• f+γ (t, s) := (t− s)γ
+ − (−s)γ

+,

• f−γ (t, s) := (t− s)γ
− − (−s)γ

− and

• fγ(t, s) := a f+γ (t, s) + b f−γ (t, s), a, b ∈ R,

where γ ∈ R and we always exclude the case γ = 0. Since all kernel functions can

be treated along similar lines we restrict ourselves to f+γ (t, s) and γ ∈
(
− 1

α , 1− 1
α

)
. The

last condition ensures the existence of the corresponding local self-similar fractional Lévy

process (c.f. Remark 1.13 and 1.16 below). We also state an integrability condition for the

function s 7→ f+γ (t, s), s ∈ R:

LEMMA 1.11. The function s 7→ | f+γ (t, s)|δ is integrable at 0 and t with respect to Lebesgue-

measure iff either γ > 0 or both of γ < 0 and δ < − 1
γ are satisfied. It is integrable at −∞ iff

δ > 1
1−γ .

PROOF. See [EW13, Proposition 2]. �

Next we define linear fractional stable motions as one example of fractional Lévy pro-

cesses. They were introduced in [ST00] as an extension of fractional Brownian motions

as a self-similar process with non-Gaussian marginal distributions. We define them as

follows:

DEFINITION 1.12. Let α ∈ (0, 2), Lα defined as above, γ ∈
(
− 1

α , 1− 1
α

)
and H = γ+ 1

α .

We define the linear fractional stable motion XH by

XH
t :=

∞∫
−∞

f+γ (t, s) dLα
s , t ∈ R,
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where the integral is defined as described above. In some literature linear fractional stable

motions are also called fractional α-stable motions.

REMARK 1.13. The parameter H in the above definition indicates the self-similarity

index of the process XH. The existence of linear fractional stable motions defined as above

is an immediate consequence of [EW13, Corollary 2, 3 or 4] according as α = 1, 0 < α < 1

or 1 < α < 2. Is the driver an α-stable Lévy processes Lα then the integral

∞∫
−∞

f+γ (t, s) dLα
s

exists for all t ∈ R in the sense of [RR89, Definition 2.5] iff
∣∣ f+γ (t, s)

∣∣α is integrable with

respect to the Lebesgue measure. This condition is equivalent to γ ∈
(
− 1

α , 1− 1
α

)
.

REMARK 1.14. For 0 < α < 2 an alternative definition of linear fractional stable

motions is introduced in [ST00, Example 3.6.5 and Section 7.4] as processes of the form

Yα,H
t =

∞∫
−∞

f+
H− 1

α

(t, s) dMs, t ∈ R,

where M is an α-stable random measure with Lebesgue control measure, a, b are real

constants with |a|+ |b| > 0 and 0 < H < 1, H 6= 1
α . Since

∞∫
−∞
| f

H− 1
α
(t, s)|α ds < ∞ the

process is well defined. If we restrict ourselves to the symmetric case and if we consider

w.l.o.g. f+
H− 1

α

(t, s) as the integrand, then this process is equal in distribution to the process

XH in the above definition. This is a direct consequence of the proof of Proposition 1.18

below.

As mentioned above linear fractional stable motions are self-similar processes with

parameter H, which means that for all a > 0 the finite dimensional distributions of(
XH

at
)

t∈R
are the same as those of

(
aHXH

t
)

t∈R
. General fractional Lévy processes (not

coming from stable processes) do not satisfy this condition which plays a central role

when studying consistency theorems for the power variation. In Theorem 2.3 we show
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that for fractional Lévy processes this condition can be relaxed to the so-called local self-

similarity. We now define the class of local self-similar fractional Lévy processes and de-

rive a representation of the characteristic function of their marginal distributions. Then

we prove the local self-similarity property of such processes (c.f. Proposition 1.18 below).

DEFINITION 1.15. Let α ∈ (0, 2) and L be a Lévy process with generating triplet

(b, 0, ν) whose Lévy measure ν has a Lebesgue-density g such that

(1) lim
x→0

g(x)
|x|−1−α = C1,

(2) g(x) ≤ C2|x|−1−α ∀x ∈ R,

where C1, C2 > 0, and b depending on α is given in (1.4). For γ ∈
(
− 1

α , 1− 1
α

)
the process

LH
t =

∫
R

f+γ (t, s) dLs, t ∈ R, is called local self-similar fractional Lévy process. The process L

is called driving Lévy process or driver of LH.

REMARK 1.16. Since the existence of integrals in the sense of [RR89] depends on the

Lévy measure and the second property of the Lévy measure of the driving Lévy process L

in the above definition is satisfied, the existence of the process LH is a direct consequence

of the existence of the linear fractional stable motions. Obviously linear fractional stable

motions are one example of local self-similar fractional Lévy processes. In this case it

holds g(x) = c
|x|1+α .

From [RR89, Proposition 2.6] we can deduce the characteristic function of the mar-

ginal distributions of general fractional Lévy processes and in particular for any process

taken from the subclass of local self-similar fractional Lévy processes as follows.

PROPOSITION 1.17. The process LH as defined in Definition 1.15 has stationary increments.

Moreover, for m ∈ N, t1, . . . , tm ∈ R and u1, . . . , um ∈ R its finite dimensional distributions

exhibit the characteristic function given by

E

[
exp

{
i

m

∑
j=1

ujLH
tj

}]
= exp


∫
R

ψ

(
m

∑
j=1

uj f+γ (tj, s)

)
ds

 ,
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where

ψ (y) = iyb +
∫
R

(
eixy − 1− ixy1|x|≤1(x)

)
dν(x), y ∈ R.

Additionally, the distribution of LH
t is infinitely divisible for all t ∈ R.

PROOF. The statement is a consequence of [RR89, Proposition 2.6] and the proof is

worked out in detail in [EW13, Proposition 4] for fractional Lévy processes. �

In the next proposition we deduce the local self-similarity property of local self-

similar fractional Lévy processes introduced in Definition 1.15. It is essentially the same

as [Mar06, Theorem 4.7]. The difference is that it considers ε−H (LH
t+εa − LH

t
)

instead of

ε−H
(

LH
ε(t+a) − LH

εt

)
which means that we keep the representation as an increment. This

is important for the proof of our consistency theorem.

PROPOSITION 1.18. Let LH be as in Definition 1.15. Then LH is locally self-similar with

parameter H = γ + 1/α, i.e. for each a ∈ R, it holds

lim
ε↘0

(
ε−H

(
LH

ε(t+a) − LH
εt

))
t∈R

d
=
(

XH
t+a − XH

t

)
t∈R

,

where the limit is in distribution for all finite dimensional marginals and the process XH is the

linear fractional stable motion with parameter α as in Definition 1.12. Additionally the processes

XH and Yα,H (introduced in Remark 1.14) are equal in distribution.

REMARK 1.19. In the proof of the proposition above we use the distinguished log-

arithm in the sense of [Sat99, Lemma 7.6] in order to show that the finite dimensional

marginals have the same characteristic function.

PROOF. The proof is similar to the one in [Mar06] and is done in two steps, first, we

calculate the limit of the characteristic functions of ε−H
(

LH
ε(t+a) − LH

εt

)
as ε ↘ 0. Then

we show that this limit is indeed the characteristic function of the linear fractional stable

motion we introduced in Remark 1.14.
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Starting with the first step let u1, . . . , um ∈ R, −∞ < t1 < · · · < tm < ∞ ∈ R and

m ∈N. Then we calculate:

log E

[
exp

{
i

m

∑
k=1

ukε−H
(

LH
ε(tk+a) − LH

εtk

)}]

=
∫
R

∫
R

(
e

ix
m
∑

k=1
ukε−H((ε(tk+a)−s)γ

+−(εtk−s)γ
+) − 1

−ix
m

∑
k=1

ukε−H ((ε(tk + a)− s)γ
+ − (εtk − s)γ

+

)
1|x|≤1

)
dν(x) ds

=
∫
R

∫
R

(
e

ix
m
∑

k=1
ukε−1/α((tk+a−s)γ

+−(tk−s)γ
+) − 1

−ix
m

∑
k=1

ukε−1/α
(
(tk + a− s)γ

+ − (tk − s)γ
+

)
1|x|≤1

)
ε dν(x) ds,

where the last equation results by substituting s by sε. Now, we substitute x = ε1/αy and

since ∫
1≤|y|≤ε−1/α

i
y
|y|1+p

m

∑
k=1

uk
(
(tk + a− s)γ

+ − (tk − s)γ
+

)
dy = 0

we obtain

log E

[
exp

{
i

m

∑
k=1

ukε−H
(

LH
ε(tk+a) − LH

εtk

)}]

=
∫
R

∫
R

(
e

iy
m
∑

k=1
uk((tk+a−s)γ

+−(tk−s)γ
+) − 1

−iy
m

∑
k=1

uk
(
(tk + a− s)γ

+ − (tk − s)γ
+

)
1|yε1/α|≤1

)
ε dν(yε1/α) ds

=
∫
R

∫
R

(
e

iy
m
∑

k=1
uk((tk+a−s)γ

+−(tk−s)γ
+) − 1

−iy
m

∑
k=1

uk
(
(tk + a− s)γ

+ − (tk − s)γ
+

)
1|y|≤1

)
ε dν(yε1/α) ds

=:
∫
R

∫
R

F(y, s)ε dν(yε1/α) ds.

By using the asymptotic behaviour of the density g of the Lévy measure ν it holds

ε dν(yε1/α) = εg(yε1/α)ε1/α dy ε small∼ ε1+1/α|ε1/αy|−1−α dy = |y|−1−α dy,
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which is the Lévy measure of the process XH introduced in Definition 1.12. If we now

pass to the limit for ε↘ 0 we can conclude by Lebesgue’s theorem

log E

[
exp

{
i

m

∑
k=1

ukε−H
(

LH
ε(tk+a) − LH

ε(tk+a)

)}]
→
∫
R

∫
R

F(y, s)
dy
|y|1+α

ds.

This is exactly the representation in Proposition 1.17 of characteristic functions of frac-

tional Lévy processes, in particular this is the representation of the characteristic function

of the process XH.

To prove the second step we use the Euler-representation of the exponential function.

For the sake of simplicity we define zs :=
m
∑

k=1
uk
(
(tk + a− s)γ

+ − (tk − s)γ
+

)
and use the

symmetry of the sine function to calculate

∫
R

i(sin yzs − yzs1|y|≤1)
dy
|y|1+α

= i
1∫
−1

(sin yzs − yzs)
dy
|y|1+α

+ i
∫
|y|>1

sin yzs
dy
|y|1+α

= 0,

where all those integrals exist. Hence, we conclude

∫
R

∫
R

F(y, s)
dy
|y|1+α

ds

=2
∫
R

∞∫
0

(cos yzs − 1)
dy
|y|1+α

ds

(∗)
=2

∫
R

∞∫
0

(cos x− 1) sign (zs) |zs|α
dx
|x|1+α

ds

=2
∞∫

0

(cos x− 1)
dx
|x|1+α

∫
R

sign (zs) |zs|α ds,

which is the characteristic function of the linear fractional stable motion, see [ST00,

p.114]. Equation (∗) holds by substituting x = yzs. This proves the equality in distri-

bution of the processes XH and Yα,H as it is stated in Remark 1.14. �

In the next proposition we give conditions under which local self-similar fractional

Lévy processes are Hölder-continuous.



14 1. BASICS OF FRACTIONAL LÉVY PROCESSES

PROPOSITION 1.20. Let γ ∈
(
0, 1− 1

α

)
. Then linear fractional stable motions are Hölder-

continuous of order d with d < γ. Additionally, let LH be a local self-similar fractional Lévy

process such that E
[∣∣LH

1

∣∣η] < ∞ for some η > α > 1. Then the process LH possesses the same

order of Hölder-continuity.

PROOF. The Hölder-continuity of local self-similar fractional Lévy processes is car-

ried out in [EW13, Proposition 6]. The result for linear fractional stable motions is proven

in [KM91, Theorem 2]. �

In this section we only presented those properties of (local self-similar) fractional

Lévy processes we use in this thesis. In general the requirements for the Hölder-

continuity of fractional Lévy processes are more involved and also depend on the

Blumenthal-Getoor-index of the driving Lévy process. Under the assumption of square

integrability fractional Lévy processes have the same covariance structure as fractional

Brownian motions. Also there are conditions under which fractional Lévy processes are

semi-martingales with finite variation although fractional Brownian motions cannot be

semi-martingales. For a more detailed insight to fractional Lévy processes we refer to

[EW13].

In the next section we introduce subordination of Lévy processes.

4. Subordination

Random time changes are one example of transformation of stochastic processes to

other stochastic processes. A specific kind of random time changes is subordination.

Hereby, the time change is a non-decreasing Lévy process which is independent of the

original process. The idea was first introduced by [Boc49] and it was expounded in

[Boc55].

We use this technique to determine the limit distribution of the power variation of lin-

ear fractional stable motions. For this purpose we first derive a representation of linear
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fractional stable motions as conditionally Gaussian processes. This is done by subordi-

nation of the driver of these processes. The driver of a linear fractional stable motion

is a symmetric α-stable Lévy process. Due to Proposition 1.23 it is sufficient to consider

α
2 -stable subordinators with 1 < α < 2. In this section we give an introduction to subor-

dination of symmetric α-stable Lévy processes. For a deeper insight into the technique of

subordination we refer to [Sat99]. Many statements in this section are adopted from this

monograph.

We start with the mathematical formulation of subordination.

DEFINITION 1.21. a) A stochastic process Z is called a subordinator if it is a non-

decreasing real valued Lévy process.

b) Let L be a real valued Lévy process and suppose that Z is an independent sub-

ordinator. Then the process Y defined by

Yt(ω) := LZt(ω)(ω)

is called subordination by the subordinator Z. Any process identical in law to Y

is said to be subordinate to L.

c) Let 1 < α < 2. A process θ is called α
2 -stable subordinator with parameter c′, when

its Laplace transform is given by

E
[
e−uθt

]
= e−tc′u

α
2 , u ≥ 0, c′ > 0.

This means θ is a non-decreasing α
2 -stable Lévy process.

REMARK 1.22. The process Y given as in the definition above is a Lévy process. This

statement can be found in [Sat99, Theorem 30.1].

The next proposition provides the representation of symmetric α-stable Lévy pro-

cesses as subordinate to Brownian motions.

PROPOSITION 1.23. Let 1 < α < 2. Subordination of a standard Brownian motion B by an

independent α
2 -stable subordinator θ (with parameter c′) results in a symmetric α-stable process
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Lα with parameter c = 2−
α
2 c′. Conversely all symmetric α-stable processes are obtained in this

way.

PROOF. The first part follows by calculating the characteristic function of the process

Lα by conditioning on θ as follows:

E
[
eizLα

t

]
= E

[
E
[
eizB(θt)|θ

]]
= E

[
e−

1
2 |z|

2θt

]
= e−tc′|z|α2−

α
2 .

The second part is provided by [Sat99, Theorem 14.14]. �

The proof of our main result relies on an explicit construction of a two-sided α
2 -stable

subordinator. This will be the two-sided extension of the construction below which is

based on the techniques introduced by [Sat99]. In this section we also focus on the pa-

rameters in order to be able to suppress them in Chapter 3 where this construction is

carried our for two-sided processes.

For 1 < α < 2 an α
2 -stable subordinator can be obtained in the following way: let C

be a spectral negative 2
α -stable process with parameters ( 2

α ,−1, 0, c̃) and M be its running

maximum defined by Mt := sup
0≤s≤t

Cs. We define the process θ by

θu := inf{t ≥ 0|Ct > u} = inf{t ≥ 0|Mt > u}, u ≥ 0,

which is the first passage time of the processes C and M of the level u. Since C has no

positive jumps the process M is continuous. The next proposition states that θ is indeed

an α
2 -stable subordinator.

PROPOSITION 1.24. Let θ be defined as above. Then, if c̃ 6= 0 the process θ is an α
2 -stable

subordinator with Laplace transform given by

E
[
e−uθt

]
= e−tcos( απ

2 )c̃−1|u|
α
2 .

PROOF. This is an immediate consequence of [Sat99, Theorem 46.3]. �
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This section is completed by providing a growth condition on θ. It is the short time

behaviour of stable subordinators (c.f. [Sat99, Proposition 47.13]).

PROPOSITION 1.25. Let 1 < α < 2 and θ be an α
2 -stable subordinator with parameters

( α
2 , 1, 0, 1) and let Bα = (1− α)α

α
1−α cos

( 1
2 πα

)− 1
1−α . Then almost surely it holds

(1.5) lim inf
t↘0

θt

t
2
α (2 log log(1/t))−

2−α
α

=

(
2Bα

2

) 2−α
α

.

PROOF. The statement is proven in [Sat99, Proposition 47.13]. �

We complete this chapter by a brief introduction to Malliavin calculus and a limit

theorem we use to prove our main result.

5. Introduction to Malliavin Calculus for Gaussian Processes

In order to deduce a distributional limit theorem for the power variation of linear

fractional stable motions we need a limit theorem based on Malliavin calculus. Hence,

we give a short introduction to the Malliavin calculus in order to be able to formulate

a central limit theorem for sequences of random variables that admit a Wiener chaos

representation. For a more detailed insight to Malliavin calculus based on Wiener chaos

decomposition we refer to [Nua95].

We start with the Wiener chaos decomposition and generalised multiple Wiener inte-

grals. To this end we first define isonormal Gaussian processes on some Hilbert spaces.

DEFINITION 1.26. Let H be a real, separable Hilbert space with inner product 〈., .〉H
and (Ω,A, P) be a complete probability space. A family of random variables W =

{W(h)|h ∈ H} is called isonormal Gaussian process on H if W is a centred Gaussian family

of random variables such that for all g, h ∈ H it holds E [W(h)W(g)] = 〈h, g〉H.

Classically one would start with some given Hilbert space H and construct the Wiener

chaos decomposition for square integrable random variables which are measurable with



18 1. BASICS OF FRACTIONAL LÉVY PROCESSES

respect to the filtration given be an isonormal Gaussian process. Instead of this we

start with a given Gaussian process G and construct a Hilbert space where an isonormal

Gaussian process can be defined on. In this way we ensure that the power variation of the

given process G satisfies the measurability condition of the Wiener chaos decomposition

(c.f. [Nua95, Theorem 1.1.1]) and as a consequence it admits a series representation given

by a Wiener chaos decomposition. The approach chosen here is based on the appendix

of [MN14].

Let T > 0 and G be a centred, real valued Gaussian process on some complete prob-

ability space (Ω,A, P) and let (πn)n∈N be a sequence of partitions of [0, T], this means

πn := {tn
j | 0 ≤ tn

0 < tn
1 < · · · < tn

mn
≤ T}.

We define ∆n
j G := G(tn

j )− G(tn
j−1) and wj,n :=

(
E
[
∆n

j G2
]) 1

2 . Then

W :=

{
∆n

j G

wj,n

∣∣∣∣∣ j = 1, . . . , n, n ∈N

}

is a collection of standard normal random variables. Let H be the closure of all finite lin-

ear combinations of elements of W with respect to the norm of L2 := L2(Ω,A, P). Under

this assumptions the space H is a Hilbert space with inner product being the covariance

of its elements. As a consequence the identity map onH is an isonormal Gaussian process

onH.

Let Hm be the mth Hermite polynomial defined by H0(x) ≡ 1 and

Hm(x) := (−1)me
x2

2
dm

dxm e−
x2

2 , m ≥ 1.

For each m ≥ 1 we define Hm as the closed linear subspace of L2(Ω,A, P) generated by

the set of random variables

{Hm(h) | h ∈ H : ‖h‖H = 1} .

For m = 0 we define H0 as the set of constants. For m ≥ 0 the space Hm is called mth

Wiener chaos.
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Let G be the σ-algebra generated by the elements of H1 = H. By [Nua95, Theorem

1.1.1] the space L2(Ω,G, P) has a decomposition into the infinite orthogonal sum of the

subspacesHm, m ≥ 0, this means

L2(Ω,G, P) =
∞⊕

m=0

Hm.

We denote by Jm the projection of L2(Ω,G, P) onto the mth Wiener chaosHm.

The abstract multiple Wiener integral is defined as follows: if {ek| k ≥ 1} is a complete

orthogonal system of H, then {ej1 ⊗ · · · ⊗ ejm | j1, . . . , jm ≥ 1} is an orthonormal basis of

the mth tensor product of H, denoted by H⊗m. We define the symmetrisation of ej1 ⊗

· · · ⊗ ejm by

symm(ej1 ⊗ · · · ⊗ ejm) :=
1

m! ∑
σ∈Sm

eσ(j1) ⊗ · · · ⊗ eσ(jm).

Then the set

{symm(ej1 ⊗ · · · ⊗ ejm)| j1, . . . , jm ≥ 1}

is an orthonormal basis of H�m, which is the symmetric mth tensor product of H. The

inner product 〈., .〉H⊗H on the tensor productH⊗H is given by the relationship

〈g1 ⊗ h1, g2 ⊗ h2〉H⊗H = 〈g1, g2〉H 〈h1, h2〉H .

We equip H�m with the norm
√

m!‖.‖H⊗m . To a multiindex d = (dj)j≥1 ∈ NN
0 such

that all terms except a finite number of them vanish we define the generalised Hermite

polynomial Hd(x), x ∈ RN, by

Hd(x) =
∞

∏
j=1

Hdj(xj).

By the above condition on d this is well defined. We also set d! :=
∞
∏
j=1

dj, |d| =
∞
∑

j=1
dj

and Φd :=
√

d!
∞
∏
j=1

Hdj(ej). Note that for the last definition it is involved that the identity

is the isonormal Gaussian process used here. The set {Φd| |d| = m} is a complete or-

thonormal system ofHm (c.f. [Nua95, Proposition 1.1.1]). As a consequence the mapping
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Im : H�m → Hm defined by

Im

symm

 ∞⊗
j=1

e
⊗dj
j

 :=
√

d!Φd

is an isometry. Consequently, for h ∈ H such that ‖h‖H = 1 it is

(1.6) Im(h⊗m) = Hm(h)

and it holds

(1.7) E [Im( f )]2 = m!‖ f ‖H⊗m

for all f ∈ H�m.

We also define contractions of elements taken from tensor products of Hilbert spaces.

Let m, n ≥ 2 and suppose that g ∈ H⊗m and h ∈ H⊗n have the representation

g =
∞

∑
j1,...,jm=1

a(j1, . . . , jm)ej1 ⊗ · · · ⊗ ejm respectively

h =
∞

∑
k1,...,kn=1

b(k1, . . . , kn)ek1 ⊗ · · · ⊗ ekn ,

where a(j1, . . . , jm) and b(k1, . . . , kn) are real numbers depending on the indices j1, . . . , jm

respectively k1, . . . , kn. Then for any 1 ≤ κ ≤ m∧ n we can define the contraction of order

κ of g and h by

g⊗κ h :=
∞

∑
z1,...,zm+n−2κ=1

∞

∑
l1,...,lκ=1

a(l1, . . . , lκ, z1, . . . , zm−κ)

· b(l1, . . . , lκ, zm−κ+1, . . . , zm+n−2κ)ez1 ⊗ · · · ⊗ ezm+n−2κ .

Note that g⊗κ h ∈ H⊗m+n−2κ.

With these definitions we are able to state the central limit theorem for random vari-

ables admitting a Wiener chaos representation. It can be found in [MN14, Theorem A.1]

which is based on [HN05, Theorem 3 and Remark 1].
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THEOREM 1.27. Let (Fn)n∈N be a sequence of square integrable, centred random variables

with Wiener chaos representations given by

Fn =
∞

∑
m=0

Im( fm,n)

with some symmetric functions fm,n ∈ H�m. Under the assumptions

(1) for every n ≥ 1, m ≥ 1 it holds m!‖ fm,n‖2
H⊗m ≤ δm, where

∞
∑

m=1
δm < ∞;

(2) for every m ≥ 1 there exists lim
n→∞

m!‖ fm,n‖2
H⊗m =: σ2

m;

(3) for every m ≥ 2 and κ = 1, . . . , m− 1 it is lim
n→∞
‖ fm,n ⊗κ fm,n‖2

H⊗2(m−κ) = 0

the sequence (Fn)n∈N converges in distribution to a centred Gaussian random variable with vari-

ance given by σ2 =
∞
∑

m=1
σ2

m.





CHAPTER 2

Consistency Theorem for the Power Variation of Integrated

Fractional Processes

In this chapter we provide a consistency theorem for the power variation of inte-

grated fractional processes as an estimator for the integrated volatility in a pure jump

model. The idea is based on [CNW06]. In this article a consistency theorem is deduced

for the same class of processes in a Gaussian model, that is, if the integrator is a frac-

tional Brownian motion and the integrand is a stochastic process with finite q-variation

where q < 1
1−H . The last assumption is important to ensure the existence of the integral

as a Riemann-Stieltjes integral. To be able to define a Riemann-Stieltjes integral of some

stochastic process with respect to a local self-similar fractional Lévy process we have to

be more careful. This is because the Hölder regularity of fractional Lévy processes is

less than the one of fractional Brownian motions. Therefore, we are only able to prove a

consistency theorem for the power variation in our model if γ > 0 and if the integrand

has finite q-variation with q < 1
1−γ . Nevertheless, a technique called Bernstein’s blocking

technique, which will be highlighted later, can be applied similar to the proof of [CNW06,

Theorem 1]. This technique is also used in [BNCP09] to deduce a consistency theorem

for the power variation of Gaussian processes with stationary increments. The results

presented in this chapter are already available in [Gla14] which has recently appeared in

the journal Stochastic Analysis and Applications.

Let (Ω,A, P) be a probability space and LH be a local self-similar fractional Lévy

process. For p, q > 0 let cp,q := ζ
(

1
p +

1
q

)
with ζ the Riemann-Zeta function. The article

[You36] provides the existence of the Riemann-Stieltjes integral of f with respect to g

if the functions f and g have finite p-, respectively q-variation and 1
p + 1

q > 1. This is

23
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because of the Young inequality

(2.1)

∣∣∣∣∣∣
b∫

a

f dg− f (a) (g(b)− g(a))

∣∣∣∣∣∣ ≤ cp,qvarp ( f ; [a, b]) varq (g; [a, b]) ,

where varp ( f ; [a, b]) is the p-variation of a function f on an interval [a, b], defined as

varp ( f ; [a, b]) := sup
π

(
n

∑
j=1

∣∣ f (tj)− f (tj−1)
∣∣p) 1

p
,

where the supremum is taken over all partitions π = {a ≤ t0 < · · · < tn ≤ b} of

the interval [a, b]. If a function has β-Hölder-continuous paths it has finite 1
β -variation.

In Proposition 1.20 we showed that under the conditions α > 1 and γ > 0 local self-

similar fractional Lévy processes are Hölder-continuous of order γ− ε for any 0 < ε < γ.

Then the integral of u with respect to LH exists if the process u has finite q-variation with

q < 1
1−γ . This is where we need to be more restrictive as in the Gaussian model delivered

by [CNW06] because fractional Brownian motions are Hölder-continuous of order H.

Since H > γ the process u needs to be more regular in our model.

Let u be a stochastic process with finite q-variation and q < 1
1−γ . We define

Zt :=
t∫

0

us dLH
s

and the power variation of the process Z by

Vn
p (Z)t :=

bntc

∑
j=1

∣∣∣Z j
n
− Z j−1

n

∣∣∣p .

For the sake of completeness for f : [a, b]→ R we set

‖ f ‖γ−ε;[a,b] := sup
a≤s<t≤b

| ft − fs|
|t− s|γ−ε

.

Before we start considering the consistency theorem we need to prove the following

integral representation for the power-function (it is used e.g. in [BCI04]).
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LEMMA 2.1. Let x ∈ R. Then for all p ∈ (0, 2):

|x|p =

∫
R

(
eiyx − 1− iyx1|y|≤1(y)

)
|y|−(1+p) dy∫

R

(
eiy − 1− iy1|y|≤1(y)

)
|y|−(1+p) dy

.

PROOF. The result is derived by substituting z = |x|y in the upper integral and ob-

serving, that the integral in the numerator does not depend on the sign of x. �

We also need the concept of uniform convergence in probability.

DEFINITION 2.2. A sequence of jointly measurable stochastic processes Xn converges

to the limit X uniformly on compacts in probability if for each t, K > 0

P

(
sup
s≤t
|Xn

s − Xs| > K

)
→ 0 as n→ ∞.

With these tools we are now able to state the next theorem. This is a generalisation of

[CNW06, Theorem 1] where the result is shown in the Gaussian model described above.

THEOREM 2.3. Let 0 < p < α and LH be a local self-similar fractional Lévy process such

that the requirements of Proposition 1.20 are satisfied. Suppose that XH is a linear fractional

α-stable motion as in Definition 1.12 and let u = (ut)t∈[0,T] ∈ Lp([0, T]) be a stochastic process

with a.s. finite q-variation, where q < 1
1−γ . Consider the process

Zt :=
t∫

0

us dLH
s .

Then, if n tends to infinity, the following holds:

n−1+pHVn
p (Z)t

u.c.p−→ E[|XH
1 |p]

t∫
0

|us|p ds,

where the convergence is the uniform convergence in probability.

Before proving this theorem we consider the case u ≡ 1. In contrast to the Gaussian

case in [CNW06] this is the most complicated step in our proof. That is why we consider
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this case separated from our consistency theorem stated above. Additionally, in this case

there is no restriction on H respectively γ. For the sake of simplicity we define

Vn
t := n−1+pHVn

p (LH)t =
1
n

bntc

∑
j=1

∣∣∣∣nH
(

LH
j
n
− LH

j−1
n

)∣∣∣∣p .

THEOREM 2.4. For the power variation Vn
t of a local self-similar fractional Lévy process LH

the following convergence is satisfied: for all 0 < p < α it holds

Vn
t

P−→ t ·E
[∣∣∣XH

1

∣∣∣p] as n→ ∞,

where the process XH is the linear fractional stable motion.

PROOF. For the proof we will proceed in two steps. At first we show that

E [Vn
t ]→ tE

[
|XH

1 |p
]

as n→ ∞.

After this step we prove that Vn
t converges in probability to its expectation as n→ ∞.

We first consider the expectation of Vn
t . Let therefore p < α and q > 1 such that

pq < α. Then the random variables

∣∣∣∣∣nH

(
LH

j
n

− LH
j−1

n

)∣∣∣∣∣
pq

, 1 ≤ j ≤ n, n ∈ N are

integrable and since the process LH has stationary increments we obtain for all n ∈ N

and 1 ≤ j ≤ n

E

[∣∣∣∣∣nH

(
LH

j
n
− LH

j−1
n

)∣∣∣∣∣
pq]

= E

[∣∣∣∣nH LH
1
n

∣∣∣∣pq]
< ∞.

Combining this together with the fact that for any r > 0 it holds

E


∣∣∣∣∣nH

(
LH

j
n
− LH

j−1
n

)∣∣∣∣∣
p

1
∣∣∣∣∣∣nH

LH
j
n

−LH
j−1

n

∣∣∣∣∣∣
p

>r



 ≤ r−q+1E

[∣∣∣∣∣nH

(
LH

j
n
− LH

j−1
n

)∣∣∣∣∣
pq]

the uniform integrability of the sequence

(∣∣∣∣∣nH

(
LH

j
n

− LH
j−1

n

)∣∣∣∣∣
p)

n∈N

is satisfied and by

[Kal10, Lemma 4.11] the following convergence holds:

E

[∣∣∣∣∣nH

(
LH

j
n
− LH

j−1
n

)∣∣∣∣∣
p]

n→∞−→ E
[
|XH

1 |p
]

.
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With Proposition 1.18 we can conclude

E [Vn
t ] =

1
n

bntc

∑
j=1

E

[∣∣∣∣∣nH

(
LH

j
n
− LH

j−1
n

)∣∣∣∣∣
p]

=
bntc

n
E

[∣∣∣∣nH LH
1
n

∣∣∣∣p]
n→∞−→ tE

[
|XH

1 |p
]

.

Now, we start with the second step and use Lemma 2.1 to conclude

Vn
t =

1
N

∫
R

 1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


− bntc

n
− iynH 1

n

bntc

∑
j=1

(
LH

j
n
− LH

j−1
n

)
1|y|≤1

 dy
|y|p+1 ,

where N denotes the numerator in the integral representation of Lemma 2.1, that is

N :=
∫
R

(
eiy − 1− iy1|y|≤1(y)

)
|y|−(1+p) dy.

We consider the two cases p < 1 and p ≥ 1 separated. In the first case the integral
1∫
−1

iyx
|y|p+1 dy exists for any x ∈ R and its value is zero because of the symmetry of the

integrand. Hence,

Vn
t =

1
N

∫
R

 1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


− bntc

n

 dy
|y|p+1

and

E [Vn
t ] = E

 1
N

∫
R

 1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


− bntc

n

 dy
|y|p+1

 .

By Fubini’s theorem it holds

(2.2) Vn
t −E[Vn

t ] =
1
N

∫
R

1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


−E

e
iynH

LH
j
n

−LH
j−1

n


 dy
|y|p+1 .

In the case p ≥ 1 the process LH has finite first moment and we can immediately use

Fubini’s theorem to calculate

Vn
t −E[Vn

t ]
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=
1
N

∫
R

 1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


−E

e
iynH

LH
j
n

−LH
j−1

n




− iynH 1
n

bntc

∑
j=1

((
LH

j
n
− LH

j−1
n

)
−E

[
LH

j
n
− LH

j−1
n

])
1|y|≤1

)
dy
|y|p+1 .

The last term is a telescopic sum and since L0 = 0 a.s. and H < 1 we conclude

iynH 1
n

bntc

∑
j=1

((
LH

j
n
− LH

j−1
n

)
−E

[
LH

j
n
− LH

j−1
n

])
= iy

nH

n

(
LH
bntc

n

−E

[
LH
bntc

n

])
→ 0

P-almost surely as n → ∞. So in the case p ≥ 1 the difference Vn
t −E[Vn

t ] becomes the

same as in the case p < 1 and is given by Equation (2.2).

Unfortunately, the following convergence does not hold as n→ ∞

(2.3)
1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


−E

e
iynH

LH
j
n

−LH
j−1

n

→ 0 P− a.s..

If this statement were true, we would be able to use Lebesgue’s theorem to show the

almost sure convergence of Vn
t to its expectation. But if we can show convergence in

probability in Equation (2.3) we can conclude Vn
t

P→ E[Vn
t ] as n → ∞. This holds by

the fact that convergence in probability of a sequence (ξn)n∈N of random variables to a

random variable ξ is equivalent to the following condition: for all subsequences (ξnk)k∈N

of (ξn)n∈N there exists a subsubsequence (ξnkl
)l∈N of (ξn)n∈N such that ξnkl

→ ξ P-a.s.

for l → ∞. If we take an arbitrary subsequence
(
Vnk

t −E
[
Vnk

t
])

k∈N
of (Vn

t −E [Vn
t ])n∈N

we can take an almost sure convergent subsubsequence of the resulting term of the left

side of Equation (2.3), namely
1

nkl

bnkl
tc

∑
j=1

e

iynH
kl

LH
j

nkl

−LH
j−1
nkl


−E

e

iynH
kl

LH
j

nkl

−LH
j−1
nkl





l∈N

,

and apply Lebesgue’s theorem for this subsubsequence. Then the convergence in proba-

bility of Vn
t to its expectation as n→ ∞ is satisfied.
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Hence, it remains to show convergence in probability in Equation (2.3). To show

this we prove L2-convergence. We use the stationarity of increments of fractional Lévy

processes and conclude

E


∣∣∣∣∣∣∣∣
1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


−E

e
iynH

LH
j
n

−LH
j−1

n



∣∣∣∣∣∣∣∣
2

=
1
n2

bntc

∑
j=1

bntc

∑
k=1

Cov

e
iynH

LH
j
n

−LH
j−1

n


, e

iynH

LH
k
n
−LH

k−1
n



≤ 2
n2

bntc

∑
j=1

j

∑
k=1

Cov

e
iynH

LH
j−k+1

n

−LH
j−k
n


, e

iynH LH
1
n

 .

We define a := j− k. If we show that

Cov

e
iynH

LH
a+1

n
−LH

a
n


, e

iynH LH
1
n

 = O(a−δ)

for some δ > 0 the L2-convergence in Equation (2.3) is satisfied. To this end we use the

characteristic functions of the process LH (cf. Proposition 1.17) and similar substitutions

as in the proof of Proposition 1.18 to calculate

Cov

e
iynH

LH
a+1

n
−LH

a
n


, e

iynH LH
1
n



= E

e
iynH

LH
a+1

n
−LH

a
n
+LH

1
n

−E

e
iynH

LH
a+1

n
−LH

a
n

E

[
e

iynH LH
1
n

]

= exp


∫

R2

(
e

iyxnH
(( a+1

n −s
)γ

+
−( a

n−s)
γ

+
+
( 1

n−s
)γ

+
−(−s)γ

+

)
− 1

− iyxnH
(( a+1

n − s
)γ

+
−
( a

n − s
)γ

+
+
( 1

n − s
)γ

+
− (−s)γ

+

)
1|x|≤1

)
dν(x) ds

}
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− exp


∫

R2

(
e

iyxnH
(( a+1

n −s
)γ

+
−( a

n−s)
γ

+

)
+ e

(( 1
n−s

)γ

+
−(−s)γ

+

)
− 2

− iyxnH
(( a+1

n − s
)γ

+
−
( a

n − s
)γ

+
+
( 1

n − s
)γ

+
− (−s)γ

+

)
1|x|≤1

)
dν(x) ds

}
= exp


∫

R2

(
eiyx((a+1−s)γ

+−(a−s)γ
++(1−s)γ

+−(−s)γ
+) − 1

− iyx
(
(a + 1− s)γ

+ − (a− s)γ
+ + (1− s)γ

+ − (−s)γ
+

)
1|x|≤1

) 1
n dν(xn−1/α) ds

}
− exp


∫

R2

(
eiyx((a+1−s)γ

+−(a−s)γ
+) + e((1−s)γ

+−(−s)γ
+) − 2

− iyx
(
(a + 1− s)γ

+ − (a− s)γ
+ + (1− s)γ

+ − (−s)γ
+

)
1|x|≤1

) 1
n

dν(xn−1/α) ds
}

,

where ν is the Lévy measure of the driving Lévy process L of LH. The measure ν is

absolutely continuous with respect to Lebesgue-measure and its density g satisfies the

properties given in Definition 1.15.

For the sake of simplicity we also define za(s) := (a + 1− s)γ
+ − (a− s)γ

+. To go on

with the proof we use the continuity of the exponential-function so we can consider the

exponents of the last expression. Also we use the second property of the density g, this

is g(x) ≤ C 1
|x|1+α .∣∣∣∣∣∣

∫
R2

(
eiyx(za(s)+z0(s)) − 1− iyx (za(s) + z0(s)) 1|x|≤1

) 1
n

dν(xn−1/α) ds

−
∫

R2

(
eiyxza(s) + eiyxz0(s) − 2− iyx (za(s) + z0(s)) 1|x|≤1

) 1
n

dν(xn−1/α) ds

∣∣∣∣∣∣
≤
∫

R2

∣∣∣eiyx(za(s)+z0(s)) − eiyxza(s) − eiyxz0(s) + 1
∣∣∣ 1

n
dν(xn−1/α) ds

≤ C
∫

R2

∣∣∣eiyx(za(s)+z0(s)) − eiyxza(s) − eiyxz0(s) + 1
∣∣∣ 1
|x|1+α

dx ds

= C
∫

R2

|cos (yx (za(s) + z0(s)))− cos (yxza(s))− cos (yxz0(s)) + 1

+ i [sin (yx (za(s) + z0(s)))− sin (yxza(s))− sin (yxz0(s))]|
1
|x|1+α

dx ds
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We can clearly see that the integrands are the same if s > 1, so the expression is zero for

s > 1. Using the standard addition theorems for sine and cosine functions we get

∫
R2

|cos yx (za(s) + z0(s))− cos yxza(s)− cos yxz0(s) + 1

+ i [sin yx (za(s) + z0(s))− sin yxza(s)− sin yxz0(s)]|
1
|x|1+α

dx ds

=

1∫
−∞

∫
R

|1− cos yxza(s) + cos yxz0(s)(cos yxza(s)− 1)− sin yxza(s) sin yxz0(s)

+ i [sin yxza(s)(cos yxz0(s)− 1)− sin yxz0(s)(cos yxza(s)− 1)]| 1
|x|1+α

dx ds

≤
1∫

−∞

∫
R

(3 |cos yxza(s)− 1|+ |sin yxza(s)| |sin yxz0(s)|

+ |sin yxza(s)| |1− cos yxz0(s)|)
1
|x|1+α

dx ds.

Now, we use the standard estimations for sine and cosine functions. These are

| sin x| ≤ |x| ∧ 1 and | cos x− 1| ≤ |x|2
2 ∧ 2

for all x ∈ R. Then we decompose the integrals as follows:

For the first summand we obtain

∫
R

|cos yxza(s)− 1| dx
|x|1+α

≤
∫
R

(
|yxza(s)|2

2
∧ 2

)
dx
|x|1+α

= 2
|yza(s)|2

2

2
|yza(s)|∫
0

x1−α dx + 2
∞∫

2
|yza(s)|

2x−1−α dx

=
|yza(s)|2

2− α

(
2

|yza(s)|

)2−α

+
4
α

(
2

|yza(s)|

)−α

= const|yza(s)|α
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For the second term we use similar techniques and conclude

∫
R

|sin yxza(s)| |sin yxz0(s)|
dx
|x|1+α

≤
∫
R

(|yxza(s)| ∧ 1) (|yxz0(s)| ∧ 1)
dx
|x|1+α

= 2

|yz0(s)|−1∫
0

|yxza(s)| |yxz0(s)|
dx
|x|1+α

+ 2

|yza(s)|−1∫
|yz0(s)|−1

|yxza(s)|
dx
|x|1+α

+ 2
∞∫

|yza(s)|−1

dx
|x|1+α

=
2|y|2|za(s)z0(s)|

2− α
|yz0(s)|−2+α +

2|yza(s)|
1− α

(
|yza(s)|α−1 − |yz0(s)|α−1

)
+

2
α
|yza(s)|α

=

(
2

2− α
− 2

1− α

)
|za(s)||y|α|z0(s)|α−1 +

(
2

1− α
+

2
α

)
|yza(s)|α.

The last term is easy to handle, because

|1− cos yxz0(s)| ≤
|yxz0(s)|2

2
∧ 2 = 2

((
|yxz0(s)|

2

)2

∧ 1

)
≤ 2 (|yxz0(s)| ∧ 1) ,

which is smaller than a constant times the estimation of the second integrand.

It remains to show that both
1∫
−∞
|yza(s)|α ds and

1∫
−∞

|za(s)|
|z0(s)| |yz0(s)|α ds are of order

O(a−δ) for a → ∞. Starting with the second integral the first observation is that za(s)

is monotone increasing in s on the interval (−∞, a) and because of the behaviour on the

interval [a, a + 1], it is |za(s)|
|z0(s)| ≤ 1 for all s ∈ (−∞, 1], γ ∈

(
− 1

α , 1− 1
α

)
and a ≥ 2, and since

Lemma 1.11 holds for those γ both integrals are finite. Let δ > 0 such that γ+ 2δ < 1− 1
α .

If we replace γ by γ + 2δ, the integrals are still finite and we calculate for the first term

and for all s ≤ 1

za(s) = (a + 1− s)−2δ
+ (a + 1− s)γ+2δ

+ − (a− s)−2δ
+ (a− s)γ+2δ

+

≤ (a− s)−2δ
(
(a + 1− s)γ+2δ − (a− s)γ+2δ

)
.(2.4)

On the other hand

z0(s) ≥ (1− s)−2δ
(
(1− s)γ+2δ − (−s)γ+2δ

+

)
.
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For s ∈ (−∞, 1] we use both of these inequalities and conclude

|za(s)|
|z0(s)|

=
(a + 1− s)−2δ

+ (a + 1− s)γ+2δ
+ − (a− s)−2δ

+ (a− s)γ+2δ
+

(1− s)−2δ
+ (1− s)γ+2δ

+ − (−s)−2δ
+ (−s)γ+2δ

+

≤ (a− s)−2δ

(1− s)−2δ
· (a + 1− s)γ+2δ − (a− s)γ+2δ

(1− s)γ+2δ − (−s)γ+2δ
+

≤
(

1 +
a− 1
1− s

)−2δ

.(2.5)

Unfortunately, it is not |za(s)|
|z0(s)| = O(a−δ), so we need to split the integral

1∫
−∞

|za(s)|
|z0(s)|

|yz0(s)|α ds

into two parts, the part on the interval (−∞,−R) and on the interval [−R, 1] for some

R > 0 determined later. On the second interval we use Estimation (2.5). On the interval

(−∞,−R] we use |za(s)|
|z0(s)| ≤ 1 and the mean value theorem: For all s ∈ (−∞, 0) there

exists ξ ∈ [0, 1], such that (1− s)γ
+ − (−s)γ

+ = γ(ξ − s)γ−1. Since γ− 1 < 0 we have the

estimate

(1− s)γ
+ − (−s)γ

+ ≤ γ(1− s)γ−1

for all s ∈ (−∞, 0). By combining both it holds

1∫
−∞

|z0(s)|α
∣∣∣∣ za(s)
z0(s)

∣∣∣∣ ds =
−R∫
−∞

|z0(s)|α
∣∣∣∣ za(s)
z0(s)

∣∣∣∣ ds +
1∫

−R

|z0(s)|α
∣∣∣∣ za(s)
z0(s)

∣∣∣∣ ds

≤
∣∣∣∣ γ

γα− α + 1

∣∣∣∣ (1 + R)γα−α+1 +

(
1 +

a− 1
1 + R

)−2δ 1∫
−R

|z0(s)|α ds.

We observe that γα− α + 1 < −2δ. Hence by the choice of R > 0 such that

1 + R = (a− 1)
1
2

the following estimation holds for any c1, c2 > 0:

c1(1 + R)γα−α+1 + c2

(
1 +

a− 1
1 + R

)−2δ

≤ c1(a− 1)−δ + c2

(
1 + (a− 1)

1
2

)−2δ

= O(a−δ).
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The first integral is easier to handle. By Equation (2.4) we have

1∫
−∞

|yza(s)|α ds ≤ |y|α(a− 1)−2δ

1∫
−∞

(a + 1− s)γ+2δ − (a− s)γ+2δ ds = O(a−2δ) = O(a−δ).

Hence we can conclude

(2.6) Cov
(

eiy(XH
a+1−XH

a ), eiy(XH
1 −XH

0 )
)
= O(a−δ) = O((j− k)−δ) for a = j− k→ ∞

which proves the L2-convergence of

1
n

bntc

∑
j=1

e
iynH

LH
j
n

−LH
j−1

n


−E

e
iynH

LH
j
n

−LH
j−1

n

→ 0

as n → ∞, which implies convergence in probability in (2.3) and the proof is completed.

�

Now, we can start with the proof of Theorem 2.3.

PROOF OF THEOREM 2.3. For the proof of our consistency theorem we can proceed

analogously to the proof of [CNW06, Theorem 1].

Fix T ∈ R and let t ∈ [0, T]. We define cp := E[|XH
1 |p] and start with the case p ≤ 1.

The following decomposition is known as Bernstein’s blocking technique and is also used

in [BNCP09]. This is the following: for all m ≥ n, it holds

m−1+pHVm
p (Z)t − cp

t∫
0

|us|p ds

=m−1+pH
bmtc

∑
j=1


∣∣∣∣∣∣∣∣∣

j
m∫

j−1
m

us dLH
s

∣∣∣∣∣∣∣∣∣
p

−
∣∣∣∣∣u j−1

m

(
LH

j
m
− LH

j−1
m

)∣∣∣∣∣
p


+ m−1+pH

bmtc

∑
j=1

∣∣∣∣∣u j−1
m

(
LH

j
m
− LH

j−1
m

)∣∣∣∣∣
p

−
bntc

∑
k=1

∣∣∣∣u k−1
n

∣∣∣∣p ∑
j∈In(k)

∣∣∣∣∣LH
j

m
− LH

j−1
m

∣∣∣∣∣
p


+ m−1+pH
bntc

∑
k=1

∣∣∣∣u k−1
n

∣∣∣∣p ∑
j∈In(k)

∣∣∣∣∣LH
j

m
− LH

j−1
m

∣∣∣∣∣
p

− cpn−1
bntc

∑
k=1

∣∣∣∣u k−1
n

∣∣∣∣p
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+ cp

n−1
bntc

∑
k=1

∣∣∣∣u k−1
n

∣∣∣∣p − t∫
0

|us|p ds


=:A(m)

t + B(n,m)
t + C(n,m)

t + D(n)
t ,

where

In(k) =
{

j ∈N

∣∣∣∣ j
m
∈
(

k− 1
n

,
k
n

] }
, 1 ≤ k ≤ bntc .

For any fixed n ∈ N, the summand C(n,m)
t converges to 0 in probability as m→ ∞ by

observing

∥∥∥C(n,m)
t

∥∥∥
∞
≤
bntc

∑
k=1
|u k−1

n
|p
∣∣∣∣∣∣m−1+pH ∑

j∈In(k)

∣∣∣∣∣LH
j

m
− LH

j−1
m

∣∣∣∣∣
p

− cpn−1

∣∣∣∣∣∣
and applying Theorem 2.4. For the term B(n,m)

t we get

‖B(n,m)‖∞ ≤m−1+pH
bntc

∑
k=1

∑
j∈In(k)

∣∣∣∣∣∣∣∣u k−1
n

∣∣∣∣p − ∣∣∣∣u j−1
m

∣∣∣∣p∣∣∣∣
∣∣∣∣∣LH

j
m
− LH

j−1
m

∣∣∣∣∣
p

+ ‖|u|p‖∞ sup
0≤t≤T

m−1+pH ∑
mn−1bntc≤j≤mn−1(bntc+1)

∣∣∣∣∣LH
j

m
− LH

j−1
m

∣∣∣∣∣
p

≤m−1+pH
bntc

∑
k=1

sup
s∈In(k)∪In(k−1)

∣∣∣∣∣∣∣∣u k−1
n

∣∣∣∣p − |us|p
∣∣∣∣ ∑

j∈In(k)

∣∣∣∣∣LH
j

m
− LH

j−1
m

∣∣∣∣∣
p

+ ‖|u|p‖∞ sup
0≤t≤T

m−1+pH ∑
mn−1bntc≤j≤mn−1(bntc+1)

∣∣∣∣∣LH
j

m
− LH

j−1
m

∣∣∣∣∣
p

,

where we denote

In(k) :=
(

k− 1
n

,
k
n

]
, 1 ≤ k ≤ bntc .

By applying Theorem 2.4 again we can conclude that this expression converges in prob-

ability to

En :=
cp

n

(
bntc

∑
k=1

sup
s∈In(k)∪In(k−1)

∣∣∣∣|u k−1
n
|p − |us|p

∣∣∣∣+ ‖|u|p‖∞

)
as m→ ∞.

With exactly the same arguments as in the proof of [CNW06, Theorem 1] this term con-

verges to zero almost surely. Likewise, the convergence of ‖D(n)‖∞ → 0 as n → ∞ is
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already shown in [CNW06]. For the last part, namely A(m)
t , we can use the Young in-

equality and obtain for any p ≤ 1

|A(m)
t | ≤ m−1+pH

∣∣∣∣∣∣∣∣∣
bmtc

∑
j=1


∣∣∣∣∣∣∣∣∣

j
m∫

j−1
m

us dLH
s

∣∣∣∣∣∣∣∣∣
p

−
∣∣∣∣∣u j−1

m

(
LH

j
m
− LH

j−1
m

)∣∣∣∣∣
p


∣∣∣∣∣∣∣∣∣

≤ m−1+pH
bmtc

∑
j=1

∣∣∣∣∣∣∣∣∣
j

m∫
j−1
m

us dLH
s − u j−1

m

(
LH

j
m
− LH

j−1
m

)∣∣∣∣∣∣∣∣∣
p

≤ cp∗,qm−1+pH
bmtc

∑
j=1

(
varq(u; Im(j))var 1

γ−ε

(
LH; Im(j)

))p

=: cp∗,qFm,

where p∗ := γ− ε for 0 < ε < γ. For δ > 0 we now consider the decomposition

Fm ≤m−1+pH ∑
{j| varq(u;Im(j))>δ}

(
varq(u; Im(j))var 1

γ−ε

(
LH; Im(j)

))p

+ δpm−1+pH
bmtc

∑
j=1

(
var 1

γ−ε

(
LH; Im(j)

))p
.

Since
bmtc

∑
j=1

varq(u; Im(j)) ≤ varq(u; [0, T]) < ∞

we can conclude that the number of indices j for which varq(u; Im(j)) > δ holds is

bounded by
⌊

varq(u;[0,T])
δ

⌋
+ 1 =: M and hence

Fm ≤Mm−1+pH max
1≤j≤bmTc

(
varq(u; Im(j))var 1

γ−ε

(
LH; Im(j)

))p

+ δpm−1+pH
bmtc

∑
j=1

(
var 1

γ−ε

(
LH; Im(j)

))p
.

For the first term we use the Hölder-continuity of the paths of the process LH to show

that for all ε > 0 such that −1 + pε + p
α < 0 it holds almost surely

m−1+pH
(

var 1
γ−ε

(
LH; Im(j)

))p
≤ m−1+pH‖LH‖p

γ−εm
p(ε−γ)

= m−1+pε+ p
α ‖LH‖p

γ−ε
m→∞−→ 0.
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The selection of ε with the condition above is possible because p < α. For the second

summand it remains to show that

(2.7) lim
m→∞

m−1+pH
bmtc

∑
j=1

(
var 1

γ−ε

(
LH; Im(j)

))p
< ∞ in L1.

Then we can take the limit for δ→ 0 which finishes the proof. To this end we observe

bmtc

∑
j=1

(
var 1

γ−ε

(
LH; Im(j)

))p
≤ bmtc max

j=1,...,bmtc

(
var 1

γ−ε
(LH; Im(j))

)p

and conclude

E

[
lim

m→∞
m−1+pH

bmtc

∑
j=1

(
var 1

γ−ε

(
LH; Im(j)

))p
]

≤ E

[
lim

m→∞
m−1+pH bmtc max

j=1,...,bmtc

(
var 1

γ−ε
(LH; Im(j))

)p
]

= E
[

lim
m→∞

m−1+pH bmtc
(

var 1
γ−ε

(LH; Im(1))
)p]

≤ TE

[
lim

m→∞
mp(H−γ+ε)‖LH‖p

γ−ε;
[
0, 1

m

]
]

= TE
[
‖XH‖p

γ−ε;[0,1]

]
,

where the last equation is an application of Proposition 1.18 and XH is the linear fractional

stable motion, introduced in Definition 1.12.

Before finishing the proof we need to gather some information about the linear frac-

tional stable motion. To this end we recall the definition

(2.8) ‖XH‖γ−ε;[a,b] = sup
a≤s<t≤b

|XH
t − XH

s |
|t− s|γ−ε

.

This is finite because of the Hölder-continuity of linear fractional stable motions. By the

definition of the supremum there are sequences (sn)n∈N and (tn)n∈N, such that sn, tn ∈

[0, 1] for all n ∈N and

(2.9) lim
n→∞

|XH
tn
− XH

sn
|

|tn − sn|γ−ε
= ‖XH‖γ−ε;[0,1].

From the self-similarity of the process XH we can conclude that

(2.10)
|XH

t − XH
s |

|t− s|γ−ε

D
= |t− s| 1α+ε|XH

1 |.
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Now, we can finish the proof of (2.7) as follows:

E
[
‖XH‖p

γ−ε;[0,1]

]
(2.9)
= E

[(
lim
n→∞

|XH
tn
− XH

sn
|

|tn − sn|γ−ε

)p]
(∗)
≤ lim

n→∞
E

[(
|XH

tn
− XH

sn
|

|tn − sn|γ−ε

)p]
(2.10)
= lim

n→∞
|tn − sn|p(

1
α+ε)E

[
|XH

1 |p
]

≤ E
[
|XH

1 |p
]
< ∞,

where Equation (∗) follows by the Fatou’s lemma. Finally ‖Fm‖∞ → 0 holds by taking

the limit for δ→ 0 as mentioned above.

To complete the proof we consider the case p > 1. Analogous to [CNW06] we use

Minkowski’s inequality to obtain∣∣∣∣∣∣∣∣
(

m−1+pHVm
p (Z)t

) 1
p −

cp

t∫
0

|us|p ds


1
p

∣∣∣∣∣∣∣∣

≤m−1+pH


bmtc

∑
j=1

∣∣∣∣∣∣∣∣∣
j

m∫
j−1
m

us dLH
s − u j−1

m

(
LH

j
m
− LH

j−1
m

)∣∣∣∣∣∣∣∣∣
p

1
p

+ m−1+pH

bntc

∑
k=1

m

∑
j∈In(k)

∣∣∣∣∣(u j−1
m
− u k−1

m
)

(
LH

j
m
− LH

j−1
m

)∣∣∣∣∣
p


1
p

+

∣∣∣∣∣∣∣∣m
−1+pH

bntc

∑
k=1

∣∣∣∣u k−1
n

∣∣∣∣p m

∑
j∈In(k)

∣∣∣∣∣LH
j

m
− LH

j−1
m

∣∣∣∣∣
p


1
p

−
(

cpn−1
bntc

∑
k=1

∣∣∣∣u k−1
n

∣∣∣∣p
) 1

p

∣∣∣∣∣∣∣∣
+ c

1
p
p

∣∣∣∣∣∣∣∣
(

n−1
bntc

∑
k=1

∣∣∣∣u k−1
n

∣∣∣∣p
) 1

p

−

 t∫
0

|us|p ds


1
p

∣∣∣∣∣∣∣∣ .

Now, we can proceed similar to the case p ≤ 1 and the proof is completed. �
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Clearly, the law of large numbers provides us with an estimate, but without the cor-

responding central limit theorem we have no information regarding the quality of this

estimate. For this reason we investigate in a distributional limit theorem for the power

variation of linear fractional stable motions in the next chapter. Some simulation studies

published in [Gla14] draw the conclusion that the limit distribution of the power varia-

tion of fractional Lévy processes is not Gaussian.





CHAPTER 3

Distributional Theory

As we saw in the last chapter the techniques which were used to prove the consis-

tency theorem in the Gaussian case carry over to the more general setting we consider in

the present thesis. Now, we are dealing with distributional limit theorems. In Gaussian

models distributional limit theorems for the power variation are proven with the help of

Malliavin calculus (c.f. e.g. [CNW06, BNCP09, MN14]). The article [CNW06] develops

limit theorems for the power variation of fractional Brownian motions BH. The results

are the following: The expression

c(n) · npHVn
p (BH)t,

c(n) suitable as explained below, appropriately centred converges in law to a random

variable Xlim, and it holds:

• for 0 < H < 3
4 : c(n) = n−

1
2 and Xlim is a Gaussian random variable,

• for H = 3
4 : c(n) = n−

1
2 log(n)−

1
2 and Xlim is a Gaussian random variable and

• for 3
4 < H < 1 : c(n) = n1−2H and Xlim is Rosenblatt distributed.

In the case 0 < H < 3
4 it also establishes a limit theorem for npH− 1

2 Vn
p (Z)t appropriately

centred to a Gaussian random variable, where Z is an integrated fractional process.

The article [GI15] provides a limit theorem for the power variation of stable Lévy

processes. Let L be a stable Lévy process with parameters (α, β, 0, c). We define

Cn(α, p) :=


n−

p
α E [|L1|p] α

2 < p < α,

E
[
sin
(
n−1|L1|α

)]
p = α,

0 p > α.

41
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Then for p > α
2

Vn
p (L)t − ntCn(α, p) D→ L′t as n→ ∞,

where L′ is an α
p -stable process which is independent of L and whose Lévy measure is

concentrated on (0, ∞). In the case p < α
2 the result can be deduced from the standard

central limit theorem since |L1|p has finite second moment. Under this condition it holds:

n−
1
2+

p
α Vn

p (L)t − t
√

nE [|L1|p]
D→ Var (|L1|p) Bt as n→ ∞,

where B is a Brownian motion and independent of L.

In this chapter we combine the properties of both classes of processes and consider

linear fractional stable motions which have α-stable marginal distributions and whose

dependence structure is the same as the one of fractional Brownian motions. Our goal is

to prove the following limit theorem:

THEOREM 3.1. Let 1 < α < 2, 0 < p < α and XH be a linear fractional α-stable motion

with γ ∈
(
− 1

α , 1− 1
α

)
. If

H <


3
4 for γ > 0,

1
2 for γ < 0,

the following limit theorem holds:

(3.1)
√

n
(

n−1+pHVn
p (XH)1 −E

[
|XH

1 |p
])

D→ Ξ,

where Ξ is a non-trivial random variable whose law is obtained as a mixture of Gaussian distri-

butions.

To achieve this goal we choose an elegant way to reduce the proof of the above men-

tioned theorem to a Malliavin based limit theorem (c.f. Theorem 1.27) by using the tech-

nique of subordination. To apply Theorem 1.27 we follow the strategy developed in

[MN14]. This article is the first one which provides a distributional limit theorem for the

power variation of Gaussian processes relaxing the assumption of stationary increments

to processes with locally stationary increments which is defined later.
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We proceed in the following steps: in the first section we construct a specific proba-

bility space to identify a representation of a linear fractional stable motion XH as a con-

ditionally Gaussian process G. The limit theorem [MN14, Theorem 1] is provided in

Section 2. Unfortunately, this limit theorem cannot be applied to the Gaussian process

constructed in the first section but the statement of [MN14, Theorem 1] still holds true

for our conditionally Gaussian process. This will be shown in the third section of this

chapter. In Section 4 we prove our main result by applying the limit theorem for the

power variation of the process G we deduced in the section before. We finish the chapter

with a short conclusion.

1. Representation of Linear Fractional Stable Motions as Conditionally Gaussian

Processes

In the following we give an explicit construction of how a linear fractional stable mo-

tion can be represented as some conditionally Gaussian process G. We proceed as follows:

since it is well known that a Brownian motion subordinated by an α
2 -stable subordinator

yields a symmetric α-stable Lévy process (c.f. chapter 1.3) we start with two-sided ana-

logues of the mentioned processes and observe that also a two-sided Brownian motion

subordinated by a two-sided α
2 -stable subordinator yields a two-sided symmetric α-stable

Lévy process. After that we use this result to see that linear fractional stable motions are

conditionally Gaussian processes.

Let B̃ be a two-sided standard Brownian motion on a filtered probability space(
Ω1,A1,G1, P1

)
, where the filtration G1 = (G1

t )t∈R is generated by B̃. We also assume

that the filtration satisfies the usual hypotheses (i.e. it is complete and right continuous).

Let 1 < α < 2 and C̃ = (C̃(1), C̃(2)) be a two-dimensional 2
α -stable, spectral negative

Lévy process with independent components and start in 0 defined on a probability space

(Ω2,A2, P2). In particular the processes C̃(1) and C̃(2) have no positive jumps. We define
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the two-sided process M̃ by

M̃t :=


sup

0≤s≤t
C̃(1)

s t ≥ 0,

− sup
0≤s≤−t−

C̃(2)
s t < 0.

Let the filtration G2 on (Ω2,A2, P2) be the filtration generated by M̃. We also assume that

it fulfils the usual hypotheses. We define the two-sided process θ̃ by

θ̃u :=


inf
{

t ≥ 0| C̃(1)
t > u

}
u ≥ 0,

− inf
{

t ≥ 0| C̃(2)
t ≥ −u

}
u < 0

with the convention that the infimum of the empty set is ∞. Then by Proposition 1.23 the

process θ̃ is a two-sided α
2 -stable subordinator.

Let (Ω,A, P) = (Ω1 ×Ω2,A1 ⊗A2, P1 ⊗P2) be the product space equipped with

the filtration Ft :=
(⋂

s>t
G1

s ⊗ G2
s

)P

. Hence, the filtration F = (Ft)t∈R is complete and

right-continuous (i.e. it fulfils the usual hypotheses). For ω = (ω1, ω2) we define the

processes B, θ and M by

Bt(ω) := B̃t(ω1), θt(ω) := θ̃t(ω2) and Mt(ω) := M̃t(ω2).

Then B is a two-sided standard F -Brownian motion and θ is a two-sided α
2 -stable subor-

dinator independent of B. Applying Proposition 1.23 yields that the process Lα defined

by

Lα
t = B(θt), t ∈ R

is a two-sided symmetric α-stable Lévy process.

Note that for θ it also holds

θu = inf {t ∈ R|Mt > u} ,

which means that for all u ∈ R the random variable θu is a stopping time with respect to

the filtration F .
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We now apply this technique to linear fractional stable motions. Let XH be the linear

fractional stable motion driven by Lα. Hence, it can be represented as

XH
t =

t∫
−∞

(t− s)γ
+ − (−s)γ

+ dLα
s =

t∫
−∞

(t− s)γ
+ − (−s)γ

+ dB(θs).

This means that the linear fractional stable motion constructed above is a condition-

ally Gaussian process with conditional covariance structure given by

E
[

XH
t XH

s |θ
]
=

s∧t∫
−∞

(
(t− r)γ

+ − (−r)γ
+

) (
(s− r)γ

+ − (−r)γ
+

)
dθr,

where the integral is a Lebesgue-Stieltjes integral which is well defined since θ is almost

surely increasing. In the following we consider the process XH under the measure P1 so

we introduce the process G which for fixed ω2 ∈ Ω2 is defined by

(3.2) G(t, ω2) :=
t∫

−∞

(t− s)γ
+ − (−s)γ

+ dB̃(θ̃s(ω2)), t ∈ R.

The process G is a Gaussian process defined on (Ω1,A1, P1), has the covariance structure

E1 [GtGs] =

s∧t∫
−∞

(
(t− r)γ

+ − (−r)γ
+

) (
(s− r)γ

+ − (−r)γ
+

)
dθ̃r

and we will - as usual - suppress ω2 ∈ Ω2.

REMARK 3.2. Since θs is a stopping time we are able to use substitution of θs by r in

the representation of XH above. Then we also have

XH
t =

t∫
−∞

(t− s)γ
+ − (−s)γ

+ dB(θs)
(∗)
=

θt∫
−∞

(t−M(r))γ
+ − (−M(r))γ

+ dB(r),

which means that XH
t = G̃(θt), where

G̃(u) :=
u∫

−∞

(M(u)−M(r))γ
+ − (−M(r))γ

+ dB(r)

is also a conditionally Gaussian process since B and M are independent processes. We

state this because it might be helpful for other observations which are not in the scope

of this thesis. Equation (∗) can be observed by approximating the integrand by step

functions.
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Observe that it is crucial for the construction made above that the driving Lévy pro-

cess needs to have a representation as a subordinated Brownian motion in order to draw

back the proof of our main result to a Gaussian limit theorem. Additionally, we give an

example of a driving Lévy process L where this construction cannot be applied even if

this process is closely related to Lα. Also the corresponding fractional Lévy process driven

by L has the local self-similarity property. The process L arises from Lα by removing all

jumps which are bigger than 1.

EXAMPLE 3.3. Let 1 < α < 2 and consider the Lévy process L defined by L = Lα−X, where

X is a stochastic process with Xt := ∑
0≤s≤t
∆Lα

s >1

Lα
s . The fractional Lévy process driven by this process

L is obviously a local self-similar process (since the Lévy measure of L is dν(x) = 1
|x|1+α 1|x|≤1 dx)

but L cannot be obtained as a subordination of a Brownian motion by any subordinator Z. This is

given because if the subordinator Z has jumps, the process B(Z) has unbounded jumps. On the

other hand if the subordinator is continuous the process B(Z) is continuous as well.

In the next section we state a limit theorem for the power variation of so-called locally

stationary Gaussian processes. From the proof of this theorem the same result for the

process G defined in (3.2) can be deduced. We will show this in the third section.

2. Limit Theorem for the Power Variation of Gaussian Processes with Locally

Stationary Increments

The content of this section is taken from [MN14].

First we introduce the notation to state the limit theorem [MN14, Theorem 1]. Let

G = {G(t)|t ∈ [0, 1]} be a zero mean Gaussian process defined on a probability space

(Ω,A, P). The covariance function of G is the function ΓG : [0, 1]2 → R defined by

ΓG(s, t) := E [G(s)G(t)] , s, t ∈ [0, 1]



2. A GAUSSIAN LIMIT THEOREM FOR THE POWER VARIATION 47

We denote the incremental variance function σ2
G : [0, 1]2 → R+ by

σ2
G(s, t) := E

[
(G(t)− G(s))2

]
, s, t ∈ [0, 1].

Let

πn = {0 ≤ tn
0 < tn

1 < · · · < tn
n ≤ 1}

be a partition of [0, 1]. Its mesh size is denoted by

∆n := sup
{

tn
j − tn

j−1 | j = 1, . . . , n
}

.

For a function F : [0, 1]→ R we define by

∆n
j F := F(tn

j )− F(tn
j−1)

its increment over the interval [tn
j−1, tn

j ]. For a two-variable function F : [0, 1]2 → R its

double increment over the rectangle [tn
j−1, tn

j ]× [tn
k−1, tn

k ] is denoted by

�n
j,kF := F(tn

j , tn
k )− F(tn

j , tn
k−1)− F(tn

j−1, tn
k ) + F(tn

j−1, tn
k−1).

In order to define Gaussian processes of locally stationary increments we need the fol-

lowing class of functions: let R[0, 1] be a set of functions ρ : [0, 1] → R+ such that ρ is

continuous at zero, ρ(0) = 0 and for each δ ∈ (0, 1), it holds

0 < inf {ρ(u)| u ∈ [δ, 1]} ≤ sup {ρ(u)| u ∈ [δ, 1]} < ∞.

DEFINITION 3.4. Let G = {G(t)|t ∈ [0, 1]} be a zero-mean Gaussian stochastic pro-

cess. We say G has locally stationary increments if there is a function ρ ∈ R[0, 1] such that

the following holds:

(A1) there is a finite constant c1 > 0 such that for all s, t ∈ [0, 1]

σG(s, t) ≤ c1ρ (|t− s|) ;

(A2) for each ε > 0

lim
δ↘0

sup
{∣∣∣∣σG(s, s + h)

ρ(h)
− 1
∣∣∣∣ ∣∣∣∣ s ∈ [ε, 1), h ∈ (0, δ ∧ (1− s)]

}
= 0.
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The interpretation of the limit theorem [MN14, Theorem 1] is the following: the func-

tion ρ approximates the local standard deviation. The process G is compared to a station-

ary, centred Gaussian process G̃ whose incremental variance is given by

σ2
G̃(s, t) = ρ(|t− s|)2.

If the process G̃ fulfils a convergence condition (c.f. Condition (b) of Theorem 3.5 below),

it satisfies a limit theorem for the power variation . If additionally the difference of the

incremental variance of both processes G and G̃ converges to zero as it is stated in Con-

dition (c) of Theorem 3.5 below, then G satisfies a central limit theorem for the power

variation.

We state [MN14, Theorem 1] after introducing the pth weighted power variation Vn

of G, defined as

Vn := ∆n

n

∑
j=1


∣∣∣G(tn

j )− G(tn
j−1)

∣∣∣
ρ(∆n)

p

and

(3.3) η(k, ∆n) :=
ρ ((k + 1)∆n)

2 + ρ ((k− 1)∆n)
2 − 2ρ (k∆n)

2

2ρ (∆n)
2

THEOREM 3.5. Let p > 0 and let G = {G(t)|t ∈ [0, 1]} be a Gaussian process of locally

stationary increments with ρ ∈ R[0, 1]. Let (πn)n∈N be a sequence of partitions such that its

mesh size ∆n converges to zero as n tends to infinity. Suppose that

(a) there is a constant C1 > 0, such that σG(s, t) ≥ C1ρ(|t− s|) for all s, t ∈ [0, 1];

(b) for every integer m ≥ 2, there is a real number Ψm such that

(3.4) lim
n→∞

yn

∑
k=1

(η(k, ∆n))
m = Ψm

for every increasing and unbounded sequence of positive integers (yn)n∈N with values

yn ≤ n− 1 for each n ≥ 1;

(c) for every integer m ≥ 2,

lim
n→∞

∆n

[ρ(∆n)]
2

n

∑
j,k=1

∣∣∣�n
j,k
[
ΓG − 1

2 ρ̃
]∣∣∣m = 0,



3. APPLICATION OF THE GAUSSIAN LIMIT THEOREM 49

where ρ̃(s, t) := −ρ(|t− s|)2 for s, t ∈ [0, 1].

Then the central limit theorem

(3.5) ∆−1/2
n (Vn −E [Vn]) =

√
∆n

n

∑
j=1

[(
|∆n

j G|
ρ(∆n)

)p

−E

(
|∆n

j G|
ρ(∆n)

)p]
D→ ξ as n→ ∞

holds, where ξ is a zero mean Gaussian random variable with variance

Eξ2 =
∞

∑
m=2

a2
p,mm! (1 + 2Ψm) ,

where Ψm is defined by (3.4), and the coefficients ap,m are given by

ap,m := (m!)−1
E [(|Z|p −E|Z|p) Hm(Z)]

with Hm, m ≥ 2, being the Hermite polynomials as in Chapter 1.5 and Z being a standard normal

random variable.

In order to prove our main result we would like to apply this theorem to the condi-

tionally Gaussian process G we constructed in the last section. Unfortunately, it cannot

be applied as stated above but in the next section we will see that under some slight mod-

ifications the statement of the last theorem still holds true for our process G constructed

in the last section.

3. Application of the Gaussian Limit Theorem

In this section we use the notations and constructions we introduced in the first sec-

tion in order to apply a modified version of Theorem 3.5 (c.f. Corollary 3.6) for fixed

ω2 ∈ Ω2 to the process G = (Gt)t∈R which is constructed in section 1. The process G is

defined in Equation (3.2) by

G(t) =
t∫

−∞

(t− r)γ
+ − (−r)γ

+ dB̃(θ̃r).

The natural idea to apply Theorem 3.5 to the process G is using the function

ρ(u) := E1
[
G(u)2] 1

2 .



50 3. DISTRIBUTIONAL THEORY

It turns out that under this assumption Condition (c) of Theorem 3.5 and Assumption

(A2) are not satisfied in our model. But we found out that we can proceed analogously

to the proof of Theorem 3.5 to deduce the same result (c.f. Corollary 3.6) for our process

G. This is the goal of this section. Therefore, we introduce some notations.

The sequence of partitions (πn)n∈N is given by

πn :=
{

tn
j = j

n

∣∣∣ j = 0, . . . , n
}

.

For 1 ≤ j, k ≤ n we define ∆n
j G := G(tn

j )− G(tn
j−1) and rn(j, k) :=

E1

[
∆n

j G∆n
k G
]

wj,nwk,n
, where

(3.6) wj,n := E1

[(
∆n

j G
)2
] 1

2
.

The choice of the function ρ in Theorem 3.5 is not unique. As it is described in [MN14,

Remark 3] we can replace ρ(∆n) in Equation (3.5) by wj,n. By doing this there is no need

for introducing the function ρ, Assumptions (A1) and (A2) and Condition (a) of Theo-

rem 3.5. The drawback is that we need to find alternatives to Hypotheses (b) and (c) of

Theorem 3.5. Then the result of Theorem 3.5 reduces to√
1
n

n

∑
j=1

[(
|∆n

j G|
wj,n

)p

− cp

]
D→ ξ as n→ ∞,

where cp = E(|Z|p) and Z is standard normal. This is the statement of [MN14, Remark

3].

The proof of Theorem 3.5 is reduced to exactly this case and is worked out in detail

in [MN14]. It is based on Malliavin calculus, the corresponding limit theorem (Theorem

1.27) and on a decomposition of rn(j, k) into two parts. This is

(3.7) rn(j, k) =
1

vj,nvk,n
(ηn (|k− j|) + zn(j, k)) ,

where vj,n := wj,n
ρ(∆n)

, ηn is given by (3.3) and the term zn(j, k) is defined by

zn(j, k) :=
�n

j,k

[
ΓG − 1

2 ρ̃
]

ρ(∆n)2 ,
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where ρ̃(s, t) := −ρ(|t− s|)2 (c.f. Condition (c) of Theorem 3.5). The interpretation is the

following: assume that Condition (b) is true. Then, if it can be shown that the process G is

’almost stationary’ in the sense that the above mentioned decomposition holds and zn(j, k)

satisfies the convergence condition (c) of Theorem 3.5, a central limit theorem holds for

the power variation of G. In our case we do not have an analogous decomposition. In-

stead we show that rn(j, k) directly satisfies an equivalent condition to Condition (b) of

Theorem 3.5.

We now state a corollary of the proof of Theorem 3.5 which provides the central limit

theorem for the power variation of our process G. Note that the process G determines

1 < α < 2, γ ∈
(
− 1

α , 1− 1
α

)
and H = γ+ 1

α . In the remaining part of this section we prove

this corollary. In the proof we focus on the changes compared to the proof of Theorem

3.5.

COROLLARY 3.6. Let 1 < α < 2, 0 < p < α and

Vn :=
1
n

n

∑
j=1


∣∣∣G(tn

j )− G(tn
j−1)

∣∣∣
wj,n

p

.

Under the condition

(3.8) H <


3
4 for γ > 0,

1
2 for γ < 0,

it holds that for any integer m ≥ 2 there is a real number Ψm, such that

(3.9) lim
n→∞

1
n ∑

2≤j<k≤n
(rn(j, k))m = Ψm.

Additionally, the following convergence holds under the measure P1 and P2-almost surely:

(3.10)
√

n (Vn −E1 [Vn]) =
√

1
n

n

∑
j=1

[(
|∆n

j G|
wj,n

)p

− cp

]
D1→ ξ as n→ ∞,

where under the measure P1 the law of the random variable ξ is centred Gaussian with variance

given by

(3.11) E1ξ2 =
∞

∑
m=2

a2
p,mm! (1 + 2Ψm) .
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The real number Ψm is defined by (3.9), and the coefficients ap,m are given by

ap,m := (m!)−1
E [(|Z|p −E|Z|p) Hm(Z)]

with Hm, m ≥ 2, being the Hermite polynomials and Z being a standard normal random variable

on (Ω,A, P).

Before we are able to prove this corollary we need two lemmas. The second one is

a crucial detail for the proof of the above corollary. It uses a fact about stable random

variables which is stated in the first lemma.

LEMMA 3.7. Let α < 1 and consider the Lévy measure dν(x) = 1
x1+α 1x≥0 dx. Let cX, cY > 0

and X and Y be two α-stable random variables on (Ω,A, P) with the same Lévy measure ν and

characteristic functions given by

ϕX(u) = e
|u|α

∫
R

eix−1 dν(x)cX
,

respectively

ϕY(u) = e
|u|α

∫
R

eix−1 dν(x)cY
.

If cX > cY, then for any δ > 0 it holds

P(X > δ) ≥ P(Y > δ).

PROOF. Let a =
(

cX
cY

) 1
α
> 1. Then X D

= aY and

P(X > δ) = P(aY > δ) ≥ P(Y > δ). �

LEMMA 3.8. Let G be defined as in (3.2) and H = γ + 1
α . For 1 ≤ j < k ≤ n we define

(3.12) τn(k− j) := n−2H


(

k−j+1
2

)2H−2
for γ > 0,(

k−j+1
2

)H−1
for γ < 0.

and

Y j,k
n := E1

[(
G
(

j
n

)
− G

(
j−1

n

)) (
G
(

k
n

)
− G

(
k−1

n

))]
.
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Then for any ε > 0 it holds P2-almost surely

(3.13) n−ετn(k− j)−1Y j,k
n → 0 as n→ ∞.

PROOF. From the definition of G we can conclude that

Y j,k
n := E1

[(
G
(

j
n

)
− G

(
j−1

n

)) (
G
(

k
n

)
− G

(
k−1

n

))]
=
∫
R

((
j
n − s

)γ

+
−
(

j−1
n − s

)γ

+

)((
k
n − s

)γ

+
−
(

k−1
n − s

)γ

+

)
dθ̃s,

where this integral is a Lebesgue-Stieltjes integral. Since γ ∈
(
− 1

α , 1− 1
α

)
it also exists in

the sense of [RR89, Definition 2.5] and both integrals coincide. Thus Proposition 1.17 can

be applied to determine its characteristic function.

To prove the statement of the lemma we calculate the characteristic function of Y j,k
n

and show that τn(k − j)−1Y j,k
n can be estimated in the sense of Lemma 3.7 by a (stable)

random variable X on (Ω2,A2, P2) which is independent of j, k and n. The proof then

finishes as follows: we define a family of sets (An)n∈N by

An :=
{

ω ∈ Ω|
∣∣n−εX

∣∣ ≥ δ
}

.

Then for all n ∈N and any δ > 0 it holds An+1 ⊆ An. Additionally, for any δ > 0 it holds

lim
n→∞

P2(An) = 0 which includes that for any δ > 0

P2

( ⋂
n0∈N

⋃
n≥n0

n−εX ≥ δ

)
= P2

( ⋂
n0∈N

An0

)
= lim

n0→∞
P2(An0) = 0.

Then the following ensures the convergence in (3.13):

P2

(
lim
n→∞

n−ετn(k− j)−1Y j,k
n = 0

)
=P2

(
∀δ > 0 ∃n0 ∈N ∀n ≥ n0 : n−ετn(k− j)−1Y j,k

n < δ
)

=P2

(⋂
δ>0

⋃
n0∈N

⋂
n≥n0

n−ετn(k− j)−1Y j,k
n < δ

)

=1−P2

(⋃
δ>0

⋂
n0∈N

⋃
n≥n0

n−ετn(k− j)−1Y j,k
n ≥ δ

)
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≥1−P2

 ⋃
δ∈Q∩(0,∞)

⋂
n0∈N

⋃
n≥n0

n−εX ≥ δ


=1.

To finish the proof we estimate the characteristic function of Y j,k
n . Note that Proposi-

tion 1.17 can be applied to this random variable and its characteristic function is given

by

E2

[
eiuY j,k

n
]
= exp


∫
R

∫
R

e
ixu
((

j
n−s

)γ

+

−
(

j−1
n −s

)γ

+

)((
k
n−s

)γ

+

−
(

k−1
n −s

)γ

+

)
− 1 dν(x) ds

 .

By the substitution

y = xu
((

j
n − s

)γ

+
−
(

j−1
n − s

)γ

+

)((
k
n − s

)γ

+
−
(

k−1
n − s

)γ

+

)
and since dν(x) = x−1− α

2 1x≥0 dx it follows that

∫
R

∫
R

e
ixu
((

j
n−s

)γ

+

−
(

j−1
n −s

)γ

+

)((
k
n−s

)γ

+

−
(

k−1
n −s

)γ

+

)
− 1 dν(x) ds

= |u|
α
2

∫
R

eiy − 1 dν(y)
∫
R

∣∣∣∣(( j
n − s

)γ

+
−
(

j−1
n − s

)γ

+

)((
k
n − s

)γ

+
−
(

k−1
n − s

)γ

+

)∣∣∣∣
α
2

ds.

Note that only the last integral depends on j, k and n. To handle this term we proceed as

follows:

∫
R

∣∣∣∣(( j
n − s

)γ

+
−
(

j−1
n − s

)γ

+

)((
k
n − s

)γ

+
−
(

k−1
n − s

)γ

+

)∣∣∣∣
α
2

ds

=
∫
R

∣∣∣∣(( k−j+1
2n − s

)γ

+
−
(

k−j−1
2n − s

)γ

+

)((
− k−j−1

2n − s
)γ

+
−
(
− k−j+1

2n − s
)γ

+

)∣∣∣∣
α
2

ds

=
(

k−j+1
2n

)αγ+1 ∫
R

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr,

where the last equation holds by substituting r = 2ns
k−j+1 . The statement of the lemma is

already shown if k− j = 1 since k−j+1
2 = 1. Then, the integral no longer depends on j, k
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and n, which means that τn(k− j)−1Y j,k
n = n2HY j,k

n has the same distribution as the stable

random variable ∫
R

(
(1− r)γ

+ − (−r)γ
+

) (
(−r)γ

+ − (−1− r)γ
+

)
dθ̃s.

To see this one easily observes that
(
n2H) α

2 = nαH = nαγ+1.

For the remaining part of the proof let k − j ≥ 2 (this is only needed in Estimation

(3.15)). To estimate the integral

(3.14)
∫
R

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr

the idea is to apply a Taylor expansion of the function t 7→ (t− r)γ
+ for both factors of

the integrand. This can be done on the interval (−∞,−1). On the interval
[
−1,− k−j−1

k−j+1

]
this can only be applied to the first factor and on the interval

(
− k−j−1

k−j+1 , ∞
)

the integrand

is zero. For the first factor we apply the Taylor expansion as follows: for any r < 0 there

exists ξ ∈
(

k−j−1
k−j+1 , 1

)
such that

(1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+
= γ

(
1− k−j−1

k−j+1

)
(ξ − r)γ−1 .

Since γ− 1 < 0 its absolute value can be estimated from above by |γ|
(

2
k−j+1

)
(−r)γ−1.

With the same arguments it holds for r < −1∣∣∣(− k−j−1
k−j+1 − r

)γ

+
− (−1− r)γ

+

∣∣∣ ≤ |γ| ( 2
k−j+1

) ∣∣∣(−1− r)γ−1
∣∣∣ .

Note that the last term is not integrable at r = −1 iff γ < 0. This means that for γ < 0 the

Taylor expansion can only be applied on the first factor in Equation (3.14). We split the

integral in (3.14) into the integrals over the intervals

(−∞,−1) and
(
−1,− k−j−1

k−j+1

)
.

On the interval
(
−1,− k−j−1

k−j+1

)
it holds for any choice of γ:

− k−j−1
k−j+1∫
−1

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)(
− k−j−1

k−j+1 − r
)γ

+

∣∣∣∣
α
2

dr
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≤

− k−j−1
k−j+1∫
−1

∣∣∣(γ
(

2
k−j+1

)
(−r)γ−1

) (
− k−j−1

k−j+1 − r
)γ∣∣∣ α

2 dr

≤ |γ|
(

2
k−j+1

) α
2
(

k−j−1
k−j+1

)γ−1
− k−j−1

k−j+1∫
−1

∣∣∣− k−j−1
k−j+1 − r

∣∣∣γ α
2 dr

≤
∣∣∣∣ γ

γ α
2 + 1

∣∣∣∣ ( 2
k−j+1

) α
2 ( 1

3

)γ−1
(

2
k−j+1

)γ
α
2+1

=: c̃1 ·
(

2
k−j+1

)γ
α
2+1+ α

2 .(3.15)

Under the assumption γ > 0 we estimate

−1∫
−∞

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr

≤γ2
(

2
k−j+1

)α
−1∫
−∞

∣∣∣(−r)γ−1(−1− r)γ−1
∣∣∣ α

2 dr =: c̃2 ·
(

2
k−j+1

)α
,

where the last integral is finite. Since 2
k−j+1 ≤ 1 we have

(
2

k−j+1

)α
≥
(

2
k−j+1

)γ
α
2+1+ α

2

if and only if α ≤ γ α
2 + 1 + α

2 which is equivalent to γ ≥ 1− 2
α . Since 2

α > 1 and γ > 0

the condition γ ≥ 1− 2
α is always satisfied for γ > 0.

If γ < 0 the first factor can be estimated by∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)∣∣∣∣
α
2
≤ |γ|

α
2
(

2
k−j+1

) α
2
(−r)(γ−1) α

2 .

Then we use the Cauchy-Schwarz inequality to calculate

−1∫
−∞

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr

≤ |γ|
α
2
(

2
k−j+1

) α
2
−1∫
−∞

(−r)(γ−1) α
2
∣∣∣(− k−j−1

k−j+1 − r
)γ
− (−1− r)γ

∣∣∣ α
2 dr

≤ |γ|
α
2
(

2
k−j+1

) α
2

 −1∫
−∞

(−r)(γ−1)α dr


1
2
 −1∫
−∞

∣∣∣(− k−j−1
k−j+1 − r

)γ
− (−1− r)γ

∣∣∣α dr


1
2

.
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By the observations made above the last integral is

 −1∫
−∞

∣∣∣(− k−j−1
k−j+1 − r

)γ
− (−1− r)γ

∣∣∣α dr


1
2

=
(

2
k−j+1

) αγ+1
2

 0∫
−∞

∣∣(1− r)γ
+ − (−r)γ

+

∣∣α
1
2

and we can conclude

−1∫
−∞

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr

≤ |γ|
α
2
(

2
k−j+1

) α
2+

αγ+1
2

 −1∫
−∞

(−r)(γ−1)α dr


1
2
 0∫
−∞

∣∣(1− r)γ
+ − (−r)γ

+

∣∣α
1
2

=: c̃3 ·
(

2
k−j+1

) α
2+

αγ+1
2 ,

where both integrals are finite. Since α
2 + αγ+1

2 < γ α
2 + 1 + α

2 the term
(

2
k−j+1

) α
2+

αγ+1
2

dominates the term
(

2
k−j+1

)γ
α
2+1+ α

2 given in Equation (3.15).

The characteristic function of τn(k− j)−1Y j,k
n can be calculated by

ϕ
τn(k−j)−1Y j,k

n
(u)

=ϕ
Y j,k

n
(τn(k− j)−1u)

= exp

|τn(k− j)−1u|
α
2

∫
R

eiy − 1 dν(y)
(

k−j+1
2n

)αγ+1

·
∫
R

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr

 .

We first consider the case γ > 0. Then τn(k − j)−
α
2 =

(
k−j+1

2n

)−αH ( k−j+1
2

)α
and since

H = γ + 1
α it holds |τn(k − j)−1|

α
2
(

k−j+1
2n

)αγ+1
=
(

k−j+1
2

)α
. By the calculations made

above we have the following representation:

ϕ
τn(k−j)−1Y j,k

n
(u) = exp

|u| α2
∫
R

eiy − 1 dν(y)c1

 ,
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where

c1 :=
(

k−j+1
2

)α
∫
R

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr.

In the case γ < 0 it holds |τn(k− j)|−
α
2
(

k−j+1
2n

)αγ+1
=
(

k−j+1
2

) αγ+1+α
2 and the exponent

of the term k−j+1
2 in the above representation for c1 changes as follows: instead of α we

have αγ+1+α
2 . We have seen that the following estimation holds for the above integral:

∫
R

∣∣∣∣((1− r)γ
+ −

(
k−j−1
k−j+1 − r

)γ

+

)((
− k−j−1

k−j+1 − r
)γ

+
− (−1− r)γ

+

)∣∣∣∣
α
2

dr

≤


c̃1

(
k−j+1

2

)− αγ+2+α
2

+ c̃2

(
k−j+1

2

)−α
γ > 0,

c̃1

(
k−j+1

2

)− αγ+2+α
2

+ c̃3

(
k−j+1

2

)− αγ+1+α
2

γ < 0,

≤


(c̃1 + c̃2)

(
k−j+1

2

)−α
γ > 0,

(c̃1 + c̃3)
(

k−j+1
2

)− αγ+1+α
2

γ < 0.

If we define

c2 :=


c̃1 + c̃2 γ > 0,

c̃1 + c̃3 γ < 0,

it immediately follows c2 > c1. Now, we define a random variable X on (Ω2,A2, P2) by

its characteristic function given by

E2

[
eiuX

]
= exp

|u| α2
∫
R

eiy − 1 dν(y)c2

 .

Then by Lemma 3.7 it holds

P2(X ≥ δ) ≥ P2(τn(k− j)−1Y j,k
n ≥ δ)

which finishes the proof. �

Now, we are able to prove Corollary 3.6.
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PROOF OF COROLLARY 3.6. We proceed analogously to the proof of [MN14, Theo-

rem 1]. We first determine the Wiener chaos representation of
√

n (Vn −E [Vn]). Then we

show that Theorem 1.27 can be applied in our model.

Let cp := E
[
|Z|p

]
, where Z is a standard normal random variable and

Vn :=
1
n

n

∑
j=1


∣∣∣G(tn

j )− G(tn
j−1)

∣∣∣
wj,n

p

.

Then E1 [Vn] = cp. Now, we consider the term of interest. This is
√

n (Vn −E1 [Vn]). By a

separation of the first summand we obtain

√
n (Vn −E1 [Vn]) =

√
1
n

(
|∆n

1 G|p

wp
1,n
− cp

)
+
√

1
n

n

∑
j=2


∣∣∣∆n

j G
∣∣∣p

wp
j,n
− cp

 =: Rn + Yn.

Analogous to the proof of [MN14, Theorem 1] we show that Rn
P1→ 0 as follows: by

applying Tschebyscheff’s inequality it holds for any δ > 0

P1 (|Rn| > δ) ≤ δ−2 1
n

(
E1

[
|∆n

1 G|2p

w2p
1,n

]
− 2cpE1

[
|∆n

1 G|p

wp
1,n

]
+ c2

p

)

= δ−2 1
n

(
c2p − c2

p

)
→ 0 as n→ ∞.

Hence, by Slutsky’s lemma it is sufficient to show that

(3.16) Yn
D1→ ξ as n→ ∞,

where ξ is a centred normally distributed random variable with variance given by (3.11).

Therefore, we use Malliavin based technique.

Let µ = N(0, 1), then the Hermite-polynomials Hm introduced in Chapter 1.5 are

an orthogonal basis of the Hilbert-space L2(R, µ). We define a function H : R → R by

H(x) := |x|p − cp. Then H ∈ L2(R, µ) which means that H can be expressed by the

expansion

H =
∞

∑
m=0

amHm.
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Then the corresponding expansion of Yn is given by

Yn =
∞

∑
m=0

(
am

√
1
n

n

∑
j=2

Hm

(
∆n

j G

wj,n

))
=

∞

∑
m=2

(
am

√
1
n

n

∑
j=2

Hm

(
∆n

j G

wj,n

))
,

where the second equality holds since for a standard normal random variable Z it holds

a0 = E [H0(Z)H(Z)] = E
[
|Z|p − cp

]
= 0,

a1 = E [H1(Z)H(Z)] = E
[
Z
(
|Z|p − cp

)]
= E [|Z|pZ] = 0.

Let Im be the abstract multiple Wiener integral (c.f. Chapter 1.5). By the linearity of

Im and since the L2-norm of ∆n
i G

wi,n
equals one we have the following Wiener-chaos repre-

sentation of Yn:

Yn =
∞

∑
m=2

Im( fm,n),

where

fm,n := am

√
1
n

n

∑
j=2

(
∆n

j G

wj,n

)⊗m

.

Let Jm be the projection ofH on the mth Wiener chaosHm. Then

JmYn = am

√
1
n

n

∑
j=2

Hm

(
∆n

j G

wj,n

)

and by (1.7) it holds for any n ≥ 1 and m ≥ 2

m!‖ fm,n‖H⊗m = E1

[
(JmYn)

2
]

.

According to Theorem 1.27 the following conditions imply the convergence of Yn as it is

stated in (3.16):

(1) for every n ≥ 1, m ≥ 1 it holds E1

[
(JmYn)

2
]
≤ δm, where

∞
∑

m=1
δm < ∞;

(2) for every m ≥ 1, there exists lim
n→∞

E1

[
(JmYn)

2
]
=: σ2

m;

(3) for every m ≥ 2 and κ = 1, . . . , m− 1 it holds lim
n→∞
‖ fm,n ⊗κ fm,n‖2

H⊗2(m−κ) = 0.

The variance of ξ is then given by E1
[
ξ2] = ∞

∑
m=2

σ2
m. By the orthogonality of the Hermite-

polynomials and the resulting orthogonality of the Wiener chaoses it holds J1Yn = 0 for

each n ≥ 1, so it suffices to prove Conditions (1) and (2) for m ≥ 2.
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For n ≥ 1 and 2 ≤ j, k ≤ n we define

rn(j, k) := E1

[
∆n

j G∆n
k G

wj,nwk,n

]
.

By the Cauchy-Schwarz inequality it is rn(j, k) ≤ 1 for all n ≥ 1 and 2 ≤ j, k ≤ n. Then

for all m ≥ 2 it holds ∣∣∣∣∣ ∑
2≤j,k≤n

rn(j, k)m

∣∣∣∣∣ ≤ ∑
2≤j,k≤n

rn(j, k)2.

By [Nua95, Lemma 1.1.1] it is

E1

[
(JmYn)

2
]
= a2

mm!
1
n ∑

2≤j,k≤n
rn(j, k)m

= a2
mm!

(
1 + 2

1
n ∑

2≤j<k≤n
rn(j, k)m

)
(3.17)

≤ a2
mm!

(
1 + 2

1
n ∑

2≤j<k≤n
rn(j, k)2

)
.(3.18)

In the proof of [MN14, Theorem 1] Conditions (1) - (3) are shown by using a decompo-

sition of rn(j, k) into two terms rn(j, k) = 1
vj,nvk,n

(ηn (|k− j|) + zn(j, k)) (c.f. (3.7)) and the

fact that rn(j, k) behaves essentially as ηn(|k − j|). We claim that Conditions (1) and (2)

are satisfied if for each m ≥ 2 the following limits exist

(3.19) lim
n→∞

1
n ∑

2≤j<k≤n
rn(j, k)m =: ψm.

This equation is referred as [MN14, Equation (3.15)] and we later show that it is satisfied

in our model. Combining this with (3.17) it follows that σ2
m in Condition (2) above is

given by

a2
mm! (1 + 2ψm)

and additionally by (3.18) it holds that for all m ≥ 2 the term δm can be bounded by

a2
mm! (1 + 2ψ2). Under the hypothesis that (3.19) holds true Conditions (1) and (2) are

proven since
∞
∑

m=2
a2

mm! = E
[
(H(Z))2

]
< ∞, where Z is a standard normal random vari-

able.
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On the other hand Condition (3) reduces to the following weaker condition:

for m ≥ 2, 1 ≤ κ ≤ m− 1 it holds

(3.20)
1
n2

n

∑
i,j,k,l=2

|rn(i, j)|κ |rn(k, l)|κ |rn(i, k)|m−κ |rn(j, l)|m−κ → 0 as n→ ∞.

To see this we observe that by the calculation made in the proof of [MN14, Theorem 1]

fm,n ⊗κ fm,n is given by

fm,n ⊗κ fm,n =
1
n

a2
m

n

∑
j,k=2

rn(j, k)κ
(

h⊗(m−κ)
j,n ⊗ h⊗(m−κ)

k,n

)
,

where hj,n :=
∆n

j G
wj,n

. Then the square of the H⊗2(m−κ)-norm of this term is (again by the

calculations done in [MN14]) given by

‖ fm,n ⊗κ fm,n‖2
H⊗2(m−κ) = n−2a4

m

n

∑
i,j,k,l=2

rn(i, j)κrn(k, l)κrn(i, k)m−κrn(j, l)m−κ.

Then, (3.20) implies Condition (3) above.

We later show that there exists n0 ∈ N such that for each n ≥ n0 there is a function

η̃n : R→ R such that

|rn(j, k)| ≤ η̃n(k− j)

for any 1 ≤ j < k ≤ n and η̃n satisfies the following condition: let H be as in (3.8), then

for any n ≥ n0 and m ≥ 2 it holds

(3.21) lim
n→∞

n

∑
k=1

η̃n(k)m < ∞.

This condition can be identified with Condition (b) of [MN14, Theorem 1] and it is suffi-

cient to show that the convergence in (3.20) is satisfied. For this step we proceed exactly

as in [MN14, Pages 335-337] and it is worked out in the Appendix. Thus Equation (3.21)

implies (3.20) and then Condition (3) is satisfied in our model.

It remains to prove the existence of ψm given in (3.19). To this end we show that the

series 1
n ∑

2≤j<k≤n
rn(j, k)m is absolutely convergent for any m ≥ 2. The denominator of

rn(j, k) can be estimated from below as follows: it is

w2
j,n =

∫
R

((
j
n − s

)γ

+
−
(

j−1
n − s

)γ

+

)2

dθ̃s,
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where the integral is defined as Lebesgue-Stieltjes integral. Since θ̃ is P2-almost surely

non-decreasing and since the integrand is non-negative it can simply be estimated from

below by

w2
j,n ≥

j−1
n∫

j−2
n

((
j
n − s

)γ
−
(

j−1
n − s

)γ)2
dθ̃s.

The simplest estimation from below is to replace the integrand by its minimum over the

interval
[

j−2
n , j−1

n

]
. Since the integrand is convex, non-negative and increasing on this

interval it has its minimal value at j−2
n so we have the estimate

w2
j,n ≥

(2γ − 1)2

n2γ
∆n

j−1θ̃.

By Proposition 1.25 as n→ ∞, we have the following estimate from below for ∆n
j−1θ̃:

∆n
j−1θ̃ & n−

2
α P2 − a.s.,

which means that for large n it holds:

w2
j,n & n−2(γ+ 1

α ) = n−2H P2 − a.s,

which is obviously also satisfied by w2
k,n. After all the denominator of rn(j, k) can be

estimated as follows:

(3.22) wj,nwk,n & n−2H P2 − a.s.

For the numerator we apply Lemma 3.8 and conclude that there is some n0 ∈ N such

that for all n ≥ n0 and ε > 0 it holds

E1

[
∆n

j G∆n
k G
]
≤ nετn(k− j) P2 − a.s.,

where τn(k− j) is defined in (3.12). This implies

(3.23) rn(j, k) ≤ const · nε


(k− j + 1)2H−2 γ > 0,

(k− j + 1)H−1 γ < 0

 =: η̃n(k− j) P2 − a.s.
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for all n ≥ n0 and for any ε > 0. If γ > 0 then for any n ≥ n0, H < 3
4 and 0 < ε < 3−4H

2 it

holds

1
n

∣∣∣∣∣ ∑
2≤j<k≤n

rn(j, k)m

∣∣∣∣∣
≤ 1

n ∑
2≤j<k≤n

rn(j, k)2

.
1
n

n2ε ∑
2≤j<k≤n

(k− j + 1)4H−4

∼n2ε+4H−3 → 0

P2-almost surely as n→ ∞ which implies the convergence in Equation (3.19).

In the case γ < 0 it holds

rn(j, k) ≤ const · nε(k− j + 1)H−1 = const · nε(k− j + 1)H−1 P2 − a.s.

for all n ≥ n0 and for any ε > 0. Under this condition the convergence in Equation (3.19)

holds by the same arguments with the restriction H < 1
2 and 0 < ε < 2H−1

2 . Note that this

is no contradiction to the Gaussian limit theorems developed in [CNW06, MN14]. This

is given because in the Gaussian model it is α = 2 which means that H = γ + 1
2 . In this

case γ < 0 implies H < 1
2 . Hence, Conditions (1) and (2) above (c.f. Theorem 1.27) are

satisfied in our model.

By those calculations we also conclude that in the case γ > 0 for any H < 3
4 for all

m ≥ 2 and 0 < ε < 3−4H
m it holds

lim
n→∞

n

∑
k=1

η̃n(k)m < ∞

which implies the convergence in Equation (3.21). If γ < 0 the same result holds for

H < 1
2 and any 0 < ε < 1−2H

2 . Hence, Condition (3) above (c.f. Theorem 1.27) is satisfied

in our model which finishes the proof. �

In the next section we apply Corollary 3.6 in our model in order to prove Theorem

3.1.
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4. Proof of the Main Result

Now, we are able to prove Theorem 3.1.

PROOF OF THEOREM 3.1. Let Vn := Vn
p (XH)1. It is

Vn =
n

∑
j=1

∣∣∣∣∣XH
j
n
− XH

j−1
n

∣∣∣∣∣
p

=
n

∑
j=1

∣∣∣∆n
j XH

∣∣∣p
and we define in analogy to Theorem 3.5

Vn :=
1
n

n

∑
j=1


∣∣∣∆n

j XH
∣∣∣

wj,n

p

,

where wj,n is defined by (3.6).

Now, we have the following for the left hand side of (3.1):

√
n
(

n−1+pHVn −E
[∣∣∣XH

1

∣∣∣p])
=
√

n

(
n−1+pH

n

∑
j=1

∣∣∣∣∣XH
j
n
− XH

j−1
n

∣∣∣∣∣
p

−E
[∣∣∣XH

1

∣∣∣p])

=
1√
n

n

∑
j=1

npH
(∣∣∣∆n

j XH
∣∣∣p −E

[∣∣∣∆n
j XH

∣∣∣p])

=
1√
n

n

∑
j=1

(
n2Hw2

j,n

) p
2



∣∣∣∆n

j XH
∣∣∣

wj,n

p

−E



∣∣∣∆n

j XH
∣∣∣

wj,n

p


By the observations made in the proof of Lemma 3.8 for any n ∈ N and any 1 ≤ j ≤ n it

holds n2Hw2
j,n
D
= w2

1,1 under P2. Since for any n ∈ N and 1 ≤ j ≤ n the random variables

wj,n are independent of ω1 ∈ Ω1 this also holds under the measure P. Additionally, it is

E



∣∣∣∆n

j XH
∣∣∣

wj,n

p = E2E1



∣∣∣∆n

j XH
∣∣∣

wj,n

p = E2E1 [|Z|p] =: cp,

where Z is standard normal under P1. Then the convergence of
√

n
(

n−1+pHVn −E
[∣∣XH

1

∣∣p]) to a mixture of Gaussian random variables is shown
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as follows: by Corollary 3.6 the following holds under P1 and P2 almost surely (note

that the processes G and XH are the same under P):

(3.24)
√

n (Vn −E1 [Vn]) =
1√
n

(
n

∑
j=1

[(
∆n

j XH

wj,n

)p

− cp

])
D1→ ξ as n→ ∞.

Then for any continuous, bounded, real valued function f ∈ C0
b (R) it holds

E
[

f
(√

n
(

n−1+pHVn −E
[∣∣∣XH

1

∣∣∣p]))]

=E

 f

wp
1,1

1√
n

n

∑
j=1



∣∣∣∆n

j XH
∣∣∣

wj,n

p

− cp





Fubini
= E2E1

 f

wp
1,1

1√
n

n

∑
j=1



∣∣∣∆n

j XH
∣∣∣

wj,n

p

− cp



 .

Since Equation (3.24) holds P2-almost surely we can apply Lebesgue’s theorem to the

term above. Then we have the following convergence as n→ ∞:

E2E1

 f

wp
1,1

1√
n

n

∑
j=1



∣∣∣∆n

j XH
∣∣∣

wj,n

p

− cp



→ E2E1

[
f
(

wp
1,1ξ
)]

= E
[

f
(

wp
1,1ξ
)]

.

Note that under P1 the random variable wp
1,1ξ is a Gaussian random variable, which

means that under P it is a mixture of Gaussian random variables and in particular it is

non-trivial. This finishes the proof of Theorem 3.1. �

5. Conclusion and Suggested Future Research

We considered the power variation of fractional Lévy processes and its limit be-

haviour. We have seen that a consistency theorem for integrated fractional processes can

be proven with the same techniques as in the Gaussian model introduced by [CNW06].

The only difference is that the process u has to be more regular in our model. Probably

one can derive a better result if instead of the Riemann-Stieltjes integral another integral
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calculus is used in the definition of the process Z. But since the Young inequality is in-

volved in the proof of the consistency theorem one has to invent in new techniques of

proof in order to use the other calculus.

The technique used for the distributional theory is an elegant way to reduce the proof

of limit theorem in non-Gaussian models to those in Gaussian models. But it is limited by

the fact that the driving Lévy process needs to admit a representation as Brownian motion

subordinated by some other process. As long as the subordinator possesses finite first

moment we think that the technique used here can also be applied. On the other hand

processes such as those introduced in Example 3.3 could also be handled by studying the

difference of those processes and linear fractional stable motions.





Appendix

For the proof of Corollary 3.6 it remains to show

1
n2

n

∑
i,j,k,l=2

|rn(i, j)|κ |rn(k, l)|κ |rn(i, k)|m−κ |rn(j, l)|m−κ → 0 as n→ ∞.

To this end we proceed exactly as it is worked out in [MN14, Pages 335-337]. The term

above can be identified with the term Bn of the proof of [MN14, Theorem 1]. We have

seen that there exists n0 ∈N such that for any n ≥ n0 there is some function η̃n such that

rn(j, k) ≤ η̃n(|k− j|) for almost every ω2 ∈ Ω2 and the limit of the series

lim
n→∞

n

∑
k=1

η̃n(k)m =: λm

exists for any m ≥ 2. Then we have to show

1
n2

n

∑
i,j,k,l=2

η̃n(|i− j|)κ η̃n(|k− l|)κ η̃n(|i− k|)m−κ η̃n(|j− l|)m−κ → 0 as n→ ∞,

which is equivalent to

En :=
1
n

n

∑
i,j,k=2

η̃n(|i− j|)κ η̃n(k)κ η̃n(|i− k|)m−κ η̃n(k)m−κ → 0 as n→ ∞.

By Hölder’s inequality it holds

En ≤

 1
n

n

∑
i=1

(
n

∑
k=1

η̃n(|i− k|)m−κ η̃n(k)κ

)2


1
2

 1
n

n

∑
i=1

(
n

∑
j=1

η̃n(|i− j|)κ η̃n(j)m−κ

)2


1
2

=: UnWn.

Both factors can be treated similarly. Let ε > 0 and let a, b ≥ 1 be two integers. By using

again Hölder’s inequality we have the following three bounds for Wn:

W1,n(a, b) :=
1
n

dnεe

∑
i=1

(
n

∑
j=1

η̃n(|i− j|)aη̃n(j)b

)2

≤ 1
n

dnεe

∑
i=1

n

∑
j=1

η̃n(|i− j|)2a
n

∑
j=1

η̃n(j)2b

≤2
1
n
(dnεe+ 1)

n

∑
j=1

η̃n(j)2a
n

∑
j=1

η̃n(j)2b → 2ελ2aλ2b,
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as n→ ∞,

W2,n(a, b) :=
1
n

n

∑
i=dnεe+1

d nε
2 e

∑
j=1

η̃n(|i− j|)aη̃n(j)b

2

≤ 1
n

n

∑
i=dnεe+1

d nε
2 e

∑
j=1

η̃n(|i− j|)2a
d nε

2 e
∑
j=1

η̃n(j)2b

≤2
1
n
(n− dnεe)

n

∑
k=d nε

2 e
η̃n(k)2a

d nε
2 e

∑
j=1

η̃n(j)2b → 0,

as n→ ∞, and

W3,n(a, b) :=
1
n

n

∑
i=dnεe+1

 n

∑
j=d nε

2 e+1

η̃n(|i− j|)aη̃n(j)b

2

≤ 1
n

n

∑
i=dnεe+1

n

∑
j=d nε

2 e+1

η̃n(|i− j|)2a
n

∑
j=d nε

2 e+1

η̃n(j)2b

≤2
1
n
(n− dnεe)

n−dnεe−1

∑
k=1

η̃n(k)2a
d nε

2 e
∑
j=1

η̃n(j)2b → 0,

as n→ ∞. Hence

lim sup
n→∞

W2
n

≤ lim sup
n→∞

(W1,n(κ, m− κ) + 2W2,n(κ, m− κ) + 2W3,n(κ, m− κ))

≤2ελ2κλ2(m−κ)

and, since ε > 0 is arbitrary it holds Wn → 0 as n → ∞. Similarly, Un → 0 as n → ∞

which implies the convergence in Equation (3.20). This finishes the proof of Corollary

3.6.
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